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#### Abstract

We consider multivortex solutions for the selfdual Abelian Higgs model, as the ratio of the vortex core size to the separation distance between vortex points (the scaling parameter) tends to zero. To this end, we use a gluing technique (a shadowing lemma) for solutions to the corresponding semilinear elliptic equation on the plane, allowing any number (finite or countable) of arbitrarily prescribed singular sources. Our approach is particularly convenient and natural for the study of the asymptotics. In particular, in the physically relevant cases where the vortex points are either finite or periodically arranged in the plane, we prove that a frequently used factorization ansatz for multivortex solutions is rigorously satisfied, up to an error which is exponentially small.


Key words. selfdual Abelian Higgs model, elliptic equation, shadowing lemma
AMS subject classifications. 35J60, 58E15, 81 T 13
DOI. 10.1137/040619843

1. Introduction. We consider the energy density for the static, two-dimensional selfdual Abelian Higgs model in the following form:

$$
\mathcal{E}_{\delta}(A, \phi)=\delta^{2}|\mathrm{~d} A|^{2}+|D \phi|^{2}+\frac{1}{4 \delta^{2}}\left(|\phi|^{2}-1\right)^{2}
$$

where $A=A_{1} \mathrm{~d} x_{1}+A_{2} \mathrm{~d} x_{2}, A_{1}(x), A_{2}(x) \in \mathbb{R}$ is a gauge potential (a connection over a principal $U(1)$ bundle), $\phi, \phi(x) \in \mathbb{C}$ is a Higgs matter field (a section over an associated complex line bundle), $D=\mathrm{d}-i A$ is the covariant derivative, and $\delta>0$ is the scaling parameter. $\mathcal{E}_{\delta}$ is a rescaling of $\mathcal{E}_{1}=\left.\mathcal{E}_{\delta}\right|_{\delta=1}$, which coincides with the two-dimensional Ginzburg-Landau energy density in the so-called Bogomol'nyi limit. Such a limit describes the borderline between type I and type II superconductors; see, e.g., Jaffe and Taubes [12]. By the selfdual structure, solutions to the Euler-Lagrange equations of $\mathcal{E}_{\delta}$ may be obtained from solutions to the first order system:

$$
\begin{align*}
& \left(D_{1} \pm i D_{2}\right) \phi=0  \tag{1.1}\\
& F_{12}=\partial_{1} A_{2}-\partial_{2} A_{1}= \pm \frac{1}{2 \delta^{2}}\left(1-|\phi|^{2}\right) \tag{1.2}
\end{align*}
$$

The vortex-type critical points for the energy associated with $\mathcal{E}_{\delta}$, namely, the solutions of (1.1)-(1.2), have received considerable attention in recent years, in view of both their physical and geometrical interest; see, e.g., Garcia-Prada [8], Hong, Jost, and Struwe [10], Stuart [17], Taubes [19], Wang and Yang [20], and the references therein. In particular, Hong, Jost, and Struwe [10] consider (1.1)-(1.2) on a compact

[^0]Riemannian surface and perform a detailed analysis of the asymptotics as $\delta \rightarrow 0^{+}$. Indeed, the small $\delta>0$ regime, corresponding to the limit of small vortex core size with respect to the separation distance between vortices, is an appropriate approximation for the analysis near the vortex points of solutions of (1.1)-(1.2) with $\delta=1$. This type of asymptotics is also relevant in the context of Ginzburg-Landau vortices; see, e.g., Aftalion, Sandier, and Serfaty [2], Alama and Bronsard [3], André, Bauman, and Phillips [4], Bethuel, Brezis, and Hélein [6], Lin [13], Rubinstein and Sternberg [16], just to mention a few. It has also been widely investigated in the context of other selfdual gauge theories; see the monographs of Tarantello [18] and Yang [22].

The fundamental results concerning finite energy solutions of (1.1)-(1.2) on $\mathbb{R}^{2}$ were obtained by Taubes $[12,19]$. In particular, Taubes showed that such solutions are completely determined by solutions to the singular elliptic problem

$$
\begin{cases}-\Delta u=\delta^{-2}\left(1-\mathrm{e}^{u}\right)-4 \pi \sum_{j=1}^{s} m_{j} \delta_{p_{j}} & \text { on } \mathbb{R}^{2},  \tag{1.3}\\ u(x) \rightarrow 0 & \text { as }|x| \rightarrow+\infty\end{cases}
$$

Here $s \in \mathbb{N}$, and for $j=1,2, \ldots, s, p_{j} \in \mathbb{R}^{2}$ are the vortex points, $m_{j} \in \mathbb{N}$ is the multiplicity of $p_{j}$, and $\delta_{p_{j}}$ is the Dirac measure at $p_{j}$. By variational methods, Taubes proved that, for any $\delta>0$, there exists a unique solution of (1.3) such that the configuration $(A, \phi)$ defined in complex notation by

$$
\left\{\begin{array}{l}
\phi(z)=\exp \left\{\frac{1}{2} u(z) \pm i \sum_{j=1}^{s} m_{j} \arg \left(z-p_{j}\right)\right\}  \tag{1.4}\\
A_{1} \mp i A_{2}=-i\left(\partial_{1} \pm i \partial_{2}\right) \ln \phi
\end{array}\right.
$$

is a smooth, finite energy solution of (1.1)-(1.2) on $\mathbb{R}^{2}$, satisfying $\phi\left(p_{j}\right)=0$ (with the corresponding multiplicity $\left.m_{j} \in \mathbb{N}\right)$ and $E=\int_{\mathbb{R}^{2}} \mathcal{E}_{\delta}(A, \phi)= \pm \int_{\mathbb{R}^{2}} F_{12}=2 \pi \sum_{j=1}^{s} m_{j}=$ $2 \pi N$, where $F_{12}=\partial_{1} A_{2}-\partial_{2} A_{1}$ is the magnetic field (the curvature of $A$ ).

In connection with Abrikosov's mixed states in superconductivity [1], it is also of physical interest to analyze (1.1)-(1.2) on the flat torus $\mathbb{T}^{2} \equiv \mathbb{R}^{2} /(a \mathbb{Z} \times b \mathbb{Z})$, where $a, b>0$. Such a case has been considered by Wang and Yang in [20]. It is shown in [20] that solutions of (1.1)-(1.2) with $\delta=1$ exist for any given set of vortex points $p_{j} \in \mathbb{T}^{2}$, $j=1,2, \ldots, s$, with multiplicity $m_{j} \in \mathbb{N}$, if and only if $N=\sum_{j=1}^{s} m_{j}<\left|\mathbb{T}^{2}\right| /(4 \pi)$. In particular, on $\mathbb{T}^{2}$ the total number of vortices $N$ cannot be arbitrarily large. Similarly as on $\mathbb{R}^{2}$, denoting $\Omega=(0, a) \times(0, b)$, solutions of (1.1)-(1.2) on $\mathbb{T}^{2}$ correspond to solutions for the singular elliptic problem

$$
\begin{cases}-\Delta u=\delta^{-2}\left(1-\mathrm{e}^{u}\right)-4 \pi \sum_{j=1}^{s} m_{j} \delta_{p_{j}} & \text { in } \Omega  \tag{1.5}\\ u \text { doubly periodic } & \text { on } \partial \Omega\end{cases}
$$

The periodic boundary conditions are justified by certain more general gauge invariant conditions on the configuration $(A, \phi)$ introduced by 't Hooft [11]. Such conditions force the magnetic flux through a lattice cell to be a "quantized" value proportional to the number of vortices confined. Namely, the 't Hooft boundary conditions imply the topological constraint $\pm \int_{\Omega} F_{12}=2 \pi \sum_{j=1}^{s} m_{j}=2 \pi N$ on the solutions of (1.5), exactly as for finite energy solutions on $\mathbb{R}^{2}$. Integrating (1.5) on the periodic cell $\Omega$, we obtain that a necessary condition to the solvability of (1.5) is $\delta^{2}<|\Omega| /(4 \pi N)$. This is obviously satisfied for any finite vortex number $N$ provided $\delta>0$ is sufficiently small.

Our aim in this note is to show that a "shadowing-type lemma" as introduced in the context of elliptic PDEs by Angenent [5] (see also Nolasco [15]) may be adapted to
elliptic equations with singular sources in order to construct solutions for the following more general equation:

$$
\begin{equation*}
-\Delta u=\delta^{-2}\left(1-\mathrm{e}^{u}\right)-4 \pi \sum_{j \in \mathcal{P}} m_{j} \delta_{p_{j}} \quad \text { in } \mathbb{R}^{2} \tag{1.6}
\end{equation*}
$$

where the set of indices $\mathcal{P}$ may be either finite or countable, and the vortex points $p_{j}$, $j \in \mathbb{N}$, are arbitrarily distributed in the plane with the only constraint that

$$
\begin{equation*}
d:=\inf _{k \neq j}\left|p_{j}-p_{k}\right|>0 \quad \text { and } \quad m:=\sup _{j \in \mathcal{P}} m_{j}<+\infty \tag{1.7}
\end{equation*}
$$

The solution we obtain for (1.6) coincides with the solution obtained by Taubes for problem (1.3) when $\mathcal{P}$ is finite and with the solution obtained by Wang and Yang for problem (1.5) when $\mathcal{P}$ is infinite and the vortex points are periodically arranged in $\mathbb{R}^{2}$. In fact, unlike the previous approaches, our method provides a unified analysis of (1.3) and (1.5). It should be mentioned that suitable modifications to the method described in [5] are necessary due to the singular sources appearing in (1.6). The case where $\mathcal{P}$ is countable and the vortex points are arbitrarily arranged in $\mathbb{R}^{2}$ does not seem to have been considered before. Of course, if $\mathcal{P}$ is countable, the energy of such a solution is infinite and only locally bounded. On the other hand, our "gluing" technique is, particularly, convenient and natural to analyze the asymptotics as $\delta \rightarrow 0^{+}$. In particular, as a by-product of our construction, we derive a rigorous proof of the following approximate product formula:

$$
\begin{equation*}
\phi(x)=\prod_{j \in \mathcal{P}} \Phi_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+\eta_{\delta} \tag{1.8}
\end{equation*}
$$

where $\left\|\eta_{\delta}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C \mathrm{e}^{-c / \delta}$ with $C, c>0$ independent of $\delta$. Here $\left(A_{m_{j}}, \Phi_{m_{j}}\right)$ is the unique, up to gauge transformation, single vortex (or antivortex) solution with multiplicity $m_{j}$ to (1.1)-(1.2) with $\delta=1$ on $\mathbb{R}^{2}$. We note that in the small $\delta>0$ regime, a product formula of the form (1.8) is a widely used ansatz in the physics literature, in particular in the study of the dynamics of vortices in the GinzburgLandau model; see, e.g., E [7], Neu [14], and Weinstein and Xin [21]. However, we have found a rigorous proof of (1.8) only for the case $N=2$ on $\mathbb{R}^{2}$ in Stuart [17]. The asymptotic behavior of solutions of (1.1)-(1.2) as $\delta \rightarrow 0^{+}$is readily derived from formula (1.8) as well as the convergence rates. In fact, in the case of $\mathbb{T}^{2}$, our asymptotic description improves the previous result obtained (for general compact Riemann surfaces) by Hong, Jost, and Struwe [10] (see Corollary 2.1).

Although we have chosen to consider the Abelian Higgs model for the sake of simplicity, we will show in a forthcoming note that our method may be adapted to other selfdual gauge theories as considered, e.g., in the monographs [18, 22].
2. Main results and outline of the proof. In order to state precisely our results, we denote by $U_{N}$ the unique radial solution for the problem (see [12])

$$
\begin{cases}-\Delta U_{N}=1-\mathrm{e}^{U_{N}}-4 \pi N \delta_{0} & \text { in } \mathbb{R}^{2}  \tag{2.1}\\ U_{N}(x) \rightarrow 0 & \text { as }|x| \rightarrow+\infty\end{cases}
$$

Our main result is the following theorem.
ThEOREM 2.1. Let $p_{j} \in \mathbb{R}^{2}, m_{j} \in \mathbb{N}, j \in \mathcal{P} \subseteq \mathbb{N}$, and assume that conditions (1.7) hold. Then there exists a constant $\delta_{1}>0$ (depending on d and $m$ only) such
that for every $\delta \in\left(0, \delta_{1}\right)$ there exists a solution $u_{\delta}$ for (1.6). Furthermore, $u_{\delta}$ satisfies the approximate superposition rule

$$
\begin{equation*}
u_{\delta}(x)=\sum_{j \in \mathcal{P}} U_{m_{j}}\left(\frac{\left|x-p_{j}\right|}{\delta}\right)+\omega_{\delta} \tag{2.2}
\end{equation*}
$$

where the error term $\omega_{\delta}$ satisfies $\left\|\omega_{\delta}\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}$ for some $C, c>0$ independent of $\delta$. In particular, $u_{\delta}$ satisfies the following properties:
(i) $0 \leq \mathrm{e}^{u_{\delta}}<1$, $\mathrm{e}^{u_{\delta}}$ vanishes exactly at $p_{j}, j \in \mathcal{P}$;
(ii) for every compact subset $K$ of $\mathbb{R}^{2} \backslash \cup_{j \in \mathcal{P}}\left\{p_{j}\right\}$, there exist $C, c>0$ such that $\sup _{K}\left(1-\mathrm{e}^{u_{\delta}}\right) \leq C \mathrm{e}^{-c / \delta}$ as $\delta \rightarrow 0^{+}$;
(iii) $\pm F_{12}=\frac{1}{2 \delta^{2}}\left(1-\mathrm{e}^{u_{\delta}}\right) \rightarrow 2 \pi \sum_{j \in \mathcal{P}} m_{j} \delta_{p_{j}}$ in the sense of distributions as $\delta \rightarrow 0^{+}$.
In the case that $\mathcal{P}$ is countable, we say that the vortex points $p_{j}, j \in \mathcal{P}$, are doubly periodically arranged in $\mathbb{R}^{2}$ if there exists $s \in \mathbb{N}$ such that

$$
\begin{equation*}
\left\{p_{k}\right\}_{k \in \mathcal{P}}=\left\{p_{j}+m \underline{e}_{1}+n \underline{e}_{2}: j=1, \ldots, s ; m, n \in \mathbb{Z}\right\} \tag{2.3}
\end{equation*}
$$

where $\underline{e}_{1}$ and $\underline{e}_{2}$ are the unit vectors in $\mathbb{R}^{2}$ defining the periodic cell domain $\Omega$ (for simplicity, we assume $a=b=1$ ). Under this condition, solving (1.6) is equivalent to solving (1.5). Namely, we deal with the physically relevant case of a finite number of vortex points $p_{1}, \ldots, p_{s} \in \Omega$, with the corresponding multiplicity $m_{j}, j=1, \ldots, s$, such that $\sum_{j=1}^{s} m_{j}=N$, where $N$ is the vortex number and $\Omega$ is the periodic cell domain. As a consequence of Theorem 2.1, and proving in addition that if (2.3) is satisfied, then the solution $u_{\delta}$ for (1.6) is in fact doubly periodic with periodic cell domain $\Omega$, we derive the following result.

Corollary 2.1. If the $p_{j}$ 's are doubly periodically arranged in $\mathbb{R}^{2}$, there exists a constant $\delta_{1}>0$ (depending on $N$ only) such that for every $\delta \in\left(0, \delta_{1}\right)$ the solution $u_{\delta}$, given in Theorem 2.1, is a solution for (1.5). Furthermore, the corresponding vortex configurations $\left(A_{\delta}, \phi_{\delta}\right)$ satisfy the approximate factorization rule

$$
\phi_{\delta}(x)=\prod_{j=1}^{s} \Phi_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+\eta_{\delta}, \quad x \in \Omega
$$

where the error term $\eta_{\delta}$ satisfies $\left\|\eta_{\delta}\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}$ for some $C, c>0$ independent of $\delta$, and $\left(A_{m_{j}}, \Phi_{m_{j}}\right)$ is the unique, up to gauge transformation, single vortex (or antivortex) solution with multiplicity $m_{j}$, to (1.1)-(1.2) with $\delta=1$ on $\mathbb{R}^{2}$. In particular, we have the following:
(i) $0 \leq\left|\phi_{\delta}\right|^{2}<1, \phi_{\delta}$ vanishes exactly at $p_{j}, j=1, \ldots, s$;
(ii) for every compact subset $K$ of $\Omega \backslash\left\{p_{1}, \ldots, p_{s}\right\}$, there exist $C, c>0$ such that $0 \leq \sup _{K}\left(1-\left|\phi_{\delta}\right|^{2}\right) \leq C \mathrm{e}^{-c / \delta}$ as $\delta \rightarrow 0^{+}$;
(iii) $\pm F_{12}\left(A_{\delta}, \phi_{\delta}\right)=\frac{1}{2 \delta^{2}}\left(1-\left|\phi_{\delta}\right|^{2}\right) \rightarrow 2 \pi \sum_{j=1}^{s} m_{j} \delta_{p_{j}}$ in the sense of distributions (on $\Omega$ ) as $\delta \rightarrow 0^{+}$;
(iv) $\int_{\Omega} \mathcal{E}_{\delta}\left(A_{\delta}, \phi_{\delta}\right)= \pm \int_{\Omega} F_{12}\left(A_{\delta}, \phi_{\delta}\right)=2 \pi N$.

An outline of the proof is as follows. Our starting point in proving Theorem 2.1 is to consider $\delta>0$ as a scaling parameter. Setting $\hat{u}(x)=u(\delta x)$, we have that $\hat{u}$ satisfies

$$
\begin{equation*}
-\Delta \hat{u}=1-\mathrm{e}^{\hat{u}}-4 \pi \sum_{j \in \mathcal{P}} m_{j} \delta_{\hat{p}_{j}} \quad \text { in } \mathbb{R}^{2} \tag{2.4}
\end{equation*}
$$

where $\hat{p}_{j}=p_{j} / \delta$. Note that the vortex points $\hat{p}_{j}$ "separate" as $\delta \rightarrow 0^{+}$. Section 3 contains some properties of the radial solutions $U_{N}$ to (2.1). We rely on the results of Taubes [19] for the existence and uniqueness of $U_{N}$ as well as for the exponential decay properties at infinity. We also prove a nondegeneracy property of $U_{N}$. The exponential decay of solutions justifies the following approximate superposition picture for small values of $\delta$, i.e., for vortex points $\hat{p}_{j}$ which are "far apart":

$$
\hat{u}(x) \approx \sum_{j \in \mathcal{P}} U_{m_{j}}\left(\left|x-\hat{p}_{j}\right|\right)
$$

In fact, we take the following preliminary form of the superposition rule:

$$
\begin{equation*}
\hat{u}=\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} U_{m_{j}}\left(x-\hat{p}_{j}\right)+z \tag{2.5}
\end{equation*}
$$

as an ansatz for $\hat{u}_{\delta}$. Here, radial solutions centered at $\hat{p}_{j}$ are "glued" together by the functions $\hat{\varphi}_{j}$, which belong to a suitable locally finite partition of unity. Section 4 contains the definition and the main properties of the partition as well as of the appropriate functional spaces $\hat{X}_{\delta}, \hat{Y}_{\delta}$, which are also obtained by "gluing" $H^{2}\left(\mathbb{R}^{2}\right)$ and $L^{2}\left(\mathbb{R}^{2}\right)$, respectively. Hence, we are reduced to show that for small values of $\delta>0$, there exists an exponentially small "error" $z$ such that $\hat{u}$ defined by (2.5) is a solution of (2.4). The existence of such a $z \in \hat{X}_{\delta}$ is the aim of section 5 (see Proposition 5.1). To this end, we use the shadowing lemma. We characterize $z$ by the property $F_{\delta}(z)=0$, where $F_{\delta}: \hat{X}_{\delta} \rightarrow \hat{Y}_{\delta}$ is suitably defined. The nondegeneracy property of $U_{N}$ is essential in order to prove that the operator $D F_{\delta}(0)$ is invertible, and that its inverse is bounded independently of $\delta>0$ (Lemma 5.3). At this point, the Banach fixed point argument applied to $\mathbb{I}-\left(D F_{\delta}(0)\right)^{-1} F_{\delta}$ yields the existence of the desired error term $z$. In section 6 we show that (2.5) implies (2.2) and we derive the asymptotic behavior of solutions, thus concluding the proof of Theorem 2.1. Finally, we derive Corollary 2.1 by showing that periodically arranged vortex points lead to periodic solutions.

Henceforth, unless otherwise stated, we denote by $C, c>0$ general constants independent of $\delta>0$ and of $j \in \mathcal{P}$.
3. Single vortex point solutions. In this section, we consider the solution $U_{N}$ to the radially symmetric equation (2.1). For every $r>0$, we denote $B_{r}=\{x \in$ $\left.\mathbb{R}^{2}:|x|<r\right\}$. The following lemma contains some properties of $U_{N}$ that will be needed in the following. The proof is a consequence of the results of Taubes [12, 19] on the existence, uniqueness, and the exponential decay of $U_{N}$ together with standard elliptic theory as in, e.g., [9]. Therefore, it is omitted.

Lemma 3.1. The following properties hold:
(i) $\mathrm{e}^{U_{N}(x)}<1$ for any $x \in \mathbb{R}^{2}$;
(ii) for every $r>0$ there exist constants $C_{N}>0$ and $\alpha_{N}>0$, depending on $r$ and $N$ only, such that

$$
\left|1-\mathrm{e}^{U_{N}(x)}\right|+\left|\nabla U_{N}(x)\right|+\left|U_{N}(x)\right| \leq C_{N} \mathrm{e}^{-\alpha_{N}|x|}
$$

for all $x \in \mathbb{R}^{2} \backslash B_{r}$.
We consider the bounded linear operator

$$
L_{N}=-\Delta+\mathrm{e}^{U_{N}}: H^{2}\left(\mathbb{R}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{2}\right)
$$

In order to apply the shadowing lemma, we also need the following nondegeneracy property of $U_{N}$.

Lemma 3.2. The operator $L_{N}$ is invertible and for every $N>0$ there exists $C_{N}>0$ such that $\left\|L_{N}^{-1}\right\| \leq C_{N}$.

Proof. It is readily seen that $L_{N}$ is injective. Indeed, suppose $L_{N} u=0$ for some $u \in H^{2}\left(\mathbb{R}^{2}\right)$. Multiplying by $u$ and integrating on $\mathbb{R}^{2}$, we have

$$
\int|\nabla u|^{2}+\int \mathrm{e}^{U_{N}} u^{2}=0
$$

Therefore, $u=0$. Now, we claim that $L_{N}$ is a Fredholm operator. Indeed, we write

$$
L_{N}=(-\Delta+1)(\mathbb{I}-T)
$$

with $T=(-\Delta+1)^{-1}\left(1-\mathrm{e}^{U_{N}}\right): H^{2}\left(\mathbb{R}^{2}\right) \rightarrow H^{2}\left(\mathbb{R}^{2}\right)$. Clearly, $T$ is continuous. Let us check that $T$ is compact. To this end, let $u_{n} \in H^{2}\left(\mathbb{R}^{2}\right),\left\|u_{n}\right\|_{H^{2}}=1$. We have to show that $T u_{n}$ has a convergent subsequence. Note that by the Sobolev embedding

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C_{S}\|u\|_{H^{2}\left(\mathbb{R}^{2}\right)} \tag{3.1}
\end{equation*}
$$

for all $u \in H^{2}\left(\mathbb{R}^{2}\right)$, we have $\left\|u_{n}\right\|_{\infty} \leq C^{\prime}$, for some $C^{\prime}>0$ independent of $n$, and there exists $u_{\infty},\left\|u_{\infty}\right\|_{H^{2}} \leq 1$, such that $u_{n_{k}} \rightarrow u_{\infty}$ strongly in $L_{\text {loc }}^{2}$ for a subsequence $u_{n_{k}}$. Now, by Lemma 3.1, for any fixed $\varepsilon>0$, there exists $R>0$ such that $\left\|1-\mathrm{e}^{U_{N}}\right\|_{L^{2}\left(\mathbb{R}^{2} \backslash B_{R}\right)} \leq \varepsilon$. Consequently, $\left\|\left(1-\mathrm{e}^{U_{N}}\right)\left(u_{n_{k}}-u_{\infty}\right)\right\|_{L^{2}\left(\mathbb{R}^{2} \backslash B_{R}\right)} \leq 2 C^{\prime} \varepsilon$. On the other hand, $\left\|\left(1-\mathrm{e}^{U_{N}}\right)\left(u_{n_{k}}-u_{\infty}\right)\right\|_{L^{2}\left(B_{R}\right)} \rightarrow 0$. We conclude that $\left(1-\mathrm{e}^{U_{N}}\right)\left(u_{n_{k}}-\right.$ $\left.u_{\infty}\right) \rightarrow 0$ in $L^{2}$. In turn, we have $T\left(u_{n_{k}}-u_{\infty}\right)=(-\Delta+1)^{-1}\left(1-\mathrm{e}^{U_{N}}\right)\left(u_{n_{k}}-u_{\infty}\right) \rightarrow 0$ in $H^{2}$, which implies that $T$ is compact. It follows that $L_{N}$ is a Fredholm operator. Consequently, $L_{N}$ is also surjective. At this point, the open mapping theorem concludes the proof.
4. A partition of unity. In this section, we introduce a partition of unity and we prove some technical results which will be needed in the following. Let $p_{j} \in \mathbb{R}^{2}$ $(j \in \mathcal{P} \subseteq \mathbb{N})$ be the vortex points. By assumption (1.7), $r_{0}=d / 8=\inf _{j \neq k} \mid p_{j}-$ $p_{k} \mid / 8>\overline{0}$. We consider the set $K=\left(-\frac{3}{4} r_{0}, \frac{3}{4} r_{0}\right) \times\left(-\frac{3}{4} r_{0}, \frac{3}{4} r_{0}\right)$. Then, for any $\underline{n} \in \mathbb{Z}^{2}$, we introduce $K_{\underline{n}}=K+\underline{n} r_{0}$. The collection of sets $\left\{K_{\underline{n}}\right\}_{\underline{n} \in \mathbb{Z}^{2}}$ is a locally finite covering of $\mathbb{R}^{2}$. We consider an associated partition of unity defined as follows: let $0 \leq \zeta \in C_{c}^{\infty}(K)$ be such that $\sum_{\underline{n} \in \mathbb{Z}^{2}} \zeta_{\underline{n}}=1$ pointwise on $\mathbb{R}^{2}$, where $\zeta_{\underline{n}}(x)=\zeta\left(x-\underline{n} r_{0}\right)$ for all $x \in \mathbb{R}^{2}$. Then, for any $j \in \mathcal{P}$, we introduce the set

$$
\mathcal{P}_{j}=\left\{\underline{n} \in \mathbb{Z}^{2}: d\left(p_{j}, K_{\underline{n}}\right)<\frac{r_{0}}{4}\right\}
$$

Note that the cardinality of $\mathcal{P}_{j}$ is uniformly bounded, namely, $\left|\mathcal{P}_{j}\right| \leq 4$ for any $j \in \mathcal{P}$. We set

$$
P_{j}=\bigcup_{\underline{n} \in \mathcal{P}_{j}} K_{\underline{n}}, \quad \varphi_{j}=\sum_{\underline{n} \in \mathcal{P}_{j}} \zeta_{\underline{n}}
$$

for any $j \in \mathcal{P}$. Since, by choice of $r_{0}, \mathbb{Z}^{2} \backslash \bigcup_{j \in \mathcal{P}} \mathcal{P}_{j}$ is a countable set (even in the case that $\mathcal{P}$ is countable), there exists a bijection $\mathcal{I}: \mathbb{N} \rightarrow \mathbb{Z}^{2} \backslash \bigcup_{j \in \mathcal{P}} \mathcal{P}_{j}$. For convenience of notation, we denote by $\mathcal{Q}$ the countable set of indices defined by

$$
\mathcal{Q}=\mathcal{I}^{-1}\left(\mathbb{Z}^{2} \backslash \bigcup_{j \in \mathcal{P}} \mathcal{P}_{j}\right)
$$

We set

$$
Q_{k}=K_{\mathcal{I}(k)}, \quad \psi_{k}=\zeta_{\mathcal{I}(k)} \quad \forall k \in \mathcal{Q}
$$

Then, $\left\{P_{j}, Q_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$ is a locally finite open covering of $\mathbb{R}^{2}$ with the property that $P_{j} \cap P_{j^{\prime}}=\emptyset$ for every $j^{\prime} \neq j$. Moreover, $\left\{\varphi_{j}, \psi_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$ is a partition of unity associated with $\left\{P_{j}, Q_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$ such that

$$
\operatorname{supp} \varphi_{j} \subset P_{j}, \quad \operatorname{supp} \psi_{k} \subset Q_{k}
$$

and such that

$$
\sup _{j \in \mathcal{P}}\left\{\left\|\nabla \varphi_{j}\right\|_{\infty},\left\|D^{2} \varphi_{j}\right\|_{\infty}\right\}<+\infty, \quad \sup _{k \in \mathcal{Q}}\left\{\left\|\nabla \psi_{k}\right\|_{\infty},\left\|D^{2} \psi_{k}\right\|_{\infty}\right\}<+\infty
$$

In particular,

$$
0 \leq \varphi_{j}, \psi_{k} \leq 1 \quad \text { and } \quad \sum_{j \in \mathcal{P}} \varphi_{j}+\sum_{k \in \mathcal{Q}} \psi_{k}=\sum_{\underline{n} \in \mathbb{Z}^{2}} \zeta_{\underline{n}}=1
$$

We define a rescaled covering

$$
\hat{P}_{j}=P_{j} / \delta, \quad \hat{Q}_{k}=Q_{k} / \delta
$$

Then, $\left\{\hat{\varphi}_{j}, \hat{\psi}_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$ defined by

$$
\hat{\varphi}_{j}(x)=\varphi_{j}(\delta x), \quad \hat{\psi}_{k}(x)=\psi_{k}(\delta x)
$$

is a partition of unity associated with $\left\{\hat{P}_{j}, \hat{Q}_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$. It will also be convenient to define the sets

$$
\hat{C}_{j}=\left\{x \in \hat{P}_{j}: \hat{\varphi}_{j}(x)=1\right\}, \quad j \in \mathcal{P}
$$

Note that

$$
\operatorname{supp}\left\{\nabla \hat{\varphi}_{j}, D^{2} \hat{\varphi}_{j}\right\} \subset \hat{P}_{j} \backslash \hat{C}_{j}
$$

and
$\sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|\nabla \hat{\varphi}_{j}\right\|_{\infty}+\left\|\nabla \hat{\psi}_{k}\right\|_{\infty}\right\} \leq C \delta, \quad \sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|D^{2} \hat{\varphi}_{j}\right\|_{\infty}+\left\|D^{2} \hat{\psi}_{k}\right\|_{\infty}\right\} \leq C \delta^{2}$.
For every fixed $x \in \mathbb{R}^{2}$, we define the following subsets of indices:

$$
J(x)=\left\{j \in \mathcal{P}: \hat{\varphi}_{j}(x) \neq 0\right\}, \quad K(x)=\left\{k \in \mathcal{Q}: \hat{\psi}_{k}(x) \neq 0\right\}
$$

Note that, for every $x \in \mathbb{R}^{2}$,

$$
\begin{equation*}
|J(x)| \leq 1, \quad|K(x)| \leq 4 \tag{4.2}
\end{equation*}
$$

where $|J(x)|$ and $|K(x)|$ denote the cardinality of $J(x)$ and $K(x)$, respectively. We shall use the following Banach spaces:

$$
\begin{aligned}
& \hat{X}_{\delta}=\left\{u \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right): \sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|\hat{\varphi}_{j} u\right\|_{H^{2}\left(\mathbb{R}^{2}\right)},\left\|\hat{\psi}_{k} u\right\|_{H^{2}\left(\mathbb{R}^{2}\right)}\right\}<+\infty\right\}, \\
& \hat{Y}_{\delta}=\left\{f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right): \sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|\hat{\varphi}_{j} f\right\|_{L^{2}\left(\mathbb{R}^{2}\right)},\left\|\hat{\psi}_{k} f\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}\right\}<+\infty\right\} .
\end{aligned}
$$

We collect in the following lemma some estimates that will be used in what follows.

Lemma 4.1. There exists a constant $C>0$ such that for any $u \in \hat{X}_{\delta}$ and $j \in \mathcal{P}$, we have
(i) $\|u\|_{H^{2}\left(\hat{P}_{j}\right)} \leq C\|u\|_{\hat{X}_{\delta}}$,
(ii) $\|u\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C\|u\|_{\hat{X}_{\delta}}$.

Proof. (i) For every fixed $j \in \mathcal{P}$, let $\mathcal{J}(j)=\left\{k \in \mathcal{Q}: \operatorname{supp} \hat{\varphi}_{j} \cap \operatorname{supp} \hat{\psi}_{k} \neq \emptyset\right\}$. Then, $\sup _{j \in \mathcal{P}}|\mathcal{J}(j)|<+\infty$, and we estimate

$$
\begin{aligned}
\|u\|_{H^{2}\left(\hat{P}_{j}\right)} & =\left\|\hat{\varphi}_{j} u+\sum_{k \in \mathcal{J}(j)} \hat{\psi}_{k} u\right\|_{H^{2}\left(\hat{P}_{j}\right)} \leq\left\|\hat{\varphi}_{j} u\right\|_{H^{2}\left(\hat{P}_{j}\right)}+\sum_{k \in \mathcal{J}(j)}\left\|\hat{\psi}_{k} u\right\|_{H^{2}\left(\hat{P}_{j}\right)} \\
& \leq(1+|\mathcal{J}(j)|)\|u\|_{\hat{X}_{\delta}} \leq C\|u\|_{\hat{X}_{\delta}} .
\end{aligned}
$$

(ii) For any fixed $x \in \mathbb{R}^{2}$, we have in view of (3.1) and (4.2)

$$
\begin{aligned}
|u(x)| & =\sum_{j \in \mathcal{P}} \hat{\varphi}_{j}(x)|u(x)|+\sum_{k \in \mathcal{Q}} \hat{\psi}_{k}(x)|u(x)| \\
& =\sum_{j \in J(x)} \hat{\varphi}_{j}(x)|u(x)|+\sum_{k \in K(x)} \hat{\psi}_{k}(x)|u(x)| \\
& \leq \sum_{j \in J(x)} C_{S}\left\|\hat{\varphi}_{j} u\right\|_{H^{2}\left(\mathbb{R}^{2}\right)}+\sum_{k \in K(x)} C_{S}\left\|\hat{\psi}_{k} u\right\|_{H^{2}\left(\mathbb{R}^{2}\right)} \\
& \leq \sup _{x \in \mathbb{R}^{2}}(|J(x)|+|K(x)|) C_{S}\|u\|_{\hat{X}_{\delta}}=C\|u\|_{\hat{X}_{\delta}} .
\end{aligned}
$$

Hence, (ii) is established.
We shall also need the following family of functions:

$$
\hat{g}_{j}(x)=\frac{\hat{\varphi}_{j}(x)}{\left(\sum_{k \in \mathcal{P}} \hat{\varphi}_{k}^{2}+\sum_{k \in \mathcal{Q}} \hat{\psi}_{k}^{2}\right)^{1 / 2}}, \quad \hat{h}_{k}(x)=\frac{\hat{\psi}_{k}(x)}{\left(\sum_{j \in \mathcal{P}} \hat{\varphi}_{j}^{2}+\sum_{j \in \mathcal{Q}} \hat{\psi}_{j}^{2}\right)^{1 / 2}} .
$$

In view of (4.1), it is readily checked that the following lemma follows.
Lemma 4.2. The family $\left\{\hat{g}_{j}, \hat{h}_{k}\right\}_{(j, k) \in \mathcal{P} \times \mathcal{Q}}$ satisfies $\operatorname{supp} \hat{g}_{j} \subset \hat{P}_{j}$, $\operatorname{supp} \hat{h}_{k} \subset \hat{Q}_{k}$ and furthermore,
(i) $\sum_{j \in \mathcal{P}} \hat{g}_{j}^{2}(x)+\sum_{k \in \mathcal{Q}} \hat{h}_{k}^{2}(x)=1 \forall x \in \mathbb{R}^{2}$;
(ii) $C^{-1} \hat{\varphi}_{j}(x) \leq \hat{g}_{j}(x) \leq C \hat{\varphi}_{j}(x)$ and $C^{-1} \hat{\psi}_{k}(x) \leq \hat{h}_{k}(x) \leq C \hat{\psi}_{k}(x) \forall x \in \mathbb{R}^{2}$;
(iii) $\sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|\nabla \hat{g}_{j}\right\|_{\infty}+\left\|\nabla \hat{h}_{k}\right\|_{\infty}\right\} \leq C \delta$ and $\sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|D^{2} \hat{g}_{j}\right\|_{\infty}+\right.$ $\left.\left\|D^{2} \hat{h}_{k}\right\|_{\infty}\right\} \leq C \delta^{2}$.
5. The shadowing lemma. Recall from the introduction that $\hat{p}_{j}=p_{j} / \delta, j \in \mathcal{P}$. For every $j \in \mathcal{P}$ we define

$$
\hat{U}_{j}(x)=U_{m_{j}}\left(x-\hat{p}_{j}\right)
$$

We make the following ansatz for solutions $\hat{u}$ to (2.4):

$$
\begin{equation*}
\hat{u}=\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}+z \tag{5.1}
\end{equation*}
$$

Our aim in this section is to prove the following.

Proposition 5.1. There exists $\delta_{1}>0$ such that for all $\delta \in\left(0, \delta_{1}\right)$ there exists $z_{\delta} \in \hat{X}_{\delta}$ such that $\hat{u}_{\delta}$ defined by $\hat{u}_{\delta}=\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}+z_{\delta}$ is a solution of (2.4). Moreover, $\left\|z_{\delta}\right\|_{\hat{X}_{\delta}} \leq C \mathrm{e}^{-c / \delta}$.

We note that the functional $F_{\delta}: \hat{X}_{\delta} \rightarrow \hat{Y}_{\delta}$ given by

$$
F_{\delta}(z)=-\Delta z+\sum_{j \in \mathcal{P}} \hat{\varphi}_{j}\left(1-\mathrm{e}^{\hat{U}_{j}}\right)-\left(1-\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}+z}\right)-\sum_{j \in \mathcal{P}}\left[\hat{\varphi}_{j}, \Delta\right] \hat{U}_{j}
$$

is well defined as well as $C^{1}$. Here $\left[\Delta, \hat{\varphi}_{j}\right]=\Delta \hat{\varphi}_{j}+2 \nabla \hat{\varphi}_{j} \nabla$. Moreover, if $z \in \hat{X}_{\delta}$ satisfies $F_{\delta}(z)=0$, then $\hat{u}$ defined by (5.1) is a solution of (2.4).

Lemma 5.1. For $\delta>0$ sufficiently small, we have

$$
\begin{equation*}
\left\|F_{\delta}(0)\right\|_{\hat{Y}_{\delta}} \leq C \mathrm{e}^{-c / \delta} \quad \text { as } \delta \rightarrow 0^{+} \tag{5.2}
\end{equation*}
$$

for some constants $C, c>0$ independent of $\delta$.
Proof. Let

$$
\begin{aligned}
\mathcal{R} & =\sum_{j \in \mathcal{P}} \hat{\varphi}_{j}\left(1-\mathrm{e}^{\hat{U}_{j}}\right)-\left(1-\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}}\right) \\
\mathcal{C} & =\sum_{j \in \mathcal{P}}\left[\hat{\varphi}_{j}, \Delta\right] \hat{U}_{j}
\end{aligned}
$$

Note that $\{\operatorname{supp} \mathcal{R}, \operatorname{supp} \mathcal{C}\} \subset \cup_{j \in \mathcal{P}} \hat{P}_{j} \backslash \hat{C}_{j}$. We fix $x \in \cup_{j \in \mathcal{P}} \hat{P}_{j}$. We estimate

$$
\begin{aligned}
|\mathcal{R}(x)| & \leq \sup _{j \in \mathcal{P}}\left\|\hat{\varphi}_{j}\left(1-\mathrm{e}^{\hat{U}_{j}}\right)\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}+\sup _{j \in \mathcal{P}}\left\|1-\mathrm{e}^{\hat{\varphi}_{j} \hat{U}_{j}}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)} \\
& \leq C \sup _{j \in \mathcal{P}}\left\|\hat{U}_{j}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)} \leq C_{1} \mathrm{e}^{-c_{1} / \delta}
\end{aligned}
$$

On the other hand, in view of (4.1) and Lemma 3.1, for $x \in \cup_{j \in \mathcal{P}} \hat{P}_{j}$, we have

$$
\begin{aligned}
|\mathcal{C}(x)| & \leq \sup _{j \in \mathcal{P}}\left\|\left[\Delta, \hat{\varphi}_{j}\right] \hat{U}_{j}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)} \\
& \leq C\left(\sup _{j \in \mathcal{P}}\left\|\hat{U}_{j} \Delta \hat{\varphi}_{j}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}+\sup _{j \in \mathcal{P}}\left\|\left|\nabla \hat{U}_{j}\right|\left|\nabla \hat{\varphi}_{j}\right|\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}\right) \leq C_{2} \mathrm{e}^{-c_{2} / \delta}
\end{aligned}
$$

Here and above, $c_{1}, C_{1}, c_{2}, C_{2}>0$ are positive constants independent of $\delta>0$. Hence, we conclude that, as $\delta \rightarrow 0^{+}$,

$$
\left\|F_{\delta}(0)\right\|_{\hat{Y}_{\delta}} \leq C \sup _{j \in \mathcal{P}}\left(\|\mathcal{R}\|_{L^{2}\left(\hat{P}_{j}\right)}+\|\mathcal{C}\|_{L^{2}\left(\hat{P}_{j}\right)}\right) \leq C \mathrm{e}^{-c / \delta}
$$

for some constants $C, c>0$ independent of $\delta>0$.
Now, we consider the operator $L_{\delta} \equiv D F_{\delta}(0): \hat{X}_{\delta} \rightarrow \hat{Y}_{\delta}$ given by

$$
L_{\delta}=-\Delta+\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}}
$$

For every $j \in \mathcal{P}$, we define the operators

$$
\hat{L}_{j}=-\Delta+\mathrm{e}^{\hat{U}_{j}}
$$

It will also be convenient to define

$$
\hat{L}_{0}=-\Delta+1 .
$$

The following lemma holds.
Lemma 5.2. There exist $C, c>0$ such that for any $u \in \hat{X}_{\delta}$, we have

$$
\begin{array}{ll}
\left\|\left(L_{\delta}-\hat{L}_{j}\right) \hat{\varphi}_{j} u\right\|_{L^{2}} \leq C \mathrm{e}^{-c / \delta}\left\|\hat{\varphi}_{j} u\right\|_{L^{2}}, & j \in \mathcal{P} \\
\left\|\left(L_{\delta}-\hat{L}_{0}\right) \hat{\psi}_{k} u\right\|_{L^{2}} \leq C \mathrm{e}^{-c / \delta}\left\|\hat{\psi}_{k} u\right\|_{L^{2}}, & k \in \mathcal{Q} .
\end{array}
$$

Proof. For any $j \in \mathcal{P}$, by Lemma 3.1, we have, as $\delta \rightarrow 0^{+}$,

$$
\begin{aligned}
\left\|\left(L_{\delta}-\hat{L}_{j}\right) \hat{\varphi}_{j} u\right\|_{L^{2}} & \leq\left(\left\|1-\mathrm{e}^{\hat{U}_{j}}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}+\left\|1-\mathrm{e}^{\hat{\varphi}_{j} \hat{U}_{j}}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}\right)\left\|\hat{\varphi}_{j} u\right\|_{L^{2}} \\
& \leq C\left\|1-\mathrm{e}^{\hat{U}_{j}}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}\left\|\hat{\varphi}_{j} u\right\|_{L^{2}} \leq C \mathrm{e}^{-c / \delta}\left\|\hat{\varphi}_{j} u\right\|_{L^{2}} .
\end{aligned}
$$

Similarly, as $\delta \rightarrow 0^{+}$,

$$
\begin{aligned}
\left\|\left(L_{\delta}-\hat{L}_{0}\right) \hat{\psi}_{k} u\right\|_{L^{2}} & \leq\left\|\left(1-\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\mathcal{j}}_{j} \hat{U}_{j}}\right) \hat{\psi}_{k} u\right\|_{L^{2}} \\
& \leq \sup _{j \in \mathcal{P}}\left\|1-\mathrm{e}^{\hat{\varphi}_{j} \hat{U}_{j}}\right\|_{L^{\infty}\left(\hat{P}_{j} \backslash \hat{C}_{j}\right)}\left\|\hat{\psi}_{k} u\right\|_{L^{2}} \leq C \mathrm{e}^{-c / \delta}\left\|\hat{\psi}_{k} u\right\|_{L^{2}} .
\end{aligned}
$$

Now, we prove an essential nondegeneracy property of $L_{\delta}$.
Lemma 5.3. There exists $\delta_{0}>0$ such that for any $\delta \in\left(0, \delta_{0}\right)$, the operator $L_{\delta}$ is invertible. Moreover, $L_{\delta}^{-1}: \hat{Y}_{\delta} \rightarrow \hat{X}_{\delta}$ is uniformly bounded with respect to $\delta \in\left(0, \delta_{0}\right)$.

Proof. Following a gluing technique introduced in [5], we construct an "approximate inverse" $S_{\delta}: \hat{Y}_{\delta} \rightarrow \hat{X}_{\delta}$ for $L_{\delta}^{-1}$ as follows:

$$
S_{\delta}=\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1} \hat{g}_{j}+\sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k},
$$

where $\hat{g}_{j}$ and $\hat{h}_{k}$ are the functions introduced in section 4 . We claim that the operator $S_{\delta}$ is well defined and uniformly bounded with respect to $\delta$. That is, we claim that

$$
\begin{equation*}
\left\|S_{\delta} f\right\|_{\hat{X}_{\delta}} \leq C\|f\|_{\hat{Y}_{\delta}} \tag{5.3}
\end{equation*}
$$

for some $C>0$ independent of $f \in \hat{X}_{\delta}$ and of $\delta>0$.
Indeed, for any $f \in \hat{Y}_{\delta}$, we have

$$
\left\|S_{\delta} f\right\|_{\hat{X}_{\delta}}=\sup _{(j, k) \in \mathcal{P} \times \mathcal{Q}}\left\{\left\|\hat{\varphi}_{j} S_{\delta} f\right\|_{H^{2}},\left\|\hat{\psi}_{k} S_{\delta} f\right\|_{H^{2}}\right\}
$$

and

$$
\begin{aligned}
& \left\|\hat{\varphi}_{j} S_{\delta} f\right\|_{H^{2}} \leq\left\|\hat{\varphi}_{j} \hat{g}_{j} \hat{L}_{j}^{-1} \hat{g}_{j} f\right\|_{H^{2}}+\left\|\hat{\varphi}_{j} \sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}}, \\
& \left\|\hat{\psi}_{k} S_{\delta} f\right\|_{H^{2}} \leq\left\|\hat{\psi}_{k} \sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1} \hat{g}_{j} f\right\|_{H^{2}}+\left\|\hat{\psi}_{k} \sum_{j \in \mathcal{Q}} \hat{h}_{j} \hat{L}_{0}^{-1} \hat{h}_{j} f\right\|_{H^{2}} .
\end{aligned}
$$

We estimate, recalling the properties of $\hat{\varphi}_{j}$ and $\hat{g}_{j}$ as in Lemma 4.2, and in view of Lemma 3.2

$$
\left\|\hat{\varphi}_{j} \hat{g}_{j} \hat{L}_{j}^{-1} \hat{g}_{j} f\right\|_{H^{2}} \leq C\left\|\hat{L}_{j}^{-1} \hat{g}_{j} f\right\|_{H^{2}} \leq C\left\|\hat{g}_{j} f\right\|_{L^{2}} \leq C\left\|\hat{\varphi}_{j} f\right\|_{L^{2}} \leq C\|f\|_{\hat{Y}_{\delta}}
$$

We have

$$
\left\|\hat{\varphi}_{j} \sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}} \leq\left\|\hat{\varphi}_{j} \sum_{k \in \mathcal{J}(j)} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}} \leq \sum_{k \in \mathcal{J}(j)}\left\|\hat{\varphi}_{j} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}}
$$

where $\mathcal{J}(j)=\left\{k \in \mathcal{Q}: \operatorname{supp} \hat{\psi}_{k} \cap \operatorname{supp} \hat{\varphi}_{j} \neq \emptyset\right\}$ satisfies $\sup _{j \in \mathcal{P}}|\mathcal{J}(j)|<+\infty$. In view of Lemmas 4.2 and 3.2, we estimate

$$
\begin{aligned}
& \sum_{k \in \mathcal{J}(j)}\left\|\hat{\varphi}_{j} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}} \leq C \sum_{k \in \mathcal{J}(j)}\left\|\hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}} \leq C \sum_{k \in \mathcal{J}(j)}\left\|\hat{h}_{k} f\right\|_{L^{2}} \\
& \quad \leq C \sum_{k \in \mathcal{J}(j)}\left\|\hat{\psi}_{k} f\right\|_{L^{2}} \leq C|\mathcal{J}(j)| \sup _{k \in \mathcal{Q}}\left\|\hat{\psi}_{k} f\right\|_{L^{2}} \leq C\|f\|_{\hat{Y}_{\delta}} .
\end{aligned}
$$

Therefore,

$$
\sup _{j \in \mathcal{P}}\left\|\hat{\varphi}_{j} \sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1} \hat{h}_{k} f\right\|_{H^{2}} \leq C\|f\|_{\hat{Y}_{\delta}} .
$$

Similarly, we obtain that

$$
\sup _{k \in \mathcal{Q}}\left\|\hat{\psi}_{k} \sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1} \hat{g}_{j} f\right\|_{H^{2}} \leq C\|f\|_{\hat{Y}_{\delta}}, \quad \sup _{k \in \mathcal{Q}}\left\|\hat{\psi}_{k} \sum_{j \in \mathcal{Q}} \hat{h}_{j} \hat{L}_{0}^{-1} \hat{h}_{j} f\right\|_{H^{2}} \leq C\|f\|_{\hat{Y}_{\delta}},
$$

and (5.3) follows.
Now, we claim that there exists $\delta_{0}$ such that for any $\delta \in\left(0, \delta_{0}\right)$, the operator $S_{\delta} L_{\delta}$ : $\hat{X}_{\delta} \rightarrow \hat{X}_{\delta}$ is invertible, and furthermore, $\left\|S_{\delta} L_{\delta}\right\| \leq C$ for some $C>0$ independent of $\delta>0$. We note that $\left(L_{\delta}-\hat{L}_{j}\right) \hat{g}_{j}: \hat{X}_{\delta} \rightarrow \hat{Y}_{\delta}$ and $\left(L_{\delta}-\hat{L}_{0}\right) \hat{h}_{k}: \hat{X}_{\delta} \rightarrow \hat{Y}_{\delta}$ are well-defined bounded linear operators. Thus, we decompose

$$
\begin{align*}
S_{\delta} L_{\delta}= & \mathbb{I}_{\hat{X}_{\delta}}+\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1}\left(\hat{g}_{j} L_{\delta}-\hat{L}_{j} \hat{g}_{j}\right)+\sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1}\left(\hat{h}_{k} L_{\delta}-\hat{L}_{0} \hat{h}_{k}\right) \\
= & \mathbb{I}_{\hat{X}_{\delta}}+\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1}\left(L_{\delta}-\hat{L}_{j}\right) \hat{g}_{j}+\sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1}\left(L_{\delta}-\hat{L}_{0}\right) \hat{h}_{k}  \tag{5.4}\\
& +\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1}\left[\Delta, \hat{g}_{j}\right]+\sum_{k \in \mathcal{Q}} \hat{h}_{k} \hat{L}_{0}^{-1}\left[\Delta, \hat{h}_{k}\right] .
\end{align*}
$$

Hence, it suffices to prove that the last four terms in (5.4) are sufficiently small, in the operator norm, provided $\delta>0$ is sufficiently small. By Lemmas 5.2 and 4.2, we have, for any $u \in \hat{X}_{\delta}$,

$$
\begin{aligned}
\left\|\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1}\left(L_{\delta}-\hat{L}_{j}\right) \hat{g}_{j} u\right\|_{\hat{X}_{\delta}} & \leq C \sup _{j \in \mathcal{P}}\left\|\hat{L}_{j}^{-1}\left(L_{\delta}-\hat{L}_{j}\right) \hat{g}_{j} u\right\|_{H^{2}} \\
& \leq C \sup _{j \in \mathcal{P}}\left\|\left(L_{\delta}-\hat{L}_{j}\right) \hat{g}_{j} u\right\|_{L^{2}} \\
& \leq C \mathrm{e}^{-c / \delta} \sup _{j \in \mathcal{P}}\left\|\hat{\varphi}_{j} u\right\|_{L^{2}} \leq C \mathrm{e}^{-c / \delta}\|u\|_{\hat{X}_{\delta}}
\end{aligned}
$$

Similarly, for $u \in \hat{X}_{\delta}$, we have

$$
\left\|\sum_{j \in \mathcal{P}} \hat{g}_{j} \hat{L}_{j}^{-1}\left[\Delta, \hat{g}_{j}\right] u\right\|_{\hat{X}_{\delta}} \leq C \sup _{j \in \mathcal{P}}\left\|\hat{L}_{j}^{-1}\left[\Delta, \hat{g}_{j}\right] u\right\|_{H^{2}} \leq C \sup _{j \in \mathcal{P}}\left\|\left[\Delta, \hat{g}_{j}\right] u\right\|_{L^{2}}
$$

Recalling that $\left[\Delta, \hat{g}_{j}\right] u=2 \nabla u \nabla \hat{g}_{j}+u \Delta \hat{g}_{j}$, by Lemmas 4.2 and 4.1(i) we derive that

$$
\left\|\left[\Delta, \hat{g}_{j}\right] u\right\|_{L^{2}} \leq C \delta\|u\|_{H^{1}\left(\hat{P}_{j}\right)} \leq C \delta\|u\|_{\hat{X}_{\delta}}
$$

The remaining terms are estimated similarly. Hence, $\left\|S_{\delta} L_{\delta}-\mathbb{I}_{\hat{X}_{\delta}}\right\| \rightarrow 0$ as $\delta \rightarrow 0^{+}$. Now, we observe that $L_{\delta}^{-1}=\left(S_{\delta} L_{\delta}\right)^{-1} S_{\delta}$. It follows that for any $f \in \hat{Y}_{\delta}$, we have

$$
\left\|L_{\delta}^{-1} f\right\|_{\hat{X}_{\delta}}=\left\|\left(S_{\delta} L_{\delta}\right)^{-1} S_{\delta} f\right\|_{\hat{X}_{\delta}} \leq C\left\|S_{\delta} f\right\|_{\hat{Y}_{\delta}} \leq C\|f\|_{\hat{Y}_{\delta}}
$$

with $C>0$ independent of $\delta$. Hence, $L_{\delta}$ is invertible and its inverse is bounded independently of $\delta$, as asserted.

Now we can provide the following proof.
Proof of Proposition 5.1. We use the Banach fixed point argument. For any $\delta \in\left(0, \delta_{0}\right)$, with $\delta_{0}>0$ given by Lemma 5.3 , we introduce the nonlinear map $G_{\delta} \in$ $C^{1}\left(\hat{X}_{\delta}, \hat{X}_{\delta}\right)$ defined by

$$
G_{\delta}(z)=z-L_{\delta}^{-1} F_{\delta}(z)
$$

Then, fixed points of $G_{\delta}$ correspond to solutions of the functional equation $F_{\delta}(z)=0$. First, note that $D G_{\delta}(0)=0$ and that

$$
D F(z)=-\Delta+\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}+z}
$$

By Lemma 5.3 , for any $z \in \hat{X}_{\delta}$ and $u \in \hat{X}_{\delta}$, we have

$$
\begin{aligned}
\left\|D G_{\delta}(z) u\right\|_{\hat{X}_{\delta}} & =\left\|\left(D G_{\delta}(z)-D G_{\delta}(0)\right) u\right\|_{\hat{X}_{\delta}}=\left\|L_{\delta}^{-1}\left(D F_{\delta}(z)-L_{\delta}\right) u\right\|_{\hat{X}_{\delta}} \\
& \leq C\left\|\left(D F_{\delta}(z)-L_{\delta}\right) u\right\|_{\hat{Y}_{\delta}}=C\left\|\mathrm{e}^{\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}}\left(\mathrm{e}^{z}-1\right) u\right\|_{\hat{Y}_{\delta}} \leq C\left\|\left(\mathrm{e}^{z}-1\right) u\right\|_{\hat{Y}_{\delta}}
\end{aligned}
$$

By the elementary inequality $\mathrm{e}^{t}-1 \leq C t \mathrm{e}^{t}$, for all $t>0$, where $C>0$ does not depend on $t$, and in view of Lemma 4.1, we have

$$
\left\|\mathrm{e}^{z}-1\right\|_{\infty} \leq \mathrm{e}^{\|z\|_{\infty}}-1 \leq C\|z\|_{\infty} \mathrm{e}^{\|z\|_{\infty}} \leq C\|z\|_{\hat{X}_{\delta}} \mathrm{e}^{\|z\|_{\hat{X}_{\delta}}}
$$

Hence,

$$
\left\|D G_{\delta}(z) u\right\|_{\hat{X}_{\delta}} \leq C\left\|\left(\mathrm{e}^{z}-1\right) u\right\|_{\hat{Y}_{\delta}} \leq C\|z\|_{\hat{X}_{\delta}} \mathrm{e}^{\|z\|_{\hat{X}_{\delta}}\|u\|_{\hat{Y}_{\delta}} \leq C\|z\|_{\hat{X}_{\delta}} \mathrm{e}^{\|z\|_{\hat{X}_{\delta}}\|u\|_{\hat{X}_{\delta}} .} \text {. }{ }^{2} .}
$$

Consequently, there exists $R_{0}>0$ such that for every $R \in\left(0, R_{0}\right)$, we have

$$
\left\|D G_{\delta}(z)\right\|<\frac{1}{2} \quad \forall z \in \mathcal{B}_{R}
$$

for all $\delta>0$, where

$$
\mathcal{B}_{R}=\left\{u \in \hat{X}_{\delta}:\|u\|_{\hat{X}_{\delta}}<R\right\}
$$

Now, for every $R \in\left(0, R_{0}\right)$,

$$
\begin{aligned}
\left\|G_{\delta}(z)\right\|_{\hat{X}_{\delta}} & \leq\left\|G_{\delta}(z)-G_{\delta}(0)\right\|_{\hat{X}_{\delta}}+\left\|G_{\delta}(0)\right\|_{\hat{X}_{\delta}} \\
& \leq \frac{1}{2}\|z\|_{\hat{X}_{\delta}}+\left\|L_{\delta}^{-1} F_{\delta}(0)\right\|_{\hat{X}_{\delta}}
\end{aligned}
$$

By Lemmas 5.3 and 5.1, there exist $C_{0}, c_{0}>0$ independent of $\delta>0$ such that

$$
\left\|L_{\delta}^{-1} F_{\delta}(0)\right\|_{\hat{X}_{\delta}} \leq C\left\|F_{\delta}(0)\right\|_{\hat{Y}_{\delta}} \leq C_{0} \mathrm{e}^{-c_{0} / \delta}
$$

Choosing $R=R_{\delta}=2 C_{0} \mathrm{e}^{-c_{0} / \delta}$, we obtain that $G_{\delta}\left(B_{R_{\delta}}\right) \subset B_{R_{\delta}}$. Hence, $G_{\delta}$ is a strict contraction in $B_{R_{\delta}}$, for any $\delta \in\left(0, \delta_{1}\right)$, with $\delta_{1}=c_{0} /\left(\ln \left(2 C_{0} / R_{0}\right)\right)$. By the Banach fixed-point theorem, for any $\delta \in\left(0, \delta_{1}\right)$, there exists a unique $z_{\delta} \in B_{R_{\delta}}$ such that $F_{\delta}\left(z_{\delta}\right)=0$.
6. Proof of the main results. In this section, we finally provide the proof of Theorem 2.1 and derive Corollary 2.1. In view of Proposition 5.1, the function $\hat{u}_{\delta}$ defined by

$$
\hat{u}_{\delta}=\sum_{j \in \mathcal{P}} \hat{\varphi}_{j} \hat{U}_{j}+z_{\delta}
$$

is a solution of (2.4). Consequently, $u_{\delta}$ defined by

$$
\begin{equation*}
u_{\delta}(x)=\hat{u}_{\delta}\left(\frac{x}{\delta}\right)=\sum_{j \in \mathcal{P}} \varphi_{j}(x) U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+z_{\delta}\left(\frac{x}{\delta}\right) \tag{6.1}
\end{equation*}
$$

is a solution of (1.6).
LEmma 6.1. The solution $u_{\delta}$ defined in (6.1) satisfies the approximate superposition rule

$$
u_{\delta}(x)=\sum_{j \in \mathcal{P}} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+\omega_{\delta}(x)
$$

with $\left\|\omega_{\delta}\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}$.
Proof. In view of (6.1) and of the definition of $J(x)$ in section 4, we have

$$
u_{\delta}(x)=\sum_{j \in J(x)} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+\tilde{\omega}_{\delta}(x)
$$

where

$$
\tilde{\omega}_{\delta}(x)=-\sum_{j \in J(x)}\left(1-\varphi_{j}(x)\right) U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)+z_{\delta}\left(\frac{x}{\delta}\right)
$$

In view of Lemma 3.1, we estimate

$$
\left\|\sum_{j \in J(x)}\left(1-\varphi_{j}(x)\right) U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)\right\|_{\infty} \leq \sum_{j \in J(x)} \sup _{\mathbb{R}^{2} \backslash C_{j}}\left|U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)\right| \leq C \mathrm{e}^{-c / \delta}
$$

On the other hand, by Proposition 5.1 and Lemma 4.1(ii), we have

$$
\left\|z_{\delta}\left(\frac{\cdot}{\delta}\right)\right\|_{\infty}=\left\|z_{\delta}\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}
$$

Therefore, $\left\|\tilde{\omega}_{\delta}\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}$. We have to show that

$$
\left\|\sum_{j \in \mathcal{P} \backslash J(x)} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)\right\|_{\infty} \leq C \mathrm{e}^{-c / \delta}
$$

To this end, we fix $x \in \mathbb{R}^{2}$ and for every $M \in \mathbb{N}$ we define $B_{M}=\left\{y \in \mathbb{R}^{2}:|y-x|<\right.$ $d M\}$. Then,

$$
\sum_{j \in \mathcal{P} \backslash J(x)} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)=\sum_{M \in \mathbb{N}} \sum_{p_{j} \in B_{M+1} \backslash B_{M}} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)
$$

Since $\inf _{j \neq k}\left|p_{j}-p_{k}\right|=d>0$, there exists $C>0$ independent of $M \in \mathbb{N}$ and of $x \in \mathbb{R}^{2}$ such that

$$
\left|\left\{p_{j} \in B_{M+1} \backslash B_{M}\right\}\right| \leq C M
$$

Hence, we estimate

$$
\left|\sum_{j \in \mathcal{P} \backslash J(x)} U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)\right| \leq C \sum_{M \in \mathbb{N}} M \mathrm{e}^{-c M / \delta} \leq C \mathrm{e}^{-c / \delta}
$$

This implies the statement of the lemma.
We are left to analyze the asymptotic behavior of $u_{\delta}$ as $\delta \rightarrow 0^{+}$. Such behavior is a direct consequence of (6.1).

Lemma 6.2. Let $u_{\delta}$ be given by (6.1). The following properties hold:
(i) $\mathrm{e}^{u_{\delta}}<1$ on $\mathbb{R}^{2}$ and vanishes exactly at $p_{j}$ with multiplicity $2 m_{j}, j \in \mathcal{P}$;
(ii) for every compact subset $K$ of $\mathbb{R}^{2} \backslash \cup_{j \in \mathcal{P}}\left\{p_{j}\right\}$, there exist $C, c>0$ such that $1-\mathrm{e}^{u_{\delta}} \leq C \mathrm{e}^{-c / \delta}$ as $\delta \rightarrow 0^{+}$;
(iii) $\delta^{-2}\left(1-\mathrm{e}^{u_{\delta}}\right) \rightarrow 4 \pi \sum_{j \in \mathcal{P}} m_{j} \delta_{p_{j}}$ in the sense of distributions as $\delta \rightarrow 0^{+}$.

Proof. (i) Since $u_{\delta}$ is a solution of (1.6), $\mathrm{e}^{u_{\delta}}<1$ follows by the maximum principle.
Moreover, since

$$
\begin{equation*}
U_{m_{j}}\left(\frac{x-p_{j}}{\delta}\right)=\ln \left|x-p_{j}\right|^{2 m_{j}}+v_{j} \tag{6.2}
\end{equation*}
$$

with $v_{j}$ a continuous function (see [12]), we have near $p_{j}$ that $\mathrm{e}^{u_{\delta}}=\left|x-p_{j}\right|^{2 m_{j}} f_{j, \delta}(x)$ with $f_{j, \delta}(x)$ a continuous strictly positive function. Hence, (i) is established.
(ii) Let $K$ be a compact subset of $\mathbb{R}^{2} \backslash \cup_{j \in \mathcal{P}}\left\{p_{j}\right\}$. In view of Lemma 3.1 and Proposition 5.1, we have as $\delta \rightarrow 0^{+}$

$$
\begin{aligned}
& \sup _{x \in K \cap P_{j}} 1-\mathrm{e}^{\varphi_{j}(x) U_{m_{j}}\left(\left(x-p_{j}\right) / \delta\right)} \leq C \mathrm{e}^{-c / \delta}\left\|z_{\delta}(\dot{\bar{\delta}})\right\|_{\infty} \\
& \quad \leq C\left\|z_{\delta}\right\|_{\hat{X}_{\delta}} \leq C R_{\delta} \leq C \mathrm{e}^{-c / \delta}
\end{aligned}
$$

Therefore, we have that for any compact set $K \subset \mathbb{R}^{2} \backslash \cup_{j \in \mathcal{P}}\left\{p_{j}\right\}$,

$$
0 \leq \sup _{x \in K}\left(1-\mathrm{e}^{u_{\delta}}\right) \leq C \sup _{j \in \mathcal{P}} \sup _{x \in K \cap P_{j}}\left(1-\mathrm{e}^{u_{\delta}}\right) \leq C \mathrm{e}^{-c / \delta}
$$

(iii) Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$. Then,

$$
-\int_{\mathbb{R}^{2}} u_{\delta} \Delta \varphi=\delta^{-2} \int_{\mathbb{R}^{2}}\left(1-\mathrm{e}^{u}\right) \varphi-4 \pi \sum_{j \in \mathcal{P}} m_{j} \varphi\left(p_{j}\right)
$$

We claim that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} u_{\delta} \Delta \varphi \rightarrow 0 \quad \text { as } \delta \rightarrow 0 \tag{6.3}
\end{equation*}
$$

Indeed, let $j_{k} \in \mathcal{P}, k=1, \ldots, n$, be such that $\operatorname{supp} \varphi \subset \cup_{k=1}^{n} P_{j_{k}} \cup K$ with $K$ a compact subset of $\mathbb{R}^{2} \backslash \cup_{j \in \mathcal{P}}\left\{p_{j}\right\}$. Since $\sup _{K}\left|u_{\delta}\right| \leq C \mathrm{e}^{-c / \delta}$, we have

$$
\left|\int_{K} u_{\delta} \Delta \varphi\right| \leq C\|\Delta \varphi\|_{\infty} \mathrm{e}^{-c / \delta} \rightarrow 0
$$

On the other hand, in view of Lemma 6.1, in $P_{j_{k}}$ we have $u_{\delta}(x)=U_{m_{j_{k}}}\left(\left|x-p_{j_{k}}\right| / \delta\right)+$ $O\left(\mathrm{e}^{-c / \delta}\right)$. Note that $U_{m_{j_{k}}} \in L^{1}\left(\mathbb{R}^{2}\right)$ in view of (6.2) and Lemma 3.1. Therefore,

$$
\begin{aligned}
\sup _{1 \leq k \leq n}\left|\int_{P_{j_{k}}} u_{\delta} \Delta \varphi\right| & \leq \sup _{1 \leq k \leq n}\left|\int_{P_{j_{k}}} U_{m_{j_{k}}}\left(\frac{x-p_{j_{k}}}{\delta}\right) \Delta \varphi\right|+O\left(\mathrm{e}^{-c / \delta}\right) \\
& \leq \delta^{2} \sup _{1 \leq k \leq n}\|\Delta \varphi\|_{\infty}\left\|U_{m_{j_{k}}}\right\|_{L^{1}}+O\left(\mathrm{e}^{-c / \delta}\right) \leq C \delta^{2} \rightarrow 0
\end{aligned}
$$

Hence, (6.3) follows, and (iii) is established.
Proof of Theorem 2.1. For every $\delta \in\left(0, \delta_{1}\right)$, where $\delta_{1}$ is given in Proposition 5.1, we obtain a solution $u_{\delta}$ of (1.6). Furthermore, $u_{\delta}$ satisfies (2.2) in view of Lemma 6.1. Finally, $u_{\delta}$ satisfies the asymptotic behavior as in (i)-(iii) in view of Lemma 6.2. Hence, Theorem 2.1 is completely established.

Proof of Corollary 2.1. To begin, we want to prove that if $p_{j}$ 's are doubly periodically arranged in $\mathbb{R}^{2}$, then $u_{\delta}$ is in fact a doubly periodic solution of (1.5). Recall that the $p_{j}$ 's are doubly periodically arranged in $\mathbb{R}^{2}$ if (2.3) holds. We define $\underline{\hat{e}}_{k}=\underline{e}_{k} / \delta$, $k=1,2$. Equivalently, we show $\hat{u}_{\delta}\left(x+\underline{\hat{e}}_{k}\right)=\hat{u}_{\delta}(x)$ for any $x \in \mathbb{R}^{2}$ and for $k=1,2$. Indeed, we may assume that $\hat{\varphi}_{j}\left(x+\underline{\underline{e}}_{k}\right)=\hat{\varphi}_{j}(x), \hat{\psi}_{j}\left(x+\hat{\underline{e}}_{k}\right)=\hat{\psi}_{j}(x)$ for any $j \in \mathbb{N}$, $x \in \mathbb{R}^{2}, k=1,2$. Then,

$$
\hat{u}_{\delta}\left(x+\underline{\hat{e}}_{k}\right)=\sum_{j \in \mathbb{N}} \hat{\varphi}_{j}(x) \hat{U}_{j}(x)+z_{\delta}\left(x+\underline{\hat{e}}_{k}\right)
$$

Hence, it is sufficient to prove that $z_{\delta}\left(x+\hat{\underline{\hat{e}}}_{k}\right)=z_{\delta}(x)$ for every $x \in \mathbb{R}^{2}$ and for $k=1,2$. First, we claim that $z_{\delta}\left(\cdot+\underline{\underline{e}}_{k}\right) \in \mathcal{B}_{R_{\delta}}$. Indeed, for every $j \in \mathbb{N}$ there exists exactly one $j^{\prime} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left\|\hat{\varphi}_{j} z_{\delta}\left(\cdot+\hat{e}_{k}\right)\right\|_{H^{2}}=\left\|\hat{\varphi}_{j^{\prime}} z_{\delta}\right\|_{H^{2}} \tag{6.4}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
\left\|z_{\delta}\left(\cdot+\underline{\hat{e}}_{k}\right)\right\|_{\hat{X}_{\delta}}=\left\|z_{\delta}\right\|_{\hat{X}_{\delta}} \leq R_{\delta} \tag{6.5}
\end{equation*}
$$

Moreover, if $F_{\delta}\left(z_{\delta}\right)=0$ we also have $F_{\delta}\left(z_{\delta}\left(\cdot+\hat{\underline{\hat{e}}}_{k}\right)\right)=0$. Therefore, $z_{\delta}\left(\cdot+\underline{\hat{e}}_{k}\right)$ is a fixed point of $G_{\delta}$ in $\mathcal{B}_{R_{\delta}}$. By uniqueness, we conclude that $z_{\delta}\left(\cdot+\hat{e}_{k}\right)=z_{\delta}, k=1,2$, as asserted. At this point, the remaining statements follow recalling that in the periodic cell domain $\Omega,\left(A_{\delta}, \phi_{\delta}\right)$ is given, up to gauge transformations, by (1.4).
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#### Abstract

In this paper, we discuss a geometrical model of a space of deformable images or shapes, in which infinitesimal variations are combinations of elastic deformations (warping) and of photometric variations. Geodesics in this space are related to velocity-based image warping methods, which have proved to yield efficient and robust estimations of diffeomorphisms in the case of large deformation. Here, we provide a rigorous and general construction of this infinite dimensional "shape manifold" on which we place a Riemannian metric. We then obtain the geodesic equations, for which we show the existence and uniqueness of solutions for all times. We finally use this to provide a geometrically founded linear approximation of the deformations of shapes in the neighborhood of a given template.
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1. Introduction. The theoretical developments which are addressed in this paper are motivated by the theory of deformable templates, as it emerged from the work of Grenander and his collaborators in the 1980's [19, 21, 22, 20], to handle image processing problems. This theory has an abstract formulation, in which the purpose is to represent the variability within an object class by the variations in shape, or color, etc., of a single object, submitted to the action of "deformations." For instance, a model designed to describe a picture of a human face should be able to explain interindividual variations but also variations caused by the change of expression of a given individual, and by the changing of imaging conditions, such as lighting, occultations, etc. The interesting feature in Grenander's construction is that it assigns a large part, sometimes all, of the variations to a fixed structure, describing the deformation, which is independent of the particular instance of the observed image. This structure most of the time belongs to a group, the group of deformations, which is acting on the set of objects. The specific choice of the group depends on the application and on the type of visual features which are modeled, like pixelized images [18] and discretized shapes [20, 29, 23]. In such discrete settings, the group action is used to generate variations of the constituting generators of the object (pixels for an image, segments for polygons) and therefore are modeled as finite dimensional groups, generally products of linear or affine groups. In the simple example of labeled collections of points (landmarks), the deformation may simply correspond to independent translations of each point, but when the question is raised of the similarity of two collections of landmarks, one would like to figure out the amount of deformation which is required to transform one of them into the other. When evaluating this deformation, it is clear that the lengths of the induced translations should have some impact, but that this is not the

[^1]only factor and often not even the main factor. One would also like to draw conclusions on the smoothness of the deformation, based on the fact that, in the context of large deformations of shapes, a lower similarity must be associated to a collection of translations which point to erratic directions, compared to a more homogeneous displacement. We see, in this case, that a global point of view on the displacements is needed. Spline-based landmark matching [9, 26] specifically addresses this issue by seeking the smoothest function which interpolates the considered displacements.

When dealing with image deformation, the need to pass to the continuum is even more obvious. In this case, deformations, which should provide nonambiguous point displacements, must be diffeomorphisms on the image support. This nonambiguity constraint, however, has been relaxed in most of the early attempts to deal with this issue, working preferably with linear spaces of deformations $[6,7,8,2,1,14]$, which can be seen as first order approximations. Dealing explicitly with true deformations, i.e., diffeomorphisms acting on the support of images, was rigorously formalized by Riemannian metric arguments on the groups of diffeomorphisms in [32] for onedimensional problems, and in [31] in full generality (see also [30]). Stemming from the simple representation of right invariant metrics on groups of diffeomorphisms along a path in this space, i.e., time-dependent deformations, in terms of the Eulerian velocity, this last reference built diffeomorphisms as flows associated to ODEs (a construction which was already present in [3]) and transferred the modeling effort to the linear space of velocities, i.e., of vector fields defined on the image support. Under suitable Banach space structures on these linear spaces, the extension of the ODE solutions for infinite time and the existence of minimizers to general variational problems in this space can be ensured, providing rigorous sufficient conditions for the well-posedness of many practical problems in template matching. This analysis rejoined the line of work of Miller and his collaborators on the estimation of large deformation diffeomorphisms [13, 26], in which velocity-based models have been introduced, and variational properties studied in [16]. In [27], the interest in considering a lifted group action, on the cross product of the group itself and of the image space, was demonstrated in a wide variety of applications. The final metric on the image space was obtained by projecting a right-invariant Riemannian distance designed on the product space.

The approach we follow in this paper addresses the same kind of construction as in [27], which focused on the metric aspects, but from a different point of view. Our purpose is to start from the infinitesimal analysis of small deformations of images in order to model and measure image variations and define differentiable and geodesic curves in the image space. We shall accept conditions which ensure enough smoothness on the diffeomorphisms but try whenever possible to avoid placing such smoothness assumptions on the images themselves. Such a choice, which is very important given the discontinuous nature of images, is made at the cost of increasing technicalities and notation, as will be seen in section 3, in which the basic geometry of the model is presented. Here, we define the tangent space at a given square integrable image $i$ as an equivalent class for all possible variations resulting from an infinitesimal combination of a deformation (geometry) and of the addition of a square integrable function (photometry), yielding what can be called a morphometrical variation. We then equip it with an inner product and define from it lengths and energies of curves. This metric is based on the best tradeoff between geometrical and photometrical variations. Still, in this general setting, we show the existence of minimizing geodesics (curves of minimal energy) between any two images.

The rest of the paper is devoted to the study of geodesics and their generation
from initial conditions. The motivation in this study is the possibilities it offers for prototype-based image representation and the generation of image variations and deformations from initial conditions belonging to a vector space. In this context, the geodesic equations are derived under the assumption that the deformed prototype is smooth $\left(H^{1}\right)$, but with no restriction on the other endpoint. This is done in section 5.2.2. The obtained evolution equations are then generalized to a form which does not require the smoothness of the initial position and that we conjecture to represent a comprehensive class of image evolutions. The equations, under this form, are studied in section 7 , where we prove that they have a unique solution over arbitrary finite time intervals. Our last result shows the local nonambiguity of this representation, at least in the smooth case: from a smooth prototype, the solutions of the geodesic equations in small time cannot coincide if they have been generated from distinct smooth initial conditions. This is done in section 9. The last section, 10, presents numerical experiments, which illustrate the feasibility of retrieving a target from the initial conditions associated to the minimizing geodesic starting from the template.
2. Notation. For further reference, we present in a single definition some of the main functional spaces we use throughout the paper.

Definition 1. Let $k, p \in \mathbb{N}_{*}, l \in \mathbb{N}$, and $\Omega$ be a bounded domain of $\mathbb{R}^{k}$ with $C^{1}$ boundary.
(1) We denote $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{p}\right)$ the space of smooth compactly supported $\mathbb{R}^{p}$-valued functions on $\Omega$.
(2) We denote $C^{l}\left(\bar{\Omega}, \mathbb{R}^{p}\right)$ the set of the restrictions to $\Omega$ of the limes continuously differentiable $\mathbb{R}^{p}$-valued functions on $\mathbb{R}^{k}$.
Let $f \in C^{l}\left(\bar{\Omega}, \mathbb{R}^{p}\right)$. We define the norm $|f|_{l, \infty}$ by

$$
|f|_{l, \infty} \triangleq \sum_{\alpha, 0 \leq|\alpha| \leq l} \sup _{x \in \Omega} \left\lvert\, \frac{\partial^{|\alpha|} f}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}}\right.
$$

where for any $\alpha \triangleq\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}_{*}^{d}$ we denote $|\alpha| \triangleq \sum \alpha_{i}$.
(3) We denote $C_{0}^{l}\left(\Omega, \mathbb{R}^{p}\right)$ the completion of $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{p}\right)$ for the norm $\left|\left.\right|_{l, \infty}\right.$.
(4) We denote $L^{2}\left(\Omega, \mathbb{R}^{p}\right)$ the Hilbert space of square integrable functions in $\mathbb{R}^{p}$ with dot product defined for $f, g \in L^{2}\left(\Omega, \mathbb{R}^{p}\right)$ by

$$
\langle f, g\rangle_{2} \triangleq \int_{\Omega}\langle f(x), g(x)\rangle_{\mathbb{R}^{p}} d x .
$$

(5) We denote $H^{1}\left(\Omega, \mathbb{R}^{p}\right)$ the Hilbert space of square integrable $\mathbb{R}^{p}$-valued functions with square integrable first partial (generalized) derivatives. The dot product is defined for any $f, g \in H^{1}\left(\Omega, \mathbb{R}^{p}\right)$ by

$$
\langle f, g\rangle_{H^{1}} \triangleq\langle f, g\rangle_{2}+\sum_{i=1}^{k}\left\langle\frac{\partial f}{\partial x_{i}}, \frac{\partial g}{\partial x_{i}}\right\rangle_{2}
$$

## 3. Measuring distances on the image space.

3.1. Infinitesimal transformations. Let us consider a space $\mathcal{J}_{W}$ of functions defined on $\bar{\Omega}$, and taking values on $\mathbb{R}^{d}$, which will be explicitly defined later. To somewhat fix the ideas, we shall speak of elements of $\mathcal{J}_{W}$ as "images" and use the
corresponding photometric vocabulary, although our constructions apply to generic graphs of vector-valued functions.

We want to build a distance, denoted hereafter $d_{\mathcal{J}_{W}}$, on $\mathcal{J}_{W}$ through a Riemannian analysis. Let $j \in \mathcal{J}_{W}$ and $h \in \mathbb{R}$, and consider a small perturbation $j_{h}$ of $j$ such that

$$
j_{h}(x)=j(x-h v(x))+h \sigma^{2} z(x)+o(h),
$$

where $v$ is a displacement field and $z$ is an $\mathbb{R}^{d}$-valued function on $\Omega$. Here and in the following, $\sigma^{2}$ is a fixed positive parameter. The transformation from $j$ to $j_{h}$ is therefore divided in two complementary processes. The first, which we call the "geometric transformation," is a pure deformation of the support for which a point located at $x$ in the first image is pushed to location $x+h v(x)$. The second process, called the "photometric transformation," is the residual, obtained by the addition of $\sigma^{2} h z$. Both transformations are the main ingredients of any morphing process between two images. When $j$ is smooth, we have

$$
\begin{equation*}
\frac{\partial j}{\partial h}_{\mid h=0} \triangleq \lim _{h \rightarrow 0} \frac{j_{h}-j}{h}=\sigma^{2} z-d j(v) \tag{1}
\end{equation*}
$$

The usual geometric interpretation is that $\gamma \triangleq \frac{\partial j}{\partial h}{ }_{\mid h=0}$ is an element of the tangent space $T_{j} \mathcal{J}_{W}$, and, given our representation, it is sensible to let the length $|\gamma|_{j}$ depend on $w \triangleq(z, v)$ and to let $w$ vary in some chosen vector space $W$. The solution cannot merely be to set $|\gamma|_{j}=|w|_{W}$, where $\left|\left.\right|_{W}\right.$ is a norm on $W$, because the representation $(z, v) \mapsto \gamma$ is not one-to-one: if $w^{\prime}=\left(v^{\prime}, z^{\prime}\right)$ is such that

$$
\begin{equation*}
\sigma^{2}\left(z^{\prime}-z\right)-d j\left(v^{\prime}-v\right)=0 \tag{2}
\end{equation*}
$$

then the transformations along $w$ and $w^{\prime}$ of $j$ are infinitesimally equivalent. Hence, looking for the best tradeoff between geometric and photometric transformations, we can choose for the metric on the tangent space $T_{j} \mathcal{J}_{W}$

$$
\begin{equation*}
|\gamma|_{j}=\inf \left\{|w|_{W} \mid w=(v, z), \gamma=\sigma^{2} z-d j(v)\right\} \tag{3}
\end{equation*}
$$

Now, we can define formally

$$
\begin{equation*}
d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right) \triangleq \inf \left\{\int_{0}^{1}\left|\frac{\partial \mathrm{j}}{\partial t}\right|_{j_{t}}, \text { j path from } j_{0} \text { to } j_{1}\right\} \tag{4}
\end{equation*}
$$

3.2. Differentiable structure. The previous construction is now made rigorous for $\mathcal{J}_{W} \triangleq L^{2}\left(\Omega, \mathbb{R}^{d}\right)$.

Remark 1. Since $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ is a Hilbert space, it has a natural structure of smooth infinite dimensional manifold. However, the differential structure we need to consider here is different from the standard $L^{2}$ structure. To see this, consider the following example: $\Omega=] 0,1\left[{ }^{k}\right.$, and $j_{h}(x) \triangleq j_{0}(x-h v(x))$, where

- $j_{0}(x) \triangleq \mathbf{1}_{x_{1} \geq 1 / 2}$,
- $v \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{k}\right)$ is such that the first coordinate, $v_{1}$, of $v$ is strictly positive at the center $c \triangleq(1 / 2, \ldots, 1 / 2)$ of $\Omega$.
Then, $\left|j_{h}-j_{0}\right|_{2} / h \rightarrow+\infty$ so that $j_{h}$ is not differentiable at $h=0$ for the usual $L^{2}$ differentiable structure, whereas, by the construction above, it will be so for the differential structure on $\mathcal{J}_{W}$ (this is a justification for keeping the nonstandard notation $\mathcal{J}_{W}$ for the image space).

Our construction starts with the definition of $C^{1}$ paths on $\mathcal{J}_{W}$. We first need to specify the allowed geometric as well as grey-level infinitesimal transformations.

### 3.2.1. Infinitesimal transformation spaces.

Geometric transformation. We denote $\mathcal{B}$ the space of the displacement fields underlying the infinitesimal geometric transformation. We assume that $\mathcal{B}$ is a Hilbert space with dot product denoted by $\langle,\rangle_{\mathcal{B}}$ and norm denoted by $\left|\left.\right|_{\mathcal{B}}\right.$. We assume throughout this paper that $\mathcal{B}$ is continuously embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{k}\right)$, where $p=1$ at least but may be larger if specified. As a reminder, we recall that $\mathcal{B}$ is continuously embedded in some Banach space $\mathcal{B}^{\prime}$ (with norm $\left|\left.\right|_{\mathcal{B}^{\prime}}\right.$ ) of functions if and only if each element $v$ of $\mathcal{B}$ can be considered as an element of $\mathcal{B}^{\prime}$ and there exists a constant $C$ such that, for all $v \in \mathcal{B}$,

$$
|v|_{\mathcal{B}^{\prime}} \leq C|v|_{\mathcal{B}} .
$$

Moreover, $\mathcal{B}$ is compactly embedded in $\mathcal{B}^{\prime}$ if it is continuously embedded and any bounded set for the norm on $\mathcal{B}$ is relatively compact in the $\mathcal{B}^{\prime}$-topology.

We shall also assume that $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{k}\right)$ is dense in $\mathcal{B}$.
Photometric transformation. Grey-level transformations are assumed to belong to the space $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$.

Finally, we denote $W \triangleq \mathcal{B} \times L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ on which we place the dot product defined for $w=(v, z)$ and $w^{\prime}=\left(v^{\prime}, z^{\prime}\right)$ by

$$
\left\langle w, w^{\prime}\right\rangle_{W} \triangleq\left\langle v, v^{\prime}\right\rangle_{\mathcal{B}}+\sigma^{2}\left\langle z, z^{\prime}\right\rangle_{2}
$$

3.2.2. Differentiable curves and tangent space. For any smooth image $j$, we have, for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ and any $w=(v, z) \in W$,

$$
\begin{equation*}
\left\langle\sigma^{2} z-d j(v), u\right\rangle_{2}=\sigma^{2}\langle z, u\rangle_{2}+\langle j, \operatorname{div}(u \otimes v)\rangle_{2} \tag{5}
\end{equation*}
$$

where $\operatorname{div}(u \otimes v) \in C_{0}\left(\Omega, \mathbb{R}^{d}\right)$ is defined by $\operatorname{div}(u \otimes v)_{i}=\operatorname{div}\left(u_{i} v\right)$. The right-hand side of the equality is well defined for arbitrary $j \in \mathcal{J}_{W}$, which leads us to the following definition.

Definition $2\left(C^{1}\right.$ curves in $\left.\mathcal{J}_{W}\right)$. Let $I$ be an interval in $\mathbb{R}$. We say that $\mathrm{j}: I \rightarrow \mathcal{J}_{W}$ is a continuously differentiable curve if there exists $\mathrm{w} \triangleq(\mathrm{v}, \mathrm{z}) \in C(I, W)$ such that
(1) $\mathrm{j} \in C\left(I, L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$ for the usual $L^{2}$-topology,
(2) for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right), t \rightarrow\left\langle\mathrm{j}_{t}, u\right\rangle_{2}$ is a continuously differentiable real-valued function and $\frac{\partial}{\partial t}\left\langle\mathrm{j}_{t}, u\right\rangle_{2}=\sigma^{2}\left\langle\mathrm{z}_{t}, u\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u \otimes \mathrm{v}_{t}\right)\right\rangle_{2}$.
If we define as usual tangent vectors via classes of first order equivalent curves, we can identify the tangent bundle of $\mathcal{J}_{W}$ from the definition of $C^{1}$ path on $\mathcal{J}_{W}$ as follows.

Definition 3.
(1) For any $j \in \mathcal{J}_{W}$ and any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$, we denote $l_{j, u}$ the continuous linear form on $W$ (the continuity stems from the continuous embedding of $\mathcal{B}$ in $C_{0}^{1}\left(\Omega, \mathbb{R}^{k}\right)$ ) defined for any $w=(v, z) \in W$ by

$$
\begin{equation*}
l_{j, u}(w) \triangleq \sigma^{2}\langle z, u\rangle_{2}+\langle j, \operatorname{div}(u \otimes v)\rangle_{2} . \tag{6}
\end{equation*}
$$

(2) We define

$$
\begin{equation*}
E_{j} \triangleq\left\{w \in W \mid l_{j, u}(w)=0, \forall u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)\right\} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{j} \mathcal{J}_{W} \triangleq\{j\} \times W / E_{j} \tag{8}
\end{equation*}
$$

where $W / E_{j}$ is the quotient space, the elements of which are denoted $\bar{w}$.

Remark 2. The use of a quotient space is a consequence of the nonuniqueness of the representation of the derivative by an element $w \in W$ as explained by (2).

We consider $T_{j} \partial_{W}$ as a vector space where for any $\gamma=(j, \bar{w})$ and $\gamma^{\prime}=\left(j^{\prime}, \bar{w}^{\prime}\right) \in$ $T_{j} \mathcal{J}_{W}$, we have $\gamma+\lambda^{\prime} \gamma^{\prime} \triangleq\left(j, \bar{w}+\lambda \bar{w}^{\prime}\right)$. Now, if we define

$$
T \mathcal{J}_{W} \triangleq \bigcup_{j \in \mathcal{J}_{W}} T_{j} \mathcal{J}_{W},
$$

$T \mathcal{J}_{W}$ plays the role of the tangent bundle of the manifold $\mathcal{J}_{W}$.
Definition 4.
(1) We denote $\pi: T \mathcal{J}_{W} \rightarrow \mathcal{J}_{W}$ the canonical projection defined by $\pi(\gamma)=j$ for any $\gamma \triangleq(j, \bar{w}) \in T_{j} \mathcal{J}_{W}$.
(2) Let $\gamma \triangleq(j, \bar{w}) \in T \mathcal{J}_{W}$ and $w=(z, v) \in \bar{w}$. For any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$, we denote

$$
\langle\gamma, u\rangle \triangleq \sigma^{2}\langle z, u\rangle_{2}+\langle j, \operatorname{div}(u \otimes v)\rangle_{2} .
$$

(Note that the right-hand side does not depend on the choice of $w \in \bar{w}$ ).
(3) For any function $\gamma: I \rightarrow T \mathcal{J}_{W}$ where $I$ is a real interval, we say that $\gamma$ is measurable if $\pi \circ \gamma$ is measurable from $I$ to $\mathcal{J}_{W}$ and for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$, $\left\langle\gamma_{t}, u\right\rangle$ is measurable from I to $\mathbb{R}$.
Returning to Definition 2, we see that $C^{1}$ curves $j$ admit a lifting $t \mapsto \gamma_{t}=\left(\mathrm{j}_{t}, \bar{w}_{t}\right)$ to $T \mathcal{J}_{W}$ such that for all $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$

$$
\frac{d}{d t}\left\langle\mathrm{j}_{t}, u\right\rangle_{2}=\left\langle\gamma_{t}, u\right\rangle
$$

so that it is natural to define $\frac{d \mathrm{~d}_{t}}{d t} \triangleq \gamma_{t} \in T_{j_{t}} \mathcal{J}_{W}$ leading to the formula

$$
\begin{equation*}
\frac{d}{d t}\left\langle\mathrm{j}_{t}, u\right\rangle_{2}=\left\langle\frac{d \mathrm{j}_{t}}{d t}, u\right\rangle . \tag{9}
\end{equation*}
$$

The next step, for our Riemannian construction, is to place a metric on $T_{j} \mathcal{J}_{W}$ for all $j \in \mathcal{J}_{W}$.

### 3.3. Riemannian structure.

Definition 5. For any $j \in \mathcal{J}_{W}$, we define on $T_{j} \mathcal{J}_{W}$ the norm

$$
|\gamma|_{j} \triangleq \inf \left\{|w|_{W} \mid(j, w) \in \gamma\right\} .
$$

The infimum is attained at a unique point, as stated in the following proposition.
Proposition 1. For any $j \in \mathcal{J}_{W}$ and any $\gamma=(j, \bar{w}) \in T_{j} \mathcal{J}_{W}$, since $\bar{w}$ is a closed subspace of $W$, there exists a unique $w \in W$ denoted $\bar{p}(\gamma)$ such that

$$
\bar{p}(\gamma) \triangleq \underset{w \in \bar{w}}{\operatorname{Argmin}}|w|_{W} .
$$

Hence, $|\gamma|_{j} \triangleq|\bar{p}(\gamma)|_{W}$. Moreover, $\bar{p}$ is linear from $T_{j} \mathcal{J}_{W}$ to $W$.
Proof. Since $\bar{w}$ is a close subspace of $W$, it is sufficient to note that if $p$ is the orthogonal projection from $W$ to $E_{j}^{\perp}$, then $p(w)=0$ for any $w \in E_{j}$ so that $p$ can be factorized as a linear map $\bar{p}$ from $W / E_{j}$ to $E_{j}^{\perp}$. Now, one easily checks that $\bar{p}(\gamma) \in \bar{w}$ and that $\bar{p}(\gamma)$ minimizes the norm.

We can now define the geodesic distance between arbitrary points $j_{0}, j_{1}$ in $\mathcal{J}_{W}$ by

$$
\begin{equation*}
d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right) \triangleq \inf \left\{\left.\int_{0}^{1}\left|\frac{d \mathrm{j}}{d t}\right|_{\mathrm{j}_{t}} d t \right\rvert\, \mathrm{j} \in C_{\mathrm{pw}}^{1}\left([0,1], \mathcal{J}_{W}\right), \mathrm{j}_{0}=j_{0}, \mathrm{j}_{1}=j_{1}\right\} \tag{10}
\end{equation*}
$$

where $C_{\mathrm{pw}}^{1}\left([0,1], \mathcal{J}_{W}\right)$ is the set of piecewise $C^{1}$ curves in $\mathcal{J}_{W}$ which are straightforwardly defined from the definition of $C^{1}$ curves. This definition is the usual definition for finite dimensional Riemannian manifolds. There is, however, a measurability issue, since it is not obvious from our definition of a measurable path in $T \mathcal{J}_{W}$ that $t \mapsto\left|\gamma_{t}\right|_{\pi\left(\gamma_{t}\right)}$ is measurable. This issue is addressed in Proposition 2, the proof of which is provided in Appendix A.

Proposition 2. Let $\gamma:[0,1] \rightarrow T \mathcal{J}_{W}$ be a measurable path in $T \mathcal{J}_{W}$. Then, $\bar{p} \circ \gamma$ is a measurable path in $W$ and $|\gamma|_{\pi \circ \gamma}$ is a measurable real-valued function.
4. Groups of diffeomorphisms. Curves in $W$ naturally generate diffeomorphisms on $\Omega$ by integration of their first component, which is a time-dependent vector field on $\Omega$ which vanishes at $\partial \Omega$. The relations between the Hilbert structure on $\mathcal{B}$ and the class of diffeomorphisms which can be generated in that way have been investigated, in particular, in [30] and [16], in which sufficient smoothness conditions on the vector field are derived to ensure existence, uniqueness, and smoothness of the flow for all time.

For $T>0$, define the set $L^{1}([0, T], \mathcal{B})$ as the Banach space of measurable functions $\mathrm{v}:[0, T] \rightarrow \mathcal{B}$ such that

$$
|\mathrm{v}|_{1, T} \triangleq \int_{0}^{T}|\mathrm{v}|_{\mathcal{B}} d t<\infty
$$

Similarly, $L^{2}([0, T], \mathcal{B})$ denotes the Hilbert space of square integrable functions defined on $[0, T]$ and taking values in $\mathcal{B}$, with the norm

$$
|\mathrm{v}|_{2, T} \triangleq\left(\int_{0}^{T}|\mathrm{v}|_{\mathcal{B}}^{2} d t\right)^{1 / 2}
$$

For $\mathrm{v} \in L^{1}([0, T], \mathcal{B})$, consider the ODE

$$
\begin{equation*}
\frac{d y}{d t}=\mathrm{v}_{t}(y) \tag{11}
\end{equation*}
$$

A global flow solution of this equation is a time-dependent family of functions $t \rightarrow \varphi_{t}$ such that, for all $x \in \Omega, \varphi_{0}(x)=x$ and

$$
\varphi_{t}=\int_{0}^{t} \mathrm{v}_{s} \circ \varphi_{s} d s
$$

When the dependence of this flow on $v$ must be emphasized, it is denoted by $\varphi^{v}$.
Results in $[30,16]$ essentially relate the existence and smoothness of such flows to embedding conditions of $\mathcal{B}$ into standard sets of continuous functions. We quote these results in the following theorem.

Theorem 1 (Trouvé). If $\mathcal{B}$ is continuously embedded in $C_{0}^{1}\left(\Omega, \mathbb{R}^{k}\right)$, then for all $T>0$ and all $\mathrm{v} \in L^{1}([0, T], \mathcal{B})$, the $O D E$ (11) can be integrated over $[0, T]$, and its associated flow $\varphi^{\mathrm{v}}$ is such that at all times $x \rightarrow \varphi_{t}^{\mathrm{v}}$ is a homeomorphism of $\Omega$.

Notation 1. Assume that $\mathcal{B}$ is continuously embedded in $C_{0}^{1}\left(\Omega, \mathbb{R}^{k}\right)$, and introduce the map

$$
\begin{aligned}
\mathbf{A}_{T}: \quad L^{1}([0, T], \mathcal{B}) & \rightarrow C\left(\bar{\Omega}, \mathbb{R}^{k}\right) \\
\mathrm{v} & \mapsto \varphi_{T}^{\mathrm{v}}
\end{aligned}
$$

Then, the set $\mathbf{A}_{1}\left(L^{1}([0,1], \mathcal{B})\right)$ will be denoted $G_{\mathcal{B}}$.
The fact that $G_{\mathcal{B}}$ is a group is proved in [30]. Further results on these groups and on $A_{T}$ can be found in Appendix C.

The relation between algebraic and metric properties of groups of diffeomorphisms and some of the fundamental equations of fluid mechanics has been the subject of several studies, starting with [5], in which the Euler equation is related to the geodesic equations of groups of diffeomorphisms with an $L^{2}$ metric on its Lie algebra (see also $[3,4,24]$ ). Another important equation, the Camassa-Holm equation, which describes the motion of the waves in shallow water, can be interpreted along the same lines with an $H_{\alpha}^{1}$ metric on the Lie algebra [11, 17]. Here, since the energy derives from both geometric and photometric variations, the geodesic equations that we derive can be formally interpreted as conservation of momentum on a semidirect product of the group of diffeomorphisms and the space of images, as studied in [25]. However, our point of view of smooth deformations acting on nonsmooth images requires a specific approach. This is also related to developments in optimal design [28].

## 5. Geodesics on $\mathfrak{J}$ -

5.1. Minimizing geodesics. The space of $C^{1}$ curves is not well suited to deal with proofs of the existence of curves of minimal length between two images $j_{0}$ and $j_{1}$, i.e., minimizing geodesics. We introduce below the more tractable space of curves with square integrable speed.

We need first a preliminary proposition saying that square integrable paths in $T \mathcal{J}_{W}$ are uniquely identified by their trace on smooth space-time vector fields in $\mathbb{R}^{d}$. The proof of this proposition is postponed to Appendix A.

Proposition 3. Let $\gamma:[0,1] \rightarrow T \mathcal{J}_{W}$ be a measurable path in $T \mathcal{J}_{W}$. Then, if $\int_{0}^{1}\left|\gamma_{t}\right|_{\pi\left(\gamma_{t}\right)}^{2} d t<+\infty$ and, for any $\mathrm{u} \in C_{c}^{\infty}(\Omega \times] 0,1\left[, \mathbb{R}^{d}\right)$, we have $\int_{0}^{1}\left\langle\gamma_{t}, \mathrm{u}_{t}\right\rangle d t=0$, then $\gamma=0$ a.e.

We can now introduce the space $H^{1}\left([0,1], \mathcal{J}_{W}\right)$ of regular curves.
Definition 6 . We say that a path $\mathrm{j} \in C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$ is regular if there exists a measurable path $\gamma:[0,1] \rightarrow T \mathcal{J}_{W}$ such that $\pi(\gamma)=\mathrm{j}, \int_{0}^{1}\left|\gamma_{t}\right|^{2} d t<\infty$, and, for any $\mathrm{u} \in C_{c}^{\infty}(] 0,1\left[\times \Omega, \mathbb{R}^{d}\right)$, we have $-\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial \mathrm{u}}{\partial t}\right\rangle_{2} d t=\int_{0}^{1}\left\langle\gamma_{t}, \mathrm{u}_{t}\right\rangle d t$. From Proposition 3, the path $\gamma$ is uniquely defined; using the notation $\frac{\partial \mathrm{j}}{\partial t} \triangleq \gamma_{t}$, we get the integration by parts formula

$$
\begin{equation*}
\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial \mathrm{u}}{\partial t}\right\rangle_{2} d t=-\int_{0}^{1}\left\langle\frac{\partial \mathrm{j}}{\partial t}, \mathrm{u}_{t}\right\rangle d t \tag{12}
\end{equation*}
$$

We denote $H^{1}\left([0,1], \mathcal{J}_{W}\right)$ as the set of all the regular paths in $C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$.
Proposition 4. We have $C^{1}\left([0,1], \mathcal{J}_{W}\right) \subset H^{1}\left([0,1], \mathcal{J}_{W}\right)$ and both definitions of $\frac{\partial \mathrm{j}}{\partial t}$ coincide.

Proof. Let $\mathrm{j} \in C^{1}\left([0,1], \mathcal{J}_{W}\right)$. There exists $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in C([0,1], W)$ such that for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right), t \rightarrow\left\langle\mathrm{j}_{t}, u\right\rangle_{2}$ is $C^{1}$ and

$$
\frac{\partial}{\partial t}\left\langle\mathrm{j}_{t}, \mathrm{u}\right\rangle_{2}=\sigma^{2}\left\langle\mathrm{z}_{t}, \mathrm{u}\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(\mathrm{u} \otimes \mathrm{v}_{t}\right)\right\rangle_{2}
$$

Certainly, $\mathrm{w} \in L^{2}([0,1], W)$. Moreover, for any $\mathrm{u} \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ and any $f \in C_{c}^{\infty}(] 0,1[, \mathbb{R})$, we have by integration by parts (we denote $f^{\prime}(t) \triangleq \frac{d f}{d t}$ )

$$
\int_{0}^{1}\left\langle j_{t}, f^{\prime}(t) \mathrm{u}\right\rangle_{2}=\int_{0}^{1} f^{\prime}(t)\left\langle\mathrm{j}_{t}, \mathrm{u}\right\rangle_{2} d t=-\int_{0}^{1} f(t) \frac{d}{d t}\left\langle\mathrm{j}_{t}, \mathrm{u}\right\rangle_{2} d t
$$

so that (12) is true for $u \otimes f \in C_{c}^{\infty}(] 0,1\left[\times \Omega, \mathbb{R}^{d}\right)$. The complete proof follows by usual density arguments.

We carry on with an important result which characterizes regular paths in $\mathcal{J}_{W}$. For a path v in $L^{1}([0,1], \mathcal{B})$, we define for any $s, t \in[0,1]$

$$
\varphi_{t, s}^{\mathrm{v}} \triangleq \varphi_{s}^{\mathrm{v}} \circ\left(\varphi_{t}^{\mathrm{v}}\right)^{-1}
$$

Theorem 2. A path $\mathrm{j}:[0,1] \rightarrow \mathcal{J}_{W}$ is regular (resp., is in $C^{1}\left([0,1], \mathcal{J}_{W}\right)$ ) if and only if there exists $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in L^{2}([0,1], W)$ (resp., $\left.\in C([0,1], W)\right)$ such that

$$
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s
$$

Proof. The proof is postponed to Appendix B.
Theorem 3. Let $j_{0}$ and $j_{1}$ be in $\mathcal{J}_{W}$. Then we have

$$
\begin{equation*}
d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)=\inf \left\{\left.\int_{0}^{1}\left|\frac{\partial \mathrm{j}}{\partial t}\right|_{j_{t}} d t \right\rvert\, \mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right), \mathrm{j}_{0}=j_{0}, \mathrm{j}_{1}=j_{1}\right\} \tag{13}
\end{equation*}
$$

Proof. Let $\mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ be a regular path from $j_{0}$ to $j_{1}$ and let $\mathrm{w} \in$ $L^{2}([0,1], W)$ such that $\mathrm{w}_{t}=\bar{p}_{\mathrm{j}_{t}}\left(\frac{\partial \mathrm{j}}{\partial t}\right)$ for any $t$. There exists a sequence $\left(\mathrm{w}^{n}=\right.$ $\left.\left(\mathrm{v}^{n}, \mathrm{z}^{n}\right) \in C([0,1], W), n \in \mathbb{N}\right)$ such that $\int_{0}^{1}\left|\mathrm{w}_{t}-\mathrm{w}_{t}^{n}\right|_{W}^{2} d t \rightarrow 0$. Define

$$
\mathrm{j}_{t}^{n}=j_{0} \circ \varphi_{t, 0}^{\mathrm{v}^{n}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s}^{n} \circ \varphi_{t, s}^{\mathrm{v}^{n}} d s
$$

We get from Theorem 2 that $\mathrm{j}^{n} \in C^{1}\left([0,1], \mathcal{J}_{W}\right)$. Now, considering $\tilde{\mathrm{w}}^{n} \triangleq\left(\tilde{\mathrm{v}}^{n}, \tilde{\mathrm{z}}^{n}\right)$ with $\tilde{\mathrm{z}}_{t}^{n} \triangleq \mathrm{z}_{t}^{n}+\left(j_{1}-\mathrm{j}_{1}^{n}\right) \circ \varphi_{s, 1}^{\mathrm{v}^{n}}$ and $\tilde{\mathrm{v}}^{n} \triangleq \mathrm{v}^{n}$ we get from Theorem 9 (see Appendix C) that $\tilde{\mathrm{w}}^{n} \in C([0,1], W)$. Using Theorem 2, we deduce that if $\tilde{\mathrm{j}}^{n}$ is defined by

$$
\tilde{\mathrm{J}}_{t}^{n}=j_{0} \circ \varphi_{t, 0}^{\mathrm{v}^{n}}+\sigma^{2} \int_{0}^{t} \tilde{\mathrm{z}}_{s}^{n} \circ \varphi_{t, s}^{\mathrm{v}^{n}} d s
$$

then $\tilde{\jmath}^{n} \in C^{1}\left([0,1], \mathcal{J}_{W}\right)$ and $\tilde{\mathrm{j}}_{1}^{n}=j_{1}$. However,

$$
\int_{0}^{1}\left|\frac{\partial \tilde{\mathrm{j}}^{n}}{\partial t}\right|_{\tilde{\mathrm{j}}_{t}^{n}} d t \leq \int_{0}^{1}\left|\tilde{\mathrm{w}}_{t}^{n}\right|_{W} d t \rightarrow \int_{0}^{1}\left|\mathrm{w}_{t}\right|_{W} d t
$$

when $n \rightarrow \infty$. Therefore, we deduce that $d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right) \leq \int_{0}^{1}\left|\frac{\partial \mathrm{j}}{\partial t}\right|_{\mathrm{j}_{t}} d t$ for any regular path from $j_{0}$ to $j_{1}$. Finally, since $C^{1}\left([0,1], \mathcal{J}_{W}\right) \subset H^{1}\left([0,1], \mathcal{J}_{W}\right)$, we get the result.

Definition 7. Let $j_{0}, j_{1} \in \mathcal{J}_{W}$. We say that $\mathrm{j} \in C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$ is a minimizing geodesic path from $j_{0}$ to $j_{1}$ if $j$ is regular and

$$
\left(\int_{0}^{1}\left|\frac{\partial \mathrm{j}}{\partial t}\right|_{\mathrm{j}_{t}}^{2} d t\right)^{\frac{1}{2}}=d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)
$$

We denote $G_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)$ as the set of the minimizing geodesic paths from $j_{0}$ to $j_{1}$.

### 5.2. Characterization of geodesics.

### 5.2.1. Photometric optimality.

THEOREM 4. Let $j_{0}, j_{1} \in \mathcal{J}_{W}$ and $j \in G_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)$ be a minimizing geodesic path from $j_{0}$ to $j_{1}$. Let $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in L^{2}([0,1], W)$ be defined by $\mathrm{w}_{t} \triangleq \bar{p}\left(\frac{\partial j}{\partial t}\right)$ for any $t \in[0,1]$. Then $\mathrm{z} \in C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$ and for any $t \in[0,1]$ we have

$$
\begin{equation*}
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \tag{14}
\end{equation*}
$$

Proof. Let $\mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ be a minimizing geodesic from $j_{0}$ to $j_{1}$, and let $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in L^{2}([0,1], W)$ such that for any $t \in[0,1], \mathrm{w}_{t}=\bar{p}\left(\frac{d \mathrm{j}}{d t}\right)$. For any $\mathrm{u} \in$ $C_{c}^{\infty}(] 0,1\left[\times \Omega, \mathbb{R}^{d}\right)$ and any $\varepsilon \in \mathbb{R}$, define

$$
\tilde{\mathrm{J}}_{t}=j_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t}\left(\mathrm{z}_{s}+\varepsilon \frac{\partial \mathrm{u}_{s}}{\partial s} \circ \varphi_{s, 1}^{\mathrm{v}}\right) \circ \varphi_{t, s} d s
$$

Since $t \rightarrow\left(\mathrm{v}_{t}, \mathrm{z}_{t}+\varepsilon \frac{\partial \mathrm{u}_{t}}{\partial t} \circ \varphi_{t, 1}^{\mathrm{v}}\right) \in L^{2}([0,1], W)$, we get from Theorem 2 that $\tilde{j} \in$ $H^{1}\left([0,1], \mathcal{J}_{W}\right)$. Moreover, $\tilde{\mathrm{J}}_{0}=j_{0}$ and $\tilde{\mathrm{J}}_{1}=j_{1}$ so that

$$
\begin{aligned}
\int_{0}^{1}\left|\frac{d \mathrm{j}_{t}}{d t}\right|_{\mathrm{j}_{t}}^{2} d t=\int_{0}^{1}\left(\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|\mathrm{z}_{t}\right|_{2}^{2}\right) d t & \leq \int_{0}^{1}\left|\frac{d \tilde{\mathrm{j}}_{t}}{d t}\right|_{\tilde{\mathrm{j}}_{t}}^{2} d t \\
& \leq \int_{0}^{1}\left(\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|\mathrm{z}_{t}+\varepsilon \frac{\partial \mathrm{u}_{t}}{\partial t} \circ \varphi_{t, 1}^{\mathrm{v}}\right|_{2}^{2}\right) d t
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, we get

$$
0=\int_{0}^{1}\left\langle\mathrm{z}_{t}, \frac{\partial \mathrm{u}_{t}}{\partial t} \circ \varphi_{t, 1}^{\mathrm{v}}\right\rangle_{2} d t=\int_{0}^{1}\left\langle\mathrm{z}_{t} \circ \varphi_{1, t}^{\mathrm{v}}\right| d \varphi_{1, t}^{\mathrm{v}}\left|, \frac{\partial \mathrm{u}_{t}}{\partial t}\right\rangle_{2} d t
$$

Choosing arbitrary $u \in C_{c}^{\infty}\left(10,1\left[\times \Omega, \mathbb{R}^{d}\right)\right.$, we get that there exists $\tilde{z}_{1} \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ such that $t$-a.e. we have $\mathrm{z}_{t} \circ \varphi_{1, t}^{\mathrm{v}}\left|d \varphi_{1, t}^{\mathrm{v}}\right|=\tilde{z}_{1}$. Hence, if $\tilde{\mathrm{z}}_{t}=\tilde{z}_{1} \circ \varphi_{t, 1}^{\mathrm{v}}\left|d \varphi_{t, 1}^{\mathrm{v}}\right|$, we have $\tilde{\mathrm{z}} \in C\left([0,1), L^{2}\left([0,1], \mathbb{R}^{d}\right)\right)$ and $\mathrm{z}_{t}=\tilde{\mathrm{z}}_{t} t$-a.e. Note that $\tilde{\mathrm{z}}_{0} \circ \varphi_{1,0}^{\mathrm{v}}\left|d \varphi_{1,0}^{\mathrm{v}}\right|=\tilde{\mathrm{z}_{1}}$ so that

$$
\tilde{\mathrm{z}}_{t}=\left(\tilde{\mathrm{z}}_{0} \circ \varphi_{1,0}^{\mathrm{v}}\left|d \varphi_{1,0}^{\mathrm{v}}\right|\right) \circ \varphi_{t, 1}^{\mathrm{v}}\left|d \varphi_{t, 1}^{\mathrm{v}}\right|=\tilde{\mathrm{z}}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right|
$$

and the proof is ended.
This leads to the following definition.
Definition 8. A regular path $\mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ is called a pregeodesic path if and only if the following equations are satisfied almost everywhere in $t$ :

$$
\left\{\begin{array}{l}
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s  \tag{15}\\
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\left(\mathrm{v}_{t}, \mathrm{z}_{t}\right)=\bar{p}\left(\frac{d \mathrm{j}}{d t}\right)
\end{array}\right.
$$

### 5.2.2. Study of the geodesic equation.

Directional derivatives in ${ }^{2}$. In this section, we try to clarify the last equation of system (15), at least in some situations of interest. The difficulty comes from the fact that, unless $\mathrm{j}_{t}$ is smooth enough, this equation does not, in general, specify a unique correspondence $z_{t} \mapsto \mathrm{v}_{t}$.

To be more precise, let us analyze the condition that, for all $t$,

$$
\left(\mathrm{v}_{t}, \mathrm{z}_{t}\right)=\bar{p}\left(\frac{d \mathrm{j}}{d t}\right)
$$

For this purpose, we first introduce a weak version of the directional derivative $d j . v$ when $j \in \mathcal{J}_{W}$ and $v \in \mathcal{B}$.

Definition 9. Let $j \in \mathcal{J}_{W}$.
(1) We define the operator $D j: \mathcal{D}_{j} \rightarrow L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ by

$$
\mathcal{D}_{j} \triangleq\left\{v \in \mathcal{B} \mid \exists C, \text { s.t. } \forall u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right),\left|\langle j, \operatorname{div}(u \otimes v)\rangle_{2}\right| \leq C|u|_{2}\right\}
$$ and for any $v \in \mathcal{D}_{j}, D j . v$ is the unique element in $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ such that

$$
\langle D j . v, u\rangle_{2}=-\langle j, \operatorname{div}(u \otimes v)\rangle_{2}
$$

for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$.
(2) We define the adjoint operator $D j^{*}: \mathcal{D}_{j}^{*} \rightarrow \mathcal{B}$, where

$$
\mathcal{D}_{j}^{*} \triangleq\left\{u \in L^{2}\left(\Omega, \mathbb{R}^{d}\right) \mid \exists C \text {, s.t. } \forall v \in \mathcal{D}_{j}\left|\langle D j . v, u\rangle_{2}\right| \leq C|v|_{B}\right\}
$$

and, for any $u \in \mathcal{D}_{j}^{*}, D j^{*}$ is the unique element in $\overline{\mathcal{D}_{j}}$ (closure of $\mathcal{D}_{j}$ ) such that

$$
\begin{equation*}
\left\langle D j^{*} \cdot u, v\right\rangle_{\mathcal{B}}=\langle u, D j \cdot v\rangle_{2} \tag{16}
\end{equation*}
$$

for any $v \in \mathcal{D}_{j}$.
Remark 3. The existence of $D j . v$ comes from the extension of the linear form $u \rightarrow\langle j, \operatorname{div}(u \otimes v)\rangle$ for smooth $u$ into a continuous linear form on $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ for $v \in \mathcal{D}_{j}$. For the definition of the adjoint $D j^{*}$, the adjoint is uniquely defined as an element of $\overline{\mathcal{D}_{j}}$ by (16) ( $\mathcal{D}_{j}$ is not necessarily dense in $\left.\mathcal{B}\right)$.

Fix $j \in \mathcal{J}_{W}$. We may characterize elements $v \in \mathcal{D}_{j}$ as follows. (We denote hereafter $\varphi^{v}$. as the flow associated with the constant speed $v_{t} \equiv v$ for any $t \in[0,1]$.)

THEOREM 5. The vector field $v \in \mathcal{B}$ belongs to $\mathcal{D}_{j}$ if and only if there exists a square integrable function $\xi: \Omega \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{equation*}
j \circ \varphi_{0, t}^{v}(x)=j(x)\left|d_{x} \varphi_{0, t}^{v}\right|^{-1}+\int_{0}^{t} \xi \circ \varphi_{0, s}^{v}(x)\left|d_{\varphi_{0, s}^{v}(x)} \varphi_{s, t}^{v}\right|^{-1} d s . \tag{17}
\end{equation*}
$$

We have in such a case $D j v=\xi-j \operatorname{div}(v)$.
Proof. We first notice that, if $v \in \mathcal{B}$,
$-\langle j, \operatorname{div}(u \otimes v)\rangle_{2}=\frac{d}{d \varepsilon} \int_{\Omega}\left\langle j(x), u \circ \varphi_{\varepsilon, 0}^{v}(x)\right\rangle\left|d_{x} \varphi_{\varepsilon, 0}^{v}\right| d x=\frac{d}{d \varepsilon} \int_{\Omega}\left\langle j \circ \varphi_{0, \varepsilon}^{v}(x), u(x)\right\rangle d x$.
Assuming that (17) holds, the last expression yields

$$
\begin{array}{r}
\frac{d}{d \varepsilon} \int_{\Omega}\langle j(x), u(x)\rangle\left|d_{x} \varphi_{0, \varepsilon}^{v}\right|^{-1} d x+\frac{d}{d \varepsilon} \int_{\Omega} \int_{0}^{\varepsilon}\left\langle\xi \circ \varphi_{0, s}^{v}, u(x)\right\rangle\left|d_{\varphi_{0, s}^{v}(x)} \varphi_{s, \varepsilon}^{v}\right|^{-1} d x \\
=-\int_{\Omega}\langle j(x), u(x)\rangle \operatorname{div}(v) d x+\int_{\Omega}\langle\xi(x), u(x)\rangle d x=\langle\xi-j \operatorname{div}(v), u\rangle_{2},
\end{array}
$$

which implies that $v \in \mathcal{D}_{j}$ and $D j v=\xi-j \operatorname{div}(v)$.
Conversely, let $v \in \mathcal{D}_{j}$ and $\xi=D j v+j \operatorname{div}(v)$. Fix $u \in C^{1}\left(\Omega, \mathbb{R}^{d}\right)$. Consider the function $f$, defined on $[0,1]$ by $f(t)=\left\langle j \circ \varphi_{0, t}^{v}, u\right\rangle_{2}$. Denote by $\tilde{\jmath}(t)$ the left-hand term of (17), and $g(t)=\left\langle\tilde{\mathrm{J}}_{t}, u\right\rangle_{2}$. We have

$$
\left.\begin{array}{rl}
g^{\prime}(t)= & \left.-\left.\left\langle j, u \operatorname{div}_{\varphi_{0, t}^{v}(x)} v\right| d_{x} \varphi_{0, t}^{v}\right|^{-1}\right\rangle_{2}
\end{array}+\left\langle\xi \circ \varphi_{0, t}^{v}, u\right\rangle_{2}\right)
$$

Since $f(t+\varepsilon)=\left\langle j \circ \varphi_{t, t+\varepsilon}^{v}, u \circ \varphi_{t, 0}^{v}\right| d \varphi_{t, 0}^{v}| \rangle_{2}$, we have

$$
f^{\prime}(t)=\left\langle D j v, u \circ \varphi_{t, 0}^{v}\right| d \varphi_{t, 0}^{v}| \rangle_{2}=\left\langle(D j v) \circ \varphi_{0, t}^{v}, u\right\rangle_{2} .
$$

Therefore, computing the integral of the difference and using the definition of $\xi$,

$$
\left\langle j \circ \varphi_{0, t}^{v}-\tilde{\mathrm{\jmath}}_{t}, u\right\rangle_{2}=\int_{0}^{t}\left\langle j \circ \varphi_{0, s}^{v}-\tilde{\mathrm{\jmath}}_{s}, u \operatorname{div}_{\varphi_{0, t}^{v}} v\right\rangle_{2} d s \leq|u|_{2}|v|_{\mathcal{B}} \int_{0}^{t}\left|j \circ \varphi_{0, s}^{v}-\tilde{\mathrm{\jmath}}_{s}\right|_{2} d s
$$

Taking the supremum of the left-hand term over continuously differentiable $u$ with $L^{2}$-norm equal to 1 yields

$$
\left|j \circ \varphi_{0, t}^{v}-\tilde{\mathrm{j}}_{t}\right|_{2} \leq|v|_{\mathcal{B}} \int_{0}^{t}\left|j \circ \varphi_{0, s}^{v}-\tilde{\mathrm{j}}_{s}\right|_{2} d s
$$

which implies $\left|j \circ \varphi_{0, t}^{v}-\tilde{\mathrm{J}}_{t}\right|_{2}=0$ for all $t$.
An interesting consequence of this is the following lemma.
Lemma 1. For any $j \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, one has $j \in D_{j}^{*}$ and, for $v \in D_{j}$,

$$
\left.\langle D j v, j\rangle_{2}=-\left.\frac{1}{2}\langle | j\right|^{2}, \operatorname{div} v\right\rangle_{2}
$$

Proof. Indeed, let $v \in D_{j}$. Consider the function

$$
f(t)=\int_{\Omega}\left|j \circ \varphi_{0, t}^{v}(x)\right|^{2} d x
$$

Since $\left.f(t)=\left.\langle | j\right|^{2},\left|d \varphi_{t, 0}\right|\right\rangle_{2}$, we have $\left.f^{\prime}(0)=-\left.\langle | j\right|^{2}, \operatorname{div} v\right\rangle_{2}$. Using, on the other hand, expression (17) yields $f^{\prime}(0)=2\langle D j v, j\rangle_{2}$.

Interpretation of the pregeodesic equations. The property that $w=(v, z) \in$ $W$ belongs to $E_{j}$, which states that, for all $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$,

$$
\sigma^{2}\langle z, u\rangle_{2}+\langle j, \operatorname{div}(u \otimes v)\rangle_{2}=0
$$

is equivalent to $v \in \mathcal{D}_{j}$ and $\sigma^{2} z-D j . v=0$. Consider now some tangent vector $\gamma \in T_{j} \mathcal{J}_{W}$, and study the property that, for some $w=(v, z) \in W$, one has $\bar{p}(\gamma)=w$. This implies, in particular, that, for all $\left(v^{\prime}, z^{\prime}\right) \in E_{j}$,

$$
\left|v+v^{\prime}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|z+z^{\prime}\right|_{2}^{2} \geq|v|_{\mathcal{B}}^{2}+\sigma^{2}|z|_{2}^{2}
$$

which is in turn equivalent to the following: for all $v^{\prime} \in \mathcal{D}_{j},\left\langle v, v^{\prime}\right\rangle_{\mathcal{B}}+\left\langle z, D j . v^{\prime}\right\rangle_{2}=0$. This implies that $z \in \mathcal{D}_{j}^{*}$ and that $\left\langle v, v^{\prime}\right\rangle_{\mathcal{B}}+\left\langle D j^{*} z, v^{\prime}\right\rangle_{\mathcal{B}}=0$, so that $v=-D j^{*} z+\gamma_{\perp}$, where $\gamma_{\perp}$ is the projection of $v$ onto $\mathcal{D}_{j}^{\perp}$. Note that this orthogonal component does not depend on the choice of $(v, z)$ from the equivalence class defining $\gamma$ (hence the notation). We thus may conclude that $(v, z)=\bar{p}(\gamma)$ if and only if $z \in \mathcal{D}_{j}^{*}$ and

$$
v=-D j^{*} z+\gamma_{\perp}
$$

The first conclusion we may draw from this is that, whenever $\mathcal{D}_{j}$ is dense in $\mathcal{B}$, $\mathrm{v}_{t}$ is uniquely determined by $\mathrm{z}_{t}$ and the condition $\left(\mathrm{v}_{t}, \mathrm{z}_{t}\right)=\bar{p}\left(\frac{d \mathrm{j}}{d t}\right)$. It is given by $\mathrm{v}_{t}=-D \mathrm{j}_{t}^{*} \mathrm{z}_{t}$. This is true, for example, when $\mathrm{j}_{t} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ at all times, since, in this case $\mathcal{D}_{\mathrm{j}_{t}}=\mathcal{B}$ (notice that, by Theorem 4, this is true along a geodesic as soon as $j_{0}$ and $j_{1}$ belong to $\left.H^{1}\left(\Omega, \mathbb{R}^{d}\right)\right)$.

However, this is not the general situation. As an example, consider the case when $j$ is the indicator function of a subdomain $\Omega_{1}$ of $\Omega$ with smooth boundary. If $v$ is a vector field on $\Omega$ and $u$ is a smooth function on $\Omega$, we have

$$
\langle j, \operatorname{div} u v\rangle=\int_{\partial \Omega_{1}} u\left\langle v, \nu_{1}\right\rangle_{\mathbb{R}^{k}} d \sigma_{1}
$$

where $\nu_{1}$ is the outward normal to $\partial \Omega_{1}$ and $\sigma_{1}$ is the surface measure on $\partial \Omega_{1}$. This implies that djv may be identified to a singular measure supported to $\partial \Omega_{1}$, which does not belong to $L^{2}$ unless it vanishes. Thus, $\mathcal{D}_{j}$ consists exactly of vector fields on $\Omega$ which belong to $\mathcal{B}$ and have vanishing normal components on $\partial \Omega_{1}$. For $a \in \mathbb{R}^{k}$ and $x \in \mathbb{R}$, denote by $K_{x} a$ the element of $\mathcal{B}$ such that $\left\langle K_{x} a, u\right\rangle_{\mathcal{B}}=\langle u(x), a\rangle_{\mathbb{R}^{k}}$. Then, $K_{x} \nu(x)$ belongs to $D_{j}^{\perp}$ for any $x \in \partial \Omega$, and so does any linear combination of these vector fields. We see that in this case $D_{j}^{\perp}$ is nontrivial.

This discussion implies that the pregeodesic condition for a path may be written

$$
\left\{\begin{array}{l}
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s  \tag{18}\\
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\mathrm{z}_{t} \in D_{j}^{*}, \text { and } \mathrm{v}_{t}-D \mathrm{j}_{t}^{*} \mathrm{z}_{t} \in D_{j_{t}}^{\perp}
\end{array}\right.
$$

These equations are not complete yet (in the sense that they cannot be solved from the initial values $\left.\left(j_{0}, v_{0}, z_{0}\right)\right)$ since they provide no information on the choice of $\mathrm{v}_{t}-D \mathrm{j}_{t}^{*} \mathrm{z}_{t}$ at time $t$ (unless of course $D_{j_{t}}^{\perp}=\{0\}$ ). We need to specify the mode of propagation of this singular component along a geodesic. The following computation provides a hint on possible ways to achieve this. Assume that j is pregeodesic and $\left(\mathrm{v}_{t}, \mathrm{z}_{t}\right)=\bar{p}\left(\frac{d \mathrm{j}}{d t}\right)$. In such a case, we have

$$
\left|\mathrm{z}_{s}\right|_{2}^{2}=\int_{\Omega}\left|z_{0} \circ \varphi_{s, 0}^{\mathrm{v}}\right|^{2}\left|d \varphi_{s, 0}^{\mathrm{v}}\right|^{2} d x=\int_{\Omega}\left|z_{0}\right|^{2}\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d y
$$

and

$$
z_{0}(x)=\frac{1}{\sigma^{2}}\left(j_{1} \circ \varphi_{0,1}^{\mathrm{v}}(x)-j_{0}(x)\right) \int_{0}^{1}\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d s
$$

Thus

$$
\int_{0}^{1}\left|\mathrm{z}_{s}\right|_{2}^{2} d s=\frac{1}{\sigma^{4}} \int_{\Omega} \frac{\left|j_{1} \circ \varphi_{0,1}^{\mathrm{v}}-j_{0}\right|^{2}}{\int_{0}^{1}\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d s}
$$

Making the change of variables $y=\varphi_{0,1}^{\mathrm{v}}(x)$ yields

$$
\int_{0}^{1}\left|z_{s}\right|_{2}^{2} d s=\frac{1}{\sigma^{4}} \int_{\Omega} \frac{\left|j_{1}-j_{0} \circ \varphi_{1,0}^{\mathrm{v}}\right|^{2}}{\int_{0}^{1}\left|d_{\varphi_{1,0}^{\mathrm{v}}}(x) \varphi_{0, s}^{\mathrm{v}}\right|^{-1}\left|d \varphi_{1,0}^{\mathrm{v}}(x)\right|^{-1} d s},
$$

i.e.,

$$
\int_{0}^{1}\left|\mathrm{z}_{s}\right|_{2}^{2} d s=\frac{1}{\sigma^{4}} \int_{\Omega} \frac{\left|j_{1}-j_{0} \circ \varphi_{1,0}^{\mathrm{v}}\right|^{2}}{\int_{0}^{1}\left|d \varphi_{1 s}^{\mathrm{v}}\right|^{-1} d s}
$$

and the geodesic energy is given by

$$
\begin{equation*}
\int_{0}^{1}\left|\mathrm{v}_{s}\right|_{\mathcal{B}}^{2} d s+\frac{1}{\sigma^{2}} \int_{\Omega} \frac{\left|j_{1}-j_{0} \circ \varphi_{1,0}^{\mathrm{v}}\right|^{2}}{\int_{0}^{1}\left|d \varphi_{1, s}^{\mathrm{v}}\right|^{-1} d s} \tag{19}
\end{equation*}
$$

We can obtain more precise information on the geodesic by studying variations of this expression with respect to v . This will be handled below, under a smoothness assumption on $j_{0}$. Before this, we need some notation for the reproducing kernel on $\mathcal{B}$. They will be useful throughout the paper.

## Kernels for the inner-product on $\mathcal{B}$.

Proposition 5. There exists a continuous operator $K$ (resp., $K_{\nabla}$ ) on $L^{1}\left(\Omega, \mathbb{R}^{k}\right)$ (resp., $L^{1}(\Omega, \mathbb{R})$ ) with values in $\mathcal{B}$ such that, for all $u \in L^{1}\left(\Omega, \mathbb{R}^{k}\right)$ (resp., $u \in$ $\left.L^{1}(\Omega, \mathbb{R})\right)$, for all $v \in \mathcal{B}$,

$$
\langle K u, v\rangle_{\mathcal{B}}=\langle u, v\rangle_{2},
$$

and

$$
\left\langle K_{\nabla} u, v\right\rangle_{\mathcal{B}}=-\langle u, \operatorname{div} v\rangle_{2} .
$$

Proof of Proposition 5. Let $u \in L^{1}\left(\Omega, \mathbb{R}^{k}\right)$. Since we assume that $\mathcal{B}$ is continuously embedded in $C_{0}^{1}$, the linear form defined on $\mathcal{B}$ by $v \mapsto\langle u, v\rangle_{2}$ is continuous because $\left|\langle u, v\rangle_{2}\right| \leq|u|_{1}|v|_{\infty}$. Therefore, there exists a unique element in $\mathcal{B}$, denoted $K u$, such that, for all $v \in \mathcal{B},\langle K u, v\rangle_{\mathcal{B}}=\langle u, v\rangle_{2}$ and continuity comes from the inequality $\langle K u, v\rangle_{\mathcal{B}} \leq|u|_{1}|v|_{\infty} \leq \operatorname{cst}|u|_{1}|v|_{\mathcal{B}}$.

The same proof holds for $K_{\nabla}$, since $|\operatorname{div} v|_{\infty}$ is also controlled by $|v|_{\mathcal{B}}$.
It can be remarked that, for smooth $u, K_{\nabla} u=K(\nabla u)$.
Remark 4. When $j$ is smooth (e.g., $j \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ ), the operator $D j^{*}$ introduced in the previous paragraph is given by $D j^{*} z=K\left(d j^{*} . z\right)$, in which $d j^{*}$ is the standard matrix adjoint of $d j$. Indeed, we have in this case

$$
\langle z, D j \cdot v\rangle_{2}=\langle z, d j \cdot v\rangle_{2}=\left\langle d j^{*} . z, v\right\rangle_{2}=\left\langle K\left(d j^{*} \cdot z\right), v\right\rangle_{\mathcal{B}} .
$$

Characterization with a smooth endpoint. We study the effect of small variations in v on the geodesic energy (19), under the additional hypothesis that $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$. Thus, fix $h \in L^{2}([0,1], \mathcal{B})$, and consider a perturbation $\mathrm{v}+\varepsilon h$ of v . We compute the corresponding variation of the geodesic energy. The variation of the first term being $2 \int_{0}^{1}\left\langle\mathrm{v}_{t}, h_{t}\right\rangle_{\mathcal{B}} d t$, we can focus on the second term, namely,

$$
U^{\varepsilon} \triangleq \frac{1}{\sigma^{2}} \int_{\Omega} \frac{\left|j_{0} \circ \varphi_{1,0}^{\mathrm{v}+\varepsilon h}-j_{1}\right|^{2}}{\int_{0}^{1}\left|d \varphi_{1 s}^{\mathrm{v}+\varepsilon h}\right|^{-1} d s} d x
$$

The variations of $U^{\varepsilon}$ are given in Lemma 2, which is proved in Appendix E.
Lemma 2. We have, at $\varepsilon=0$,

$$
\begin{equation*}
\frac{d U^{\varepsilon}}{d \varepsilon}=\sigma^{2} \int_{0}^{1}\left\langle\left(K_{\nabla}\left(q_{t}^{\mathrm{v}}\left|\mathrm{z}_{t}\right|^{2}\right)+K\left(\left|\mathrm{z}_{t}\right|^{2} \nabla q_{t}^{\mathrm{v}}\right)\right)+2 K\left(\left[d \varphi_{t, 0}^{\mathrm{v}}\right]^{*} d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} \mathrm{z}_{t}\right), h_{t}\right\rangle_{\mathcal{B}} d t \tag{20}
\end{equation*}
$$

with $q_{t}^{\mathrm{v}}=\int_{0}^{t}\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} d s$.
We can deduce from this our additional condition for a regular path to be a minimizing geodesic: for almost all $t \in[0,1]$,

$$
\mathrm{v}_{t}+\frac{1}{2}\left(K D_{t}^{\mathrm{v}}+K_{\nabla} C_{t}^{\mathrm{v}}\right)_{\mathcal{B}}=0
$$

where

$$
D_{t}^{\mathrm{v}} \triangleq \sigma^{2}\left|\mathrm{z}_{t}\right|^{2} \nabla q_{t}^{\mathrm{v}}+2\left[d \varphi_{t, 0}^{\mathrm{v}}\right]^{*} d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} \mathrm{z}_{t}
$$

and

$$
C_{t}^{\mathrm{v}} \triangleq \sigma^{2} q_{t}^{\mathrm{v}}\left|\mathrm{z}_{t}\right|^{2}
$$

It may be interesting to check that this condition boils down to the one we have obtained before for smooth trajectories, namely,

$$
\mathrm{v}_{t}+K\left(d j_{t}^{*} \mathrm{z}_{t}\right)=0
$$

It suffices to notice that, for pregeodesic trajectories, $j_{t}=j_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \mathrm{Z}_{t} q_{t}^{\mathrm{v}}$ and that, when $z_{t}$ is smooth,

$$
K D_{t}^{\mathrm{v}}+K_{\nabla} C_{t}^{\mathrm{v}}=K\left(D_{t}^{\mathrm{v}}+\nabla C_{t}^{\mathrm{v}}\right)
$$

We now define geodesic paths (not necessarily minimizing).
Definition 10. Let $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$. A regular path $\mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ starting at $j_{0}$ is called a geodesic path if and only if there exists $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in L^{2}([0,1], W)$ such that the following equations are satisfied almost everywhere in $t$ :

$$
\left\{\begin{array}{l}
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s  \tag{21}\\
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\mathrm{v}_{t}+K\left(\left[d \varphi_{t, 0}^{\mathrm{v}}\right]^{*} d_{\varphi_{t, 0}}^{\mathrm{v}} j_{0}^{*} \mathrm{z}_{t}\right)+\frac{\sigma^{2}}{2}\left(K_{\nabla}\left(q_{t}^{\mathrm{v}}\left|\mathrm{z}_{t}\right|^{2}\right)+K\left(\left|\mathrm{z}_{t}\right|^{2} \nabla q_{t}^{\mathrm{v}}\right)\right)=0
\end{array}\right.
$$

with $q_{t}^{\mathrm{V}}=\int_{0}^{t}\left|d \varphi_{t, s}^{\vee}\right|^{-1} d s$.
These equations are complete; it will be shown in section 7 that initial conditions ( $j_{0}, z_{0}$ ) uniquely specify the solutions. It is interesting to check that geodesics as defined in (21) also are pregeodesics. For this, we first show that, for all times $t$, $z_{t} \in \mathcal{D}_{j_{t}}^{*}$. Noting that the first equation in (21) may also be written

$$
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} z_{t} q_{t}
$$

it is clear that $\mathcal{D}_{j_{t}}=D_{z_{t}}$, and $z_{t} \in D_{z_{t}}^{*}$ is proved in Lemma 1. The same lemma also provides the fact that, for $w \in \mathcal{D}_{z_{t}}$,

$$
\left.\left.\left\langle z_{t}, D j_{t} w\right\rangle_{2}=\left\langle z_{t}, d\left(\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\right) w\right\rangle_{2}+\left.\sigma^{2}\langle | z_{t}\right|^{2} \nabla q_{t}, w\right\rangle_{2}-\left.\frac{\sigma^{2}}{2}\langle | z_{t}\right|^{2}, \operatorname{div}\left(q_{t}^{\mathrm{v}} w\right)\right\rangle,
$$

and this is equal to $-\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}}$ by definition of $K$ and $K_{\nabla}$. We thus obtain the fact that $v_{t}+D j_{t}^{*} z_{t} \in D_{j_{t}}^{\perp}$ as required.

We shall prove existence of solutions for a broader class of evolution equations, extending the range of initial values $\mathrm{v}_{0}$. Consider the term $\mathrm{u}_{t}=K\left(\left[d \varphi_{t, 0}^{\vee}\right]^{*} d_{\varphi_{t, 0}^{\vee}} j_{0}^{*} z_{0} \circ\right.$ $\left.\varphi_{t, 0}^{\vee}\left|d \varphi_{t, 0}^{\vee}\right|\right)$ which appears in the third equation of (21). We have, letting $\omega_{0}=$ $-d j_{0}^{*} z_{0}$, and, for $w \in \mathcal{B}$,

$$
\begin{aligned}
\left\langle\mathrm{u}_{t}, w\right\rangle_{\mathcal{B}} & =\left\langle\left[d \varphi_{t, 0}^{\mathrm{v}}\right]^{*} d_{\varphi_{t, 0}^{\vee}} j_{0} z_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\right| d \varphi_{t, 0}^{\mathrm{v}}|, w\rangle_{L^{2}} \\
& =\left\langle d_{\left.\varphi_{t, 0}^{\vee}, j_{0} z_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right|, d \varphi_{t, 0}^{\mathrm{v}} w\right\rangle_{L^{2}}}\right. \\
& =\left\langle\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle_{L^{2}} .
\end{aligned}
$$

We know, by Appendix C , that $\varphi_{0, t}^{\vee}$ belongs to $C^{p}(\bar{\Omega})$ as soon as $\mathcal{B}$ is continuously embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{k}\right)$, which implies in this case (with $p \geq 1$ ) that

$$
\left|\left(d \varphi_{0, t}^{\vee}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right|_{p-1, \infty} \leq \text { Const }|w|_{\mathcal{B}},
$$

the constant depending on $|v|_{1, \mathcal{B}}$. But this implies in turn that, if the $L^{2}$ inner product is replaced by the action of any continuous functional, $\omega_{0}$, on $C_{0}^{p-1}\left(\Omega, \mathbb{R}^{k}\right)$, which will be denoted

$$
\left(\omega_{0},\left(d \varphi_{0, t}^{\vee}\right)^{-1} w \circ \varphi_{0, t}^{\vee}\right),
$$

there exists an element of $\mathcal{B}$ that we shall still denote $u_{t}$ such that

$$
\left\langle u_{t}, w\right\rangle_{\mathcal{B}}=\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right) .
$$

With this notation, we may formulate the following definition.
Definition 11. Let $j_{0} \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$. Let $\omega_{0}$ be a continuous linear functional on $C^{p-1}\left(\Omega, \mathbb{R}^{k}\right)$ and $z_{0} \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$. A regular path $\mathrm{j} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ starting at $j_{0}$ with initial direction $\left(\omega_{0}, z_{0}\right)$ is called a generalized geodesic if and only if, for all $u \in \mathcal{D}_{j_{0}}$, one has

$$
\left(\omega_{0}, u\right)+\left\langle z_{0}, D j_{0} u\right\rangle=0,
$$

and there exists $\mathrm{w}=(\mathrm{v}, \mathrm{z}) \in L^{2}([0,1], W)$ such that the following equations are satisfied almost everywhere in $t$ :

$$
\left\{\begin{array}{l}
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s  \tag{22}\\
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\mathrm{v}_{t}-\mathrm{u}_{t}^{\mathrm{v}}+\frac{\sigma^{2}}{2}\left(K_{\nabla}\left(q_{t}^{\mathrm{v}}\left|\mathrm{z}_{t}\right|^{2}\right)+K\left(\left|\mathrm{z}_{t}\right|^{2} \nabla q_{t}^{\mathrm{v}}\right)\right)=0 \\
\forall w \in \mathcal{B}\left\langle\mathrm{u}_{t}^{\mathrm{v}}, w\right\rangle_{\mathcal{B}}=\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right)
\end{array}\right.
$$

with $q_{t}^{\mathrm{v}}=\int_{0}^{t}\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} d s$.
Recall that when $j_{0}$ is smooth, the only choice is $\omega_{0}=d j_{0}^{*} z_{0}$, and if $z_{0}$ is also smooth, the system may be written under the simple form

$$
\left\{\begin{array}{l}
\mathrm{j}_{t}=\mathrm{j}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s}^{\mathrm{v}} d s  \tag{23}\\
\mathrm{z}_{t}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\mathrm{v}_{t}+\sigma^{2} K\left(d j_{t}^{*} z_{t}\right)=0
\end{array}\right.
$$

As an example of the nonsmooth applications we have in mind, assume that $j_{0}$ is a binary, plane image, which is the indicator function of the interior of a connected open subset $\Omega_{1}$ of $\Omega$ with smooth boundary $\partial \Omega_{1}$. We have seen that any element $w \in \mathcal{D}_{j_{0}}$ should be tangent to $\partial \Omega_{1}$ and that in this case $D j_{0} w=0$ and $\mathcal{D}_{j_{0}}^{*}=L^{2}(\Omega, \mathbb{R})$. We therefore may choose $z_{0}$ arbitrarily in $L^{2}$, and $\left(\omega_{0}, w\right)$ should vanish for $w \in \mathcal{D}_{j_{0}}$, which is true, for example, when $\omega_{0}$ is defined by

$$
\left(\omega_{0}, w\right)=\int_{\partial \Omega_{1}}\left\langle w, \nu_{1}\right\rangle d \sigma_{1}
$$

where $\nu_{1}$ is the outward normal to $\partial \Omega_{1}$ and $\sigma_{1}$ is the surface measure on $\partial \Omega_{1}$.
6. Existence of minimizing geodesics. The next theorem states that minimizing geodesics always exist between two elements of $\mathcal{J}_{W}$.

Theorem 6. Assume that $\mathcal{B}$ is compactly embedded in $C_{0}^{1}\left(\Omega, \mathbb{R}^{d}\right)$, and let $j_{0}, j_{1} \in$ $\mathcal{J}_{W}$. Then $G_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)$ is nonempty.

Proof. Let $\left(\mathrm{j}^{n}\right)_{n \in \mathbb{N}}$ be a minimizing family of paths in $H^{1}\left([0,1], \mathcal{J}_{W}\right)$ from $j_{0}$ to $j_{1}$; for any $n \in \mathbb{N}$, let $\mathrm{w}_{t}^{n} \triangleq \bar{p}\left(\frac{d j^{n}}{d t}\right)$ so that $\left(\mathrm{w}^{n}\right)_{n \in \mathbb{N}}$ is a bounded sequence in $L^{2}([0,1], W)$. Up to the extraction of a subsequence, we can assume that $\mathrm{w}^{n}$ converges weakly to a $\mathrm{w}^{\infty}$ in $L^{2}([0,1], W)$. By lower semicontinuity, we have

$$
\int_{0}^{1}\left|\mathrm{w}_{t}^{\infty}\right|_{W}^{2} d t \leq d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)
$$

By a time change argument, which is classical in the proof that minimizing geodesics travel at constant speed (see [12]), we may furthermore assume that $\left|\mathrm{w}_{t}^{n}\right|_{W}$ is uniformly bounded by, say, $d_{\mathcal{J}_{W}}\left(j_{0}, j_{1}\right)+1$. Denoting $w^{n}=\left(\mathrm{v}^{n}, \mathrm{z}^{n}\right)$, consider $\mathrm{j}_{t}^{\prime} \triangleq j_{0} \circ \varphi_{t, 0}^{\infty}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s}^{\infty} \circ \varphi_{t, s}^{\infty} d s$, where $\varphi^{\infty}$ is the flow associated to $\mathrm{v}^{\infty}$. Since $\mathrm{j}^{\prime}$
is a regular path, it is sufficient to prove that $\mathrm{j}_{1}^{\prime}=j_{1}$. However, if $\varphi^{n}$ denotes the flow associated with $\mathrm{v}^{n}$, we know, from Theorem 9 , that $\varphi_{1,0}^{n}$ converges uniformly to $\varphi_{1,0}^{\infty}$ so that $j_{0} \circ \varphi_{t, 0}^{n} \rightarrow j_{0} \circ \varphi_{t, 0}^{\infty}$ in $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$. Now, let $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$. We have $\int_{0}^{1}\left\langle\mathrm{z}_{s}^{n} \circ \varphi_{1, s}^{n}, u\right\rangle_{2} d s=\int_{0}^{1}\left\langle z_{s}^{n}, u \circ \varphi_{s, 1}^{n}\right| d \varphi_{s, 1}^{n}| \rangle_{2} d s$. Since $u$ has bounded derivatives and using Theorem 9 implies the uniform convergence of $\varphi_{s 1}^{n}$ to $\varphi_{s 1}^{\infty}$ and the pointwise convergence of the derivatives (because of the uniform boundedness of $\left|v_{s}^{n}\right|_{\mathcal{B}}$ ), we have

$$
\begin{equation*}
\int_{0}^{1}\left\langle\mathrm{z}_{s}^{n}, u \circ \varphi_{s, 1}^{n}\right| d \varphi_{s, 1}^{n}| \rangle_{2} d s-\int_{0}^{1}\left\langle\mathrm{z}_{s}^{n}, u \circ \varphi_{s, 1}^{\infty}\right| d \varphi_{s, 1}^{\infty}| \rangle_{2} d s \rightarrow 0 . \tag{24}
\end{equation*}
$$

Moreover, from the weak convergence of $\mathrm{z}^{n}$ to $\mathrm{z}^{\infty}$, we get

$$
\begin{equation*}
\int_{0}^{1}\left\langle z_{s}^{n}, u \circ \varphi_{s, 1}^{\infty}\right| d \varphi_{s, 1}^{\infty}| \rangle_{2} d s \rightarrow \int_{0}^{1}\left\langle z_{s}^{\infty}, u \circ \varphi_{s, 1}^{\infty}\right| d \varphi_{s, 1}^{\infty}| \rangle_{2} d s, \tag{25}
\end{equation*}
$$

so that finally $\left\langle\mathrm{j}_{1}-\mathrm{j}_{1}^{\prime}, u\right\rangle_{2}=0$ for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$. Hence $\mathrm{j}^{\prime} \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ and the result is proved.
7. Initial value problem for the geodesic equation. We have the following theorem.

Theorem 7. Assume that $\mathcal{B}$ is continuously embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{p}\right)$ for $p \geq 3$. Then, for all $T>0$, there exists a unique solution $(\mathrm{v}, \mathrm{j}, \mathrm{z})$ of (21) over $[0, T]$, with initial values $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, $z_{0} \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, and $\omega_{0} \in C^{p-1}\left([0,1], \mathbb{R}^{k}\right)^{\prime}$ (where $C^{p-1}\left([0,1], \mathbb{R}^{k}\right)^{\prime}$ denotes the topological dual of $C^{p-1}\left([0,1], \mathbb{R}^{k}\right)$ with the norm $|\omega| \triangleq$ $\left.\sup _{|v|_{p-1, \infty} \leq 1}(\omega, v)\right)$ which continuously depends on these initial conditions.

Continuity of the solution ( $\mathrm{v}, \mathrm{j}, \mathrm{z}$ ) as a function of $\left(j_{0}, z_{0}\right)$ is meant according to $H^{1}\left(\Omega, \mathbb{R}^{d}\right) \times L^{2}\left(\Omega, \mathbb{R}^{d}\right)$-norms for the initial conditions, $L^{2}([0, T], W)$-norm for $(\mathrm{v}, \mathrm{z})$, and $C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{d}\right)\right)$-norm for j .
8. Proof of Theorem 7. To prove Theorem 7, we show the existence of solutions for short time and then extend them to all time. Fix $T>0$. For a given $\mathrm{v} \in L^{2}([0, T], \mathcal{B})$, let $\Psi(\mathrm{v}) \in L^{2}([0, T], \mathcal{B})$ be defined by

$$
\left\{\begin{array}{l}
\Psi(\mathrm{v})_{t}=\mathrm{u}_{t}^{v}-\frac{\sigma^{2}}{2}\left(K_{\nabla}\left(q_{t}^{\mathrm{v}}\left|\mathrm{z}_{t}^{\mathrm{v}}\right|^{2}\right)+K\left(\left|\mathrm{z}_{t}^{\mathrm{v}}\right|^{2} \nabla q_{t}^{\mathrm{v}}\right)\right)  \tag{26}\\
\mathrm{z}_{t}^{\mathrm{v}}=\mathrm{z}_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right| \\
\left\langle\mathrm{u}_{t}^{v}, w\right\rangle_{\mathcal{B}}=\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right) .
\end{array}\right.
$$

To estimate the Lipschitz coefficient of $\Psi$, we introduce $\mathrm{v}, \mathrm{v}^{\prime} \in L^{1}([0, T], \mathcal{B})$ and compute the variation of each term in $\Psi(\mathrm{v})_{t}-\Psi\left(\mathrm{v}^{\prime}\right)_{t}$. Fix $w \in \mathcal{B}$ with $|w|_{\mathcal{B}}=1$. We have

$$
\begin{align*}
\left\langle\Psi(\mathrm{v})_{t}, w\right\rangle_{\mathcal{B}}= & \left.\left.\left.\frac{\sigma^{2}}{2}\langle | z_{t}^{v}\right|^{2}, q_{t}^{\mathrm{v}} \operatorname{div}(w)\right\rangle_{2}-\left.\frac{\sigma^{2}}{2}\langle | z_{t}^{v}\right|^{2}, d q_{t}^{\mathrm{v}} w\right\rangle_{2}+\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right) \\
= & \left.\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right)+\left.\frac{\sigma^{2}}{2}\langle | z_{0}\right|^{2},\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} q_{t}^{\mathrm{v}} \circ \varphi_{0, t}^{\mathrm{v}} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle_{2}  \tag{27}\\
& \left.-\left.\frac{\sigma^{2}}{2}\langle | z_{0}\right|^{2},\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0, t}^{\mathrm{v}}} q_{t}^{\mathrm{v}} w \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle_{2} .
\end{align*}
$$

We have

$$
q_{t}^{\mathrm{v}} \circ \varphi_{0, t}^{\mathrm{v}}(x)=\int_{0}^{t}\left|d_{\varphi_{0, t}^{\mathrm{v}}(x)} \varphi_{t, s}^{\mathrm{v}}\right|^{-1} d s=\int_{0}^{t}\left|d_{\varphi_{0, s}^{\vee}(x)} \varphi_{s, t}^{\mathrm{v}}\right| d s=\int_{0}^{t} \frac{\left|d_{x} \varphi_{0, t}^{\mathrm{v}}\right|}{\left|d_{x} \varphi_{0, s}^{\mathrm{v}}\right|} d s,
$$

and letting $\xi_{s, t}^{\mathrm{v}}=\frac{\left|d_{x} \varphi_{0, t}^{\mathrm{v}}\right|}{\left|d_{x} \varphi_{0, s}^{v}\right|}$ and $\lambda_{t}^{\mathrm{v}}(w)=\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}$,

$$
\begin{align*}
\left\langle\Psi(\mathrm{v})_{t}, w\right\rangle_{\mathcal{B}}= & \left.\left.\frac{\sigma^{2}}{2} \int_{0}^{t}\langle | z_{0}\right|^{2},\left(\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}-\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{s, t}^{\mathrm{v}}, \lambda_{t}^{\mathrm{v}}(w)\right\rangle\right)\right\rangle d s  \tag{28}\\
& +\left(\omega_{0}, \lambda_{t}^{\mathrm{v}}(w)\right) .
\end{align*}
$$

This implies

$$
\begin{aligned}
\left|\Psi\left(\mathrm{v}^{\prime}\right)_{t}-\Psi(\mathrm{v})_{t}\right|_{\mathcal{B}} \leq & \frac{\sigma^{2}}{2}\left|z_{0}\right|_{2}^{2} \sup \left\{\int _ { 0 } ^ { t } \left(\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right.\right. \\
& \left.\left.\quad-\left|d \varphi_{0, s}^{\mathrm{v}^{\prime}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}^{\prime}}\right) d s:|w|_{\mathcal{B}}=1\right\} \\
+ & \frac{\sigma^{2}}{2}\left|z_{0}\right|_{2}^{2} \sup \left\{\int _ { 0 } ^ { t } \left(\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{s, t}^{\mathrm{v}}, \lambda_{t}^{\mathrm{v}}(w)\right\rangle\right.\right. \\
& \left.\left.\quad-\left|d \varphi_{0, t}^{\mathrm{v}^{\prime}}\right|^{-1}\left\langle\nabla \xi_{s, t}^{\mathrm{v}^{\prime}}, \lambda_{t}^{\mathrm{v}^{\prime}}(w)\right\rangle\right) d s:|w|_{\mathcal{B}}=1\right\} \\
& +\left|\omega_{0}\right| \sup \left\{\left|\lambda_{t}^{\mathrm{v}}(w)-\lambda_{t}^{\mathrm{v}^{\prime}}(w)\right|_{p-1, \infty}:|w|_{\mathcal{B}}=1\right\} .
\end{aligned}
$$

The problem is thus reduced to the estimation of variations, with respect to v , of $\lambda_{t}^{\mathrm{v}}(w), \nabla \xi_{s, t}^{\mathrm{v}}$ and of $\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}$. They involve differentials of $\varphi^{\mathrm{v}}, \varphi^{\mathrm{v}^{\mathrm{v}}}$, and $w$ up to the second degree. The inclusion of $\mathcal{B}$ in $C^{3}\left([0,1], \mathbb{R}^{k}\right)$ and an application of Lemmas 7 and 11 in the appendix directly lead to the estimate

$$
\begin{equation*}
\left|\Psi(\mathrm{v})_{t}-\Psi\left(\mathrm{v}^{\prime}\right)_{t}\right|_{\mathcal{B}} \leq C\left(\sigma^{2}\left|z_{0}\right|_{2}^{2}+\left|\omega_{0}\right|\right)\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{1, T} e^{C^{\prime} \max \left(|\mathrm{v}|_{1, T},\left|\mathrm{v}^{\prime}\right|_{1, T}\right)} \tag{29}
\end{equation*}
$$

and finally

$$
\begin{align*}
\left|\Psi(\mathrm{v})-\Psi\left(\mathrm{v}^{\prime}\right)\right|_{2, T} & \leq C \sqrt{T}\left(\sigma^{2}\left|z_{0}\right|_{2}^{2}+\left|\omega_{0}\right|\right)\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{1, T} e^{C^{\prime} \max \left(|\mathrm{v}|_{1, T},\left|\mathrm{v}^{\prime}\right|_{1, T}\right)} \\
& \leq C T\left(\sigma^{2}\left|z_{0}\right|_{2}^{2}+\left|\omega_{0}\right|\right)\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{2, T} e^{C^{\prime} \sqrt{T} \max \left(\left|\mathrm{v} \mathrm{v}_{2, T},\left|\mathrm{v}^{\prime}\right|_{2, T}\right)\right.} . \tag{30}
\end{align*}
$$

Therefore, $\Psi$ is $q$-Lipschitz with $q<1$ for $T$ small enough, and its unique fixed point yields a unique solution of (21). This is stated below.

Lemma 3. There exists a time $T>0$ depending only on $\left|z_{0}\right|_{2}$ and $\left|j_{0}\right|_{H^{1}}$ such that a unique solution of (21) exists on $[0, T]$.

We now show that this solution can be extended to all times. For this, we prove that there exists a unique fixed point for $\Psi$ at all times. Denote by $\Psi_{T}$ this mapping when defined on $L^{2}([0, T], \mathcal{B})$. Clearly, if v is a fixed point of $\Psi_{T}$, its restriction to $[0, S]$ is a fixed point of $\Psi_{S}$. Thus, if $T_{0}$ is the largest $T$ such that $\Psi_{S}$ has a unique fixed point $\mathrm{v}^{S}$ in $L^{2}([0, S], \mathcal{B})$ for any $S<T$, then each $\mathrm{v}^{T}$ for $T<T_{0}$ is an extension of $\mathrm{v}^{S}$ whenever $S \leq T$. We can show that $T_{0}=\infty$ by showing that, if $T_{0}<\infty$, then
there exists $\varepsilon>0$ (depending only on $T_{0}$ and the initial conditions) such that, for all $T<T_{0}$, there exists a unique extension of $\mathrm{v}^{T}$ to $[T, T+\varepsilon]$. Fix such a $T$; the issue of extending a fixed point of $\Psi_{T}$ on $[T, T+\varepsilon]$ can be rephrased as a fixed point problem for small time with the following notation. For $\mathrm{v} \in L^{2}([0, T], \mathcal{B})$ and $\mathrm{v}^{\prime} \in L^{2}([0, \varepsilon], \mathcal{B})$, define $\mathrm{v} \vee \mathrm{v}^{\prime} \in L^{2}([0, T+\varepsilon], \mathcal{B})$, equal to v on $[0, T]$ and equal to $\left(t \mapsto \mathrm{v}^{\prime}(t-T)\right)$ on $[T, T+\varepsilon]$. Introduce the function $\Psi^{\varepsilon}: L^{2}([0, \varepsilon], \mathcal{B}) \rightarrow L^{2}([0, \varepsilon], \mathcal{B})$ defined by

$$
\Psi^{\varepsilon}(\mathrm{v})(t)=\Psi_{T+\varepsilon}\left(\mathrm{v}^{T} \vee \mathrm{v}\right)(t-T)
$$

For $t>T$,

$$
q_{t}^{\mathrm{v}^{T} \vee \mathrm{v}}=q_{1}^{\mathrm{v}^{T}}+q_{t-T}^{\mathrm{v}}
$$

$\mathrm{z}_{t}=\mathrm{z}_{T} \circ \varphi_{T t}^{\mathrm{v}}\left|d \varphi_{T t}^{\mathrm{v}}\right|^{-1}$, and

$$
\begin{aligned}
\left\langle\mathrm{u}_{t}^{\mathrm{v}}, w\right\rangle_{\mathcal{B}} & =\left(\omega_{0},\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}\right) \\
& =\left(\omega_{0},\left(d \varphi_{0, T}^{\mathrm{v}}\right)^{-1}\left(d_{\varphi_{0, T}^{\mathrm{v}}} \varphi_{T t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{T t}^{\mathrm{v}} \circ \varphi_{0, T}^{\mathrm{v}}\right) \\
& \left.=\left(\omega_{T}, d \varphi_{T t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{T t}^{\mathrm{v}}\right)
\end{aligned}
$$

with $\left(\omega_{T}, w\right)=\left(\omega_{0},\left(d \varphi_{0, T}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, T}^{\mathrm{v}}\right)$. It is clear that the study of $\Psi^{\varepsilon}$ can follow exactly the lines of the study of $\Psi_{T}$, yielding a unique fixed point if $\varepsilon$ is small enough, the size of admissible $\varepsilon$ being controlled by the $L^{2}$-norms of $z_{T}$ and the norm of $\omega_{T}$ as a linear form on $C_{0}^{p-1}\left(\Omega, \mathbb{R}^{k}\right)$. These norms can in turn be bounded by the $L^{2}$ norms of $z_{0}$ and the norm of $\omega_{0}$, respectively, multiplied by a continuous function of $\max \left(\left|\varphi_{0, T}^{\mathrm{v}^{T}}\right|_{1, \infty},\left|\varphi_{T, 0}^{\mathrm{v}^{T}}\right|_{1, \infty}\right)$. Proving that this is uniformly bounded for $T<T_{0}$ is therefore sufficient to get the contradiction we aim for, that is, that the solution can be uniquely extended beyond $T_{0}$.

So, everything relies on proving the uniform boundedness of $\varphi_{0, T}^{\mathrm{v}^{T}}, \varphi_{T, 0}^{\mathrm{v}^{T}}$, and their derivatives over $\Omega$. By Lemmas 7 and 9 , these quantities are bounded by functions of $\left|\mathrm{v}^{T}\right|_{1, T}$ so that we have to prove that these can be bounded uniformly in $T$. However, it suffices to use the facts that $\mathrm{v}^{T}$ satisfies a geodesic equation and that geodesics travel at constant speed. More precisely, defining, for $t \leq T<T_{0}$,

$$
\psi_{t}=\left|\mathrm{v}_{t}^{T}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|\mathrm{z}_{t}\right|_{2}^{2},
$$

we have (recall that this does not depend on $T$ as soon as $T \geq t) \psi_{t} \equiv \psi(0)$ so that

$$
\left|\mathrm{v}^{T}\right|_{1, T} \leq T \psi(0)
$$

for all $T$. It is well known that minimizing geodesics have constant speed, but we must check that this property remains true for all the solutions of (22). This is proved in the appendix and is stated, for further reference, in the next lemma.

LEMMA 4. If $(j, v, z)$ is a solution of system (22) on $\left[0, T\left[\right.\right.$, then $\left|v_{t}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|z_{t}\right|_{2}^{2}$ is constant with respect to time.

To prove the continuity of the solution, let $(\mathrm{v}, j, z)$ and $\left(\mathrm{v}^{\prime}, j^{\prime}, z^{\prime}\right)$ be two solutions of system (22) with initial conditions $\left(\omega_{0}, z_{0}\right)$ and $\left(\omega_{0}^{\prime}, z_{0}^{\prime}\right)$, respectively. Using, in particular, the computation leading from (28) to (29), it is not to difficult to obtain the estimate

$$
\begin{aligned}
\left|v_{t}-v_{t}^{\prime}\right|_{\mathcal{B}} \leq & C\left(\left.\left|\omega_{0}-\omega_{0}^{\prime}\right|+\left.\frac{\sigma^{2}}{2}| | z_{0}\right|^{2}-\left|z_{0}^{\prime}\right|^{2} \right\rvert\,\right) e^{C|\mathrm{v}|_{1, T}} \\
& +C\left(\sigma^{2}\left|z_{0}^{\prime}\right|_{2}^{2}+\left|\omega_{0}^{\prime}\right|\right)\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{1, T} e^{C\left|\mathrm{v}^{\prime}\right|_{1, T}}
\end{aligned}
$$

As we just have shown, $|\mathrm{v}|_{1, T}=T\left|\mathrm{v}_{0}\right|_{\mathcal{B}}$, and this is smaller (up to a universal multiplicative constant) than $\left|\omega_{0}\right|$ so that

$$
\begin{aligned}
\left|v_{t}-v_{t}^{\prime}\right|_{\mathcal{B}} \leq & C\left(\left.\left|\omega_{0}-\omega_{0}^{\prime}\right|+\left.\frac{\sigma^{2}}{2}| | z_{0}\right|^{2}-\left|z_{0}^{\prime}\right|^{2} \right\rvert\,\right) e^{C T\left|\omega_{0}\right|} \\
& +C\left(\sigma^{2}\left|z_{0}^{\prime}\right|_{2}^{2}+\left|\omega_{0}^{\prime}\right|\right)\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{1, T} e^{C T\left|\omega_{0}^{\prime}\right|}
\end{aligned}
$$

Gronwall's lemma now allows us to conclude that, for some constant $C$ which may now depend on $T,\left|\omega_{0}\right|,\left|\omega_{0}^{\prime}\right|,\left|z_{0}\right|_{2}$, and $\left|z_{0}^{\prime}\right|_{2}$,

$$
\begin{equation*}
\left|v_{t}-v_{t}^{\prime}\right|_{\mathcal{B}} \leq C\left(\left.\left|\omega_{0}-\omega_{0}^{\prime}\right|+\left.\frac{\sigma^{2}}{2}| | z_{0}\right|^{2}-\left|z_{0}^{\prime}\right|^{2} \right\rvert\,\right) \tag{31}
\end{equation*}
$$

9. Normal coordinates in ${ }^{\mathbf{1}}$. We now consider the question, which motivated this paper, of whether the previous construction could be used as an indexing device for characterizing the deformations and variations of an object relative to a prototype.

Fix an image $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$. The computationally simplest way to describe an image $j$ in a neighborhood of $j_{0}$ is by the difference $j-j_{0}$. However, one cannot be satisfied with this representation which takes no account of the metric we have placed on $\mathcal{J}_{W}$. Among local charts related to the metric, normal coordinates on a Riemannian manifold are radial flattenings of this manifold onto its tangent space in the sense that radial lines in this space correspond to geodesics on the manifold. They provide a very efficient linear representation of the manifold and of its metric. Existence of such coordinates is a standard theorem in finite dimensions, and our purpose is to check how much of this result remains valid in our infinite dimensional framework.

In the previous sections, another candidate for local coordinates has emerged, which turns out to be closely related (it is in fact dual) to normal coordinates. We have proved that, for a fixed $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, one can associate to any $z_{0} \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ a unique solution of system (21). We introduce the function $M_{j_{0}}: L^{2} \rightarrow L^{2}$, which assigns to $z_{0} \in L^{2}$ the "image" $\mathrm{j}_{1}$, where $\mathrm{j}_{t}$ is the solution of (21) at time $t$.

The following theorem shows that $M_{j_{0}}$ shares some features of local coordinates on $\mathcal{J}_{W}$.

ThEOREM 8. Let $\mathcal{B}_{H^{1}}(0, \varepsilon)$ denote the open ball in $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ containing all $z_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ such that $\left|z_{0}\right|_{H^{1}}<\varepsilon$. Then, for all $j_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, there exists $\varepsilon>0$ such that $M_{j_{0}}$ restricted to $\mathcal{B}_{H^{1}}(0, \varepsilon)$ is continuous and one-to-one onto its image, equipped with the $L^{2}$-topology.

Proof of Theorem 8. Continuity of $M_{j_{0}}: L^{2}\left(\Omega, \mathbb{R}^{d}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ is a consequence of Theorem 7, and it trivially implies the continuity of the restriction $M_{j_{0}}: H^{1}\left(\Omega, \mathbb{R}^{d}\right) \rightarrow L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ for the $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$-topology. We show that this map is one-to-one in a neighborhood of 0 . We first have the following lemma.

Lemma 5. Let $j_{0}, z_{0}, \tilde{z}_{0} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, with $\max \left(\left|z_{0}\right|_{H^{1}},\left|\tilde{z}_{0}\right|_{H^{1}}\right) \leq 1$. Denote $\tilde{\mathrm{v}}$ the time-dependent vector field along the solution of (21) with initial condition $\left(j_{0}, \tilde{z}_{0}\right)$. Then, there exist a constant $C$ and a function $\varepsilon$ which depend only on $j_{0}$ such that, for $t>0$,

$$
\begin{aligned}
& \left|\left(M_{j_{0}}\left(t \tilde{z}_{0}\right)-M_{j_{0}}\left(t z_{0}\right)\right) \circ \varphi_{0, t}^{\tilde{v}}-t\left[\sigma^{2}\left(\tilde{z}_{0}-z_{0}\right)+d j_{0} K\left(d j_{0}^{*}\left(\tilde{z}_{0}-z_{0}\right)\right)\right]\right|_{2} \\
& \quad \leq C t\left|\tilde{z}_{0}-z_{0}\right|_{2} \varepsilon(t)
\end{aligned}
$$

and $\lim _{t \rightarrow 0} \varepsilon(t)=0$.
The proof of Lemma 5 is given in Appendix G. To prove Theorem 8, we first remark that

$$
\left|\sigma^{2}\left(\tilde{z}_{0}-z_{0}\right)+d j_{0} K\left(d j_{0}^{*}\left(\tilde{z}_{0}-z_{0}\right)\right)\right|_{2} \geq \sigma^{2}\left|\tilde{z}_{0}-z_{0}\right|_{2}
$$

so that

$$
\left|\left(M_{j_{0}}\left(t \tilde{z}_{0}\right)-M_{j_{0}}\left(t z_{0}\right)\right) \circ \varphi_{0, t}^{\tilde{\mathrm{v}}}\right|_{2} \geq t \sigma^{2}\left|\tilde{z}_{0}-z_{0}\right|_{2}\left(1-\frac{C}{\sigma^{2}} \varepsilon\left(j_{0}, t\right)\right),
$$

and the lower bound is nonvanishing as soon as $t$ is small enough.
Remark that we have, for $j_{1}, j_{2} \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, the inequality

$$
d\left(j_{1}, j_{2}\right) \leq \frac{1}{\sigma}\left|j_{1}-j_{2}\right|_{2}
$$

since the right-hand side is an upper bound of the length of the curve $\mathrm{j}_{t}=(1-t) j_{1}+t j_{2}$ (since choosing $\mathrm{v} \equiv 0$ and $\sigma^{2} \mathrm{z} \equiv j_{2}-j_{1}$, we have $\mathrm{w}_{t} \triangleq\left(v_{t}, z_{t}\right) \in \frac{\partial j_{t}}{\partial t}$ and $\sigma^{2} \int_{0}^{1}\left|z_{t}\right|_{2}^{2}=$ $\left.\left|j_{2}-j_{1}\right|_{2}^{2} / \sigma^{2}\right)$. So continuity of $M_{j_{0}}$ for the $d$-topology on its image is also true.

According to Lemma 5, normal coordinates (which are time derivatives at $t=0$ of geodesics) are related to $M$ by the relation (we use the standard exponential notation)

$$
\exp _{j_{0}}\left(S z_{0}\right)=M_{j_{0}}\left(z_{0}\right),
$$

where $S$ is defined by

$$
S z \triangleq \sigma^{2} z+D j_{0} K\left(D j_{0}^{*} z\right) .
$$

This indicates that a good approximation of the metric in terms of the $z$-coordinate would be

$$
\left|z_{1}-z_{2}\right|_{j_{0}}^{2}=\left\langle z_{1}-z_{2}, S\left(z_{1}-z_{2}\right)\right\rangle_{2},
$$

which satisfies

$$
\left|z_{1}\right|_{j_{0}}=d\left(j_{0}, M_{j_{0}}\left(z_{1}\right)\right)
$$

in a neighborhood of 0 .
10. Experiments. In this section, we propose a preliminary set of experiments to illustrate the information contained in the $z$-coordinate described above. Experiments in Figures 1, 2, and 3 were conducted in two steps: given two images $j_{0}$ and $j_{1}$, we first computed the minimizing geodesic between them, yielding a trajectory $\left(\mathrm{j}_{t}, \mathrm{z}_{t}, \mathrm{v}_{t}\right)$ and the corresponding flow $\varphi_{t}^{\mathrm{v}}$. Then, using $j_{0}$ again, and the obtained value $z_{0}$ on the minimizing geodesic, we computed the solution of (21) until time $t=1$. The obtained values $\left(\mathrm{j}_{t}^{\prime}, \mathrm{z}_{t}^{\prime}, \mathrm{v}_{t}^{\prime}\right)$ could then be compared with those which have been computed along the geodesics. In Figure 4, the initial $j_{0}$ is the same as in Figures 2 and 3 , but the $z_{0}$ is the average of the two so that it does not correspond to any precomputed geodesic in the image space. The result is quite interesting, because it still possesses characteristics of a human face and can be compared to the result of a simple linear combination of the target images in Figures 2 and 3.

The numerical implementation of both operations (minimization of the geodesic energy and integration of (21)) must be done with some care in order, in particular, to avoid instabilities due to the conservation part of the energy. Details will be provided in a forthcoming paper.


Fig. 1. From top to bottom and from left to right: Initial image, target image, z-coordinate, reconstructed target image.

## Appendix A. Proofs of Propositions 2 and 3.

A.1. Proof of Proposition 2. The proof relies on a sequence of standard measurability arguments, of which we sketch only the main steps. First let $\left(w_{n}\right)_{n \in \mathbb{N}}$ be a Hilbert basis of $W$. Since, for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ and $w=(v, z) \in W, j \rightarrow l_{j, u}(w)$ (which has been defined in (6) by $\sigma^{2}\langle z, u\rangle_{2}+\langle j, \operatorname{div}(u \otimes v)\rangle_{2}$ ) is continuous from $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ to $\mathbb{R}$, the map

$$
j \mapsto w_{j, u} \triangleq \sum_{n \geq 0} l_{j, u}\left(w_{n}\right) w_{n}
$$

is measurable from $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ to $W$. By construction, we have, for $w \in W$,

$$
\left\langle w, w_{j u}\right\rangle_{W}=\sum_{n \geq 0} l_{j, u}\left(w_{n}\right)\left\langle w, w_{n}\right\rangle_{W}=l_{j, u}(w)
$$

Thus, for $\gamma \in T_{j} \mathcal{J}_{W}$, we have

$$
\bar{p}(\gamma)=\operatorname{Argmin}\left\{|w|_{W}:\left\langle w, w_{j, u}\right\rangle=\langle\gamma, u\rangle \text { for all } u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)\right\}
$$

Introducing a family $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ which is dense in $H_{0}^{1}\left(\Omega, \mathbb{R}^{d}\right)$, the previous expression may be replaced by

$$
\bar{p}(\gamma)=\operatorname{Argmin}\left\{|w|_{W}:\left\langle w, w_{j, u_{n}}\right\rangle=\left\langle\gamma, u_{n}\right\rangle \text { for all } n \geq 0\right\}
$$



Fig. 2. From top to bottom and from left to right: Initial image, target image, z-coordinate, reconstructed target image.

For $N \in \mathbb{N}$ and $\lambda>0$, we define

$$
\begin{equation*}
\bar{p}^{N, \lambda}(\gamma)=\operatorname{Argmin}\left\{|w|_{W}^{2}+\lambda \sum_{n=0}^{N}\left(\left\langle w, w_{j, u_{n}}\right\rangle_{W}-\left\langle\gamma, u_{n}\right\rangle\right)^{2}\right\} \tag{32}
\end{equation*}
$$

Clearly, we must have $\bar{p}^{N, \lambda}(\gamma)=\sum_{i=1}^{N} x_{i} w_{j, u_{i}}$, where

$$
\begin{aligned}
x=\underset{x^{\prime} \in \mathbb{R}^{N+1}}{\operatorname{Argmin}}\left\{\left|\sum_{n=0}^{N} x_{n}^{\prime} w_{j, u_{n}}\right|_{W}^{2}\right. & +\lambda \sum_{n=0}^{N}\left(\sum_{n^{\prime}=1}^{N} x_{n^{\prime}}^{\prime}\left\langle w_{j, u_{n^{\prime}}}, w_{j, u_{n}}\right\rangle_{W}-\left\langle\gamma, u_{i}\right\rangle\right)^{2} \\
& \left.+\frac{1}{\lambda}\left|x^{\prime}\right|^{2}\right\} .
\end{aligned}
$$

For $\lambda>0$, the optimal $x$ is given by $x=(A+I / \lambda)^{-1} y$, where $y \in \mathbb{R}^{N+1}$ is such that $y_{i}=\left\langle\gamma, u_{i}\right\rangle$ and $A$ is an $(N+1) \times(N+1)$ matrix with coefficients given


Fig. 3. From top to bottom and from left to right: Initial image, target image, z-coordinate, reconstructed target image.
by $a_{n, n^{\prime}}=\left\langle w_{j, u_{n^{\prime}}}, w_{j, u_{n}}\right\rangle_{W}$. This implies that, if $\gamma_{t}$ is a measurable path, the function $t \mapsto \bar{p}^{N, \lambda}\left(\gamma_{t}\right)$ is measurable. The measurability of $\bar{p}\left(\gamma_{t}\right)$ is a consequence of the pointwise convergence of $\bar{p}^{N, N}\left(\gamma_{t}\right)$ to $\bar{p}\left(\gamma_{t}\right)$, which comes from the following argument: for all $N$ and $\lambda$, we have $\left|\bar{p}^{N, \lambda}(\gamma)\right|_{W} \leq|\bar{p}(\gamma)|_{W}$, since the last term in (32) vanishes for $w=\bar{p}(\gamma)$. For the same reason,

$$
\sum_{n=0}^{N}\left(\left\langle\bar{p}^{N, \lambda}(\gamma), w_{j, u_{n}}\right\rangle-\left\langle\gamma, u_{n}\right\rangle\right)^{2} \leq \frac{1}{\lambda}|\bar{p}(\gamma)|_{W}
$$

which implies that for all $n,\left\langle\bar{p}^{N, N}(\gamma), w_{j, u_{n}}\right\rangle \rightarrow\left\langle\gamma, u_{n}\right\rangle$ when $N$ tends to infinity. Moreover, for any weakly converging subsequence extracted from $\bar{p}^{N, N}(\gamma)$ (which forms a weakly compact set in $W$ ), we have, and denoting $w^{*}$ its limit, $\left|w^{*}\right|_{W} \leq \liminf \left|\bar{p}^{N, N}(\gamma)\right|_{W} \leq|\bar{p}(\gamma)|_{W}$, and, for all $n,\left\langle w^{*}, w_{j, u_{n}}\right\rangle=\left\langle\gamma, u_{n}\right\rangle$ by weak convergence, which is only possible when $w^{*}=\bar{p}(\gamma)$.

Hence $t \mapsto \bar{p}\left(\gamma_{t}\right)$ is measurable if $\gamma_{t}$ is measurable, and the proof of Proposition 2 is ended.


Fig. 4. From top to bottom and from left to right: Initial image, target image, z-coordinate, obtained by averaging the z-coordinate in Figures 2 and 3, and obtained target image.
A.2. Proof of Proposition 3. We deduce from Proposition 2 that it is sufficient to prove the next proposition.

Proposition 6. Let $w \in L^{2}([0,1], W)$ such that for any $u \in C_{c}^{\infty}(\Omega \times] 0,1\left[, \mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
\int_{0}^{1}\left(\sigma^{2}\left\langle z_{t}, u_{t}\right\rangle_{2}+\left\langle j_{t}, \operatorname{div}\left(u_{t} \otimes v_{t}\right)\right\rangle_{2}\right) d t=0 \tag{33}
\end{equation*}
$$

Then almost everywhere in $t, w_{t} \in E_{j_{t}}$.
Proof. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a family in $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ dense in $C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ for the $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ norm. If we prove that for any $n \in \mathbb{N}$, the function $c_{n}$ defined by $c_{n}(t) \triangleq \sigma^{2}\left\langle z_{t}, u_{n}\right\rangle_{2}+$ $\left\langle j_{t}, \operatorname{div}\left(u_{n} \otimes v_{t}\right)\right\rangle_{2}$ is vanishing almost everywhere, then by density, there exists a negligible set $\mathcal{N}$ such that for any $t \in[0,1] \backslash \mathcal{N}$ and any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$

$$
\sigma^{2}\left\langle z_{t}, u\right\rangle_{2}+\left\langle j_{t}, \operatorname{div}\left(u \otimes v_{t}\right)\right\rangle_{2}=0
$$

which implies Proposition 6. Hence, let us consider $n \in \mathbb{N}$. For any $f \in C_{c}^{\infty}([0,1], \mathbb{R})$, if $u(t, x) \triangleq f(t) u_{n}(x)$, we have from (33) that

$$
\int_{0}^{1} c_{n}(t) f(t) d t=0
$$

so that, by standard arguments, we get $c_{n}=0$ almost everywhere.
Appendix B. Proof of Theorem 2. We start the $(\Leftarrow)$ part in the case $L^{2}([0,1], W)$.

Lemma 6. Let $\mathrm{w}=(\mathrm{z}, \mathrm{v}) \in L^{2}([0,1], W)$. Let us define for any $t \in[0,1]$

$$
\mathrm{j}_{t} \triangleq \mathrm{j}_{0} \circ \varphi_{t, 0}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s} d s
$$

where $\varphi_{t}$ is the flow at time $t$ associated with v . Then $j$ is regular.
Proof. Let us notice first that

$$
\begin{equation*}
\mathrm{j}_{t+h}=\mathrm{j}_{t} \circ \varphi_{t+h, t}+\sigma^{2} \int_{t}^{t+h} \mathrm{z}_{s} \circ \varphi_{t+h, s} d t \tag{34}
\end{equation*}
$$

From equality (34), the continuity in $\mathcal{J}_{W}$ of $j$ is straightforward.
It is sufficient to prove that for any $u \in C_{c}^{\infty}(\Omega \times] 0,1\left[, \mathbb{R}^{d}\right)$, we have

$$
\begin{equation*}
-\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial u}{\partial t}\right\rangle_{2} d t=\int_{0}^{1}\left(\sigma^{2}\left\langle\mathrm{z}_{t}, u_{t}\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{t}\right)\right\rangle_{2}\right) d t \tag{35}
\end{equation*}
$$

Indeed, if (35) is proved, if for any $t \in[0,1]$ we denote $\gamma_{t} \triangleq\left(\mathrm{j}_{t}, \overline{\mathrm{w}}_{t}\right)$, we have for any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right), t \rightarrow\left\langle\gamma_{t}, u\right\rangle=\sigma^{2}\left\langle\mathrm{z}_{t}, u\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u \otimes \mathrm{v}_{t}\right)\right\rangle_{2}$ measurable, and $\left|\gamma_{t}\right|_{\mathrm{j}_{t}} \leq\left|\mathrm{w}_{t}\right|_{W}$ so that $\int_{0}^{1}\left|\gamma_{t}\right|_{t}^{2} d t \leq \int_{0}^{1}\left|\mathrm{w}_{t}\right|_{W}^{2} d t<+\infty$, and the lemma is proved.

We have

$$
-\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial u}{\partial t}\right\rangle_{2} d t=-\lim _{h \rightarrow 0} \int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{u_{t}-u_{t-h}}{h}\right\rangle_{2} d t=\lim _{h \rightarrow 0} \int_{0}^{1}\left\langle\frac{\mathrm{j}_{t+h}-\mathrm{j}_{t}}{h}, u_{t}\right\rangle_{2} d t
$$

so that

$$
-\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial u}{\partial t}\right\rangle_{2}=\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{1}\left(\left\langle\mathrm{j}_{t} \circ \varphi_{t+h, t}-\mathrm{j}_{t}, u_{t}\right\rangle_{2} d t+\sigma^{2} \int_{t}^{t+h}\left\langle\mathrm{z}_{s} \circ \varphi_{t+h, s}, u_{t}\right\rangle_{2} d s\right) d t
$$

However, $\left\langle\mathrm{j}_{t} \circ \varphi_{t+h, t}-\mathrm{j}_{t}, u_{t}\right\rangle_{2}=\int_{t}^{t+h}\left\langle\mathrm{j}_{t} \circ \varphi_{s, t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right)\right\rangle_{2} d s$ so that
$-\int_{0}^{1}\left\langle\mathrm{j}_{t}, \frac{\partial u}{\partial t}\right\rangle_{2} d t=\lim _{h \rightarrow 0} \int_{0}^{1} \frac{1}{h}\left(\int_{t}^{t+h}\left\langle\mathrm{j}_{t} \circ \varphi_{s, t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right)\right\rangle_{2}+\sigma^{2}\left\langle\mathrm{z}_{s} \circ \varphi_{t+h, s}, u_{t}\right\rangle_{2} d s\right) d t$ $=\lim _{h \rightarrow 0} \int_{0}^{1} \frac{1}{h}\left(\int_{t}^{t+h}\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right) \circ \varphi_{t, s}\right| d \varphi_{t, s}| \rangle_{2}+\sigma^{2}\left\langle\mathrm{z}_{s}, u_{t} \circ \varphi_{s, t+h}\right| d \varphi_{s, t+h}| \rangle_{2} d s\right) d t$.
Since $\mathrm{j}_{t}$ is uniformly bounded on $L^{2}$ and $\left|\varphi_{t, s}-I\right|_{1, \infty}=\epsilon(|t-s|)$ (since $\mathcal{B}$ is continuously embedded in $C^{1}\left(\bar{\Omega}, \mathbb{R}^{k}\right)$ ), there exists $C>0$ such that

$$
\begin{align*}
\left|\int_{0}^{1} \frac{1}{h} \int_{t}^{t+h}\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right) \circ\left(\varphi_{t, s}\left|d \varphi_{t, s}\right|-I\right)\right\rangle_{2} d s d t\right| & \leq C \epsilon(h) \int_{0}^{1}\left|\mathrm{v}_{t}\right|_{1, \infty} d t  \tag{36}\\
37) & \leq C^{\prime} \epsilon(h)\left(\int_{0}^{1}\left|\mathrm{w}_{t}\right|_{W}^{2} d t\right)^{1 / 2} \tag{37}
\end{align*}
$$

Now, using again the fact that $\mathrm{j}_{t}$ is uniformly bounded in $L^{2}$ and fact that $C\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{k}\right)\right)$ is dense in $L^{2}\left([0,1], L^{2}\left(\Omega, \mathbb{R}^{k}\right)\right)$, we get

$$
\begin{align*}
& \left|\int_{0}^{1} \frac{1}{h} \int_{t}^{t+h}\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right)-\operatorname{div}\left(u_{t} \otimes \mathrm{v}_{t}\right)\right\rangle_{2} d s d t\right|  \tag{38}\\
& \quad \leq C \int_{0}^{1} \frac{1}{h} \int_{t}^{t+h}\left|\operatorname{div}\left(u_{t} \otimes \mathrm{v}_{s}\right)-\operatorname{div}\left(u_{t} \otimes \mathrm{v}_{t}\right)\right|_{2} d s d t
\end{align*}
$$

$$
\rightarrow 0 \text { when } h \rightarrow 0
$$

At this point we have proved that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{1}\left\langle\mathrm{j}_{t} \circ \varphi_{t+h, t}-\mathrm{j}_{t}, u_{t}\right\rangle_{2} d t=\int_{0}^{1}\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u_{t} \otimes \mathrm{v}_{t}\right)\right\rangle_{2} d t \tag{39}
\end{equation*}
$$

Still using the fact that $\left|\varphi_{t, s}-I\right|_{1, \infty}=\epsilon(|t-s|)$ and the fact that $\left|u_{t}\right|_{1, \infty}$ is uniformly bounded, we have

$$
\begin{align*}
\sigma^{2} \int_{0}^{1} \frac{1}{h} \int_{t}^{t+h}\left\langle\mathrm{z}_{s}, u_{t} \circ\left(\varphi_{s, t+h}\left|d \varphi_{s, t+h}\right|-I\right)\right\rangle_{2} d s d t & \leq C \sigma^{2} \epsilon(h) \int_{0}^{1}\left|\mathrm{z}_{s}\right|_{2} d s  \tag{40}\\
& \leq C \sigma \epsilon(h)\left(\int_{0}^{1}\left|\mathrm{w}_{t}\right|_{2}^{2}\right)^{1 / 2} \tag{41}
\end{align*}
$$

Finally, since $\left|u_{t}\right|_{\infty}$ is uniformly bounded, we get

$$
\lim _{h \rightarrow 0}\left|\int_{0}^{1} \frac{1}{h} \int_{t}^{t+h}\left\langle\mathrm{z}_{s}-\mathrm{z}_{t}, u_{t}\right\rangle_{2} d s d t\right| \leq \lim _{h \rightarrow 0} C \int_{0}^{1} \int_{t}^{t+h}\left|\mathrm{z}_{s}-\mathrm{z}_{t}\right|_{2} d s d t=0
$$

Hence the proof of the lemma is ended.
Let us consider the $(\Rightarrow)$ part of Theorem 2 for $H^{1}\left([0,1], \mathcal{J}_{W}\right)$. Let $j \in H^{1}\left([0,1], \mathcal{J}_{W}\right)$ be a regular path, and let $\mathrm{w}_{t}=\bar{p}\left(\frac{\partial j}{\partial t}\right)$ for any $t \in[0,1]$. We get from Proposition 2 that $\mathrm{w} \in L^{2}([0,1], W)$. Hence, let us define the new path $\mathrm{j}^{\prime}$ by

$$
\mathrm{j}_{t}^{\prime}=\mathrm{j}_{0} \circ \varphi_{t, 0}+\sigma^{2} \int_{0}^{t} \mathrm{z}_{s} \circ \varphi_{t, s} d s
$$

where $\varphi$ is the flow associated with v. From the $(\Leftarrow)$ part, we get that $\mathrm{j}^{\prime}$ is regular and that $\frac{\partial \mathrm{j}^{\prime}}{\partial t}=\frac{\partial j}{\partial t}$. Now let $u_{0} \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$. For any $f \in C_{c}^{\infty}(] 0,1[, \mathbb{R})$ if $u(t, x)=$ $u_{0}(x) f(t)$ for any $x \in \Omega$ and $t \in[0,1]$, we have from the integration by parts formula for a regular path

$$
\int_{0}^{1} r(t) f^{\prime}(t) d t=0
$$

where $r(t)=\left\langle\mathrm{j}_{t}, u\right\rangle_{2}-\left\langle\mathrm{j}_{t}^{\prime}, u\right\rangle_{2}$. Since $r$ is continuous and $r(0)=0$, we get $r \equiv 0$. Considering arbitrary $u_{0}$, we get finally $\mathrm{j}_{t}=\mathrm{j}_{t}^{\prime}$ for any $t \in[0,1]$.

Since the $(\Rightarrow)$ part for $C^{1}\left([0,1], \mathcal{J}_{W}\right)$ is a straightforward consequence of the definition of $C^{1}$ curves and of the $(\Rightarrow)$ part for $H^{1}\left([0,1], \mathcal{J}_{W}\right)$, we consider the $(\Leftarrow)$ part for $\mathrm{w} \in C([0,1], W)$. We get from the corresponding part for $L^{2}([0,1], W)$ that (35) is still true. For any $f \in C_{c}^{\infty}([0,1], \mathbb{R})$ and any $u \in C_{c}^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ we have

$$
-\int_{0}^{t} f^{\prime}(t)\left\langle\mathrm{j}_{t}, u\right\rangle_{2} d t=\int_{0}^{1} f(t)\left(\sigma^{2}\left\langle\mathrm{z}_{t}, u_{t}\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u \otimes \mathrm{v}_{t}\right)\right\rangle_{2}\right) d t
$$

One easily checks that $t \rightarrow \sigma^{2}\left\langle\mathrm{z}_{t}, u_{t}\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u \otimes \mathrm{v}_{t}\right)\right\rangle_{2}$ is continuous as well as $t \rightarrow\left\langle\mathrm{j}_{t}, u\right\rangle_{2}$ so that, considering smooth approximates of step functions, we deduce that

$$
\left\langle\mathrm{j}_{s}, u\right\rangle_{2}=\left\langle\mathrm{j}_{0}, u\right\rangle_{2}+\int_{0}^{s}\left(\sigma^{2}\left\langle\mathrm{z}_{t}, u_{t}\right\rangle_{2}+\left\langle\mathrm{j}_{t}, \operatorname{div}\left(u \otimes \mathrm{v}_{t}\right)\right\rangle_{2}\right) d t
$$

and the result is proved.
Appendix C. Regularity results for $\mathbf{A}$. In this section, we collect a few useful results on how the regularity of the diffeomorphism $\mathbf{A}_{T}(\mathrm{v})=\varphi_{T}^{\mathrm{v}}$ may be related to the norm on $\mathcal{B}$, provided this norm can in turn control a sufficient number of derivatives; the first result deals with boundedness. In the following, we assume at least that $\mathcal{B}$ is continuously embedded in $C_{0}^{1}\left(\Omega, \mathbb{R}^{k}\right)$ so that $\mathbf{A}_{T}$ is well defined for all $T$. In this case,

$$
\varphi_{T}^{\mathrm{v}}(x)=x+\int_{0}^{T} \mathrm{v}_{\mathcal{s}}\left(\varphi_{s}^{\mathrm{v}}(x)\right) d s
$$

If $\mathrm{v}_{s}$ had $p$ space derivatives for all $s$, a formal differentiation of this equality yields

$$
\begin{equation*}
d^{p} \varphi_{T}^{\mathrm{v}}=d^{p} \mathrm{id}+\int_{0}^{T} d^{p}\left(\mathrm{v}_{s} \circ \varphi_{s}^{\mathrm{v}}\right) d s \tag{42}
\end{equation*}
$$

This can be proved rigorously from rather standard arguments in the study of ODEs and is stated in the next lemma, for which we provide a proof for completeness, because of the small complication due to the fact that we have only an $L^{1}$ control with respect to the $t$ variable, instead of the usual uniform one.

Lemma 7. If $p \geq 1$ and $\mathcal{B}$ is embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{k}\right)$, then, for all $\mathrm{v} \in L^{1}([0, T], \Omega)$, $\varphi^{\mathrm{v}}$ is $p$ times differentiable and, for all $q \leq p$,

$$
\frac{\partial}{\partial t} d^{q} \varphi_{t}^{\mathrm{v}}=d^{q}\left(\mathrm{v}_{t} \circ \varphi_{t}^{\mathrm{v}}\right)
$$

Moreover, there exist constants $C, C^{\prime}$ such that, for all $\mathrm{v} \in L^{1}([0, T], \Omega)$,

$$
\begin{equation*}
\sup _{s \in[0, T]}\left|\varphi_{s}^{\mathrm{v}}\right|_{p, \infty} \leq C e^{C^{\prime}|\mathrm{v}|_{1, T}} \tag{43}
\end{equation*}
$$

Proof. For further reference, we first state Gronwall's lemma.
Lemma 8 (Gronwall). Asume that $\alpha$ and $\beta$ are two positive, continuous functions on the interval $[0, c]$ and that

$$
w(t) \leq \alpha(t)+\int_{0}^{t} \beta(s) w(s) d s
$$

Then,

$$
w(t) \leq \alpha(t)+\int_{0}^{t} \alpha(s) \beta(s) e^{\int_{s}^{t} \beta(u) d u} d s
$$

The continuity of $x \mapsto \varphi_{0, t}^{\mathrm{v}}(x)$ is a direct consequence of this lemma since, for $x, y \in \Omega$,

$$
\begin{aligned}
\left|\varphi_{0, t}^{\mathrm{v}}(x)-\varphi_{0, t}^{\mathrm{v}}(y)\right| & =\left|x-y+\int_{0}^{t}\left(\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x)\right)-\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(y)\right)\right) d s\right| \\
& \leq|x-y|+\int_{0}^{t}\left\|\mathrm{v}_{s}\right\|_{1, \infty}\left|\varphi_{0, s}^{\mathrm{v}}(x)-\varphi_{0, s}^{\mathrm{v}}(y)\right| d s
\end{aligned}
$$

and Gronwall's lemma implies

$$
\begin{equation*}
\left|\varphi_{0, t}^{\mathrm{v}}(x)-\varphi_{0, t}^{\mathrm{v}}(y)\right| \leq|x-y| \exp \left(C|\mathrm{v}|_{1, T}\right) \tag{44}
\end{equation*}
$$

Assume $p=1$ and pass now to the differential of $\varphi_{0, t}^{\mathrm{v}}$. Fix $x \in \Omega$ and introduce the linear differential equation, formally obtained in (42) for $p=1$,

$$
\begin{equation*}
\frac{\partial W_{t}}{\partial t}=d_{\varphi_{0, t}^{\mathrm{v}}(x)} \mathrm{v}_{t} W_{t} \tag{45}
\end{equation*}
$$

with initial condition $W(0)=\delta \in \mathbb{R}^{k}$. We skip the argument ensuring the existence and uniqueness of a solution of this equation on $[0,1]$ and proceed to identifying it as $W_{t}=d_{x} \varphi_{0, t}^{\mathrm{v}} \delta$. Denote

$$
a_{\varepsilon}(t)=\left(\varphi_{0, t}^{\mathrm{v}}(x+\varepsilon \delta)-\varphi_{0, t}^{\mathrm{v}}(x)\right) / \varepsilon-W_{t}
$$

For $\alpha>0$, introduce

$$
\mu_{t}(\alpha)=\max \left\{\left|d_{x} \mathrm{v}_{t}-d_{y} \mathrm{v}_{t}\right|: x, y \in \Omega,|x-y| \leq \alpha\right\}
$$

The function $d_{x} \mathrm{v}_{t} \in C_{0}^{1}(\Omega)$ being uniformly continuous on the compact set $\bar{\Omega}$, we have $\lim _{\alpha \rightarrow 0} \mu_{t}(\alpha)=0$. We may write

$$
\begin{aligned}
a_{\varepsilon}(t) & =\frac{1}{\varepsilon} \int_{0}^{t}\left(\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x+\varepsilon \delta)\right)-\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x)\right)\right) d s-\int_{0}^{t} d_{\varphi_{0, s}^{\mathrm{v}}(x)} \mathrm{v}_{s} W_{s} d s \\
& =\int_{0}^{t} d_{\varphi_{0, s}^{\mathrm{v}}(x)} \mathrm{v}_{s} a_{\varepsilon}(s) d s \\
& +\frac{1}{\varepsilon} \int_{0}^{t}\left(\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x+\varepsilon \delta)\right)-\mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x)\right)-\varepsilon d_{\varphi_{0, s}^{\mathrm{v}}(x)} \mathrm{v}_{s}\left(\varphi_{0, s}^{\mathrm{v}}(x+\varepsilon \delta)-\varphi_{0, s}^{\mathrm{v}}(x)\right)\right) d s
\end{aligned}
$$

Since for all $y, y^{\prime} \in \Omega$

$$
\left|\mathrm{v}_{t}\left(y^{\prime}\right)-\mathrm{v}_{t}(y)-d_{y} \mathrm{v}_{t}\left(y^{\prime}-y\right)\right| \leq \mu_{s}\left(\left|y^{\prime}-y\right|\right)\left|y^{\prime}-y\right|
$$

we may write

$$
\left|a_{\varepsilon}(t)\right| \leq \int_{0}^{t}\left|\mathrm{v}_{s}\right|_{1, \infty}\left|a_{\varepsilon}(s)\right| d s+C(\mathrm{v})|\delta| \int_{0}^{1} \mu_{s}(\varepsilon C(\mathrm{v})|\delta|) d s
$$

for some constant $C(\mathrm{v})$ which depends only on v . The fact that $a_{\varepsilon}(t)$ tends to 0 when $\varepsilon \rightarrow 0$ now is a direct consequence of Gronwall's lemma and of the fact that

$$
\lim _{\alpha \rightarrow 0} \int_{0}^{1} \mu_{s}(\alpha) d s=0
$$

which is true by the dominated convergence theorem, since $\mu_{s}$ pointwise converges to 0 and $\mu_{s}(\alpha) \leq 2|\mathrm{v}|_{1, \infty}$. This proves Lemma 7 in the case $p=1$. The rest of the proof is by induction: let $q_{0} \leq p, q_{0}>1$, and assume that the result is proved for all $q<q_{0}$ :

$$
\frac{\partial}{\partial t} d^{q} \varphi_{t}^{\mathrm{v}}=d^{q}\left(\mathrm{v}_{t} \circ \varphi_{t}^{\mathrm{v}}\right)
$$

This implies that for $\delta_{1}, \ldots, \delta_{q} \in \mathbb{R}^{k}$, we may write

$$
\frac{\partial}{\partial t} d^{q} \varphi_{t}^{\mathrm{v}}\left(\delta_{1}, \ldots, \delta_{q}\right)=d_{\varphi_{0, t}^{\mathrm{v}}} \mathrm{v}_{t} d^{q} \varphi_{t}^{\mathrm{v}}\left(\delta_{1}, \ldots, \delta_{q}\right)+\sum_{l=2}^{q} d^{l} \mathrm{v}_{t}\left(\delta_{1}^{(l)}, \ldots, \delta_{l}^{(l)}\right)
$$

each vector $\delta_{k}^{(l)}$ being a linear combination (with universal coefficients) of terms of the kind $d^{l^{\prime}} \varphi_{0, t}^{\mathrm{v}}\left(\delta_{i_{1}}, \ldots, \delta_{i_{l^{\prime}}}\right)$ with $l^{\prime} \leq q+1-l$ (this result on the differentials of the composition of two functions can be easily proved by induction). This is a linear equation in $d^{q} \varphi_{t}^{\vee}\left(\delta_{1}, \ldots, \delta_{q}\right)$, which is valid for $q=q_{0}-1$, and the proof of its validity for $q_{0}$ follows exactly the same lines as for $p=1$.

This expression also shows (using Gronwall's lemma) that $\left|d^{q} \varphi_{t}^{\mathrm{v}}\right|_{\infty}$ may be bounded by an expression of the kind

$$
|\mathrm{v}|_{1, T} \tilde{C}\left(\left|d \varphi_{t}^{\mathrm{v}}\right|_{\infty}, \ldots,\left|d^{q-1} \varphi_{t}^{\mathrm{v}}\right|_{\infty}\right) \exp \left(C|\mathrm{v}|_{1, T}\right)
$$

where $\tilde{C}$ is a polynomial, which in turn implies (43).
The same estimate is true for $\left(\varphi^{\mathrm{v}}\right)^{-1}$.
Lemma 9. If $p \geq 1$ and $\mathcal{B}$ is continuously embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{k}\right)$, there exist constants $C, C^{\prime}$ such that, for all $\mathrm{v} \in L^{1}([0, T], \Omega)$,

$$
\sup _{s \in[0, T]}\left|\left(\varphi_{s}^{\mathrm{v}}\right)^{-1}\right|_{p, \infty} \leq C e^{C^{\prime}|\mathrm{v}|_{1, T}}
$$

Lemma 9 is a consequence of Lemma 7 and of the fact that $\left(\varphi_{t}^{\mathrm{v}}\right)^{-1}=\varphi_{t}^{\mathrm{w}}$ with $\mathrm{w}_{s}=-\mathrm{v}_{t-s}$ on $[0, t]$.

We now pass to sufficient conditions for Lipschitz continuity of $\mathbf{A}_{T}$. For this, let $\mathrm{v}, \mathrm{v}^{\prime} \in L^{1}([0, T], \mathcal{B})$. For $\xi \in[0,1]$, denote $\mathrm{v}^{\xi}=(1-\xi) \mathrm{v}+\xi \mathrm{v}^{\prime}$ and $\varphi^{\xi}=\varphi^{\mathrm{v}^{\xi}}$.

Lemma 10.

$$
\begin{equation*}
\frac{\partial}{\partial \xi} \varphi_{s, t}^{\mathrm{v}^{\xi}}(x)=\int_{s}^{t} d_{\varphi_{s, u}^{\vee}(x)} \varphi_{u t}^{\mathrm{v}^{\xi}}\left(\mathrm{v}_{u}^{\prime}-\mathrm{v}_{u}\right) \circ \varphi_{s, u}^{\mathrm{v}^{\xi}}(x) d u \tag{46}
\end{equation*}
$$

Proof. Let us first start with a formal differentiation of

$$
\frac{\partial \varphi_{s, t}^{\mathrm{v}^{\xi}}}{\partial t}=v_{t}^{\xi} \circ \varphi_{s, t}^{\mathrm{v}^{\xi}}
$$

with respect to $\xi$, which yields

$$
\frac{\partial}{\partial t} \frac{\partial}{\partial \xi} \varphi_{s, t}^{\mathrm{v}^{\xi}}=\left(v_{t}^{\prime}-v_{t}\right) \circ \varphi_{t}^{\mathrm{v}^{\xi}}+d_{\varphi_{s, t}^{\vee}} v_{t}^{\xi} \frac{d}{d \xi} \varphi_{s, t}^{\mathrm{v}^{\xi}}
$$

which naturally leads us to introduce the solution of the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} W_{t}=\left(v_{t}^{\prime}-v_{t}\right) \circ \varphi_{t}^{\mathrm{v}^{\xi}}+d_{\varphi_{s, t}^{\vee}} v_{t}^{\xi} W_{t} \tag{47}
\end{equation*}
$$

with initial condition $W_{s}=0$. Noting that we have already encountered this equation without the constant term in (45), the solution of which is of the form $d_{x} \varphi_{0, t}^{\mathrm{v}^{\xi}} \delta$, a standard argument by variation of the constant shows that the solution of (47) is given by the right-hand term of (46). Therefore, the proof boils down to show that the interversion of derivatives underlying the formal argument above can be made rigorous.

For this, it clearly suffices to consider the problem in the vicinity of $\xi=0$. The proof in fact follows the same lines as the proof of Lemma 7: letting $W_{t}$ be the solution of (47), we let

$$
a_{\xi}(t)=\left(\varphi_{s, t}^{\mathrm{v}^{\xi}}(x)-\varphi_{s, t}^{\mathrm{v}}(x)\right) / \xi-W_{t}
$$

and express it under the form, letting $h_{u}=v_{u}^{\prime}-v_{u}$,

$$
\begin{aligned}
a_{\xi}(t) & =\int_{s}^{t} d_{\varphi_{s, u}^{\mathrm{v}}} \mathrm{v}_{u} a_{\xi}(u) d u+\int_{s}^{t}\left(h_{u}\left(\varphi_{s, u}^{\mathrm{v}^{\xi}}(x)\right)-h_{u}\left(\varphi_{s, u}^{\mathrm{v}}(x)\right)\right) d u \\
& +\frac{1}{\xi} \int_{s}^{t}\left(\mathrm{v}_{u}\left(\varphi_{s, u}^{\mathrm{v}^{\xi}}(x)\right)-\mathrm{v}_{u}\left(\varphi_{s, u}^{\mathrm{v}}(x)\right)-\xi d_{\varphi_{s, u}^{\mathrm{v}}(x)} \mathrm{v}_{u}\left(\varphi_{s, u}^{\mathrm{v}^{\xi}}(x)-\varphi_{s, u}^{\mathrm{v}}(x)\right)\right) d u
\end{aligned}
$$

The proof can proceed exactly as that of Lemma 7, provided it has been shown that $\left|\varphi_{s, u}^{\mathrm{v}^{\xi}}(x)-\varphi_{s, u}^{\mathrm{v}}(x)\right|$ tends to 0 with $\xi$, which is again a direct consequence of Gronwall's lemma and of the inequality

$$
\left|\varphi_{s, t}^{\mathrm{v}^{\xi}}(x)-\varphi_{s, t}^{\mathrm{v}}(x)\right| \leq \int_{s}^{t}\left|\mathrm{v}_{u}\right|_{1, \infty}\left|\varphi_{s, u}^{\mathrm{v}^{\xi}}(x)-\varphi_{s, u}^{\mathrm{v}}(x)\right| d u+\xi \int_{s}^{t}\left|h_{u}\right|_{\infty} d u
$$

This lemma implies, in particular, that

$$
\begin{equation*}
\varphi_{s, t}^{\mathrm{v}^{\prime}}(x)-\varphi_{s, t}^{\mathrm{v}}(x)=\int_{0}^{1} \int_{s}^{t} d_{\varphi_{s, u}^{\vee}(x)} \varphi_{u t}^{\mathrm{v}^{\xi}}\left(\mathrm{v}_{u}^{\prime}-\mathrm{v}_{u}\right) \circ \varphi_{s, u}^{\mathrm{v}^{\xi}}(x) d u d \xi \tag{48}
\end{equation*}
$$

which almost immediately leads to the following result (by computing differentials and applying Lemma 7).

Lemma 11. Assume that $\mathcal{B}$ is continuously embedded in $C_{0}^{p}(\Omega)$. If $\mathrm{v}, \mathrm{v}^{\prime} \in$ $L^{1}([0, T], \mathcal{B})$, we have, for $t \leq T$,

$$
\left|\varphi_{t}^{\mathrm{v}}-\varphi_{t}^{\mathrm{v}^{\prime}}\right|_{p-1, \infty} \leq C_{p}\left|\mathrm{v}-\mathrm{v}^{\prime}\right|_{1, t} e^{C_{p}\left(|\mathrm{v}|_{1, t}+\left|\mathrm{v}^{\prime}\right|_{1, t}\right)}
$$

for some constant $C_{p}$ which depends only on $p$.
The same results apply on $L^{2}([0,1], \mathcal{B})$, since $|\mathrm{v}|_{1, T} \leq \sqrt{T}|\mathrm{v}|_{2, T}$, but, in this space, weak continuity is true under more general conditions.

Theorem 9 (Trouvé, Dupuis, et al). Assume that $\mathcal{B}$ is continuously embedded in $C_{0}^{p}\left(\Omega, \mathbb{R}^{k}\right)$. Then the map

$$
\begin{aligned}
\tilde{\mathbf{A}}_{T}: \quad L^{2}([0, T], \mathcal{B}) & \rightarrow C^{p}\left([0, T] \times \bar{\Omega}, \mathbb{R}^{k}\right), \\
\mathrm{v} & \mapsto \varphi^{\mathrm{v}}(.)
\end{aligned}
$$

is continuous for the weak topology on $L^{2}([0,1], \mathcal{B})$ and the norm $|\cdot|_{T, p-1, \infty}$ on $C^{p}([0, T] \times$ $\left.\bar{\Omega}, \mathbb{R}^{k}\right)$ defined by $|\varphi|_{T, p-1, \infty}=\operatorname{ess} . \sup \left(\left|\varphi_{t}\right|_{p-1, \infty}, t \in[0, T]\right)$.

Moreover, assume that the embedding is compact, that $\mathrm{v}^{n}$ converges weakly to v , and that there exists a constant $A$ such that, for all $n$ and almost all $s \in[0,1]$, $\left|v_{s}^{n}\right|_{\mathcal{B}} \leq A$. Then, for all $x \in \Omega$ and $t \in[0, T]$,

$$
d_{x}^{p} \varphi_{t}^{\mathrm{v}^{n}} \rightarrow d_{x}^{p} \varphi_{t}^{\mathrm{v}}
$$

Recall that $\mathrm{v}_{n}$ converges to v in the weak topology on $L^{2}([0,1], \mathcal{B})$ if and only if, for all $\mathrm{w} \in L^{2}([0,1], \mathcal{B})$,

$$
\lim _{n \rightarrow \infty} \int_{0}^{1} \int_{\Omega}\left\langle\mathrm{v}_{n}(t), \mathrm{w}(t)\right\rangle_{\mathcal{B}} d t=\int_{0}^{1} \int_{\Omega}\langle\mathrm{v}(t), \mathrm{w}(t)\rangle_{\mathcal{B}} d t
$$

Proof. The proof of this theorem, which is sketched here for completeness, relies on the remark that, since $\mathrm{v}_{n}$ weakly converges, it is bounded in $L^{2}([0,1], \mathcal{B})$, and Lemma 7 readily implies that $\left(\varphi^{\mathrm{v}_{n}}\right)$ and their space derivatives up to order $p-1$ are equicontinuous sequences in space. Equicontinuity in time comes by applying the Cauchy-Schwarz inequality to

$$
d^{q} \varphi_{t}^{\mathrm{v}}-d^{q} \varphi_{s}^{\mathrm{v}}=\int_{s}^{t} d^{q}\left(\mathrm{v}_{u} \circ \varphi_{u}^{\mathrm{v}}\right) d u
$$

Ascoli's theorem implies compactness of $\left(\varphi^{\mathrm{v}_{n}}\right)$ for the $|\cdot|_{T, p-1, \infty}$-topology, and it remains to identify a limit of any converging subsequence as $\varphi^{\mathrm{v}}$. Denoting this limit by $\psi$, one deduces from

$$
\varphi_{0, t}^{\mathrm{v}^{n}}(x)=\int_{0}^{t} \mathrm{v}_{s}^{n}\left(\varphi_{0, s}^{\mathrm{v}^{n}}(x)\right) d s
$$

and the convergence of $\varphi_{0, t}^{\mathrm{v}^{n}}$ to $\varphi_{t}$ the fact that

$$
\psi_{t}(x)=\int_{0}^{t} \mathrm{v}_{s}^{n}\left(\psi_{s}(x)\right) d s+o(n)
$$

and the conclusion comes after the remark that $\mathrm{w} \mapsto \int_{0}^{t} \mathrm{w}_{s}\left(\psi_{s}(x)\right) d s$ is a continuous linear functional on $L^{2}([0,1], \mathcal{B})$ so that the weak convergence of $\mathrm{v}^{n}$ to v implies that

$$
\psi_{t}(x)=\int_{0}^{t} \mathrm{v}_{s}\left(\psi_{s}(x)\right) d s
$$

and $\psi_{t}=\varphi_{0, t}^{\mathrm{v}}$.
We now prove the pointwise convergence of the $p$ th derivative. We know that

$$
\frac{d}{d t} d_{x}^{p} \varphi_{t}^{\mathrm{v}}=d_{\varphi_{t}^{\mathrm{v}}} d_{x}^{p} \varphi_{t}^{\mathrm{v}}+Q_{t}^{\mathrm{v}}(x)
$$

where $Q_{t}^{\mathrm{v}}(x)$ depends on the derivatives of v evaluated at $\varphi_{t}^{\mathrm{v}}(x)$ and on the $p-1$ first space derivatives of $\varphi_{t}^{\mathrm{v}}$. We may therefore write

$$
\begin{aligned}
d_{x}^{p} \varphi_{t}^{\mathrm{v}}-d_{x}^{p} \varphi_{t}^{\mathrm{v}^{n}}=\int_{0}^{t} d_{\varphi_{s}^{\mathrm{v}}} \mathrm{~V}\left(d_{x}^{p} \varphi_{s}^{\mathrm{v}}-d_{x}^{p} \varphi_{s}^{\mathrm{v}^{n}}\right) d s & +\int_{0}^{t}\left(d_{\varphi_{s}^{\mathrm{v}}}-d_{\varphi_{s}^{\mathrm{v}^{n}}} \mathrm{~V}^{n}\right) d_{x}^{p} \varphi_{s}^{\mathrm{v}} d s \\
& +\int_{0}^{t}\left(Q_{s}^{\mathrm{v}}(x)-Q_{s}^{\mathrm{v}^{n}}(x)\right) d s
\end{aligned}
$$

The first integral may be bounded by $C\left(\left|\mathrm{v}^{n}\right|_{1, T}\right) \int_{0}^{t}\left|d_{x}^{p} \varphi_{s}^{\mathrm{v}}-d_{x}^{p} \varphi_{s}^{\mathrm{v}^{n}}\right| d s$, and the result will be a consequence of Gronwall's lemma, provided we show that the remaining terms tend to 0 . Consider the second integral, which may be written

$$
\int_{0}^{t}\left(d_{\varphi_{s}^{\mathrm{v}}} \mathrm{~V}-d_{\varphi_{s}^{\mathrm{v}}} \mathrm{~V}^{n}\right) d_{x}^{p} \varphi_{s}^{\mathrm{v}} d s+\int_{0}^{t}\left(d_{\varphi^{\mathrm{v}} \mathrm{~V}} \mathrm{~V}^{n}-d_{\varphi_{s}^{\mathrm{v}}} \mathrm{~V}^{n}\right) d_{x}^{p} \varphi_{s}^{\mathrm{v}} d s
$$

The first term tends to 0 because

$$
w \mapsto \int_{0}^{t} d_{\varphi_{s}^{\vee}(x)} w d_{x}^{p} \varphi_{s}^{\mathrm{v}} d s
$$

is a continuous linear functional on $L^{2}([0, t], \mathcal{B})$ and $\mathrm{v}^{n}$ weakly converges to v in this space. To estimate the second one, introduce, for $A, \varepsilon>0$, the number

$$
C(A, \varepsilon)=\max \left\{\left|d_{x} w-d_{y} w\right|: x,, y \in \Omega,|x-y| \leq \varepsilon,|w|_{\mathcal{B}} \leq A\right\}
$$

The compact embedding assumption implies that, $A$ being fixed, $C(A, \varepsilon)$ tends to 0 when $\varepsilon$ tends to 0 . Using this notation, we have

$$
\begin{aligned}
\int_{0}^{t}\left(d_{\varphi^{\mathrm{v}} s} \mathrm{v}^{n}-d_{\varphi_{s}^{\mathrm{v}}} \mathrm{v}^{n}\right) d_{x}^{p} \varphi_{s}^{\mathrm{v}} d s & \leq \int_{0}^{t} C\left(\left|\mathrm{v}_{s}^{n}\right|_{\mathcal{B}},\left|\varphi_{s}^{\mathrm{v}}-\varphi_{s}^{\mathrm{v}_{n}}\right|_{\infty}\right)\left|d_{x}^{p} \varphi_{s}^{\mathrm{v}}\right|_{\infty} d s \\
& \leq\left.\left.\int_{0}^{t} C\left(A,\left|\varphi_{s}^{\mathrm{v}}-\varphi_{s}^{\mathrm{v} n}\right|_{\infty}\right)\right|_{\mathrm{v}}\right|_{\mathcal{B}} d s
\end{aligned}
$$

where $A=\operatorname{ess} . \sup \left\{\left|\mathrm{v}_{s}^{n}\right|_{\mathcal{B}}, n \geq 0, s \in[0,1]\right\}$. The last upper bound now tends to 0 , by dominated convergence.

Finally, a generic term of $Q_{t}^{\mathrm{v}}$ being

$$
d_{\varphi_{t}^{\mathrm{v}}(x)}^{k} \mathrm{v}_{t}\left(d^{i_{1}} \varphi_{t}^{\mathrm{v}}, \ldots, d^{i_{k}} \varphi_{t}^{\mathrm{v}}\right)
$$

we can use the same argument to prove its pointwise convergence.
Appendix D. Action of diffeomorphisms on images. The next theorem provides results concerning the regularity of the action of diffeomorphisms on $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ and $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$.

Theorem 10.
(i) Let $\varphi$ be a diffeomorphism of $\Omega$ such that $\varphi$ and $\varphi^{-1}$ have uniformly bounded first derivatives on $\Omega$. Then, if $i \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ (resp., $i \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ ), also $i \circ \varphi \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ (resp., $i \circ \varphi \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ and $\left.d_{x}(i \circ \varphi)=d_{\varphi(x)} i . d_{x} \varphi\right)$.
(ii) Moreover, for all $M>0$ and for all $i \in L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, there exists a function $\varepsilon_{M}(i, \eta)$ such that, for all $\varphi, \varphi^{\prime}$ such that

$$
\max \left(|\varphi|_{1, \infty},\left|\varphi^{-1}\right|_{1, \infty},\left|\varphi^{\prime}\right|_{1, \infty},\left|\varphi^{\prime-1}\right|_{1, \infty}\right) \leq M
$$

we have

$$
\left|i \circ \varphi^{\prime}-i \circ \varphi\right|_{2} \leq \varepsilon_{M}\left(i,\left|\varphi-\varphi^{\prime}\right|_{1, \infty}\right)
$$

and $\varepsilon_{M}(i, \eta) \rightarrow 0$ when $\eta \rightarrow 0$. The same statement is true for $i \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, the $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$-norm being replaced by the $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$-norm.

Proof. We start with (i) and give the proof for $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, since it contains exactly the arguments which are valid for $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$. Fix $\varphi$ and let $L_{\varphi}$ be defined by $L_{\varphi}(i)=i \circ \varphi$. The vector space $C_{d}^{\infty}=C^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$ of restrictions to $\Omega$ of infinitely differentiable functions on $\mathbb{R}^{k}$ taking values in $\mathbb{R}^{d}$ is dense in $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ [10]. The linear map $L_{\varphi}$ is continuous from $C_{d}^{\infty}$ (with the topology induced by $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ ) to $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$; indeed, for $i \in C_{d}^{\infty}$,

$$
\left|L_{\varphi}(i)\right|_{H^{1}}^{2}=|i \circ \varphi|_{2}^{2}+\left|d_{\varphi} i d \varphi\right|_{2}^{2} \leq|i|_{2}^{2}\left|d \varphi^{-1}\right|_{\infty}+|d i|_{2}^{2}|d \varphi|_{\infty}^{2}\left|d \varphi^{-1}\right|_{\infty} \leq C|i|_{H^{1}}^{2}
$$

since the first derivatives of $\varphi$ and $\varphi^{-1}$ are bounded. Thus, $L_{\varphi}$ restricted to $C_{d}^{\infty}$ can be extended to a continuous function $\tilde{L}_{\varphi}$ on $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$. If $i \in H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ and $i_{n}$ is a sequence of elements of $C_{d}^{\infty}$ which converges to $i$ when $n$ tends to infinity (so that $i_{n} \circ \varphi \rightarrow \tilde{L}_{\varphi}(i)$ in $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ ), then, because convergence in $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ implies convergence in $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, a subsequence of $i_{n}$ can be extracted which converges almost everywhere to $i$ and such that $i_{n} \circ \varphi$ converges almost everywhere to $\tilde{L}_{n}(i)$. If $N \subset \Omega$ has null Lebesgue measure, then it is also the case for $\varphi^{-1}(N)$ (by boundedness of $\left|d \varphi^{-1}\right|$ ), so that $i_{n} \circ \varphi$ also converges almost everywhere to $i \circ \varphi$, yielding $\tilde{L}_{\varphi}=L_{\varphi}$. Now, since the map $i \rightarrow d i$ is obviously continuous from $H^{1}$ to $L^{2}$, so is $i \rightarrow d\left(L_{\varphi}(i)\right)$. But, since this map coincides with $i \rightarrow d_{\varphi} i d \varphi$ on $C_{d}^{\infty}$, and this last map is also continuous on $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ (by the previous computation), we get equality over all $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$, again by density of $C_{d}^{\infty}$.

For (ii), we first consider the $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ case. Let $i, \varphi^{\prime}, \varphi$, and $M$ be as in the theorem, and fix $s \in C^{\infty}\left(\Omega, \mathbb{R}^{d}\right)$; we have

$$
\left|i \circ \varphi^{\prime}-i \circ \varphi\right|_{2} \leq\left|i \circ \varphi^{\prime}-s \circ \varphi^{\prime}\right|_{2}+\left|s \circ \varphi-s \circ \varphi^{\prime}\right|_{2}+|i \circ \varphi-s \circ \varphi|_{2}
$$

First notice that

$$
\left|i \circ \varphi^{\prime}-s \circ \varphi^{\prime}\right|_{2}^{2}=\int_{\Omega}\left|d \varphi^{\prime-1}\right||i-s|^{2} d x \leq C\left|\varphi^{\prime-1}\right|_{1, \infty}|i-s|_{2}^{2}
$$

for some constant $C$. For the middle term, we have

$$
\begin{aligned}
\left|s \circ \varphi-s \circ \varphi^{\prime}\right|_{2} & \leq \int_{0}^{1}\left|d_{\varphi+t\left(\varphi^{\prime}-\varphi\right) s}\left(\varphi^{\prime}-\varphi\right)\right|_{2} d t \\
& \leq\left|\varphi^{\prime}-\varphi\right|_{\infty} \int_{0}^{1}\left|d_{\varphi+t\left(\varphi^{\prime}-\varphi\right) s}\right|_{2} d t \\
& \leq C(M)|d s|_{2}\left|\varphi^{\prime}-\varphi\right|_{\infty}
\end{aligned}
$$

We thus get

$$
\left|i \circ \varphi^{\prime}-i \circ \varphi\right|_{2} \leq C(M)\left(|i-s|_{2}+|d s|_{2}\left|\varphi^{\prime}-\varphi\right|_{\infty}\right) .
$$

Letting

$$
\varepsilon_{M}(i, \eta) \triangleq C(M) \inf _{s \in C^{\infty}(\Omega)}\left(|i-s|_{2}+|d s|_{2} \eta\right)
$$

yields the conclusion of the theorem in the $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$ case, the $H^{1}\left(\Omega, \mathbb{R}^{d}\right)$ case being handled similarly.

Appendix E. Proof of Lemma 2. We must compute the derivative at $\varepsilon=0$
of

$$
U^{\varepsilon}=\frac{1}{\sigma^{2}} \int_{\Omega} \frac{\left|j_{0} \circ \varphi_{1,0}^{\mathrm{v}+\varepsilon h}-j_{1}\right|^{2}}{\int_{0}^{1}\left|d \varphi_{1, s}^{\mathrm{v}+\varepsilon h}\right|^{-1} d s} d x
$$

First, we notice the equation

$$
\begin{equation*}
\sigma^{2} z_{t}(x)=\frac{j_{1} \circ \varphi_{t, 1}^{\mathrm{v}}-j_{0} \circ \varphi_{t, 0}^{\mathrm{v}}}{\int_{0}^{1}\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} d s} \tag{49}
\end{equation*}
$$

which implies that (differentiating at $\varepsilon=0$ )

$$
\left.\frac{d U^{\varepsilon}}{d \varepsilon}=-2\left\langle z_{1}, d_{\varphi_{1,0}^{\mathrm{v}}} j_{0} \frac{d}{d \varepsilon} \varphi_{1,0}^{\mathrm{v}+\varepsilon h}\right\rangle_{2}-\left.\sigma^{2} \int_{0}^{1}\langle | z_{1}\right|^{2}, \frac{d}{d \varepsilon}\left|d \varphi_{1, s}^{\mathrm{v}+\varepsilon h}\right|^{-1}\right\rangle_{2} d s
$$

Starting with the first term and using Lemma 10, we have

$$
\begin{aligned}
\left\langle z_{1}, d_{\varphi_{1,0}^{\mathrm{v}}} j_{0} \frac{d}{d \varepsilon} \varphi_{1,0}^{\mathrm{v}+\varepsilon h}\right\rangle_{2} & =-\int_{0}^{1}\left\langle d_{\varphi_{1,0}^{\mathrm{v}}} j_{0}^{*} z_{1}, d_{\varphi_{1 t}^{\mathrm{v}}} \varphi_{t, 0}^{\mathrm{v}} h_{t} \circ \varphi_{1 t}^{\mathrm{v}}\right\rangle_{2} d t \\
& =-\int_{0}^{1}\left\langle d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} z_{1} \circ \varphi_{t 1}^{\mathrm{v}}\right| d \varphi_{t 1}^{\mathrm{v}}\left|, d \varphi_{t, 0}^{\mathrm{v}} h_{t}\right\rangle_{2} d t \\
& =-\int_{0}^{1}\left\langle\left(d \varphi_{t, 0}^{\mathrm{v}}\right)^{*} d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} z_{t}, h_{t}\right\rangle_{2} d t \\
& =-\int_{0}^{1}\left\langle K\left(\left(d \varphi_{t, 0}^{\mathrm{v}}\right)^{*} d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} z_{t}\right), h_{t}\right\rangle_{\mathcal{B}} d t
\end{aligned}
$$

because of the identity $z_{t}=z_{1} \circ \varphi_{t 1}^{\mathrm{v}}\left|d \varphi_{t 1}^{\mathrm{v}}\right|$.
We now pass to the second term, for which we use the equality

$$
\left|d \varphi_{t, s}^{\mathrm{v}+\varepsilon h}\right|^{-1}=\exp \left[\int_{s}^{t} \operatorname{div}\left(\mathrm{v}_{u}+\varepsilon h_{u}\right) \circ \varphi_{t, u}^{\mathrm{v}+\varepsilon h} d u\right]
$$

which is a consequence of Lemma 7 and standard computations on the derivative of the determinant. This implies that

$$
\begin{aligned}
\frac{d}{d \varepsilon}\left(\left|d \varphi_{t, s}^{\mathrm{v}+\varepsilon h}\right|^{-1}\right) & =\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t} \operatorname{div}\left(h_{u}\right) \circ \varphi_{t, u}^{\mathrm{v}} d u \\
& +\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t} d_{\varphi_{t, u}^{\mathrm{v}}} \operatorname{div}\left(\mathrm{v}_{u}\right) \int_{t}^{u} d_{\varphi_{t \tau}^{\mathrm{v}}} \varphi_{\tau u}^{\mathrm{v}} h_{\tau} \circ \varphi_{t \tau}^{\mathrm{v}} d \tau d u \\
& =\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t} \operatorname{div}\left(h_{u}\right) \circ \varphi_{t, u}^{\mathrm{v}} d u \\
& -\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t} \int_{s}^{\tau} d_{\varphi_{t, u}^{\mathrm{v}}} \operatorname{div}\left(\mathrm{v}_{u}\right) d_{\varphi_{t \tau}^{\mathrm{v}}} \varphi_{\tau u}^{\mathrm{v}} h_{\tau} \circ \varphi_{t \tau}^{\mathrm{v}} d u d \tau
\end{aligned}
$$

We may notice that

$$
\left.\left.\langle\nabla| d \varphi_{\tau s}^{\mathrm{v}}\right|^{-1}, \xi\right\rangle=\left|d \varphi_{\tau s}^{\mathrm{v}}\right|^{-1} \int_{s}^{\tau} d_{\varphi_{\tau u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{\tau u}^{\mathrm{v}}(\xi) d u
$$

to identify the last term as

$$
\left.\left.\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t}\left|d_{\varphi_{t \tau}^{\mathrm{v}}} \varphi_{\tau s}^{\mathrm{v}}\right|\left\langle\nabla_{\varphi_{t \tau}^{\mathrm{v}}}\right| d \varphi_{\tau s}^{\mathrm{v}}\right|^{-1}, h_{\tau} \circ \varphi_{t \tau}^{\mathrm{v}}\right\rangle d \tau
$$

so that

$$
\begin{aligned}
\frac{d}{d \varepsilon}\left(\left|d \varphi_{t, s}^{\mathrm{v}+\varepsilon h}\right|^{-1}\right) & =\left|d \varphi_{t, s}^{\mathrm{v}}\right|^{-1} \int_{s}^{t} \operatorname{div}\left(h_{u}\right) \circ \varphi_{t, u}^{\mathrm{v}} d u \\
& \left.-\left.\int_{s}^{t}\left|d \varphi_{t \tau}^{\mathrm{v}}\right|^{-1}\left\langle\nabla_{\varphi_{t \tau}}\right| d \varphi_{\tau s}^{\mathrm{v}}\right|^{-1}, h_{\tau} \circ \varphi_{t \tau}^{\mathrm{v}}\right\rangle d \tau
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left.\int_{0}^{1}\langle | z_{1}\right|^{2}, \frac{d}{d \varepsilon}\left|d \varphi_{1, s}^{\mathrm{v}+\varepsilon h}\right|^{-1} & \rangle_{2} d s=\left.\int_{0}^{1} \int_{s}^{1}\langle | z_{1}\right|^{2},\left|d \varphi_{1 s}^{\mathrm{v}}\right|^{-1} \operatorname{div}\left(h_{u}\right) \circ \varphi_{1 u}^{\mathrm{v}}\right\rangle_{2} d u d s \\
& \left.\left.-\left.\int_{0}^{1} \int_{s}^{1}\langle | z_{1}\right|^{2},\left.\left|d \varphi_{1 u}^{\mathrm{v}}\right|^{-1}\left\langle\nabla_{\varphi_{1 u}^{\mathrm{v}}}\right| d \varphi_{u s}^{\mathrm{v}}\right|^{-1}, h_{u} \circ \varphi_{1 u}^{\mathrm{v}}\right\rangle\right\rangle_{2} d u d s \\
& \left.=\left.\int_{0}^{1} \int_{s}^{1}\langle | z_{u}\right|^{2},\left|d \varphi_{u 1}^{\mathrm{v}}\right|^{-1}\left|d_{\varphi_{u 1}^{\mathrm{v}}} \varphi_{1 s}^{\mathrm{v}}\right|^{-1} \operatorname{div}\left(h_{u}\right)\right\rangle_{2} d u d s \\
& \left.\left.-\left.\int_{0}^{1} \int_{s}^{1}\langle | z_{u}\right|^{2},\left.\langle\nabla| d \varphi_{u s}^{\mathrm{v}}\right|^{-1}, h_{u}\right\rangle\right\rangle_{2} d u d s
\end{aligned}
$$

Introducing

$$
q_{u}^{\mathrm{v}} \triangleq \int_{0}^{u}\left|d \varphi_{u s}^{\mathrm{v}}\right|^{-1} d s
$$

this may be written

$$
\begin{aligned}
\left.\left.\int_{0}^{1}\langle | z_{1}\right|^{2}, \frac{d}{d \varepsilon}\left|d \varphi_{1, s}^{\mathrm{v}+\varepsilon h}\right|^{-1}\right\rangle_{2} d s= & \left.\left.\int_{0}^{1}\left\langle q_{u}^{\mathrm{v}}\right| z_{u}\right|^{2}, \operatorname{div}\left(h_{u}\right)\right\rangle_{2} d u \\
& \left.-\left.\int_{0}^{1}\langle | z_{u}\right|^{2},\left\langle\nabla q_{u}^{\mathrm{v}}, h_{u}\right\rangle\right\rangle_{2} d u \\
= & -\int_{0}^{1}\left\langle K_{\nabla}\left(q_{u}^{\mathrm{v}}\left|z_{u}\right|^{2}\right), h_{u}\right\rangle_{\mathcal{B}} d u \\
& -\int_{0}^{1}\left\langle K\left(\left|z_{u}\right|^{2} \nabla q_{u}^{\mathrm{v}}\right), h_{u}\right\rangle_{\mathcal{B}} d u
\end{aligned}
$$

Now, defining functions

$$
\begin{equation*}
C_{t}^{\mathrm{v}} \triangleq \sigma^{2} q_{t}^{\mathrm{v}}\left|z_{t}\right|^{2} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{t}^{\mathrm{v}} \triangleq \sigma^{2}\left|z_{t}\right|^{2} \nabla q_{t}^{\mathrm{v}}+2\left[d \varphi_{t, 0}^{\mathrm{v}}\right]^{*} d_{\varphi_{t, 0}^{\mathrm{v}}} j_{0}^{*} z_{t} \tag{51}
\end{equation*}
$$

Proposition 5 implies

$$
\frac{d U^{\varepsilon}}{d \varepsilon}=\int_{0}^{1}\left\langle h_{t}, K \cdot D_{t}^{\mathrm{v}}+K_{\nabla} C_{t}^{\mathrm{v}}\right\rangle_{\mathcal{B}} d t
$$

which is the conclusion of Lemma 2.
Appendix F. Proof of Lemma 4. We prove that solutions of system (22) travel at constant speed and therefore compute the derivative of $\left|v_{t}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|z_{t}\right|_{2}^{2}$ for such a solution. Starting with the second term, we have $z_{t}=z_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right|$, which implies, after a change of variables,

$$
\left|z_{t}\right|_{2}^{2}=\int_{\Omega}\left|z_{0}\right|_{2}^{2}\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} d x
$$

Using the identity

$$
\begin{equation*}
\left|d \varphi_{s, t}^{\mathrm{v}}\right|=\exp \left(\int_{s}^{t} \operatorname{div}\left(v_{u}\right) \circ \varphi_{s, u}^{\mathrm{v}} d u\right) \tag{52}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{d}{d t}\left|z_{t}\right|_{2}^{2}=-\int_{\Omega}\left|z_{0}\right|_{2}^{2}\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} \operatorname{div}\left(v_{t}\right) \circ \varphi_{0, t}^{\mathrm{v}} d x \tag{53}
\end{equation*}
$$

To study the variation of $\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}$, we start with the computation of the derivative of $\left\langle\mathrm{v}_{t}, w\right\rangle$ for a fixed $w \in \mathcal{B}$. Applying formula (28) for a solution of (22) yields

$$
\begin{aligned}
\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}}= & \left.\left.\frac{\sigma^{2}}{2} \int_{0}^{1}\langle | z_{0}\right|^{2},\left(\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}-\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{s, t}^{\mathrm{v}}, \lambda_{t}^{\mathrm{v}}(w)\right\rangle\right)\right\rangle d s \\
& +\left(\omega_{0}, \lambda_{t}^{\mathrm{v}}(w)\right)
\end{aligned}
$$

with $\xi_{s, t}^{\mathrm{v}}=\left|d \varphi_{0, t}^{\mathrm{v}}\right| /\left|d \varphi_{0, s}^{\mathrm{v}}\right|$ and $\lambda_{t}^{\mathrm{v}}(w)=\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}^{\mathrm{v}}$. From formula (52), we have

$$
\xi_{s, t}^{\mathrm{v}}=\exp \left(\int_{s}^{t}\left(\operatorname{div} v_{u}\right) \circ \varphi_{0 u}^{\mathrm{v}} d u\right)
$$

which implies that

$$
d \xi_{s, t}^{\mathrm{v}}=\xi_{s, t}^{\mathrm{v}} \int_{s}^{t} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} d u
$$

so that

$$
\begin{aligned}
\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}} & \left.=\left(\omega_{0}, \lambda_{t}^{\mathrm{v}}(w)\right)+\left.\frac{\sigma^{2}}{2} \int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle d s \\
& \left.-\left.\frac{\sigma^{2}}{2} \int_{0}^{t} \int_{s}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} \lambda_{t}^{\mathrm{v}}(w)\right\rangle d u d s \\
& \left.=\left(\omega_{0}, \lambda_{t}^{\mathrm{v}}(w)\right)+\left.\frac{\sigma^{2}}{2} \int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle d s \\
& \left.-\left.\frac{\sigma^{2}}{2} \int_{0}^{t} \int_{0}^{u}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} \lambda_{t}^{\mathrm{v}}(w)\right\rangle d s d u
\end{aligned}
$$

We now compute the time differential of each term which appears in this expression. Denote $\bar{\lambda}_{t}^{\mathrm{v}}(w)=\frac{d}{d t} \lambda_{t}^{\mathrm{v}}(w)$. We have

$$
\bar{\lambda}_{t}^{\mathrm{v}}(w)=\frac{d}{d t}\left(\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} w \circ \varphi_{0, t}\right)=-\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} d_{\varphi_{0, t}^{\mathrm{v}}} v_{t} w \circ \varphi_{0, t}+\left(d \varphi_{0, t}^{\mathrm{v}}\right)^{-1} d_{\varphi_{0, t}^{\mathrm{v}}} w v_{t} \circ \varphi_{0, t}
$$

Next, we have

$$
\begin{aligned}
\left.\left.\frac{d}{d t} \int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle d s & \left.=\left.\langle | z_{0}\right|^{2},\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle \\
& \left.+\left.\int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} \nabla_{\varphi_{0, t}^{\mathrm{v}}}(\operatorname{div}(w)) v_{t} \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle d s
\end{aligned}
$$

and

$$
\begin{aligned}
& \left.\left.\frac{d}{d t} \int_{0}^{t} \int_{0}^{u}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} \lambda_{t}^{\mathrm{v}}(w)\right\rangle d s d u \\
& \left.\quad=\left.\int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0, t}^{\mathrm{v}}}\left(\operatorname{div} v_{t}\right) d \varphi_{0, t}^{\mathrm{v}} \lambda_{t}^{\mathrm{v}}(w)\right\rangle d s d u \\
& \left.\quad+\left.\int_{0}^{t} \int_{0}^{u}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} \bar{\lambda}_{t}^{\mathrm{v}}(w)\right\rangle d s d u
\end{aligned}
$$

Putting everything together, we have

$$
\begin{aligned}
\frac{d}{d t}\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}} & \left.=\left(\omega_{0}, \bar{\lambda}_{t}^{\mathrm{v}}(w)\right)+\left.\frac{\sigma^{2}}{2}\langle | z_{0}\right|^{2},\left|d \varphi_{0, t}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle \\
& \left.+\left.\frac{\sigma^{2}}{2} \int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0, t}^{\mathrm{v}}}(\operatorname{div} w) v_{t} \circ \varphi_{0, t}^{\mathrm{v}}\right\rangle d s d u \\
& \left.-\left.\frac{\sigma^{2}}{2} \int_{0}^{t}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0, t}^{\mathrm{v}}}\left(\operatorname{div} v_{t}\right) d \varphi_{0, t}^{\mathrm{v}} \lambda_{t}^{\mathrm{v}}(w)\right\rangle d s d u \\
& \left.-\left.\frac{\sigma^{2}}{2} \int_{0}^{t} \int_{0}^{u}\langle | z_{0}\right|^{2},\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1} d_{\varphi_{0 u}^{\mathrm{v}}}\left(\operatorname{div} v_{u}\right) d \varphi_{0 u}^{\mathrm{v}} \bar{\lambda}_{t}^{\mathrm{v}}(w)\right\rangle d s d u
\end{aligned}
$$

A little care must be taken in writing, as we did above, $\frac{d}{d t}\left(\omega_{0}, \lambda_{t}^{\mathrm{v}}(w)\right)=\left(\omega_{0} \bar{\lambda}_{t}^{\mathrm{v}}(w)\right)$, since this requires proving that $\left(\lambda_{t+\varepsilon}^{\mathrm{v}}(w)-\lambda_{t}^{\mathrm{v}}(w)\right) / \varepsilon$ converges to $\bar{\lambda}_{t}^{\mathrm{v}}(w)$ for the $(p-$ $1, \infty)$-norm. This is indeed true in our case, because of the fact that $w \in \mathcal{B}$ allows us to control the uniform norm of its differentials up to order $p$, and the differentials of $\varphi_{t}^{\mathrm{V}}$ up to the same order are solutions of a linear differential equation which ensures their uniform continuity.

We now use the identity (which is justified below)

$$
\begin{equation*}
\frac{d}{d t}\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}=2 \lim _{\varepsilon \rightarrow 0}\left\langle\mathrm{v}_{t+\varepsilon}-\mathrm{v}_{t}, \mathrm{v}_{t}\right\rangle_{\mathcal{B}} / \varepsilon \tag{54}
\end{equation*}
$$

which implies that, to compute the time differential of $\left|v_{t}\right|_{\mathcal{B}}^{2}$, it suffices to use the obtained expression for the derivative of $\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}}$ with $w=\mathrm{v}_{t}$ and multiply it by 2. Since $\bar{\lambda}_{t}^{\mathrm{v}}\left(v_{t}\right)=0$, and because of (53), we see that all terms cancel, yielding $\frac{d}{d t}\left(\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}+\sigma^{2}\left|z_{t}\right|_{2}^{2}\right)=0$.

To show (54), one writes

$$
\left(\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}-\left|\mathrm{v}_{t}\right|_{\mathcal{B}}^{2}-\left\langle\mathrm{v}_{t+\varepsilon}-\mathrm{v}_{t}, \mathrm{v}_{t}\right\rangle_{\mathcal{B}}\right) / \varepsilon=\left|\mathrm{v}_{t+\varepsilon}-\mathrm{v}_{t}\right|_{\mathcal{B}}^{2} / \varepsilon
$$

and the result is obtained by proving that, for $w \in \mathcal{B}$,

$$
\left|\left\langle\mathrm{v}_{t+\varepsilon}-\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}}\right|=O(\varepsilon)|w|_{\mathcal{B}}
$$

which can be done by a direct estimation of $\frac{d}{d t}\left\langle\mathrm{v}_{t}, w\right\rangle_{\mathcal{B}}$.

Appendix G. Proof of Lemma 5. It suffices to prove this result for smooth $z_{0}, \tilde{z}_{0}, j_{0}$. It is straightforward that $M_{j_{0}}\left(t z_{0}\right)=\mathrm{j}_{t}$, where j is the solution of (21) with initial conditions $\left(j_{0}, z_{0}\right)$. Let $\tilde{\mathrm{j}}_{t}=M_{j_{0}}\left(t \tilde{z}_{0}\right)$. Introduce also the corresponding $\left(\mathrm{v}_{t}, \mathrm{z}_{t}\right)$ and ( $\left.\tilde{\mathrm{v}}_{t}, \tilde{\mathrm{z}}_{t}\right)$.

Introduce the notation $\eta=\tilde{\mathrm{j}}-\mathrm{j}, \zeta=\tilde{\mathrm{z}}-\mathrm{z}$, and $\alpha=\tilde{\mathrm{v}}-\mathrm{v}$. Since we have assumed smooth trajectories, we may write

$$
\frac{\partial \mathrm{j}_{t}}{\partial t}=\sigma^{2} \mathrm{z}_{t}-d \mathrm{j}_{t} \mathrm{v}_{t}
$$

and

$$
\frac{\partial \mathrm{z}_{t}}{\partial t}=-\operatorname{div}\left(\mathrm{z}_{t} \otimes \mathrm{v}_{t}\right)
$$

and similar equations for the trajectory with initial condition $\left(j_{0}, \tilde{z}_{0}\right)$. Computing the differences along both trajectories yields

$$
\left\{\begin{array}{l}
\frac{\partial \eta_{t}}{\partial t}+d \eta_{t} \tilde{\mathrm{v}}_{t}=\sigma^{2} \zeta_{t}-d \mathrm{j}_{t} \alpha_{t}  \tag{55}\\
\frac{\partial \zeta_{t}}{\partial t}+\operatorname{div}\left(\zeta_{t} \otimes \tilde{\mathrm{v}}_{t}\right)=-\operatorname{div}\left(\mathrm{z}_{t} \otimes \alpha_{t}\right)
\end{array}\right.
$$

Since

$$
\begin{aligned}
\frac{\partial}{\partial t}\left[\left|d \varphi_{0, t}^{\tilde{\mathrm{v}}}\right| \zeta_{t} \circ \varphi_{0, t}^{\tilde{\mathrm{v}}}\right] & =\left|d \varphi_{0, t}^{\tilde{\mathrm{v}}}\right|\left(\frac{\partial \zeta_{t}}{\partial t}+\operatorname{div}\left(\zeta_{t} \otimes \tilde{\mathrm{v}}_{t}\right)\right) \circ \varphi_{0, t}^{\tilde{\mathrm{v}}} \\
& =-\left|d \varphi_{0, t}^{\tilde{\mathrm{v}}}\right| \operatorname{div}\left(\mathrm{z}_{t} \otimes \alpha_{t}\right) \circ \varphi_{0, t}^{\tilde{\mathrm{v}}}
\end{aligned}
$$

the second term yields

$$
\zeta_{s} \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}=\left|d \varphi_{0, s}^{\tilde{\mathrm{v}}}\right|^{-1}\left(\tilde{z}_{0}-z_{0}\right)-\left(\int_{0}^{s}\left|d \varphi_{s, u}^{\tilde{\mathrm{v}}}\right| \operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right) \circ \varphi_{s, u}^{\tilde{\mathrm{v}}} d u\right) \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}
$$

and the first one implies

$$
\eta_{t} \circ \varphi_{0, t}^{\tilde{\mathrm{v}}}=\sigma^{2} \int_{0}^{t} \zeta_{s} \circ \varphi_{0, s}^{\tilde{\mathrm{v}}} d s-\int_{0}^{t}\left[d \mathrm{j}_{s} \alpha_{s}\right] \circ \varphi_{0, s}^{\tilde{\mathrm{v}}} d s
$$

Replacing $\zeta$ in the last equation gives

$$
\begin{align*}
\eta_{t} \circ \varphi_{0, t}^{\tilde{\mathrm{v}}}= & t\left[\sigma^{2}\left(\tilde{z}_{0}(.)-z_{0}(.)\right)-d j_{0}\left(\tilde{v}_{0}-v_{0}\right)\right]  \tag{56}\\
& -\sigma^{2} \int_{0}^{t}\left(\int_{0}^{s}\left|d \varphi_{s, u}^{\tilde{\mathrm{v}}}\right| \operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right) \circ \varphi_{s, u}^{\tilde{\mathrm{v}}} d u\right) \circ \varphi_{0, s}^{\tilde{\mathrm{v}}} d s \\
& -\int_{0}^{t}\left\{\left[d \mathrm{j}_{s} \alpha_{s}\right] \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-d j_{0}\left(\tilde{v}_{0}-v_{0}\right)\right\} d s+\int_{0}^{t}\left(\left|d \varphi_{0, s}^{\tilde{\mathrm{v}}}\right|^{-1}-1\right)\left(\tilde{z}_{0}-z_{0}\right) d s
\end{align*}
$$

so that Lemma 5 reduces to evaluating the $L^{2}$-norm of the last three integrals. We shall use the fact that, for a function $f \in L^{2}\left([0,1] \times \Omega, \mathbb{R}^{d}\right)$,

$$
\left|\int_{0}^{t} f_{s} d s\right|_{2} \leq \int_{0}^{t}\left|f_{s}\right|_{2} d s
$$

For $t \in[0,1]$, we also have, from (31), with $\omega_{0}=d j_{0}^{*} z_{0}$ and $\omega_{0}^{\prime}=d j_{0}^{*} z_{0}^{\prime}$ (here and in the following, we denote by const any quantity which depends only on $j_{0}, z_{0}$ and $\tilde{z}_{0}$ ),

$$
\begin{equation*}
\left|\alpha_{t}\right|_{\mathcal{B}} \leq \text { const }\left|z_{0}-\tilde{z}_{0}\right|_{2} \tag{57}
\end{equation*}
$$

This implies that

$$
\begin{aligned}
& \left|\int_{0}^{t}\left(\int_{0}^{s}\left|d \varphi_{s, u}^{\tilde{\mathrm{v}}}\right| \operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right) \circ \varphi_{s, u}^{\tilde{\mathrm{v}}} d u\right) \circ \varphi_{0, s}^{\tilde{\mathrm{v}}} d s\right|_{2} \\
& \quad \leq \int_{0}^{t} \int_{0}^{s}| | d_{\varphi_{0, s}^{\tilde{\tilde{0}}}} \varphi_{s, u}^{\tilde{\mathrm{v}}}\left|\operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right) \circ \varphi_{0, u}^{\tilde{\mathrm{v}}}\right|_{2} d u d s \\
& \quad=\left.\left.\int_{0}^{t} \int_{0}^{s}| | d \varphi_{0, s}^{\tilde{\mathrm{v}}}\right|^{-1} \operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right)\right|_{2} d s \\
& \quad \leq \text { const } \int_{0}^{t} \int_{0}^{s}\left|\operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right)\right|_{2} d u d s \\
& \quad \leq \text { const } \int_{0}^{t} \int_{0}^{s}\left|\mathrm{z}_{u}\right|_{H^{1}}\left|\alpha_{u}\right|_{\mathcal{B}} d u d s .
\end{aligned}
$$

The relation $\mathrm{z}_{t}=z_{0} \circ \varphi_{t, 0}^{\mathrm{v}}\left|d \varphi_{t, 0}^{\mathrm{v}}\right|$ implies that $\left|\mathrm{z}_{u}\right|_{H^{1}} \leq$ const $\left|z_{0}\right|_{H^{1}}$ so that

$$
\left|\int_{0}^{t}\left(\int_{0}^{s}\left|d \varphi_{s, u}^{\tilde{\mathrm{v}}}\right| \operatorname{div}\left(\mathrm{z}_{u} \otimes \alpha_{u}\right) \circ \varphi_{s, u}^{\tilde{\mathrm{v}}} d u\right) \circ \varphi_{0, s}^{\tilde{\mathrm{v}}} d s\right|_{2} \leq \text { const } t^{2}\left|\tilde{z}_{0}-z_{0}\right|_{2}
$$

A similar estimate is valid for the last integral in (56), since $\|\left. d \varphi_{0, s}^{\mathrm{v}}\right|^{-1}-\left.1\right|_{\infty} \leq$ const $s$. We finally consider the second integral in this equation.

Since

$$
\mathrm{j}_{s}=j_{0} \circ \varphi_{s, 0}^{\mathrm{v}}+\sigma^{2} z_{0} \circ \varphi_{s, 0}^{\mathrm{v}} \int_{0}^{s}\left|d \varphi_{u 0}^{\mathrm{v}}\right| \circ \varphi_{s, u}^{\mathrm{v}} d u
$$

we have, letting $\gamma_{s}=\varphi_{s, 0}^{\mathrm{v}} \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}$,

$$
d_{\varphi_{0, s}^{\tilde{\mathrm{v}}}} \mathrm{j}_{s} \alpha \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}=d_{\gamma_{s}} j_{0} d_{\varphi_{0, s}^{\tilde{\mathrm{v}}}} \varphi_{s, 0}^{\mathrm{v}} \alpha \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}+R_{s},
$$

and it is easy to check that $\left|R_{t}\right|_{2} \leq$ const $t\left|z_{0}\right|_{H^{1}}\left|\tilde{z}_{0}-z_{0}\right|_{2}$. We need to estimate

$$
\begin{align*}
& \int_{0}^{t}\left(d_{\gamma_{s}} j_{0} d_{\varphi_{0, s}^{\tilde{\tilde{n}}}} \varphi_{s, 0}^{\mathrm{v}} \alpha_{s} \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-d j_{0} \alpha_{0}\right) d s  \tag{58}\\
& \quad=\int_{0}^{t}\left(d_{\gamma_{s}} j_{0}\left(d_{\varphi_{0, s}^{\tilde{\mathrm{v}}}} \varphi_{s, 0}^{\mathrm{v}} \alpha_{s} \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-\alpha_{0}\right)\right) d s+\int_{0}^{t}\left(d_{\gamma_{s}} j_{0} \alpha_{0}-d j_{0} \alpha_{0}\right) d s
\end{align*}
$$

Start with the first term, for which we must bound, for the $L^{\infty}$-norm, the difference $d_{\varphi_{0, s}^{\tilde{v}}} \varphi_{s, 0}^{\mathrm{v}} \alpha \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-\alpha_{0}$ or, equivalently,

$$
d \varphi_{s, 0}^{\mathrm{v}} \alpha_{s}-\alpha_{0} \circ \varphi_{s, 0}^{\tilde{\mathrm{v}}}
$$

It is simple to check, from (57) and estimates we have used several times on the variations of the diffeomorphisms, that $\left(d \varphi_{s, 0}^{\mathrm{v}}-I\right) \alpha_{s}$ and $\alpha_{0} \circ \varphi_{s, 0}^{\tilde{\mathrm{v}}}-\alpha_{0}$ are bounded by const $s\left|\tilde{z}_{0}-z_{0}\right|_{2}$. We now proceed to an upper bound for $\alpha_{s}-\alpha_{0}$, for which we need to return to the expression obtained in (28), which yields

$$
\begin{aligned}
\left\langle\mathrm{v}_{s}-\mathrm{v}_{0}, w\right\rangle_{\mathcal{B}}=\frac{\sigma^{2}}{2} \int_{0}^{s}\langle & \left|z_{0}\right|^{2},\left(\left|d \varphi_{0 u}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, s}^{\mathrm{v}}\right. \\
& \left.\left.-\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{u s}^{\mathrm{v}}, \lambda_{s}^{\mathrm{v}}(w)\right\rangle\right)\right\rangle d u+\left\langle z_{0}, d j_{0}\left(\lambda_{s}^{\mathrm{v}}(w)-w\right)\right\rangle_{2}
\end{aligned}
$$

so that

$$
\begin{aligned}
\left\langle\alpha_{s}-\alpha_{0}, w\right\rangle_{\mathcal{B}} & \left.=\left.\frac{\sigma^{2}}{2} \int_{0}^{s}\langle | \tilde{z}_{0}\right|^{2},\left(\left|d \varphi_{0 u}^{\tilde{\mathrm{v}}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-\left|d \varphi_{0, s}^{\tilde{\mathrm{v}}}\right|^{-1}\left\langle\nabla \xi_{u s}^{\tilde{\mathrm{v}}}, \lambda_{s}^{\tilde{\mathrm{v}}}(w)\right\rangle\right)\right\rangle d u \\
& \left.-\left.\frac{\sigma^{2}}{2} \int_{0}^{s}\langle | z_{0}\right|^{2},\left(\left|d \varphi_{0 u}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, s}^{\mathrm{v}}-\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{u s}^{\mathrm{v}}, \lambda_{s}^{\mathrm{v}}(w)\right\rangle\right)\right\rangle d u \\
& +\left\langle\tilde{z}_{0}, d j_{0}\left(\lambda_{s}^{\tilde{\mathrm{v}}}(w)-w\right)\right\rangle_{2}-\left\langle z_{0}, d j_{0}\left(\lambda_{s}^{\mathrm{v}}(w)-w\right)\right\rangle_{2}
\end{aligned}
$$

The difference of the first two integrals takes the form

$$
\begin{equation*}
\frac{\sigma^{2}}{2} \int_{0}^{s}\left(\left\langle\tilde{z}_{0}, Q_{u s}^{\tilde{\mathrm{v}}}(w)\right\rangle-\left\langle z_{0}, Q_{u s}^{\mathrm{v}}(w)\right\rangle\right) d u \tag{59}
\end{equation*}
$$

with $Q_{u s}^{\mathrm{v}}(w)=\left|d \varphi_{0 u}^{\mathrm{v}}\right|^{-1} \operatorname{div}(w) \circ \varphi_{0, s}^{\mathrm{v}}-\left|d \varphi_{0, s}^{\mathrm{v}}\right|^{-1}\left\langle\nabla \xi_{u s}^{\mathrm{v}}, \lambda_{s}^{\mathrm{v}}(w)\right\rangle$. From Lemmas 7 and 11, and from (57), we obtain the fact that $\left|Q_{u s}^{\tilde{v}}(w)-Q_{u s}^{\mathrm{v}}(w)\right| \leq$ const $\left|\tilde{z}_{0}-z_{0}\right|_{2}|w|_{\mathcal{B}}$ so that the quantity in (59) is bounded by const $s\left|\tilde{z}_{0}-z_{0}\right|_{2}$. Writing

$$
\begin{aligned}
\left\langle\tilde{z}_{0}, d j_{0}\left(\lambda_{s}^{\tilde{v}}(w)-w\right)\right\rangle_{2}-\left\langle z_{0}, d j_{0}\left(\lambda_{s}^{\mathrm{v}}(w)-w\right)\right\rangle_{2}=\langle & \left.\tilde{z}_{0}-z_{0}, d j_{0}\left(\lambda_{s}^{\tilde{\mathrm{v}}}(w)-w\right)\right\rangle_{2} \\
& +\left\langle z_{0}, d j_{0}\left(\lambda_{s}^{\tilde{v}}(w)-\lambda_{s}^{\mathrm{v}}(w)\right)\right\rangle_{2}
\end{aligned}
$$

and using $\left|\lambda_{s}^{\tilde{\mathrm{v}}}(w)-w\right|_{\infty} \leq$ const $s$ (which is deduced from Lemma 7 and a computation of the differential of $\lambda_{s}^{\tilde{\mathrm{v}}}(w)$ with respect to $s$ ) and $\left|\lambda_{s}^{\tilde{\mathrm{v}}}(w)-\lambda_{s}^{\mathrm{v}}(w)\right|_{\infty} \leq$ const $s\left|\tilde{z}_{0}-z_{0}\right|_{2}$ (from Lemma 11 and (57)), we finally conclude that

$$
\left|d_{\varphi_{0, s}^{\tilde{0}}} \varphi_{s, 0}^{\mathrm{v}} \alpha \circ \varphi_{0, s}^{\tilde{\mathrm{v}}}-\alpha_{0}\right|_{\infty} \leq \operatorname{const} s\left|\tilde{z}_{0}-z_{0}\right|_{2}
$$

which implies that the first integral in the right-hand term of (58) is bounded by const $t^{2}\left|\tilde{z}_{0}-z_{0}\right|_{2}$.

Consider now the last term of (58), namely,

$$
\int_{0}^{t}\left(d j_{0} \circ \gamma_{s}-d j_{0}\right) \alpha_{0} d s
$$

Since $\left|\alpha_{0}\right|_{\infty} \leq C\left|\tilde{z}_{0}-z_{0}\right|_{2}$, we must estimate $\left|d_{\gamma_{s}} j_{0}-d j_{0}\right|_{2}$. By Theorem 10, this is a function of the kind

$$
\varepsilon_{M}\left(d j_{0},\left|\gamma_{s}-\mathrm{Id}\right|_{\infty}\right)=\varepsilon_{M}\left(d j_{0},\left|\varphi^{\tilde{\mathrm{v}}}(s)-\varphi^{\mathrm{v}}(s)\right|_{\infty}\right)
$$

where $M$ depends only on $\left|j_{0}\right|_{H^{1}},\left|z_{0}\right|_{2},\left|\tilde{z}_{0}\right|_{2}$. Since $\left|\varphi_{0, s}^{\tilde{\mathrm{v}}}-\varphi_{0, s}^{\mathrm{v}}\right|_{\infty}=O(s)$, we get (with another function $\varepsilon$ )

$$
\int_{0}^{t}\left(d j_{0} \circ \gamma_{s}-d j_{0}\right) \alpha_{0} d s \leq \varepsilon\left(j_{0}, t\right) t\left|\tilde{z}_{0}-z_{0}\right|_{2}
$$

We need finally to consider the last line of (56) which can be easily bounded from above by $\varepsilon\left(j_{0}, t\right) t\left|\tilde{z}_{0}-z_{0}\right|_{2}$. We now can collect the estimates we have obtained to conclude the proof of Lemma 5 .
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#### Abstract

The mathematical properties of a nonlinear parabolic equation arising in the modelling of concentrated suspension flows are investigated. The peculiarity of this equation is that it may degenerate into a hyperbolic equation (in fact, a linear advection equation). Depending on the initial data, at least two situations can be encountered: the equation may have a unique solution in a convenient class, or it may have infinitely many solutions. The present article is the theoretical side of a joint project with rheologists, aiming at better understanding the flows of complex fluids.
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1. Introduction and description of the model. Complex fluids are substances that are neither really liquid nor really solid in the classical sense. They include melt polymers, colloids, emulsions, foams, gels, liquid crystals, suspensions, and other materials that form flowable microstructures. Modelling the flow of such fluids is a very intricate problem which is far from being solved up to now. The model we are interested in is an attempt to recover the rheological behavior of the particular type of concentrated suspensions. Examples of such suspensions are numerous and can be found, e.g., in food (pastes), cosmetics (tooth paste), medicine (blood), and building industry (cement). In contrast to some complex fluids such as polymeric liquids for which elaborate rheological models, based on fine mesoscopic physical descriptions, are available, the modelling of concentrated suspensions is still in its infancy.

When simple fluids are sheared, stress and shear rate are linked by a linear relation. The linear response coefficients are well understood and their relation to the microstructure of the fluid are known [7]. On the contrary, complex systems, such as concentrated suspensions of hard or soft spheres, exhibit very nonlinear flow properties far from being understood. These nonlinear properties occur not only at high shear rates, where one expects that linear response theory does not apply, but also at very low shear rates. Let us for instance consider a concentrated suspension of particles. At low concentrations, thermally induced structural relaxations of the particles positions occur. The system behaves as a Newtonian fluid at low shear rates ${ }^{1}$. But, when the concentration is increased, the energetical cost of particles reorganizations

[^2]is much higher than thermal energy, and structural relaxations are arrested. This implies that, once at rest, the system is not at thermal equilibrium, and exhibits general properties of glasses $[1,11,13,14]$. This property has a striking consequence on the low shear rate flow of these systems: the stress $\sigma$ tends to a finite nonzero value $\sigma_{c}$ when shear rate goes to zero. This discontinuity of the shear stress versus shear rate is an experimental very common feature, but is very poorly understood. One of the most common physical explanations relies on the hypothesis that the system may locally store deformation. It relies on observations of the structures of concentrated dispersions that appear to be frozen in nonequilibrium positions: particular configurations of the dynamically arrested suspension store deformation energy. They do not correspond to configurations of minimal energy, and may thus store finite values of stress and strain. The system may thus be described as an heterogeneous field of stress and strain. Microscopic description of these fields does not exist, and, besides studies which aim at improving phenomenological models (such as the celebrated Herschel-Bulkley model [9]), a few attempts have been made to recover the rheological behavior of complex fluids from elementary physical processes. We consider here the model proposed by Hébraud and Lequeux, in which the system is divided in mesoscopic blocks whose size is large enough so that stress and strain tensors may be defined for each block, but small compared to the characteristic length scale of the stress field. A mesoscopic evolution equation of the stress of each block is then written as:
(i) At low shear, each particle keeps the same neighbors, and a block behaves as an Einstein elastic solid, in which the elasticity arises from interactions between neighboring particles.
(ii) Then, deformation induces local reorganization of the particles, at a given stress threshold $\sigma_{c}$. Above this threshold, the block flows as an Eyring fluid: the configuration reached by shearing the suspension relaxes with a characteristic time $T_{0}$ towards a completely relaxed state, where no stress is stored.
(iii) Lastly, coupling between the flow of neighboring blocks must be included. This is taken into account by the introduction of a diffusion term in the evolution equation, where it is assumed that the diffusion coefficient is proportional to the number of reorganizations per unit time.

In the model, each block carries a given shear stress $\sigma$ ( $\sigma$ is a real number; it is in fact an extra-diagonal term of the stress tensor in convenient coordinates). The evolution of the blocks is described through a probability density $p(t, \sigma)$ which represents the distribution of stress in the assembly of blocks at time $t$. The equation for the probability density $p(t, \sigma)$ for a block to be under stress $\sigma$ at time $t$ is written as

$$
\left\{\begin{array}{l}
\partial_{t} p=-b(t) \partial_{\sigma} p+D(p(t)) \partial_{\sigma \sigma}^{2} p-\frac{\mathbb{1}_{\mathbb{R} \backslash\left[-\sigma_{c}, \sigma_{c}\right]}(\sigma)}{T_{0}} p+\frac{D(p(t))}{\alpha} \delta_{0}(\sigma)  \tag{1.1}\\
t \in(0 ; T), \quad \sigma \in \mathbb{R} \\
p \geq 0 \\
p(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

where for $f \in L^{1}(\mathbb{R})$, we denote

$$
\begin{equation*}
D(f)=\frac{\alpha}{T_{0}} \int_{|\sigma|>\sigma_{c}} f(\sigma) d \sigma \tag{1.2}
\end{equation*}
$$

The equation satisfied by $p$ in (1.1) is referred to as the SP equation in the following. In this equation, $\mathbb{1}_{\mathbb{R} \backslash\left[-\sigma_{c}, \sigma_{c}\right]}$ denotes the characteristic function of the open set $\mathbb{R} \backslash$ $\left[-\sigma_{c}, \sigma_{c}\right]$ and $\delta_{0}$ the Dirac delta function on $\mathbb{R}$. The three terms arising from the right-hand side of the HL equation model the three physical features described above. When a block is submitted to a shear rate $\dot{\gamma}(t)$, the stress of this block evolves with a variation rate $b(t)=G_{0} \dot{\gamma}(t)$, where $G_{0}$ is an elasticity constant. (In this study, the shear rate $\dot{\gamma}(t)$, and therefore the function $b(t)$, are assumed to be in $L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{+}\right)$.) When the modulus of the stress overcomes the critical value $\sigma_{c}$, the block becomes unstable and may relax into a state with zero stress after a characteristic relaxation time $T_{0}$. This property is expressed by the last two terms in (1.1). This relaxation phenomenon induces a rearrangement of the other blocks and this is finally modelled through the diffusion term $D(p(t)) \partial_{\sigma \sigma}^{2} p$. The diffusion coefficient $D(p(t))$ as given by (1.2) is assumed to be proportional to the density of blocks that rearrange during time $T_{0}$, by a proportional parameter $\alpha$ which depends on the microscopic properties of the sample and which is supposed to represent the "mechanical fragility" of the material. This nonlinear diffusion term is introduced to display the importance of collective effects in this kind of samples. For more details on the physical meaning of the model, we refer to the original article by Hébraud and Lequeux [8].

In all that follows, the parameters $\alpha, T_{0}$ and $\sigma_{c}$ are positive, and the initial data $p_{0}$ in (1.1) is a given probability density; that is,

$$
\begin{equation*}
p_{0} \geq 0, \quad p_{0} \in L^{1}(\mathbb{R}), \quad \int_{\mathbb{R}} p_{0}=1 . \tag{1.3}
\end{equation*}
$$

We will be looking for solutions $p=p(t, \sigma)$ in $C_{t}^{0}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right)$ such that $\sigma p$ belongs to $L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$ of the nonlinear parabolic partial differential equation (1.1). The subscript $\sigma$ refers to integration over $\mathbb{R}$ with respect to $\sigma$, whereas the subscript $t$ refers to time integration on $[0, T]$ for any $T>0$. Note that under a mean-field assumption the macroscopic stress in the material is given by

$$
\begin{equation*}
\tau(t)=\int_{\mathbb{R}} \sigma p(t, \sigma) d \sigma, \tag{1.4}
\end{equation*}
$$

and therefore the above condition on $\sigma p$ ensures that the average stress is an essentially bounded function of time.

Actually in practice, the shear rate is not uniform in the flow (the shear creates elastic waves in the fluid), and in order to better describe the coupling between the macroscopic flow and the evolution of the microstructure we introduce and study in a second paper [2] a micro-macro model where the shear rate is a function of the velocity of the macroscopic flow. In this model $p$ is also a function of the macroscopic space variables and the average stress defined by (1.4) is inserted into the macroscopic equation governing the velocity of the macroscopic flow (see also section 6 below).

In order to lighten the notation and without loss of generality we assume from now on that $\sigma_{c}=1$ and $T_{0}=1$. This amounts to changing the time and stress scales.

The main difficulties one encounters in the mathematical analysis come from the nonlinearity in the diffusion term and even more from the fact that the parabolic equation may degenerate when the viscosity coefficient $D(p)$ vanishes, and this will be shown to appear only when $D\left(p_{0}\right)=0$. This difficulty is illustrated on a simplified
example just below and also in section 5 where we discuss the existence of stationary solutions in the case when the shear rate $b$ is a constant.

Let us first of all look at the following simplified model which already includes the difficulties we are going to face to in the study of (1.1). We consider the equation

$$
\left\{\begin{array}{l}
\partial_{t} u=D(u(t)) \partial_{\sigma \sigma}^{2} u  \tag{1.5}\\
u(0, \sigma)=\frac{1}{2} \mathbb{1}_{]-1,1[ }(\sigma)
\end{array}\right.
$$

where $\mathbb{1}_{]-1,1}$ is the characteristic function of the interval ] $-1,1[$. The initial condition is purposely chosen in such a way that $D(u(t=0))=0$. The function $u=\frac{1}{2} \mathbb{1}_{]-1,1[ }(\sigma)$ is a stationary solution to this equation and for this solution $D(u(t))$ is identically zero. But it is not the unique solution to (1.5) in $C_{t}^{0}\left(L_{\sigma}^{2}\right) \cap L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$. It is indeed possible to construct a so-called vanishing viscosity solution for which $D(u(t))>0$ for all $t>0$, and there are actually infinitely many solutions to this equation. (This statement is obtained as a corollary of Lemma 4.3 in section 4 below.)

As far as (1.1) is concerned, we show that, in the case when $D\left(p_{0}\right)=0$ and $b \equiv 0$, we may have either a unique or infinitely many solutions, depending on the initial data (see Proposition 4.1 in section 4).

On the other hand, we are able to prove the following existence and uniqueness result in the nondegenerate case when $D\left(p_{0}\right)>0$.

Theorem 1.1. Let the initial data $p_{0}$ satisfy the conditions

$$
\begin{equation*}
p_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R}), \quad p_{0} \geq 0, \int_{\mathbb{R}} p_{0}=1, \text { and } \int_{\mathbb{R}}|\sigma| p_{0}<+\infty \tag{1.6}
\end{equation*}
$$

and assume that

$$
D\left(p_{0}\right)>0
$$

Then, for every $T>0$, there exists a unique solution $p$ to (1.1) in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right) \cap$ $L_{t}^{2}\left(H_{\sigma}^{1}\right)$. Moreover, $p \in L_{t, \sigma}^{\infty} \cap C_{t}^{0}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right), \int_{\mathbb{R}} p(t, \sigma) d \sigma=1$ for all $t>0, D(p) \in C_{t}^{0}$ and for every $T>0$ there exists a positive constant $\nu(T)$ such that

$$
\min _{0 \leq t \leq T} D(p(t)) \geq \nu(T)
$$

Besides $\sigma p \in L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$ so that the average stress $\tau(t)$ is well-defined by (1.4) in $L_{t}^{\infty}$.
The first step towards the existence proof of solutions to (1.1) will consist of the study of so-called vanishing viscosity approximations, which are the unique solutions to the following family of equations:

$$
\left\{\begin{array}{l}
\partial_{t} p_{\varepsilon}=-b(t) \partial_{\sigma} p_{\varepsilon}+\left(D\left(p_{\varepsilon}(t)\right)+\varepsilon\right) \partial_{\sigma \sigma}^{2} p_{\varepsilon}-\mathbb{1}_{\mathbb{R} \backslash[-1,1]} p_{\varepsilon}+\frac{D\left(p_{\varepsilon}(t)\right)}{\alpha} \delta_{0}(\sigma)  \tag{1.7}\\
p_{\varepsilon} \geq 0 \\
p_{\varepsilon}(0, \cdot)=p_{0}
\end{array}\right.
$$

(Recall that we have rescaled the time and stress units to get $T_{0}=1$ and $\sigma_{c}=1$.) Section 2 below is devoted to the proof of the following proposition.

Proposition 1.2 (existence and uniqueness of vanishing viscosity approximations). Let $T>0$ be given. We assume that the initial data satisfies the same conditions (1.6) as in the statement of the theorem. Then, for every $T>0$ and
$0<\varepsilon \leq 1$, there exists a unique solution $p_{\varepsilon}$ to (1.7) in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$. Moreover, $p_{\varepsilon} \in L_{t, \sigma}^{\infty} \cap C_{t}^{0}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right), D\left(p_{\varepsilon}\right) \in C_{t}^{0}$,

$$
\begin{gather*}
\int_{\mathbb{R}} p_{\varepsilon}=1  \tag{1.8}\\
0 \leq p_{\varepsilon} \leq\left\|p_{0}\right\|_{L_{\sigma}^{\infty}}+\sqrt{\frac{\alpha}{\pi}} \sqrt{T} \tag{1.9}
\end{gather*}
$$

and for every $T>0$, there exist positive constants $C_{1}\left(T, p_{0}\right), C_{2}\left(T, p_{0}\right)$, and $C_{3}\left(T, p_{0}\right)$ which are independent of $\varepsilon$ such that

$$
\begin{align*}
& \sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma| p_{\varepsilon} \leq C_{1}\left(T, p_{0}\right)  \tag{1.10}\\
& \sup _{0 \leq t \leq T} \int_{\mathbb{R}} p_{\varepsilon}^{2} \leq C_{2}\left(T, p_{0}\right) \tag{1.11}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left(\varepsilon+D\left(p_{\varepsilon}\right)\right) \int_{\mathbb{R}}\left|\partial_{\sigma} p_{\varepsilon}\right|^{2} \leq C_{3}\left(T, p_{0}\right) \tag{1.12}
\end{equation*}
$$

Theorem 1.1 is then proved in section 3 while the degenerate case is investigated in section 4. Lastly, the description of stationary solutions in the constant shear rate case is carried out in section 5 .
2. The vanishing viscosity approximation. This section is devoted to the proof of Proposition 1.2. We begin with the following lemma.

Lemma 2.1 (uniqueness). Let $p_{0}$ satisfy (1.3). Then for every $T>0$ and $0<\varepsilon$, there exists at most one solution $p_{\varepsilon}$ to (1.7) in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$. Moreover, $p_{\varepsilon} \in C_{t}^{0}\left(L_{\sigma}^{2}\right)$ (thus, the initial condition makes sense) and

$$
\begin{equation*}
\int_{\mathbb{R}} p_{\varepsilon}=1 \tag{2.1}
\end{equation*}
$$

for almost every $t$ in $[0, T]$.
Proof. We begin by proving that every solution to (1.7) in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$ satisfies (2.1). We fix $R>1$ and we consider a cut-off $C^{2}$ function $\phi_{R}=\phi_{R}(\sigma)$ with compact support which is equal to 1 when $0 \leq|\sigma| \leq R$ and to 0 when $|\sigma| \geq 2 R$ and such that

$$
\begin{equation*}
\left|\phi_{R}^{\prime}\right| \leq \frac{C}{R} \tag{2.2}
\end{equation*}
$$

where here and below $C$ denotes a positive constant that is independent of $R$. Notice that $\phi^{\prime}$ is equal to 0 on $\left.]-\infty,-2 R\right]$, on $[-R, R]$ and on $[2 R,+\infty[$.

Now, we multiply (1.7) by $\phi_{R}$ and integrate over $[0, t] \times \mathbb{R}$ to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}} p_{\varepsilon}(t) \phi_{R}-\int_{\mathbb{R}} p_{0} \phi_{R} \\
&=-\int_{0}^{t} b(s) \int_{\mathbb{R}} \partial_{\sigma} p_{\varepsilon}(s) \phi_{R}-\int_{0}^{t}\left(D\left(p_{\varepsilon}(s)\right)+\varepsilon\right) \int_{\mathbb{R}} \partial_{\sigma} p_{\varepsilon}(s) \phi_{R}^{\prime} \\
&-\int_{0}^{t} \int_{|\sigma|>1} p_{\varepsilon}(s) \phi_{R}+\frac{1}{\alpha} \int_{0}^{t} D\left(p_{\varepsilon}(s)\right) \phi_{R}(0)
\end{aligned}
$$

We bound the terms on the right-hand side from above as follows. First, we have

$$
\begin{aligned}
\left|\int_{0}^{t} b(s) \int_{\mathbb{R}} \partial_{\sigma} p_{\varepsilon}(s) \phi_{R}\right| & \leq \int_{0}^{t}|b(s)| \int_{\mathbb{R}} p_{\varepsilon}(s)\left|\phi_{R}^{\prime}\right| \\
& \leq \frac{C}{R} \int_{0}^{t}|b(s)| \int_{R \leq|\sigma| \leq 2 R} p_{\varepsilon}(s) \leq \frac{C}{R}
\end{aligned}
$$

thanks to (2.2) and using that $p_{\varepsilon} \in L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$ and $b \in L_{t}^{1}$. Next,

$$
\begin{aligned}
\int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)\left|\int_{\mathbb{R}} \partial_{\sigma} p_{\varepsilon} \phi^{\prime}\right| & \leq\left(\varepsilon+\alpha\left\|p_{\varepsilon}\right\|_{L_{t}^{\infty}\left(L_{\sigma}^{1}\right)}\right) \int_{0}^{t}\left\|\partial_{\sigma} p_{\varepsilon}\right\|_{L_{\sigma}^{2}}\left\|\phi_{R}^{\prime}\right\|_{L_{\sigma}^{2}} \\
& \leq \frac{C \sqrt{t}}{R^{1 / 2}}\left\|\partial_{\sigma} p_{\varepsilon}\right\|_{L_{t, \sigma}^{2}} \leq \frac{C}{R^{1 / 2}}
\end{aligned}
$$

thanks again to (2.2), the Cauchy-Schwarz inequality and since $\partial_{\sigma} p_{\varepsilon}$ is in $L_{t, \sigma}^{2}$. Finally,

$$
\begin{aligned}
0 \leq \frac{1}{\alpha} \int_{0}^{t} D\left(p_{\varepsilon}\right)-\int_{0}^{t} \int_{|\sigma|>1} p_{\varepsilon} \phi_{R} & =\int_{0}^{t} \int_{|\sigma|>1} p_{\varepsilon}\left(1-\phi_{R}\right) \\
& \leq \int_{0}^{t} \int_{|\sigma|>R} p_{\varepsilon}
\end{aligned}
$$

and the right-hand side goes to 0 as $R$ goes to infinity since $p_{\varepsilon}$ is in $L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$. All this together yields

$$
\int_{\mathbb{R}} p_{\varepsilon}(t)=\lim _{R \rightarrow+\infty} \int_{\mathbb{R}} p_{\varepsilon}(t) \phi_{R}=\lim _{R \rightarrow+\infty} \int_{\mathbb{R}} p_{0} \phi_{R}=\int_{\mathbb{R}} p_{0}=1
$$

for almost every $t$ in $[0, T]$. In particular, this implies that $D\left(p_{\varepsilon}\right) \leq \alpha$.
Let us now argue by contradiction by assuming that there exist two solutions $p_{1}$ and $p_{2}$ to (1.7) corresponding to the same initial data $p_{0}$. By subtracting the equations satisfied by $p_{1}$ and $p_{2}$, respectively, we obtain

$$
\left\{\begin{array}{l}
\partial_{t} q=-b(t) \partial_{\sigma} q+D(q) \partial_{\sigma \sigma}^{2} p_{1}+\left(D\left(p_{2}\right)+\varepsilon\right) \partial_{\sigma \sigma}^{2} q  \tag{2.3}\\
\quad-\mathbb{1}_{\mathbb{R} \backslash[-1,1]} q+\frac{D(q)}{\alpha} \delta_{0}(\sigma) \\
q(0, \sigma)=0
\end{array}\right.
$$

where $q=p_{1}-p_{2}$. We multiply (2.3) by $q$ and integrate over $\mathbb{R}$ with respect to $\sigma$ to obtain, after integrations by parts,

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} q^{2}+\left(D\left(p_{2}\right)+\varepsilon\right) \int_{\mathbb{R}}\left|\partial_{\sigma} q\right|^{2}+\int_{|\sigma|>1} q^{2} \\
\quad=\frac{D(q)}{\alpha} q(t, 0)-D(q) \int_{\mathbb{R}} \partial_{\sigma} p_{1} \partial_{\sigma} q \tag{2.4}
\end{gather*}
$$

We first remark that since $\int_{\mathbb{R}} p_{1}=\int_{\mathbb{R}} p_{2}=1$ thanks to (2.1), we get

$$
|D(q)|=\alpha\left|\int_{|\sigma|<1} q\right| \leq \alpha \sqrt{2}\|q\|_{L_{\sigma}^{2}}
$$

with the help of the Cauchy-Schwarz inequality. Next, using the Sobolev embedding of $H^{1}(\mathbb{R})$ into $L^{\infty}(\mathbb{R})$, we bound the terms on the right-hand side from above in the following way:

$$
\begin{aligned}
& \left|\frac{D(q)}{\alpha} q(t, 0)-D(q) \int_{\mathbb{R}} \partial_{\sigma} p_{1} \partial_{\sigma} q\right| \\
& \quad \leq \sqrt{2}\|q\|_{L_{\sigma}^{2}}\|q\|_{L_{\sigma}^{\infty}}+\sqrt{2} \alpha\|q\|_{L_{\sigma}^{2}} \int_{\mathbb{R}}\left|\partial_{\sigma} p_{1} \partial_{\sigma} q\right| \\
& \quad \leq \sqrt{2}\|q\|_{L_{\sigma}^{2}}\left(\|q\|_{L_{\sigma}^{2}}^{2}+\left\|\partial_{\sigma} q\right\|_{L_{\sigma}^{2}}^{2}\right)^{\frac{1}{2}}+\sqrt{2} \alpha\|q\|_{L_{\sigma}^{2}}\left\|\partial_{\sigma} p_{1}\right\|_{L_{\sigma}^{2}}\left\|\partial_{\sigma} q\right\|_{L_{\sigma}^{2}} \\
& \quad \leq \frac{1}{\varepsilon}\|q\|_{L_{\sigma}^{2}}^{2}+\frac{\alpha^{2}}{\varepsilon}\|q\|_{L_{\sigma}^{2}}^{2}\left\|\partial_{\sigma} p_{1}\right\|_{L_{\sigma}^{2}}^{2}+\frac{\varepsilon}{2}\|q\|_{L_{\sigma}^{2}}^{2}+\varepsilon\left\|\partial_{\sigma} q\right\|_{L_{\sigma}^{2}}^{2} .
\end{aligned}
$$

Therefore, comparing with (2.4) we deduce that

$$
\frac{1}{2} \frac{d}{d t}\|q\|_{L_{\sigma}^{2}}^{2} \leq\left(\frac{1}{\varepsilon}+\frac{\alpha^{2}}{\varepsilon}\left\|\partial_{\sigma} p_{1}\right\|_{L_{\sigma}^{2}}^{2}+\frac{\varepsilon}{2}\right)\|q\|_{L_{\sigma}^{2}}^{2}
$$

Finally, by applying the Gronwall lemma, we prove that $\|q\|_{L_{\sigma}^{2}}^{2} \leq 0$, thus $q=0$. The uniqueness of the solution follows.

Remark 2.2. The same proof shows that if there exists a solution to (1.1) in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$ such that $\inf _{0 \leq t \leq T} D(p(t))>0$, then it is unique in this space.

We now turn to the existence part in the statement of Proposition 1.2. From now on we fix a positive constant $\varepsilon \leq 1$. The proof of Proposition 1.2 will be carried out by the Schauder fixed point theorem. For given positive constants $M(\geq \varepsilon)$ and $R$, we introduce $\mathcal{D}_{\varepsilon, M}$ and $Y_{R}$ two closed convex subsets of, respectively, $L_{t}^{2}$ and $L_{t, \sigma}^{2}$ as follows:

$$
\begin{aligned}
\mathcal{D}_{\varepsilon, M} & =\left\{a \in L_{t}^{2} ; \quad \varepsilon \leq a \leq M\right\} \\
Y_{R} & =\left\{p \in L_{t, \sigma}^{2} ; p \geq 0, \sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma| p \leq R\right\}
\end{aligned}
$$

To simplify notation we denote

$$
\left\{\begin{array}{l}
\varphi_{\eta}(x)=\frac{1}{\sqrt{2 \pi} \eta} \exp \left(-\frac{x^{2}}{2 \eta^{2}}\right) \quad \text { if } \eta>0 \\
\varphi_{0}=\delta_{0}
\end{array}\right.
$$

We first prove the following proposition.
Proposition 2.3. Let $T>0$ and let $p_{0} \in L^{2}(\mathbb{R})$ such that $p_{0} \geq 0$. Then, for every a in $\mathcal{D}_{\varepsilon, M}$ and $q$ in $Y_{R}$, there exists a unique solution $p$ in $L_{t}^{\infty}\left(\overline{L_{\sigma}^{2}}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$ to

$$
\left\{\begin{align*}
\partial_{t} p(t, \sigma)= & -b(t) \partial_{\sigma} p(t, \sigma)+a(t) \partial_{\sigma \sigma}^{2} p(t, \sigma)  \tag{2.5}\\
& -\mathbb{1}_{\mathbb{R} \backslash[-1,1]}(\sigma) p(t, \sigma)+\frac{D(q)}{\alpha} \delta_{0}(\sigma) \\
p(0, \sigma)= & p_{0}(\sigma)
\end{align*}\right.
$$

Moreover, $p \in C_{t}^{0}\left(L_{\sigma}^{2}\right)$, $p$ is nonnegative and

$$
\begin{equation*}
p_{-} \leq p \leq p_{+} \tag{2.6}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{-}(t, \sigma)=e^{-t} \int_{-\infty}^{+\infty} p_{0}\left(\sigma^{\prime}\right) \varphi \sqrt{2 \int_{0}^{t} a}\left(\sigma-\sigma^{\prime}-\chi(t)\right) d \sigma^{\prime} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{align*}
p_{+}(t, \sigma)= & \int_{-\infty}^{+\infty} p_{0}\left(\sigma^{\prime}\right) \varphi \sqrt{2 \int_{0}^{t} a}\left(\sigma-\sigma^{\prime}-\chi(t)\right) d \sigma^{\prime}  \tag{2.8}\\
& +\frac{1}{\alpha} \int_{0}^{t} D(q(s)) \varphi \sqrt{2 \int_{s}^{t} a}(\sigma-\chi(t)+\chi(s)) d s
\end{align*}
$$

where $\chi(t)=\int_{0}^{t} b(s) d s$. In addition,
(i) If $p_{0} \in L^{\infty}(\mathbb{R})$, then $p$ is in $L_{t, \sigma}^{\infty}$ and

$$
\begin{equation*}
0 \leq p \leq\left\|p_{0}\right\|_{L^{\infty}}+\frac{R \sqrt{T}}{\sqrt{\pi} \sqrt{\varepsilon}} \tag{2.9}
\end{equation*}
$$

(ii) If $\int_{\mathbb{R}}|\sigma| p_{0}<+\infty\left(\right.$ thus $p_{0} \in L^{1}(\mathbb{R})$ ), then $|\sigma| p \in L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$. More precisely, we have

$$
\begin{aligned}
\sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma| p \leq & \int_{\mathbb{R}}|\sigma| p_{0}+\sqrt{T}\|b\|_{L^{2}(0, T)}\left\|p_{0}\right\|_{L^{1}}+\frac{2 R}{3} T^{3 / 2}\|b\|_{L^{2}(0, T)} \\
& +\frac{2}{\sqrt{\pi}}(M T)^{1 / 2}\left\|p_{0}\right\|_{L^{1}}+\frac{4 R \sqrt{M}}{3 \sqrt{\pi}} T^{3 / 2}
\end{aligned}
$$

Moreover, $p \in C_{t}^{0}\left(L_{\sigma}^{1}\right)$ and $D(p) \in C_{t}^{0}$.
Proof. Let us first observe that for every $q$ in $Y_{R}, D(q) \in L_{t}^{\infty}$ since

$$
\begin{equation*}
0 \leq D(q(t)) \leq \alpha \int_{|\sigma|>1}|\sigma| q \leq \alpha R \tag{2.11}
\end{equation*}
$$

for almost every $t$ in $[0, T]$. Therefore the source term $D(q(t)) \delta_{0}(\sigma)$ in (2.5) is in $L_{t}^{\infty}\left(H_{\sigma}^{-1}\right)$ and the existence and uniqueness of a solution $p \in C_{t}^{0}\left(L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$ to the system (2.5) is well known (see, for example, [4]). In particular, the initial condition makes sense. Owing to the fact that the source term is nonnegative, the proof that $p \geq 0$ is also standard (see again [4]).

We now check the pointwise inequality (2.6).
This is ensured by the maximum principle with observing that $p_{-}$and $p_{+}$given, respectively, by (2.7) and (2.8), are the unique solutions to the systems

$$
\left\{\begin{array}{l}
\partial_{t} p_{-}=-b \partial_{\sigma} p_{-}+a \partial_{\sigma \sigma}^{2} p_{-}-p_{-} \\
p_{-}(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\partial_{t} p_{+}=-b \partial_{\sigma} p_{+}+a \partial_{\sigma \sigma}^{2} p_{+}+\frac{D(q)}{\alpha} \delta_{0}(\sigma) \\
p_{+}(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

respectively. We now turn to the proof of statement (i), and assume that $p_{0}$ belongs to $L^{\infty}(\mathbb{R})$. Then, using the two facts that for every $\nu>0, \int_{\mathbb{R}} \varphi_{\nu}=1$ and $\varphi_{\nu} \leq \frac{1}{\sqrt{2 \pi \nu}}$, (2.9) is easily deduced from $p \leq p_{+}$with the help of (2.11) and since $a \geq \varepsilon$.

Suppose now that $\int_{\mathbb{R}}|\sigma| p_{0}<+\infty$. This together with the assumption $p_{0} \in L^{2}(\mathbb{R})$, guarantees that $p_{0} \in L^{1}(\mathbb{R})$ (see also below). Using (2.6) again, we now have

$$
\begin{align*}
\int_{\mathbb{R}}|\sigma| p \leq & \int_{\mathbb{R}}|\sigma| p_{+} \\
\leq & \int_{\mathbb{R}} \int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right)|\sigma| \varphi \sqrt{2_{0}^{t} a}\left(\sigma-\chi(t)-\sigma^{\prime}\right) d \sigma d \sigma^{\prime} \\
& +\frac{1}{\alpha} \int_{0}^{t} D(q(s))\left(\int_{\mathbb{R}}|\sigma| \varphi \sqrt{2_{s_{s}^{t} a}^{t}}(\sigma-\chi(t)+\chi(s)) d \sigma\right) d s \\
= & \int_{\mathbb{R}} \int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right)\left|\sigma+\sigma^{\prime}+\chi(t)\right| \varphi \sqrt{2^{\int_{0}^{t} a}}(\sigma) d \sigma d \sigma^{\prime}  \tag{2.12}\\
& +\frac{1}{\alpha} \int_{0}^{t} D(q(s))\left(\int_{\mathbb{R}}|\sigma+(\chi(t)-\chi(s))| \varphi \sqrt{2_{s}^{t} a}(\sigma) d \sigma\right) d s \\
\leq & \int_{\mathbb{R}}|\sigma| p_{0}(\sigma) d \sigma+|\chi(t)|\left\|p_{0}\right\|_{L^{1}}+\frac{1}{\alpha} \int_{0}^{t}|\chi(t)-\chi(s)| D(q(s)) d s \\
& +\frac{2}{\sqrt{\pi}}\left(\int_{0}^{t} a\right)^{1 / 2}\left\|p_{0}\right\|_{L^{1}}+\frac{2}{\alpha \sqrt{\pi}} \int_{0}^{t} D(q(s))\left(\int_{s}^{t} a\right)^{1 / 2} d s,
\end{align*}
$$

since $\int_{\mathbb{R}}|\sigma| \varphi_{\nu}(\sigma) d \sigma=(2 / \pi)^{1 / 2} \nu$ and $\int_{\mathbb{R}} \varphi_{\nu}=1$. With the help of (2.11), and observing that $|\chi(t)-\chi(s)| \leq \sqrt{t-s}\|b\|_{L^{2}(0, T)}$, we then deduce (2.10).

We now use this bound to check that $p \in C_{t}^{0}\left(L_{\sigma}^{1}\right)$ and $D(p) \in C_{t}^{0}$. Indeed, for any $t$ in $[0, T]$, any $A>1$, and any sequence $t_{n}$ in $[0, T]$ which converges to $t$, we have

$$
\begin{align*}
\int_{\mathbb{R}}\left|p\left(t_{n}\right)-p(t)\right| & =\int_{|\sigma| \leq A}\left|p\left(t_{n}\right)-p(t)\right|+\int_{|\sigma| \geq A}\left|p\left(t_{n}\right)-p(t)\right| \\
& \leq \sqrt{2 A}\left(\int_{\mathbb{R}}\left|p\left(t_{n}\right)-p(t)\right|^{2}\right)^{1 / 2}+\frac{1}{A} \int_{\mathbb{R}}|\sigma|\left(\left|p\left(t_{n}\right)\right|+|p(t)|\right)  \tag{2.13}\\
& \leq \sqrt{2 A}\left(\int_{\mathbb{R}}\left|p\left(t_{n}\right)-p(t)\right|^{2}\right)^{1 / 2}+\frac{2}{A} \sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma \| p(t)| .
\end{align*}
$$

For any fixed $A$, the first term on the right-hand side goes to 0 as $n$ goes to infinity since $p \in C_{t}^{0}\left(L_{\sigma}^{2}\right)$ and then the second term is arbitrarily small as $A$ goes to infinity. The same argument yields the continuity of $D(p(t))$ with respect to $t$.

The following proposition aims at checking the required assumptions to apply the Schauder fixed point theorem.

Proposition 2.4. Let $T_{f}>0$ be given. We assume that

$$
\begin{equation*}
p_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R}), \quad p_{0} \geq 0, \quad \int_{\mathbb{R}} p_{0}=1, \text { and } \int_{\mathbb{R}}|\sigma| p_{0}<+\infty \tag{2.14}
\end{equation*}
$$

Let $0<\varepsilon \leq 1, R=1+\int_{\mathbb{R}}|\sigma| p_{0}$, and $M=1+2 \alpha$. We define

$$
\begin{equation*}
T_{c}=\frac{9}{25}\left[\|b\|_{L^{2}\left(0, T_{f}\right)}+\frac{2 \sqrt{1+2 \alpha}}{\sqrt{\pi}}\right]^{-2} \tag{2.15}
\end{equation*}
$$

Then, for every $T \leq \min \left(\frac{1}{R} ; T_{c}\right)$, the function $\mathcal{T}:(a ; q) \mapsto(D(p)+\varepsilon ; p)$, with $p$ being the solution to the system (2.5), maps $\mathcal{D}_{\varepsilon, M} \times Y_{R}$ into itself. Moreover, $\mathcal{T}$ is continuous and $\mathcal{T}\left(\mathcal{D}_{\varepsilon, M} \times Y_{R}\right)$ is relatively compact in $L^{2}(0, T) \times L_{t, \sigma}^{2}$.

Proof. Step 1. $\mathcal{T}$ is well-defined. According to Proposition 2.3, $p$ is in $C_{t}^{0}\left(L_{\sigma}^{1}\right)$ and $D(p) \in C_{t}^{0}$. We now prove that with our choice for $M$ (which ensures that $\left.\varepsilon+D\left(p_{0}\right) \leq 1+\alpha \leq M\right), D(p)+\varepsilon \in \mathcal{D}_{\varepsilon, M}$. For this, we again use the inequality $p \leq p_{+}$, the definition (2.8) of $p_{+}$, the rough estimate $\int_{|\sigma|>1} \varphi_{\nu} \leq \int_{\mathbb{R}} \varphi_{\nu}=1$ and (2.11) to obtain

$$
\sup _{0 \leq t \leq T} D(p(t)) \leq \sup _{0 \leq t \leq T} D\left(p_{+}(t)\right) \leq \alpha+\alpha R T \leq 2 \alpha
$$

for $T \leq \frac{1}{R}$. It only remains now to check that $\sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma| p \leq R$. We thus go back to (2.10) and observe that this condition holds provided

$$
T \leq \max \left\{t>0 ;\|b\|_{L^{2}\left(0, T_{f}\right)} \sqrt{t}\left(1+\frac{2 R}{3} t\right)+\frac{2 \sqrt{M t}}{\sqrt{\pi}}+\frac{4 R \sqrt{M} t^{3 / 2}}{3 \sqrt{\pi}} \leq 1\right\}
$$

Since we have already demanded that $t \leq T \leq \frac{1}{R}$, a sufficient condition is then

$$
\sqrt{T}\left[\frac{5}{3}\|b\|_{L^{2}\left(0, T_{f}\right)}+\frac{10 \sqrt{1+2 \alpha}}{3 \sqrt{\pi}}\right] \leq 1
$$

which reduces to $T \leq T_{c}$ with $T_{c}$ given by (2.15).
Our next step will consist of establishing a priori bounds on $p$ in $L_{t}^{\infty}\left(L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$.
Step 2. A priori bounds. If we multiply (2.5) by $p$ and integrate by parts over $\mathbb{R}$ with respect to $\sigma$ we easily obtain

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} p^{2}+a \int_{\mathbb{R}}\left|\partial_{\sigma} p\right|^{2} \leq \frac{D(q)}{\alpha} p(t, 0)
$$

Since from the Sobolev embedding of $H^{1}(\mathbb{R})$ into $L^{\infty}(\mathbb{R})$ and the bound (2.11) on $D(q)$, we get

$$
\begin{aligned}
\left|\frac{D(q)}{\alpha} p(t, 0)\right| & \leq R\|p\|_{L_{\sigma}^{\infty}} \\
& \leq R\left(\|p\|_{L_{\sigma}^{2}}^{2}+\left\|\partial_{\sigma} p\right\|_{L_{\sigma}^{2}}^{2}\right)^{\frac{1}{2}} \\
& \leq \frac{R^{2}}{2 \varepsilon}+\frac{\varepsilon}{2}\|p\|_{L_{\sigma}^{2}}^{2}+\frac{\varepsilon}{2}\left\|\partial_{\sigma} p\right\|_{L_{\sigma}^{2}}^{2}
\end{aligned}
$$

we may write

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|p\|_{L_{\sigma}^{2}}^{2}+\left(a-\frac{\varepsilon}{2}\right)\left\|\partial_{\sigma} p\right\|_{L_{\sigma}^{2}}^{2} \leq \frac{R^{2}}{2 \varepsilon}+\frac{\varepsilon}{2}\|p\|_{L_{\sigma}^{2}}^{2} \tag{2.16}
\end{equation*}
$$

We recall that $a \geq \varepsilon$ and we apply the Gronwall lemma to obtain

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|p\|_{L_{\sigma}^{2}}^{2} \leq e^{\varepsilon T}\left(\left\|p_{0}\right\|_{L_{\sigma}^{2}}^{2}+\frac{T R^{2}}{\varepsilon}\right) \tag{2.17}
\end{equation*}
$$

We now return to (2.16) and integrate it over $[0 ; T]$ to obtain

$$
\begin{equation*}
\varepsilon\left\|\partial_{\sigma} p\right\|_{L_{t, \sigma}^{2}}^{2} \leq\left\|p_{0}\right\|_{L_{\sigma}^{2}}^{2}\left(1+\varepsilon T e^{\varepsilon T}\right)+\frac{T R^{2}}{\varepsilon}\left(1+\varepsilon T e^{\varepsilon T}\right) \tag{2.18}
\end{equation*}
$$

Step 3. The function $\mathcal{T}$ is continuous. We consider a sequence $\left(a_{n} ; q_{n}\right)$ in $\mathcal{D}_{\varepsilon, M} \times Y_{R}$ such that $a_{n}$ converges to $a$ strongly in $L_{t}^{2}$ and $q_{n}$ converges to $q$ strongly in $L_{t, \sigma}^{2}$, and we denote $\mathcal{T}\left(a_{n} ; q_{n}\right)=\left(D\left(p_{n}\right)+\varepsilon ; p_{n}\right)$. We have to prove that $p_{n}$ converges strongly to $p$ in $L_{t, \sigma}^{2}$ and $D\left(p_{n}\right)$ converges to $D(p)$ strongly in $L_{t}^{2}$, with $(D(p)+\varepsilon ; p)=\mathcal{T}(a ; q)$.

In virtue of (2.17) and (2.18), the sequence $p_{n}$ is bounded in $L_{t}^{\infty}\left(L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$. Then, $\partial_{\sigma} p_{n}$ is bounded in $L_{t}^{\infty}\left(H_{\sigma}^{-1}\right)$ and $\partial_{\sigma \sigma}^{2} p_{n}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{-1}\right)$. Since $a_{n} \partial_{\sigma \sigma}^{2} p_{n}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{-1}\right), b \in L_{t}^{2}$ and $D\left(q_{n}\right) \delta_{0}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{-1}\right), \partial_{t} p_{n}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{-1}\right)$. This together with the fact that $p_{n}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{1}\right)$ implies that, up to a subsequence, $p_{n}$ converges strongly towards $p$ in $L_{t}^{2}\left(L_{\text {loc }, \sigma}^{2}\right)$ (the convergence being weak in $L_{t}^{2}\left(H_{\sigma}^{1}\right)$ ) thanks to a well-known compactness result [10]. In particular, $p_{n}$ converges to $p$ almost everywhere. Thus $p \geq 0$ and by Fatou's lemma, $\int_{\mathbb{R}}|\sigma| p \leq R$ almost everywhere on $[0 ; T]$. Hence $p$ belongs to $Y_{R}$. We are going to show that the convergence is actually strong in $L_{t, \sigma}^{2}$.

In virtue of (2.9) in Proposition 2.3, we dispose of a uniform a priori bound on $p_{n}$ in $L_{t, \sigma}^{\infty}$ (hence also on $p$ ). For the strong convergence in $L_{t, \sigma}^{2}$ we then argue as follows. For any fixed positive real number $K$, we have

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}}\left|p_{n}-p\right|^{2} & \leq \int_{0}^{T} \int_{|\sigma| \leq K}\left|p_{n}-p\right|^{2}+\int_{0}^{T} \int_{|\sigma|>K}\left|p_{n}-p\right|^{2} \\
& \leq \int_{0}^{T} \int_{|\sigma| \leq K}\left|p_{n}-p\right|^{2}+\left(\left\|p_{n}\right\|_{L_{t, \sigma}^{\infty}}+\|p\|_{L_{t, \sigma}^{\infty}}\right) \frac{2 R T}{K}
\end{aligned}
$$

owing to the fact that $p_{n}$ and $p$ belong to a bounded subset of $Y_{R} \cap L_{t, \sigma}^{\infty}$. We then conclude by letting $n$, then $K$, go to infinity.

We now prove that $D\left(p_{n}\right)$ converges to $D(p)$ strongly in $L_{t}^{2}$. We shall actually prove that $D\left(p_{n}\right)$ converges to $D(p)$ strongly in $L_{t}^{1}$ and then use the fact that $D\left(p_{n}\right)$ is bounded in $L_{t}^{\infty}$, in virtue of (2.11) and because $p_{n}$ lies in $Y_{R}$. Let us fix $K>1$. Then, we have

$$
\begin{align*}
\frac{1}{\alpha} \int_{0}^{T}\left|D\left(p_{n}\right)-D(p)\right| & =\int_{0}^{T}\left|\int_{|\sigma|>1}\left(p_{n}-p\right)\right| \\
& \leq \int_{0}^{T} \int_{1<|\sigma|<K}\left|p_{n}-p\right|+\frac{1}{K} \int_{0}^{T} \int_{|\sigma|>K}|\sigma|\left(\left|p_{n}\right|+|p|\right)  \tag{2.19}\\
& \leq \int_{0}^{T} \int_{1<|\sigma|<K}\left|p_{n}-p\right|+\frac{2 R T}{K}
\end{align*}
$$

because $p$ and $p_{n}$ belong to $Y_{R}$. Since $p_{n}$ converges to $p$ strongly in $L_{t}^{1}\left(L_{\mathrm{loc}, \sigma}^{1}\right)$, we conclude that $D\left(p_{n}\right)$ converges to $D(p)$ in $L_{t}^{1}$ by letting $n$, then $K$, go to infinity in (2.19).

In order to pass to the limit in the equation satisfied by $p_{n}$ (thereby proving that $(D(p)+\varepsilon ; p)=\mathcal{T}(a ; q))$, we now observe that the strong convergence of $q_{n}$ to $q$ in $L_{t, \sigma}^{2}$, together with the argument in (2.19) above shows that $D\left(q_{n}\right)$ converges to $D(q)$ strongly in $L_{t}^{2}$. It is then easily proved that $p$ is a weak solution to (1.7) and since $p$ is in $L_{t}^{2}\left(H_{\sigma}^{1}\right)$ it is the unique solution to (2.5) corresponding to $a$ and $q$. In particular, the whole sequence $p_{n}$ converges and not only a subsequence.

Step 4. $\mathcal{T}\left(\mathcal{D}_{\varepsilon} \times Y_{R}\right)$ is relatively compact. Let $\left(D\left(p_{n}\right)+\varepsilon ; p_{n}\right)=\mathcal{T}\left(a_{n} ; q_{n}\right)$ be a sequence in $\mathcal{T}\left(\mathcal{D}_{\varepsilon, M} \times Y_{R}\right)$. We have to prove that we may extract a subsequence which converges strongly in $L_{t}^{2} \times L_{t, \sigma}^{2}$. Exactly as for the proof of the continuity, the a priori estimates (2.17) and (2.18) ensure that the sequence $p_{n}$ is bounded in $L_{t}^{\infty}\left(L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$. Since $|\sigma| p_{n}$ is bounded $L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$, we can mimic the argument in Step 3 above to deduce that up to a subsequence the sequence $p_{n}$ converges to some $p$ in $Y_{R}$ strongly in $L_{t, \sigma}^{2}$ and that $D\left(p_{n}\right)$ converges to $D(p)$ strongly in $L_{t}^{2}$.

We are now in position to conclude the proof of Proposition 1.2.
Let $T_{f}>0$ and $0<\varepsilon \leq 1$ being given. We are going to prove the existence of a unique solution on $\left[0 ; T_{f}\right]$.

Being given an initial data $p_{0}$ which satisfies (1.6), existence of a solution $p_{\varepsilon}$ is ensured from Proposition 2.4 by applying the Schauder fixed point theorem on "short" time interval $\left[0 ; T_{1}\right]$ with $T_{1}=\min \left(\frac{1}{R_{1}}, T_{c}\right)$ and where $R_{1}=1+\int_{\mathbb{R}}|\sigma| p_{0}$. This solution is uniquely defined in virtue of Lemma 2.1 and we know from (2.1) that $\int_{\mathbb{R}} p_{\varepsilon}\left(T_{1}\right)=1$. Moreover, from Proposition $2.3 p_{\varepsilon}\left(T_{1}\right) \in L_{\sigma}^{\infty}$ and by construction $\int_{\mathbb{R}}|\sigma| p_{\varepsilon}\left(T_{1}\right) \leq R_{1}$. Therefore $p_{\varepsilon}\left(T_{1}\right)$ satisfies the same conditions (2.14) as $p_{0}$. Then, repeating the same argument we may build a solution to (1.7) with initial data $p_{\varepsilon}\left(T_{1}\right)$ on $\left[T_{1} ; T_{2}\right]$ with $T_{2}=\min \left(\frac{1}{R_{2}}, T_{c}\right)$, where $R_{2}=R_{1}+1=\int_{\mathbb{R}}|\sigma| p_{0}+2$. Thanks to the uniqueness result (Lemma 2.1), if we now glue this solution to $p_{\varepsilon}$ at $t=T_{1}$ we obtain the unique solution to (1.7) on $\left[0 ; T_{1}+T_{2}\right]$. It is now clearly seen that for any integer $n \geq 1$ we may build a solution to (1.7) on $\left[0 ; \sum_{1 \leq k \leq n} T_{k}\right]$ with $T_{k}=\min \left(\left(k+\int_{\mathbb{R}}|\sigma| p_{0}\right)^{-1} ; T_{c}\right)$. Since $\sum_{1 \leq k \leq n} T_{k}$ obviously goes to $+\infty$ together with $n$, existence (and uniqueness) of the solution $p_{\varepsilon}$ to (1.7) is obtained on every time interval.

For the proof of (1.9) we argue as for the proof of (2.9) in Proposition 2.3. Defining $p_{\varepsilon}^{+}$as in (2.8) with a replaced by $D\left(p_{\varepsilon}\right)+\varepsilon$ and $D(q)$ by $D\left(p_{\varepsilon}\right)$, we obtain

$$
\begin{aligned}
0 & \leq p_{\varepsilon} \leq p_{\varepsilon}^{+} \\
& \leq\left\|p_{0}\right\|_{L^{\infty}}+\frac{1}{\alpha \sqrt{\pi}} \int_{0}^{t} \frac{D\left(p_{\varepsilon}(s)\right)}{2 \sqrt{\varepsilon+\int_{s}^{t} D\left(p_{\varepsilon}\right)}} d s \\
& \leq\left\|p_{0}\right\|_{L^{\infty}}+\frac{1}{\alpha \sqrt{\pi}}\left[\sqrt{\varepsilon+\int_{0}^{t} D\left(p_{\varepsilon}\right)}-\sqrt{\varepsilon}\right] \\
& \leq\left\|p_{0}\right\|_{L^{\infty}}+\frac{1}{\alpha \sqrt{\pi}} \sqrt{\int_{0}^{t} D\left(p_{\varepsilon}\right)} \\
& \leq\left\|p_{0}\right\|_{L^{\infty}}+\frac{\sqrt{\alpha} \sqrt{T}}{\sqrt{\pi}}
\end{aligned}
$$

Then

$$
\int_{\mathbb{R}} p_{\varepsilon}^{2} \leq\left\|p_{\varepsilon}\right\|_{L_{\sigma}^{\infty}} \int_{\mathbb{R}} p_{\varepsilon}
$$

from which (1.11) follows gathering together (2.1) and (1.9) and, with the notation
of the proposition,

$$
C_{2}\left(T, p_{0}\right)=\left\|p_{0}\right\|_{L^{\infty}}+\frac{\sqrt{\alpha} \sqrt{T}}{\sqrt{\pi}}
$$

The proof of (1.10) follows the same lines as the proof of (2.12). Indeed, we again use the pointwise inequality $p_{\varepsilon} \leq p_{\varepsilon}^{+}$and replace $D(q)$ by $D\left(p_{\varepsilon}\right)(\leq \alpha)$ and $a$ by $D\left(p_{\varepsilon}\right)+\varepsilon(\leq \alpha+1)$ in (2.12) and use (2.14) to deduce

$$
\sup _{0 \leq t \leq T} \int_{\mathbb{R}}|\sigma| p_{\varepsilon} \leq \int_{\mathbb{R}}|\sigma| p_{0}+\sqrt{T}\left(\frac{2 \sqrt{1+\alpha}}{\sqrt{\pi}}+\|b\|_{L^{2}(0, T)}\right)+\frac{2}{3} T^{3 / 2}\left(1+\frac{2 \sqrt{1+\alpha}}{\sqrt{\pi}}\right)
$$

whence (1.10) with $C_{1}\left(T, p_{0}\right)$ being the quantity in the right-hand side of the above inequality.

In order to prove (1.12), we apply $p_{\varepsilon}$ to (1.7) and we integrate by parts over $\mathbb{R}$ with respect to $\sigma$ to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} p_{\varepsilon}^{2}+\left(D\left(p_{\varepsilon}\right)+\varepsilon\right) \int_{\mathbb{R}}\left|\partial_{\sigma} p_{\varepsilon}\right|^{2}+\int_{|\sigma|>1} p_{\varepsilon}^{2}=\frac{D\left(p_{\varepsilon}\right)}{\alpha} p_{\varepsilon}(t, 0) \tag{2.20}
\end{equation*}
$$

We use the $L^{\infty}$ bound (1.9) to bound the right-hand side and we integrate (2.20) with respect to $t$ over $[0 ; T]$ to deduce (1.12) with

$$
C_{3}\left(T, p_{0}\right)=\left\|p_{0}\right\|_{L^{\infty}}\left(\frac{1}{2}+T\right)+\frac{\sqrt{\alpha}}{\sqrt{\pi}} T^{3 / 2}
$$

using $\left\|p_{0}\right\|_{L_{\sigma}^{2}}^{2} \leq\left\|p_{0}\right\|_{L^{\infty}} \int_{\mathbb{R}} p_{0}$.
3. The nondegenerate case: $\mathbf{D}\left(\mathbf{p}_{\mathbf{0}}\right) \mathbf{0}$. The main result of this section corresponds to the statement of Theorem 1.1 and fully describes the issue of existence and uniqueness of solutions to the HL equation (1.1) in the nondegenerate case. It is summarized in the following proposition.

Proposition 3.1. Let $p_{0}$ satisfy (1.6). We assume that $D\left(p_{0}\right)>0$. Then, the HL equation (1.1) has a unique solution $p$ in $C_{t}^{0}\left(L_{\sigma}^{2}\right) \cap L_{t}^{2}\left(H_{\sigma}^{1}\right)$ and $p$ is the limit (in $\left.L_{t, \text { loc }}^{2}\left(L_{\sigma}^{2}\right) \cap C_{t, \mathrm{loc}}^{0}\left(L_{\sigma}^{2}\right)\right)$ of $\left(p_{\epsilon}\right)$ when $\epsilon$ goes to 0 where $p_{\varepsilon}$ is the vanishing viscosity solution whose existence and uniqueness is ensured by Proposition 1.2. Moreover, $p \in L_{t, \sigma}^{\infty} \cap C_{t}^{0}\left(L_{\sigma}^{1}\right), \sigma p \in L_{t}^{\infty}\left(L_{\sigma}^{1}\right)$ and $\int_{\mathbb{R}} p=1$. Furthermore, $D(p) \in C_{t}^{0}$ and for every $T>0$ there exists a positive constant $\nu(T)$ such that

$$
\begin{equation*}
\min _{0 \leq t \leq T} D(p(t)) \geq \nu(T) \tag{3.1}
\end{equation*}
$$

We begin by proving the following lemma.
Lemma 3.2. We assume that $p_{0}$ satisfies (1.6). Then, if $D\left(p_{0}\right)>0, D\left(p_{\varepsilon}\right)(t)>0$ for every $t \in[0, T]$, with $p_{\varepsilon}$ being the unique solution to (1.7) provided by Proposition 1.2 and, actually, for every $T>0$ there exists a positive constant $\nu(T)$ such that

$$
\begin{equation*}
\min _{0 \leq t \leq T} D\left(p_{\varepsilon}(t)\right) \geq \nu(T) \tag{3.2}
\end{equation*}
$$

for every $0<\varepsilon \leq 1$.
Remark 3.3. Note that this bound from below is independent of $\varepsilon$, but it comes out from the proof that it depends on $p_{0}$ and on the shear $b$.

Proof. The proof relies on the bound from below in (2.6) that we integrate over $|\sigma|>1$ to obtain

$$
\begin{align*}
D\left(p_{\varepsilon}(t)\right) & \geq \alpha \int_{|\sigma|>1} p_{\varepsilon}^{-} \\
& \geq \alpha e^{-t} \int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right)\left(\int_{|\sigma|>1} \varphi \sqrt{2 \int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)}\left(\sigma-\sigma^{\prime}-\chi(t)\right) d \sigma\right) d \sigma^{\prime} \tag{3.3}
\end{align*}
$$

Let us define $K_{\chi}=[-1-\chi(t), 1-\chi(t)]$. The function $\sigma \mapsto \varphi \sqrt{2 \int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)}(\sigma-$ $\left.\sigma^{\prime}-\chi(t)\right)$ is a Gaussian probability density with mean $\sigma^{\prime}+\chi(t)$ and squared width $2 \int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)$. Therefore, for every $\sigma^{\prime} \in \mathbb{R} \backslash K_{\chi}$, we have

$$
\int_{|\sigma|>1} \varphi \sqrt{2 \int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)}\left(\sigma-\sigma^{\prime}-\chi(t)\right) d \sigma \geq \frac{1}{2}
$$

which implies (3.3) is

$$
\geq \frac{\alpha}{2} e^{-T} \int_{\mathbb{R} \backslash K_{\chi}} p_{0}=\frac{\alpha}{2} e^{-T} \int_{|\sigma+\chi(t)|>1} p_{0}
$$

In the zero shear case $(b \equiv 0$, thus $\chi \equiv 0)$ the proof is over and

$$
\min _{0 \leq t \leq T} D(p(t)) \geq \frac{1}{2} e^{-T} D\left(p_{0}\right)
$$

In the general case, a strictly positive bound from below is available as long as the support of $p_{0}$ is not contained in $K_{\chi}$. We thus define

$$
\begin{equation*}
t^{*}=\inf \left\{t>0 ; \int_{|\sigma+\chi(t)|>1} p_{0}=0\right\} \tag{3.4}
\end{equation*}
$$

Then $0<t^{*}\left(t^{*}\right.$ possibly even infinite), the support of $p_{0}$ is contained in $\left[-1-\chi\left(t^{*}\right), 1-\right.$ $\chi\left(t^{*}\right)\left[\right.$, and for every $T<\frac{t^{*}}{2},(3.2)$ holds for some positive constant $\nu_{1}(T)$ defined by

$$
\begin{equation*}
\nu_{1}(T)=\frac{\alpha}{2} e^{-T} \min _{0 \leq t \leq T} \int_{|\sigma+\chi(t)|>1} p_{0} \tag{3.5}
\end{equation*}
$$

It is worth emphasizing that this quantity is independent of $\varepsilon$. If $t^{*}=+\infty$, the proof is over and $\nu(T)=\nu_{1}(T)$ fits. Let us now examine the case when $t^{*}<+\infty$ and $T \geq \frac{t^{*}}{2}$.

We go back to (3.3), take $t$ in $\left[\frac{t^{*}}{2} ; T\right]$, and denote $x=\int_{0}^{t}\left(D\left(p_{\varepsilon}\right)+\varepsilon\right)$ for shortness.

Then

$$
\begin{aligned}
& D\left(p_{\varepsilon}(t)\right) \geq \alpha e^{-T} \int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}\left(\sigma^{\prime}\right)\left(\int_{|\sigma|>1} \varphi_{\sqrt{2 x}}\left(\sigma-\sigma^{\prime}-\chi(t)\right) d \sigma\right) d \sigma^{\prime} \\
&= \alpha e^{-T} \int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}\left(\sigma^{\prime}\right)\left(\int_{|\sigma|>1} \frac{e^{-\left(\sigma-\sigma^{\prime}-\chi(t)\right)^{2} / 4 x}}{2 \sqrt{\pi} \sqrt{x}} d \sigma\right) d \sigma^{\prime} \\
&= \frac{\alpha}{\sqrt{\pi}} e^{-T} \int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}\left(\sigma^{\prime}\right)\left(\int_{-\infty}^{-1+\sigma^{\prime}+\chi(t)} \frac{e^{-\sigma^{2} / 4 x}}{2 \sqrt{x}} d \sigma\right. \\
&\left.+\int_{1+\sigma^{\prime}+\chi(t)}^{+\infty} \frac{e^{-\sigma^{2} / 4 x}}{2 \sqrt{x}} d \sigma\right) d \sigma^{\prime} \\
&=\frac{\alpha}{\sqrt{\pi}} e^{-T} \int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}\left(\sigma^{\prime}\right)\left(\int_{\frac{1+\sigma^{\prime}+\chi(t)}{2 \sqrt{x}}}^{+\infty} e^{-t^{2}} d t+\int_{\frac{1-\sigma^{\prime}-\chi(t)}{2 \sqrt{x}}}^{+\infty} e^{-t^{2}} d t\right) d \sigma^{\prime} \\
& \geq \frac{\alpha}{\sqrt{\pi}} e^{-T}\left(\int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}\left(\sigma^{\prime}\right) d \sigma^{\prime}\right)\left(\int_{\frac{2-\chi\left(t^{*}\right)+\chi(t)}{\sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t\right. \\
&\left.+\int_{\frac{2+\chi\left(t^{*}\right)-\chi(t)}{\sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
D\left(p_{\varepsilon}(t)\right) \geq \frac{\alpha}{\sqrt{\pi}} e^{-T} \min _{t^{*} / 2 \leq t \leq T}\left(\int_{\frac{2-\chi\left(t^{*}\right)+\chi(t)}{\sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t+\int_{\frac{2+\chi\left(t^{*}\right)-\chi(t)}{\sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t\right) \tag{3.6}
\end{equation*}
$$

since $\int_{-1-\chi\left(t^{*}\right)}^{1-\chi\left(t^{*}\right)} p_{0}=1$ and $x \geq \int_{0}^{t^{*} / 2} D\left(p_{\varepsilon}\right) \geq t^{*} \nu_{1}\left(t^{*} / 2\right) / 2$ thanks to (3.5). The proof of Lemma 3.2 then follows by defining

$$
\nu(T)=\min \left(\nu_{1}(T) ; \nu_{2}(T)\right)
$$

with $\nu_{1}(T)$ given by (3.5) and $\nu_{2}(T)$ being the positive quantity on the right-hand side of (3.6), that is

$$
\nu_{2}(T)=\frac{\alpha}{\sqrt{\pi}} e^{-T} \min _{t^{*} / 2 \leq t \leq T}\left(\int_{\frac{2-\chi\left(t^{*}\right)+\chi(t)}{\sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t+\int_{\frac{2+\chi\left(t^{*}\right)-\chi(t)}{2 \sqrt{2 t^{*} \nu_{1}\left(t^{*} / 2\right)}}}^{+\infty} e^{-t^{2}} d t\right)
$$

Proof of Proposition 3.1. We first go back to the proof of the bound (1.12) on $\partial_{\sigma} p_{\varepsilon}$, and more precisely we look at (2.20), and observe that in virtue of (3.1)

$$
\begin{equation*}
\nu(T) \int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{\sigma} p_{\varepsilon}\right|^{2} \leq C_{3}\left(T, p_{0}\right) \tag{3.7}
\end{equation*}
$$

Now let $\varepsilon_{n}$ denote any sequence in $[0,1]$ which goes to 0 as $n$ goes to infinity. To shorten the notation we denote by $p_{n}$ instead of $p_{\varepsilon_{n}}$ the corresponding sequence of solutions to (1.7). With the above bound (3.7) on $p_{n}$ and (1.11), we know that $p_{n}$ is bounded in $L_{t}^{2}\left(H_{\sigma}^{1}\right)$ independently of $n$. Moreover, thanks to (2.1) and (1.9), $p_{n}$ is bounded in $L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{\infty}\right)$ and we also dispose of a uniform bound on $\int_{\mathbb{R}}|\sigma| p_{n}$ in
virtue of (1.10). Therefore arguing exactly as in the proof of Proposition 2.4 (Step 4) where we have proved that the mapping $\mathcal{T}$ is relatively compact in $L_{t}^{2} \times L_{t, \sigma}^{2}$ we show that $p_{n}$ converges to some $p$ strongly in $L_{t, \sigma}^{2}$ and $D\left(p_{n}\right)$ converges to $D(p)$ in $L_{t}^{2}$. Therefore, the nonlinear term $D\left(p_{n}\right) \partial_{\sigma \sigma}^{2} p_{n}$ converges to $D(p) \partial_{\sigma \sigma}^{2} p$ strongly in $L_{t}^{1}\left(H_{\sigma}^{-2}\right)$ (for instance). Then $p$ is a weak solution to the initial problem (1.1) in $L_{t}^{2}\left(H_{\sigma}^{1}\right) \cap L_{t}^{\infty}\left(L_{\sigma}^{1} \cap L_{\sigma}^{\infty}\right), \int_{\mathbb{R}} p=1$ and $\int_{\mathbb{R}}|\sigma| p<+\infty$. Moreover,

$$
\inf _{0 \leq t \leq T} D(p(t)) \geq \nu(T)
$$

This nondegeneracy condition on the viscosity coefficient ensures that there is at most one solution to (1.1) in $L_{t}^{2}\left(H_{\sigma}^{1}\right) \cap L_{t}^{\infty}\left(L_{\sigma}^{2}\right)$ (this follows by an obvious adaptation of the proof of Lemma 2.1 to this case). Therefore the limiting function $p$ is uniquely defined and does not depend on the sequence $\varepsilon_{n}$. Moreover, the whole sequence $p_{n}$ converges to this unique limit and not only a subsequence.

As a conclusion of this subsection let us make the following comment which is a by product of Proposition 3.1. If $p$ is a solution to (1.1) in $C_{t}^{0}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right)$, then as soon as $D(p(t))$ is positive for some time $t$ it remains so afterwards since the solution can be continued in a unique way starting at time $t$.
4. The degenerate case: $\mathbf{D}\left(\mathbf{p}_{0}\right)=\mathbf{0}$. Throughout this section we assume that $p_{0}$ satisfies (1.3) and that $D\left(p_{0}\right)=0$. Therefore the support of $p_{0}$ is included in $[-1 ;+1]$. Assume that we dispose of a solution to (1.1) in $C_{t}^{0}\left(L_{\sigma}^{1} \cap L_{\sigma}^{2}\right)$. We may define $t_{*} \in \mathbb{R}^{+} \cup\{+\infty\}$ by

$$
\begin{equation*}
t_{*}=\max \left\{t>0 ; \int_{0}^{t} D(p)=0\right\} \tag{4.1}
\end{equation*}
$$

According to the comment at the end of the previous section for every $t>t_{*}$, $D(p(t))>0$ while $D(p(t))=0$ for all $t$ in $\left[0 ; t_{*}\right]$. On [0; $t_{*}$, the HL equation (1.1) reads

$$
\left\{\begin{array}{l}
\partial_{t} p=-b(t) \partial_{\sigma} p \\
p \geq 0 \\
p(0, \cdot)=p_{0} \\
D(p(t))=0
\end{array}\right.
$$

The above system reduces to

$$
\left\{\begin{array}{l}
p(t, \sigma)=p_{0}(\sigma-\chi(t))  \tag{4.2}\\
D(p(t))=0 \text { for all } t \text { in }\left[0 ; t_{*}\right] .
\end{array}\right.
$$

The second equation in (4.2) is compatible with the first one as long as

$$
\int_{|\sigma+\chi(t)|>1} p_{0}=0 \quad \text { for all } t \text { in }\left[0 ; t_{*}\right]
$$

Therefore there exists a maximal time interval $\left[0 ; T_{c}\right]$ on which the HL equation may reduce to a mere transport equation and this is for an intrinsic time $T_{c}$ (possibly infinite) defined by

$$
\begin{equation*}
T_{c}=\inf \left\{t>0 ; \int_{|\sigma+\chi(t)|>1} p_{0}>0\right\} \tag{4.3}
\end{equation*}
$$

Note that $T_{c}$ is completely determined by the data $p_{0}$ and $b$. If $T_{c}=+\infty$, the steady state $p(t, \sigma)=p_{0}(\sigma-\chi(t))$ is a solution of the HL equation for all time. We shall now exhibit circumstances under which it is not the unique solution. For convenience, we restrict ourselves to the case when $b \equiv 0$ (we then have obviously $T_{c}=+\infty$ ).

For $p_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ such that $p_{0} \geq 0$, let us denote by $F_{p_{0}}$ the function from $\mathbb{R}^{+}$to $\mathbb{R}^{+}$defined by $F_{p_{0}}(0)=D\left(p_{0}\right)$ and by

$$
\text { for all } x>0, \quad F_{p_{0}}(x)=\alpha \int_{|\sigma|>1}\left(\int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right) \varphi_{\sqrt{2 x}}\left(\sigma-\sigma^{\prime}\right) d \sigma^{\prime}\right) d \sigma
$$

Proposition 4.1. Let $p_{0}$ satisfy (1.6) and be such that $D\left(p_{0}\right)=0$, then
(i) If $F_{p_{0}}$ satisfies

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{F_{p_{0}}(x)}=+\infty \tag{4.4}
\end{equation*}
$$

then $p(t, \sigma)=p_{0}(\sigma)$ is the unique solution to (1.1) in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$.
(ii) Otherwise, (1.1) has an infinite number of solutions in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$. The set of solutions to (1.1) is made of the steady state $p(t, \sigma)=p_{0}(\sigma)$ and of the functions $\left(q_{t_{0}}\right)_{t_{0} \geq 0}$ defined by

$$
q_{t_{0}}(t, \sigma)=\left\lvert\, \begin{array}{ll}
p_{0}(\sigma), & \text { if } t \leq t_{0} \\
q\left(t-t_{0}, \sigma\right), & \text { if } t>t_{0}
\end{array}\right.
$$

where $q$ is the unique solution to (1.1) in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$ such that $D(q)>0$ on $] 0,+\infty[$. Besides,

$$
\begin{equation*}
p_{\epsilon} \underset{\epsilon \rightarrow 0}{\longrightarrow} q \quad \text { strongly in } L_{t, \text { loc }}^{2}\left(L_{\sigma}^{2}\right) \tag{4.5}
\end{equation*}
$$

Lemma 4.2. Let $p_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ such that

$$
p_{0} \geq 0, \quad \int_{\mathbb{R}} p_{0}=1, \quad D\left(p_{0}\right)=0
$$

The function $F_{p_{0}}$ is in $C^{0}\left(\left[0,+\infty[) \cap C^{\infty}(] 0,+\infty[)\right.\right.$, and is positive on $] 0,+\infty[$. In addition, $F_{p_{0}}^{\prime}>0$ on $] 0,+\infty[$.

Proof. It is easy to check that $F_{p_{0}} \in C^{0}\left(\left[0,+\infty[) \cap C^{\infty}(] 0,+\infty[)\right.\right.$, and that $F_{p_{0}}>0$ on $] 0,+\infty\left[\right.$. Since $D\left(p_{0}\right)=0$, the function $p_{0}$ is supported in $[-1,1]$. Thus, for any $x>0$,

$$
\begin{align*}
F_{p_{0}}(x) & =\alpha \int_{|\sigma|>1}\left(\int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right) \varphi_{\sqrt{2 x}}\left(\sigma-\sigma^{\prime}\right) d \sigma^{\prime}\right) d \sigma \\
& =\alpha \int_{-1}^{1} p_{0}\left(\sigma^{\prime}\right)\left(\int_{|\sigma|>1} \frac{e^{-\left(\sigma-\sigma^{\prime}\right)^{2} / 4 x}}{2 \sqrt{\pi} \sqrt{x}} d \sigma\right) d \sigma^{\prime}  \tag{4.6}\\
& =\alpha \int_{-1}^{1} p_{0}\left(\sigma^{\prime}\right)\left(\int_{-\infty}^{-1+\sigma^{\prime}} \frac{e^{-\sigma^{2} / 4 x}}{2 \sqrt{\pi} \sqrt{x}} d \sigma+\int_{1+\sigma^{\prime}}^{+\infty} \frac{e^{-\sigma^{2} / 4 x}}{2 \sqrt{\pi} \sqrt{x}} d \sigma\right) d \sigma^{\prime} \\
& =\alpha \frac{1}{\sqrt{\pi}} \int_{-1}^{1} p_{0}\left(\sigma^{\prime}\right)\left(\int_{\frac{1+\sigma^{\prime}}{2 \sqrt{x}}}^{+\infty} e^{-t^{2}} d t+\int_{\frac{1-\sigma^{\prime}}{2 \sqrt{x}}}^{+\infty} e^{-t^{2}} d t\right) d \sigma^{\prime}
\end{align*}
$$

It follows that for any $x>0$,

$$
F_{p_{0}}^{\prime}(x)=\alpha \frac{1}{\sqrt{\pi}} \int_{-1}^{1} p_{0}\left(\sigma^{\prime}\right)\left(\frac{1+\sigma^{\prime}}{4 x^{3 / 2}} e^{-\frac{\left(1+\sigma^{\prime}\right)^{2}}{4 x}}+\frac{1-\sigma^{\prime}}{4 x^{3 / 2}} e^{-\frac{\left(1-\sigma^{\prime}\right)^{2}}{4 x}}\right) d \sigma^{\prime}>0
$$

Lemma 4.3. Let $\gamma \geq 0$ and $p_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ such that

$$
p_{0} \geq 0, \quad \int_{\mathbb{R}} p_{0}=1, \quad \int_{\mathbb{R}}|\sigma| p_{0}<+\infty, \quad D\left(p_{0}\right)=0
$$

Let us consider the problem

$$
\left\{\begin{array}{l}
\partial_{t} w=D(w(t)) \partial_{\sigma \sigma}^{2} w-\gamma w  \tag{4.7}\\
w(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

(i) If $F_{p_{0}}$ satisfies (4.4), then $p(t, \sigma)=p_{0}(\sigma)$ is the unique solution to (4.7) in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$.
(ii) Otherwise, (4.7) has an infinite number of solutions in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$. The set of solutions to (4.7) is made of the steady state $w(t, \sigma)=p_{0}(\sigma)$ and of the functions $\left(v_{t_{0}}\right)_{t_{0} \geq 0}$ defined by

$$
v_{t_{0}}(t, \sigma)=\left\lvert\, \begin{array}{ll}
p_{0}(\sigma), & \text { if } t \leq t_{0} \\
v\left(t-t_{0}, \sigma\right), & \text { if } t>t_{0}
\end{array}\right.
$$

where $v$ is the unique solution to (4.7) in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$ such that $D(v)>0$ on $] 0,+\infty[$.
Corollary 4.4. The initial data $p_{0}=\frac{1}{2} \mathbb{1}_{]-1,1[ }$ fulfills the assumptions of the above lemma and $\int_{0}^{1} \frac{d x}{F_{p_{0}}(x)}<+\infty$. Therefore there are infinitely many solutions to (1.5) in the introduction.

Proof of Corollary 4.4. The only point to be checked is that $\int_{0}^{1} \frac{d x}{F_{p_{0}}(x)}<+\infty$. With the standard notation $\operatorname{erfc}(z) \equiv \int_{z}^{+\infty} e^{-t^{2}} d t$, and by using (4.6) and symmetry considerations, simple calculations yield

$$
\begin{aligned}
F_{p_{0}}(x) & =\frac{2 \alpha \sqrt{x}}{\sqrt{\pi}} \int_{0}^{\frac{1}{\sqrt{x}}} \operatorname{erfc}(\sigma) d \sigma \\
& =\frac{2 \alpha}{\sqrt{\pi}}\left[\operatorname{erfc}\left(\frac{1}{\sqrt{x}}\right)-\frac{1}{2} \sqrt{x} e^{-\frac{1}{x}}+\frac{1}{2} \sqrt{x}\right]
\end{aligned}
$$

Since $\operatorname{erfc}(z) \sim \frac{1}{2} e^{-z^{2}} / z$ for $z$ going to $+\infty, F_{p_{0}}(x) \sim \frac{\alpha}{\sqrt{\pi}} \sqrt{x}$ near 0 and the integrability of $1 / F_{p_{0}}$ on $[0 ; 1]$ follows.

Proof of Lemma 4.3. Let us consider a nonnegative continuous function $D$ on $\mathbb{R}^{+}$. The unique solution in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$ to the problem

$$
\left\{\begin{array}{l}
\partial_{t} w_{D}=D(t) \partial_{\sigma \sigma}^{2} w_{D}-\gamma w_{D}  \tag{4.8}\\
w_{D}(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

is given by

$$
w_{D}(t, \sigma)=\left\lvert\, \begin{array}{ll}
e^{-\gamma t} p_{0}(\sigma), & \text { if } t \leq t^{*}  \tag{4.9}\\
e^{-\gamma t} \int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right) \varphi \sqrt{2 \int_{0}^{t} D(s) d s}\left(\sigma-\sigma^{\prime}\right) d \sigma^{\prime}, & \text { if } t>t^{*}
\end{array}\right.
$$

where $t^{*}=\inf \left\{t>0 ; \int_{0}^{t} D>0\right\}$. Any solution to (4.7) thus satisfies $w=w_{D(w)}$ and therefore

$$
\begin{aligned}
D(w(t)) & =D\left(w_{D(w)}(t)\right) \\
& =\alpha \int_{|\sigma|>1} w_{D(w)}(t, \sigma) d \sigma \\
& =\alpha e^{-\gamma t} \int_{|\sigma|>1}\left(\int_{\mathbb{R}} p_{0}\left(\sigma^{\prime}\right) \varphi \sqrt{2 \int_{0}^{t} D(w(s)) d s}\left(\sigma-\sigma^{\prime}\right) d \sigma^{\prime}\right) d \sigma \\
& =e^{-\gamma t} F_{p_{0}}\left(\int_{0}^{t} D(w(s)) d s\right)
\end{aligned}
$$

It follows that the function $D(w)$ is the solution in $C^{0}([0,+\infty[)$ to the nonlinear integral equation

$$
\begin{equation*}
y(t)=e^{-\gamma t} F_{p_{0}}\left(\int_{0}^{t} y(s) d s\right) \tag{4.10}
\end{equation*}
$$

On the other hand, if $D \in C^{0}([0,+\infty[)$ is solution to (4.10) it is easy to check that the function $w_{D}$ defined by (4.9) is solution to (4.8).

If condition (4.4) is fulfilled, (4.10) has a unique solution in $C^{0}([0,+\infty[)$ (the constant function equal to zero) and the steady state $w(t, \cdot)=p_{0}$ is therefore the unique solution to (4.7) in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$; otherwise, the set of solutions to (4.10) is made of the steady state $w(t, \cdot)=p_{0}$ and of the family $\left(y_{t_{0}}\right)_{t_{0} \geq 0}$ with

$$
y_{t_{0}}(t)=\left\lvert\, \begin{array}{ll}
0, & \text { if } t \leq t_{0}, \\
z\left(t-t_{0}\right), & \text { if } t>t_{0},
\end{array}\right.
$$

where the function $z$ is defined on $[0,+\infty[$ by

$$
\int_{0}^{z(t)} \frac{d x}{F(x)}= \begin{cases}\frac{1-e^{-\gamma t}}{\gamma}, & \text { if } \gamma>0 \\ t, & \text { otherwise }\end{cases}
$$

Statement (ii) is obtained by denoting by $v$ the solution to (4.8) associated with the function $z(t)$.

Proof of Proposition 4.1. The solution $p_{\epsilon}$ to (1.7) satisfies the inequalities

$$
p_{\epsilon}^{-}(t, \sigma) \leq p_{\epsilon}(t, \sigma) \leq p_{\epsilon}^{+}(t, \sigma) \quad \text { almost everywhere }
$$

where $p_{\epsilon}^{-}$and $p_{\epsilon}^{+}$are defined in $C_{t}^{0}\left(L_{\sigma}^{2}\right)$ by

$$
\left\{\begin{array}{l}
\partial_{t} p_{\epsilon}^{-}=\left(D\left(p_{\epsilon}(t)\right)+\epsilon\right) \partial_{\sigma \sigma}^{2} p_{\epsilon}^{-}-p_{\epsilon}^{-} \\
p_{\epsilon}^{-}(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\partial_{t} p_{\epsilon}^{+}=\left(D\left(p_{\epsilon}(t)\right)+\epsilon\right) \partial_{\sigma \sigma}^{2} p_{\epsilon}^{+}+\frac{D\left(p_{\epsilon}\right)}{\alpha} \delta_{0} \\
p_{\epsilon}^{+}(0, \sigma)=p_{0}(\sigma)
\end{array}\right.
$$

Therefore, on the one hand,

$$
\begin{equation*}
D\left(p_{\epsilon}(t)\right) \geq D\left(p_{\epsilon}^{-}(t)\right)=e^{-t} F_{p_{0}}\left(\int_{0}^{t}\left(D\left(p_{\epsilon}\right)+\epsilon\right)\right) \tag{4.11}
\end{equation*}
$$

and, on the other hand,

$$
\begin{aligned}
D\left(p_{\epsilon}(t)\right) & \leq D\left(p_{\epsilon}^{+}(t)\right) \\
& =F_{p_{0}}\left(\int_{0}^{t}\left(D\left(p_{\epsilon}\right)+\epsilon\right)\right)+\int_{0}^{t} \frac{D\left(p_{\epsilon}\right)(s)}{\alpha}\left(\int_{|\sigma|>1} \varphi \sqrt{2^{\int_{s}^{t}\left(D\left(p_{\epsilon}\right)+\epsilon\right)}}\right) d s \\
& \leq F_{p_{0}}\left(\int_{0}^{t}\left(D\left(p_{\epsilon}\right)+\epsilon\right)\right)+\frac{1}{\alpha} \int_{0}^{t} D\left(p_{\epsilon}\right)(s) d s .
\end{aligned}
$$

If (4.4) is not fulfilled, using (4.11) and the property that $F_{p_{0}}$ is strictly increasing on [ $0,+\infty$ [, we obtain that

$$
D\left(p_{\epsilon}\right) \geq z(t)
$$

where $z(t)$ is the function defined in the proof of Lemma 4.3. As for any $0<t_{0} \leq T$ there exists $\eta>0$ such that $z(t) \geq \eta$ on $\left[t_{0}, T\right]$ the same reasoning as in the nondegenerate case leads to the conclusion that $\left(p_{\epsilon}\right)$ converges up to an extraction to $p$ in $\mathcal{D}^{\prime}(] 0,+\infty[\times \mathbb{R})$ and in $L^{2}\left(\left[t_{0}, T\right], L^{2}(\mathbb{R})\right)$ for any $0<t_{0}<T<+\infty, p$ being a solution to (1.1) in $C^{0}(] 0,+\infty\left[, L_{\sigma}^{2}\right)$ such that $D(p)>0$ on $] 0,+\infty[$.
5. Steady states. Throughout this section the shear rate $b$ is assumed to be a given constant and we are looking for solutions in $L^{1}(\mathbb{R})$ to the following system:

$$
\left\{\begin{array}{l}
-b \partial_{\sigma} p+D(p) \partial_{\sigma \sigma}^{2} p-\mathbb{1}_{\mathbb{R} \backslash[-1,1]} p+\frac{D(p)}{\alpha} \delta_{0}(\sigma)=0 \quad \text { on }(0 ; T) \times \mathbb{R}  \tag{5.1}\\
p \geq 0, \quad \int_{\mathbb{R}} p=1 \\
D(p)=\alpha \int_{|\sigma|>1} p(\sigma) d \sigma
\end{array}\right.
$$

Our main results are summarized in the following proposition.
Proposition 5.1 (existence of steady states).
(i) If $b \equiv 0$, any probability density which is compactly supported in $[-1 ;+1]$ is $a$ solution to (5.1) which satisfies $D(p)=0$. If $\alpha \leq \frac{1}{2}$, these are the only stationary solutions (and there are infinitely many), whereas when $\alpha>\frac{1}{2}$ there exists a unique stationary solution corresponding to a positive value of $D$, which is explicitly given in (5.2) and (5.4) below. This solution is even and with exponential decay at infinity.
(ii) If $b \not \equiv 0$, for any $\alpha>0$, there exists a unique stationary solution to (5.1), and it corresponds to a positive value for $D$, which is implicitly given in (5.5) and (5.6) below. This solution has exponential decay at infinity.

Remark 5.2. The statement in the above proposition was already pointed out by Hébraud and Lequeux [8].

Proof. The case when $\mathbf{b} \equiv \mathbf{0}$. We first observe that any nonnegative function $p$ which is normalized in $L^{1}(\mathbb{R})$ and with support in $[-1 ;+1]$ is a solution to the system (5.1) since in that case all terms in the equation satisfied by $p$ in (5.1) cancel. We now examine the issue of existence of solutions of (5.1) such that $D(p)>0$. For simplicity we denote $D=D(p)$. For given constant $D>0$, it is very easy to calculate
explicitly the solutions to (5.1) on each of the three regions $\sigma<-1, \sigma \in[-1 ;+1]$ and $\sigma>1$. Using compatibility conditions on $\mathbb{R}$ and the fact that $p$ has to be in $L^{1}(\mathbb{R})$, one obtains

$$
p(\sigma)= \begin{cases}\frac{\sqrt{D}}{2 \alpha} e^{(1+\sigma) / \sqrt{D}}, & \text { if } \sigma \leq-1,  \tag{5.2}\\ \frac{1}{2 \alpha} \sigma+\frac{\sqrt{D}+1}{2 \alpha}, & \text { if }-1 \leq \sigma \leq 0, \\ -\frac{1}{2 \alpha} \sigma+\frac{\sqrt{D}+1}{2 \alpha}, & \text { if } 0 \leq \sigma \leq 1, \\ \frac{\sqrt{D}}{2 \alpha} e^{(1-\sigma) / \sqrt{D}}, & \text { if } 1 \leq \sigma .\end{cases}
$$

The compatibility condition $D=D(p)$ happens to then be automatically satisfied and the normalization constraint $\int_{\mathbb{R}} p=1$ imposes that $D$ solves

$$
\begin{equation*}
D+\sqrt{D}=\alpha-\frac{1}{2} . \tag{5.3}
\end{equation*}
$$

Since $D \geq 0$, we immediately reach a contradiction when $\alpha<\frac{1}{2}$, whereas when $\alpha>\frac{1}{2}$ (5.3) admits a unique positive solution; namely

$$
\begin{equation*}
D=-\frac{1}{2}+\frac{\sqrt{4 \alpha}-1}{2} . \tag{5.4}
\end{equation*}
$$

The case when $\mathbf{b} \not \equiv \mathbf{0}$. First of all, we observe that if $D=0$ all terms in the equation satisfied by $p$ in (5.1) but $b \partial_{\sigma} p$ vanish. Thus $p$ has to be a nonzero constant which is in contradiction with $p \in L^{1}(\mathbb{R})$. So necessarily $D>0$. For given positive constant $D$, we then solve (5.1) as above and obtain

$$
p(\sigma)= \begin{cases}a_{1} e^{\beta^{+} \sigma}, & \text { if } \sigma \leq-1,  \tag{5.5}\\ a_{2} e^{\frac{b}{D} \sigma}+a_{2}-\frac{D}{b \alpha}, & \text { if }-1 \leq \sigma \leq 0, \\ \left(a_{2}-\frac{D}{b \alpha}\right) e^{\frac{b}{D} \sigma}+a_{2}, & \text { if } 0 \leq \sigma \leq 1, \\ a_{1} e^{\beta^{-} \sigma}, & \text { if } 1 \leq \sigma,\end{cases}
$$

with

$$
\begin{gathered}
\beta^{ \pm}=\frac{b}{2 D} \pm \frac{1}{2} \sqrt{\frac{b^{2}+4 D}{D^{2}}}, \\
a_{1}=\frac{e^{\frac{1}{2}} \sqrt{\frac{b^{2}}{D^{2}+\frac{4}{D}}}}{\alpha\left(\beta^{+} e^{b / 2 D}-\beta^{-} e^{-b / 2 D}\right)},
\end{gathered}
$$

and

$$
a_{2}=\frac{D \beta^{+} e^{b / 2 D}}{\alpha b\left(\beta^{+} e^{b / 2 D}-\beta^{-} e^{-b / 2 D}\right)} .
$$

It is tedious but easy to check that this function always fulfills the self-consistency condition $D=D(p)$ and that the normalization condition $\int_{\mathbb{R}} p=1$ reads

$$
\begin{equation*}
\frac{D}{b} \frac{\left(1+\beta^{+}\right)+\left(\beta^{-}-1\right) e^{-b / D}}{\beta^{+}-\beta^{-} e^{-b / D}}+D=\alpha . \tag{5.6}
\end{equation*}
$$



Fig. 1. Planar Couette flow.

For any $b>0$ (the negative values of $b$ are dealt with by replacing $\sigma$ by $-\sigma$ ), the left-hand side of (5.6) is a continuous function which goes to $+\infty$ when $D$ goes to infinity and goes to zero when $D$ goes to 0 . This already ensures the existence of at least one steady state for any $\alpha>0$. Moreover, setting $z=b^{2} / D$ (for example) we may rewrite the left-hand side of (5.6) as

$$
f(z)=\frac{b^{2}}{z}+\frac{2 b^{2}}{z}\left[\frac{1+\frac{1}{2 b} z \operatorname{coth}(z / 2 b)+\frac{1}{2 b}\left(z^{2}+4 z\right)^{1 / 2}}{z+\left(z^{2}+4 z\right)^{1 / 2} \operatorname{coth}(z / 2 b)}\right] .
$$

Next we check that the function $f$ is monotone decreasing (thus, the left-hand side of (5.6) is increasing with respect to $D$ ), whence the uniqueness result.
6. Conclusion and future trends. Theorem 1.1 shows that the HébraudLequeux model (1.1) is well-posed when the initial data $p_{0}$ is such that $D\left(p_{0}\right)>0$. On the other hand, Proposition 4.1 claims that the model may have infinitely many solutions for certain $p_{0}$ such that $D\left(p_{0}\right)=0$. This pathological behavior might be a flaw of the model but we think that is not the case. Indeed, our interpretation is that an initial data $p_{0}$ such that $D\left(p_{0}\right)=0$ can be considered as admissible only if it is the long-time limit of a solution $p>0$ of (1.1) with zero shear rate $(b=0)$; in view of both numerical simulations and heuristic arguments, we suspect that such a $p_{0}$ necessarily fulfills condition (4.4). We are currently studying the long-time asymptotics of the HL equation [3] and hope to be able to provide mathematical justifications of this statement in the near future.

To conclude, let us mention that the present article is the theoretical side of a joint project with rheologists aiming at better understanding the flows of complex fluids.

We are currently working on a multiscale model for planar Couette flows of concentrated suspensions (see Figure 1), in which the mesoscopic behavior of the suspension is described by the HL equation. It is indeed experimentally observed that the shear rate $b(t)$ is not homogeneous in space (in particular, the term $-b(t) \partial_{\sigma} p$ generates elastic waves in the fluid). In order to better describe the coupling between the macroscopic flow and the evolution of the mesostructure, we propose the following
multiscale model:

$$
\left\{\begin{array}{l}
\rho \partial_{t} u(t, y)=\partial_{y} \tau(t, y)+\mu \partial_{y y} u(t, y),  \tag{6.1}\\
\partial_{t} p(t, y, \sigma)=-G_{0} \partial_{y} u(t, y) \partial_{\sigma} p(t, y, \sigma)+D(p(t, y)) \partial_{\sigma \sigma}^{2} p(t, y, \sigma) \\
\quad-\frac{\mathbb{1}_{\mathbb{R} \backslash\left[-\sigma_{c}, \sigma_{c}\right]}(\sigma)}{T_{0}} p(t, y, \sigma)+\frac{1}{T_{0}}\left(\int_{\left|\sigma^{\prime}\right|>\sigma_{c}} p\left(t, \sigma^{\prime}, y\right) d \sigma^{\prime}\right) \delta_{0}(\sigma), \\
\tau(t, y)=\int_{\mathbb{R}} \sigma p(t, y, \sigma) d \sigma .
\end{array}\right.
$$

In the above equations, $u(t, y)$ denotes the component along $e_{x}$ of the velocity field (the flow being laminar and incompressible, the velocity field is of the form $\vec{u}=u(t, y) e_{x}$ and the pressure does not play any role), $\rho$ is the volumic mass of the fluid and $\mu$ some nonnegative viscosity coefficient. This system is complemented by the no-slip boundary conditions

$$
\begin{cases}u(t, 0)=0 & \text { for almost all } t \\ u(t, L)=V(t) & \text { for almost all } t\end{cases}
$$

The theoretical study of this multiscale model will be the matter of another article. Numerical simulations of (6.1) have already been performed by one of us [6]. The results of these simulations will be compared in the near future with experimental data obtained with a NMR rheometer [12] (this very modern equipment allows measurements of local velocities in opaque fluids).
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#### Abstract

In this paper we give an extension of the Birkhoff-Lewis theorem to some semilinear PDEs. Accordingly we prove existence of infinitely many periodic orbits with large period accumulating at the origin. Such periodic orbits bifurcate from resonant finite dimensional invariant tori of the fourth order normal form of the system. Besides standard nonresonance and nondegeneracy assumptions, our main result is obtained assuming a regularizing property of the nonlinearity. We apply our main theorem to a semilinear beam equation and to a nonlinear Schrödinger equation with smoothing nonlinearity.
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1. Introduction. In 1933, Birkhoff and Lewis [9] (see also [16], [17]) proved their celebrated theorem on existence of periodic orbits with large period close to elliptic equilibria of Hamiltonian systems. ${ }^{1}$ Here we give a generalization of their result to some semilinear Hamiltonian PDEs.

The Birkhoff-Lewis procedure consists in putting the system in fourth order (Birkhoff) normal form, namely in the form

$$
\begin{equation*}
H=H_{0}+G_{4}+R_{5}, \quad H_{0}:=\sum_{j=1}^{n} \omega_{j} \frac{p_{j}^{2}+q_{j}^{2}}{2} \tag{1}
\end{equation*}
$$

where $G_{4}$ is a homogeneous polynomial of degree 2 in the actions $I_{j}:=\left(p_{j}^{2}+q_{j}^{2}\right) / 2$ and $R_{5}$ is a remainder having a zero of fifth order at the origin. Then system (1) is a perturbation of the integrable system $H_{0}+G_{4}$. Under a nondegeneracy condition (that also plays a fundamental role in KAM theory) the action-to-frequency map of this integrable system is one-to-one, and therefore there exist infinitely many resonant tori on which the motion is periodic. The question is: Do some of these periodic orbits persist under the perturbation due to the term $R_{5}$ ? Birkhoff and Lewis used the implicit function theorem and a topological argument to prove that there exists a sequence of resonant tori accumulating at the origin with the property that at least two periodic orbits bifurcate from each one of them.

In order to extend this result to infinite dimensional systems describing Hamiltonian PDEs one meets two difficulties: the first is the generalization of Birkhoff normal form to PDEs and the second is the appearance of a small denominator problem.

[^3]Here we work in a way which is as straightforward as possible, so, instead of considering the standard Birkhoff normal form of the system, whose extension to PDEs is not completely understood at present, ${ }^{2}$ we consider its "seminormal form," namely the kind of normal form employed to construct lower dimensional tori. Precisely, having fixed a positive $n$, we split the phase variables into two groups, namely the variables with index smaller than $n$ and the variables with index larger than $n$. We will denote by $\hat{z}$ the whole set of variables with index larger than $n$. We construct a canonical transformation putting the system in the form

$$
\begin{equation*}
H_{0}+\bar{G}+\hat{G}+K \tag{2}
\end{equation*}
$$

where $\bar{G}$ depends only on the actions, $\hat{G}$ is at least cubic in the variables $\hat{z}$ with index larger than $n$, and $K$ has a zero of sixth order at the origin. The interest of such a seminormal form is that the normalized system $H_{0}+\bar{G}+\hat{G}$ has the invariant $2 n$-dimensional manifold $\hat{z}=0$ which is filled by $n$-dimensional invariant tori.

Under a nondegeneracy condition, the frequencies of the flow in such tori cover an open subset of $\mathbf{R}^{n}$. We concentrate on the resonant tori filled by periodic orbits, and we prove that at least $n$ geometrically distinct periodic orbits of each torus survive the perturbation due to the term $K$. Since the orbits bifurcate from lower dimensional tori, we have to impose a further nondegeneracy condition in order to avoid resonances between the frequency of the periodic orbit and the frequencies of the transversal oscillations.

The proof is based on a variational Lyapunov-Schmidt reduction similar to that employed in [6] and inspired by [1]. It turns out that in the present case the range equation involves small denominators. To solve the corresponding problem we use an approach similar to that of [2]. In particular we impose a strong condition on the small denominators and we show that, if the vector field of the nonlinearity is smoothing, then the range equation can be solved by the contraction mapping principle. Next, the kernel equation is solved by noting that it is the Euler-Lagrange equation of the action functional restricted to the solutions of the range equation. The restricted functional turns out to be defined on $\mathbf{T}^{n}$, and so existence and multiplicity of solutions (critical points) follows by the classical Lusternik-Schnirelmann theory.

Finally, we apply the general theorem to the nonlinear beam equation

$$
\begin{equation*}
u_{t t}+u_{x x x x}+m u=f(u) \tag{3}
\end{equation*}
$$

with Dirichlet boundary conditions on a segment. We consider $m$ as a parameter varying in the segment $[0, L]$, and we show that the assumptions of the abstract theorem are fulfilled provided one excludes from the interval a finite number of values of $m$. As a second application we will deal with a nonlinear Schrödinger equation with a smoothing nonlinearity of the type considered in [20].

We recall that families of periodic solutions to Hamiltonian PDEs have been constructed by many authors (see, e.g., [14], [21], [19], [12], [10], [2]). The main difference is that the periodic orbits of the above quoted papers are a continuation of the linear normal modes to the nonlinear system. In particular their period is close to one of the periods of the linearized system. Moreover (except in the resonant case; see [5], [7], [8]) each periodic solution involves only one of the linear oscillators. ${ }^{3}$

On the contrary, the periodic orbits constructed in the present paper are the shadows of resonant tori; they are a purely nonlinear phenomenon, have long period,

[^4]and moreover each periodic motion involves $n$ linear oscillators that oscillate with amplitudes of the same order of magnitude.
2. Main result. Consider a real Hamiltonian system with real ${ }^{4}$ Hamiltonian function
\[

$$
\begin{equation*}
H(z, \bar{z})=\sum_{j \geq 1} \omega_{j} z_{j} \bar{z}_{j}+P(z, \bar{z}) \equiv H_{0}+P \tag{4}
\end{equation*}
$$

\]

where $P$ has a zero of third order at the origin and the symplectic structure is given by i $\sum_{j} d z_{j} \wedge d \bar{z}_{j}$. Here $z$ and $\bar{z}$ are considered as independent variables. Often we will write only the equation for $z$ since the equation for $\bar{z}$ is obtained by complex conjugation. The formal Hamiltonian vector field of the system is $X_{H}(z, \bar{z}):=\left(\mathrm{i} \frac{\partial H}{\partial \bar{z}_{j}},-\mathrm{i} \frac{\partial H}{\partial z_{j}}\right)$, and therefore the equations of motion have the form

$$
\begin{equation*}
\dot{z}_{j}=\mathrm{i} \omega_{j} z_{j}+\mathrm{i} \frac{\partial P}{\partial \bar{z}_{j}}, \quad \dot{\bar{z}}_{j}=-\mathrm{i} \omega_{j} \bar{z}_{j}-\mathrm{i} \frac{\partial P}{\partial z_{j}} \tag{5}
\end{equation*}
$$

Define the complex Hilbert space

$$
\mathcal{H}^{a, s}(\mathbf{C}):=\left\{w=\left.\left(w_{1}, w_{2}, \ldots\right) \in \mathbf{C}^{\infty}\left|\|w\|_{a, s}^{2}:=\sum_{j \geq 1}\right| w_{j}\right|^{2} j^{2 s} e^{2 j a}<\infty\right\}
$$

We fix $s \geq 0$ and $a \geq 0$ and will study the system in the phase space

$$
\mathcal{P}_{a, s}:=\mathcal{H}^{a, s}(\mathbf{C}) \times \mathcal{H}^{a, s}(\mathbf{C}) \ni(z, \bar{z})
$$

Fix any finite integer $n \geq 2$ and denote $\omega:=\left(\omega_{1}, \ldots, \omega_{n}\right), \Omega:=\left(\omega_{n+1}, \omega_{n+2}, \ldots\right)$. We assume that
(A) The frequencies grow at least linearly at infinity; namely there exist $a>0$ and $d_{1} \geq 1$ such that

$$
\omega_{j} \sim a j^{d_{1}}
$$

(NR) For any $k \in \mathbf{Z}^{n}, l \in \mathbf{Z}^{\infty}$ with $|l| \leq 2$ and $0<|k|+|l| \leq 5$, one has

$$
\begin{equation*}
\omega \cdot k+\Omega \cdot l \neq 0 \tag{6}
\end{equation*}
$$

(S) There exist a neighborhood of the origin $\mathcal{U} \subset \mathcal{P}_{a, s}$ and $d \geq 0$ such that $X_{P} \in C^{\omega}\left(\mathcal{U}, \mathcal{P}_{a, s+d}\right) ;$ namely it is analytic.
Remark 2.1. In applications to PDEs, property (S) is usually a consequence of the smoothness of the Nemitsky operator defined by the nonlinear part of the equation. In order to ensure $(S)$ one has usually to restrict to the case where the functions with Fourier coefficients in $\mathcal{P}_{a, s}$ form an algebra (with the product of convolution between sequences). This imposes some limitations on the choice of the indexes $a, s$.

Proposition 2.1. Assume (A), (NR), (S). There exists a real analytic, symplectic change of variables $\mathcal{T}$ defined in some neighborhood $\mathcal{U}^{\prime} \subset \mathcal{P}_{a, s}$ of the origin, transforming the Hamiltonian $H$ in seminormal form up to order six, namely into

$$
\begin{equation*}
H \circ \mathcal{T} \equiv \mathcal{H}=H_{0}+\bar{G}+\hat{G}+K \tag{7}
\end{equation*}
$$

[^5]with
$$
\bar{G}=\frac{1}{2} \sum_{\min (i, j) \leq n} \bar{G}_{i j}\left|z_{i}\right|^{2}\left|z_{j}\right|^{2},
$$
$\bar{G}_{i j}=\bar{G}_{j i}, \hat{G}=O\left(\|\hat{z}\|_{a, s}^{3}\right)$, where $\hat{z}:=\left(z_{n+1}, z_{n+2}, \ldots\right)$ and $K=O\left(\left.\|z\|\right|_{a, s} ^{6}\right)$. Moreover
\[

$$
\begin{equation*}
X_{\bar{G}}, X_{\hat{G}}, X_{K} \in C^{\omega}\left(\mathcal{U}^{\prime}, \mathcal{P}_{a, s+d}\right), \quad\|z-\mathcal{T}(z)\|_{a, s+d} \leq C\|z\|_{a, s}^{2} \tag{8}
\end{equation*}
$$

\]

We defer the proof of this proposition to the appendix where we also give a formula for $\bar{G}$ (see (69)).

The interest of such a seminormal form is that the system obtained by neglecting the reminder $K$ has the invariant manifold $\hat{z}=0$ on which the system is integrable.

As a variant with respect to the standard finite dimensional procedure we have left the third order term $\hat{G}$ but normalized the system up to order six (instead of five). This is needed in Lemma 3.2.

We also remark that, assuming just the nonresonance condition (NR), one can not hope (in general) to transform the Hamiltonian $H$ into the infinite dimensional analogue of the standard Birkhoff normal form.

We rewrite the Hamiltonian $\mathcal{H}$ in the form

$$
\begin{equation*}
\mathcal{H}:=\omega \cdot I+\Omega \cdot Z+\frac{1}{2} A I \cdot I+(B I, Z)+\hat{G}+K \tag{9}
\end{equation*}
$$

where $I:=\left(\left|z_{1}\right|^{2}, \ldots,\left|z_{n}\right|^{2}\right), Z:=\left(\left|z_{n+1}\right|^{2},\left|z_{n+2}\right|^{2}, \ldots\right)$ are the actions, $A$ is the $n \times n$ matrix

$$
\begin{equation*}
A=\left(\bar{G}_{i j}\right)_{1 \leq i, j \leq n} \tag{10}
\end{equation*}
$$

and $B$ is the $\infty \times n$ matrix

$$
\begin{equation*}
B=\left(\bar{G}_{i j}\right)_{1 \leq j \leq n<i} \tag{11}
\end{equation*}
$$

Remark 2.2. Due to (8), (9), one has $\left|(B I)_{j}\right| \leq C|I| j^{-d}$ for a suitable $C$. Indeed, since $X_{\bar{G}}$ maps $\mathcal{P}_{a, s}$ to $\mathcal{P}_{a, s+d}$, the operator $z_{j} \mapsto(B I)_{j} z_{j}$ maps $\mathcal{P}_{a, s}$ to $\mathcal{P}_{a, s+d}$, and therefore its eigenvalues $(B I)_{j}$ must fulfill the above property.

Introduce action angle variables for the first $n$ modes by $z_{j}=\left|z_{j}\right| e^{\mathrm{i} \phi_{j}}=\sqrt{I_{j}} e^{\mathrm{i} \phi_{j}}$ for $j=1, \ldots, n$.

Perform the rescaling $I_{j} \rightarrow \eta^{2} I_{j}, \phi_{j} \rightarrow \phi_{j}$ for $j=1, \ldots, n, z_{j} \rightarrow \eta z_{j}, \bar{z}_{j} \rightarrow \eta \bar{z}_{j}$ for $j \geq n+1$ and divide the Hamiltonian by $\eta^{2}$. We get

$$
\begin{equation*}
\mathcal{H}(I, \phi, \hat{z}, \hat{\bar{z}})=\omega \cdot I+\Omega \cdot Z+\eta \hat{G}_{\eta}+\eta^{2}\left(\frac{1}{2} A I \cdot I+(B I, Z)\right)+\eta^{4} K_{\eta} \tag{12}
\end{equation*}
$$

where $\hat{G}_{\eta}=O\left(\|\hat{z}\|_{a, s}^{3}\right)$ and $K_{\eta}(z)=O\left(\|z\|_{a, s}^{6}\right)$. We will still denote by $\mathcal{P}_{a, s} \equiv \mathbf{R}^{n} \times$ $\mathbf{T}^{n} \times \mathcal{H}^{a, s} \times \mathcal{H}^{a, s}$ the phase space.

We will find periodic solutions of the Hamiltonian system (12) close to periodic solutions of the integrable Hamiltonian system

$$
\begin{equation*}
\dot{I}=0, \quad \dot{\phi}=\omega+\eta^{2}\left(A I+B^{T} Z\right), \quad \dot{z}_{j}=\mathrm{i}\left(\Omega_{j}+\eta^{2}(B I)_{j}\right) z_{j}, \quad j \geq n+1 \tag{13}
\end{equation*}
$$

in which $\hat{G}_{\eta}$ and $K_{\eta}$ are neglected. The manifold $\{\hat{z}=0\}$ is invariant for the Hamiltonian system (13) and is completely filled up by the invariant tori

$$
\mathcal{T}\left(I_{0}\right):=\left\{I=I_{0}, \phi \in \mathbf{T}^{n}, \hat{z}=0\right\}
$$

on which the motion is linear with frequencies

$$
\widetilde{\omega} \equiv \widetilde{\omega}\left(I_{0}\right):=\omega+\eta^{2} A I_{0}
$$

Such a torus is linearly stable, and the frequencies of small oscillation about the torus $\mathcal{T}\left(I_{0}\right)$ are the "shifted elliptic frequencies," namely

$$
\begin{equation*}
\widetilde{\Omega}_{j}\left(I_{0}\right):=\left(\Omega+\eta^{2} B I_{0}\right)_{j} \tag{14}
\end{equation*}
$$

If all the $\widetilde{\omega}$ 's are integer multiples of a single frequency, namely if

$$
\begin{equation*}
\widetilde{\omega}:=\omega+\eta^{2} A I_{0}=\frac{1}{T} 2 \pi k \in \frac{1}{T} 2 \pi \mathbf{Z}^{n} \tag{15}
\end{equation*}
$$

then $\mathcal{T}\left(I_{0}\right)$ is a completely resonant torus, supporting the family of $T$-periodic motions

$$
\begin{equation*}
\mathcal{P}:=\left\{I(t)=I_{0}, \quad \phi(t)=\phi_{0}+\widetilde{\omega} t, \quad \hat{z}(t)=0\right\} . \tag{16}
\end{equation*}
$$

The whole family $\mathcal{P}$ will not persist in the dynamics of the complete Hamiltonian system (12). We will show that, under suitable assumptions, at least $n$ geometrically distinct $T$-periodic solutions persist. More precisely, we will show that this happens for $\eta$ small enough and for any choice of $I_{0}$ and $T$ with

$$
\begin{equation*}
\left\|I_{0}\right\| \leq C, \quad \frac{1}{\eta^{2}} \leq T \leq \frac{2}{\eta^{2}} \tag{17}
\end{equation*}
$$

where $C$ is independent of $\eta$, fulfilling the following.
(H1) Equation (15) holds.
(H2) There exist $\delta>0$ and $\tau<d$ such that

$$
\begin{equation*}
\left|\widetilde{\Omega}_{j} T-2 \pi l\right| \geq \frac{\delta}{j^{\tau}} \quad \forall l \in \mathbf{Z}, \forall j \geq n+1 \tag{18}
\end{equation*}
$$

Proposition 2.2. Fix $\tau>1$. Assume (A), $\operatorname{det} A \neq 0$, and

$$
\begin{equation*}
\hat{\Omega}_{j}:=\left(\Omega-B A^{-1} \omega\right)_{j} \neq 0 \quad \forall j \geq n+1 ; \tag{19}
\end{equation*}
$$

then, for any $\eta>0$ and almost any $T$ fulfilling (17) there exists $I_{0}$ such that $(\mathrm{H} 1, \mathrm{H} 2)$ hold.

Proof. Fix $\eta$; we define $I_{0}:=I_{0}(T)$ as a function of $T$ so that (15) is identically satisfied. Then we find $T$ so that the nonresonance property (18) holds. Fix $\eta$ and define

$$
\begin{align*}
I_{0} & :=I_{0}(T)  \tag{20}\\
k & :=\frac{2 \pi}{\eta^{2} T} A^{-1}\left(\left[\frac{\omega T}{2 \pi}\right]-\frac{\omega T}{2 \pi}\right)  \tag{21}\\
& :=\left[\frac{\omega T}{2 \pi}\right]
\end{align*}
$$

where $\left[\left(x_{1}, \ldots, x_{n}\right)\right]:=\left(\left[x_{1}\right], \ldots,\left[x_{n}\right]\right)$ and $[x] \in \mathbf{Z}$ denotes the integer part of $x \in \mathbf{R}$. With the choice (20), (21), $\omega T+T \eta^{2} A I_{0}=2 \pi k$, and $I_{0}$ is of order 1 since $T \eta^{2} \geq 1$.

We come to the nonresonance property (18). To study it, we remark that the function $T \rightarrow[\omega T / 2 \pi]$ is piecewise constant. Hence, for any $T_{0} \in\left(\eta^{-2}, 2 \eta^{-2}\right)$ there exists an interval $\mathcal{I}_{0}=\left(T_{0}-a, T_{0}+b\right) \subset\left[\eta^{-2}, 2 \eta^{-2}\right]$ such that $[\omega T / 2 \pi]:=k_{0}$ is constant for $T \in \mathcal{I}_{0}$. Moreover the union of such intervals covers the whole set of values in which we are interested. We will construct a subset of full measure of $\mathcal{I}_{0}$, in which condition (H2) is fulfilled.

So, for fixed $j, l$ consider the set

$$
\begin{equation*}
B_{j l}(\tau, \delta):=\left\{T \in \mathcal{I}_{0}:\left|\widetilde{\Omega}_{j} T-2 \pi l\right|<\frac{\delta}{j^{\tau}}\right\} \tag{22}
\end{equation*}
$$

Remark that

$$
\widetilde{\Omega}_{j} T=\hat{\Omega}_{j} T+\left(2 \pi B A^{-1}\left[\frac{\omega T}{2 \pi}\right]\right)_{j}
$$

so that, in $\mathcal{I}_{0}$

$$
\frac{d}{d T}\left(\widetilde{\Omega}_{j} T-2 \pi l\right)=\hat{\Omega}_{j}
$$

By (A) and Remark 2.2, there exists $C$ such that

$$
\begin{equation*}
\left|\widetilde{\Omega}_{j}\right| \geq C j^{d_{1}}, \quad\left|\hat{\Omega}_{j}\right| \geq C j^{d_{1}} \tag{23}
\end{equation*}
$$

Then $B_{j l}$ is an interval with length $\left|B_{j l}\right|$ controlled by

$$
\begin{equation*}
\left|B_{j l}\right|<2 \frac{\delta}{C j^{\tau+d_{1}}} \tag{24}
\end{equation*}
$$

Fix $j$ and estimate the number of $l$ for which the set $B_{j l}$ is (possibly) nonempty. First remark that, due to (A), one has that, as $T$ varies in $\mathcal{I}_{0}$, the quantity $\widetilde{\Omega}_{j} T$ varies in a segment of length smaller than $C j^{d_{1}}$, with a suitable $C$. This means that there are at most $C j^{d_{1}}$ values of $l$ which fall in such an interval (with redefined $C$ ). So, one has

$$
\begin{equation*}
\left|\bigcup_{l} B_{j l}\right| \leq \frac{C \delta}{j^{\tau}} \tag{25}
\end{equation*}
$$

Thus, provided $\tau>1$ as we assumed, one has that

$$
\begin{equation*}
\left|\bigcup_{j l} B_{j l}\right| \leq C \delta \tag{26}
\end{equation*}
$$

By this estimate, the intersection over $\delta$ of such sets has zero measure, which is the thesis.

THEOREM 2.3. Consider the system (9); let T and $I_{0}$ fulfill (17) and (H1), (H2). Then, provided $\eta$ is small enough, there exist $n$ geometrically distinct periodic orbits of the Hamiltonian system $\mathcal{H}$ (cf. (9)) with period $T$ which are $\eta^{2}$ close in $\mathcal{P}_{a, s}$ to the torus $\mathcal{T}\left(I_{0}\right)$.

Going back to the original system, one has the following corollary.
Corollary 2.4. Consider the Hamiltonian system (5) and fix a positive n. Assume that (A), (NR), (S) hold, that $\operatorname{det} A \neq 0$ (cf. (10)), and that $\hat{\Omega}_{j} \neq 0$ for all $j \geq$ $n+1$ (cf. (19)). Finally assume $d>1$.

Then, for any positive $\eta \ll 1$ there exist at least $n$ distinct periodic orbits $z^{(1)}(t), \ldots$, $z^{(n)}(t)$ with the following properties:

- $\left\|z^{(l)}(t)\right\|_{a, s} \leq C \eta$ for $l=1, \ldots, n$ and $t \in \mathbf{R}$;
- $\left\|\Pi_{>n} z^{(l)}(t)\right\|_{a, s} \leq C \eta^{2}$ for $l=1, \ldots, n$ and $t \in \mathbf{R}$; here $\Pi_{>n}$ is the projector on the modes with index larger than $n$;
- the period $T$ of $z^{(l)}$ does not depend on $l$ and fulfills $\eta^{-2} \leq T \leq 2 \eta^{-2}$.

Remark 2.3. By Theorem 2.3 the results of Corollary 2.4 remain true even if the Hamiltonian system (5) does not fulfill one of the assumptions (A), (NR) but nevertheless one is able to transform it to the form (7).

Remark 2.4. If the integer numbers $\left(k_{1}, \ldots, k_{n}\right)=\widetilde{\omega} T / 2 \pi$ are relatively prime, then $T$ is the minimal period of the periodic solutions $z^{(l)}$. Indeed $z^{(l)}$ are $T$-periodic functions close to the functions defined in (16) which have minimal period $T$.
3. Proof of Theorem 2.3. Since the problem is Hamiltonian, any periodic solution of the system is a critical point of the action functional

$$
\begin{equation*}
S(I, \phi, \hat{z}, \hat{\bar{z}})=\int_{0}^{T}\left(I \cdot \dot{\phi}+\mathrm{i} \sum_{j \geq n+1} z_{j} \dot{\bar{z}}_{j}-\mathcal{H}(I, \phi, \hat{z}, \hat{\bar{z}})\right) d t \tag{27}
\end{equation*}
$$

in the space of $T$-periodic, $\mathcal{P}_{a, s}$-valued functions. Here $\mathcal{H}$ is given by (12).
We look for a periodic solution $\zeta:=(\phi, I, \hat{z}, \hat{\bar{z}})$ of the form

$$
\begin{equation*}
\phi(t)=\phi_{0}+\widetilde{\omega} t+\psi(t), \quad I(t)=I_{0}+J(t), \tag{28}
\end{equation*}
$$

where ( $\psi, J, \hat{z}, \hat{\bar{z}})$ are periodic functions of period $T$ taking values in the covering space $\mathbf{R}^{n} \times \mathbf{R}^{n} \times \mathcal{H}^{a, s} \times \mathcal{H}^{a, s}$ of $\mathcal{P}_{a, s}$ (that for simplicity will still be denoted by $\mathcal{P}_{a, s}$ ). Hence $(\psi, J, \hat{z})$ must satisfy (in what follows for simplicity of notation we will only consider the equation for $\hat{z}$ )

$$
\begin{align*}
& \nabla_{\phi} S(\zeta)=0 \Longleftrightarrow \quad \dot{J}=R_{\phi}(\zeta),  \tag{29}\\
& \nabla_{I} S(\zeta)=0 \Longleftrightarrow \quad \dot{\psi}-\eta^{2} A J=R_{I}(\zeta),  \tag{30}\\
& \nabla_{\bar{z}_{j}} S(\zeta)=0 \Longleftrightarrow \quad \dot{z}_{j}-\mathrm{i} \widetilde{\Omega}_{j} z_{j}=\left(R_{\bar{z}}\right)_{j}(\zeta), \tag{31}
\end{align*}
$$

where

$$
(32)\left\{\begin{array}{ccc}
R_{\phi}(\zeta) & := & -\eta^{4} \partial_{\phi} K_{\eta}\left(I_{0}+J, \phi_{0}+\widetilde{\omega} t+\psi, \hat{z}\right)-\eta \partial_{\phi} \hat{G}_{\eta}, \\
R_{I}(\zeta) & := & \eta^{2} B^{T} Z+\eta^{4} \partial_{I} K_{\eta}\left(I_{0}+J, \phi_{0}+\widetilde{\omega} t+\psi, \hat{z}\right)+\eta \partial_{I} \hat{G}_{\eta}, \\
\left(R_{\bar{z}}\right)_{j}(\zeta) & = & \mathrm{i} \eta^{2}(B J)_{j} z_{j}+\mathrm{i} \eta \partial_{\bar{z}_{j}} \hat{G}_{\eta}+\mathrm{i} \eta^{4} \partial_{\bar{z}_{j}} K_{\eta}\left(I_{0}+J, \phi_{0}+\widetilde{\omega} t+\psi, \hat{z}\right) .
\end{array}\right.
$$

Remark that, since one expects $J, \psi$, and $\hat{z}$ to be small (they will turn out to be of order $\eta^{2}$ ), and by Proposition 2.1 one has $\partial_{\bar{z}} \hat{G}_{\eta}(\zeta)=O\left(\|\hat{z}\|_{a, s}^{2}\right), \partial_{\phi} \hat{G}_{\eta}(\zeta)=O\left(\|\hat{z}\|_{a, s}^{3}\right)$, $\partial_{I} \hat{G}_{\eta}(\zeta)=O\left(\|\hat{z}\|_{a, s}^{3}\right)$ the r.h.s. of (29), (30), (31) remain small even when they are multiplied by $T=O\left(\eta^{-2}\right)$ (see Lemma 3.2).

Define the Hilbert space $H_{P}^{1}\left((0, T) ; \mathcal{P}_{a, s}\right)$ of the $T$-periodic $\mathcal{P}_{a, s}$-valued periodic functions of class $H^{1}$. In order to simplify notations we will denote this space by $H_{P, s}^{1}$.

Denote for $\zeta=(\psi, J, w) \in H_{P, s}^{1}$,

$$
\begin{align*}
|J|_{L^{2}, T}^{2} & :=\frac{1}{T} \int_{0}^{T}|J|^{2} d t, \quad|\psi|_{L^{2}, T}^{2}:=\frac{1}{T} \int_{0}^{T}|\psi|^{2} d t,  \tag{33}\\
\|w\|_{L^{2}, T, a, s}^{2} & :=\frac{1}{T} \int_{0}^{T}\|w(t)\|_{a, s}^{2} d t,  \tag{34}\\
\|\zeta\|_{L^{2}, T, a, s} & :=|J|_{L^{2}, T}+|\psi|_{L^{2}, T}+\|w\|_{L^{2}, T, a, s} . \tag{35}
\end{align*}
$$

We will endow $H_{P}^{1}\left((0, T) ; \mathcal{P}_{a, s}\right) \equiv H_{P, s}^{1}$ with the norm

$$
\begin{equation*}
\|\zeta\|_{T, a, s}:=\|\zeta\|_{L^{2}, T, a, s}+T\|\dot{\zeta}\|_{L^{2}, T, a, s} \tag{36}
\end{equation*}
$$

Remark 3.1. With this choice one has

$$
\|\zeta(t)\|_{\mathcal{P}_{a, s}} \leq C\|\zeta\|_{T, a, s} \quad \forall t \in \mathbf{R}
$$

with a constant independent of $T$. Therefore, with this choice of the norm, the space $H_{P, s}^{1}$ is a "Banach algebra," and the $T, a, s$ norm of the product of any component of a vector $\zeta$ with any component of a vector $\zeta^{\prime}$ is bounded by $C\|\zeta\|_{T, a, s}\left\|\zeta^{\prime}\right\|_{T, a, s}$ with a constant $C$ independent of $T$.

We will consider the system (29), (30), (31) as a functional equation in $H_{P, s}^{1}$.
Remark 3.2. As a consequence of (8) and Remark 3.1, the map $\zeta \mapsto R(\zeta):=$ $\left(R_{\phi}(\zeta), R_{I}(\zeta), R_{\bar{z}}(\zeta)\right)$ is a $C^{\infty}$ map from $H_{P, s}^{1}$ to $H_{P, s+d}^{1}$.

We are going to use the method of Lyapunov-Schmidt decomposition in order to solve (29), (30), (31). To this end remark that the kernel of the linear operator $\mathcal{L}$ at the l.h.s. of (29), (30), (31) is given by $(\phi, 0,0)$ with constant $\phi \in \mathbf{T}^{n}$. The range of $\mathcal{L}$ is the space of the functions $\zeta=(\psi, J, \hat{z})$ with $\psi(t)$ having zero mean value. So, there is a natural decomposition of $H_{P, s}^{1}$ into Range + Kernel. Explicitly, we write

$$
\zeta=(\phi+\psi, J, \hat{z})=(\psi, J, \hat{z})+(\phi, 0,0) \equiv \zeta_{R}+\phi
$$

with $\psi$ having zero mean value and $\phi$ being constant. Then we fix $\phi$, take the projection of the system (29), (30), (31) on the range, and solve it. The solution is a function $\zeta_{R}(\eta, \phi)$. Finally, we insert this function in the variational principle in order to find critical points of $S$.
3.1. The range equation. The range equation has the form

$$
\left\{\begin{array}{ccc}
\dot{J} & = & R_{\phi}(\zeta)-\left\langle R_{\phi}(\zeta)\right\rangle  \tag{37}\\
\dot{\psi}-\eta^{2} A J & = & R_{I}(\zeta) \\
\dot{z}_{j}-\mathrm{i} \widetilde{\Omega}_{j} z_{j} & = & \left(R_{\bar{z}}\right)_{j}(\zeta)
\end{array}\right.
$$

where $\left\langle R_{\phi}(\zeta)\right\rangle:=(1 / T) \int_{0}^{T} R_{\phi}(\zeta) d t$. We look for its solution in the range, namely in the space

$$
\bar{H}_{P, s}^{1} \subset H_{P, s}^{1}
$$

of the functions $\zeta_{R} \equiv(\psi, J, \hat{z})$ with $\psi$ having zero average.
First of all we analyze the linear problem defined by the l.h.s. of (37). A "small denominator problem" appears since inverting this linear system the denominators $\widetilde{\Omega}_{j} T-2 \pi l, j \geq n+1, l \in \mathbf{Z}$ are present. So, define the linear operator

$$
\mathcal{L}(\psi, J, \hat{z}) \equiv \mathcal{L} \zeta_{R}:=\left(\dot{J}, \dot{\psi}-\eta^{2} A J, \dot{w}_{j}-\mathrm{i} \widetilde{\Omega}_{j} w_{j}\right)
$$

and study

$$
\begin{equation*}
\mathcal{L} \zeta_{R}=(\widetilde{\psi}, \widetilde{J}, \widetilde{w}) \tag{38}
\end{equation*}
$$

with $(\widetilde{\psi}, \widetilde{J}, \widetilde{w}) \in \bar{H}_{P, s+\tau}^{1}$ given.

Lemma 3.1. Assume (H2). If

$$
\widetilde{\zeta}_{R} \equiv(\widetilde{\psi}, \widetilde{J}, \widetilde{w}) \in \bar{H}_{P, s+\tau}^{1}, \quad \text { i.e., in } H_{P, s+\tau}^{1} \text { with } \int_{0}^{T} \widetilde{\psi}(t) d t=0
$$

then (38) has a unique solution,

$$
\zeta_{R} \equiv(\psi, J, w) \in \bar{H}_{P, s}^{1}
$$

Moreover for $T \in\left(\eta^{-2}, 2 \eta^{-2}\right)$ and a constant $C:=C(\delta)$

$$
\left\|\zeta_{R}\right\|_{T, a, s} \leq \frac{C}{\eta^{2}}\left\|\widetilde{\zeta}_{R}\right\|_{T, a, s+\tau}
$$

Proof. Since $A$ is symmetric and invertible it has an orthonormal basis of eigenvectors $e_{1}, \ldots, e_{n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. In these coordinates $J(t)=\sum_{k=1}^{n} J_{k}(t) e_{k}$, $\psi(t)=\sum_{k=1}^{n} \psi_{k}(t) e_{k}$, and the solution $\zeta_{R}$ of (38) with $\psi_{0}=0$ has Fourier coefficients

$$
\begin{gathered}
J_{k l}=\frac{T \widetilde{\psi}_{k l}}{\mathrm{i} 2 \pi l} \quad \text { for } \quad l \neq 0, \quad J_{k 0}=-\frac{\widetilde{J}_{k 0}}{\eta^{2} \lambda_{k}} \\
\psi_{k l}=T \frac{\widetilde{J}_{k l}+\eta^{2} J_{k l} \lambda_{k}}{\mathrm{i} 2 \pi l} \quad \text { for } \quad l \neq 0
\end{gathered}
$$

and, for $j \geq n+1$,

$$
w_{j l}:=\frac{T \widetilde{w}_{j l}}{\mathrm{i}\left(2 \pi l-\widetilde{\Omega}_{j} T\right)}
$$

We then find

$$
\begin{align*}
|J|_{L^{2}, T}^{2}=\sum_{k l} J_{k l}^{2} & =\sum_{k}\left(\frac{\widetilde{J}_{k 0}}{\eta^{2} \lambda_{k}}\right)^{2}+\sum_{k, l \neq 0}\left(\frac{T \widetilde{\psi}_{k l}}{\mathrm{i} 2 \pi l}\right)^{2} \\
& \leq \frac{C}{\eta^{4}}|\widetilde{J}|_{L^{2}, T}^{2}+C T^{2}|\widetilde{\psi}|_{L^{2}, T}^{2} \tag{39}
\end{align*}
$$

A similar estimate for $|\psi|_{L^{2}, T}$ holds. Moreover

$$
\begin{equation*}
|\dot{\psi}|_{L^{2}, T} \leq \eta^{2}|J|_{L^{2}, T}+|\widetilde{\psi}|_{L^{2}, T} \leq C\left(|\widetilde{J}|_{L^{2}, T}+|\widetilde{\psi}|_{L^{2}, T}\right) \tag{40}
\end{equation*}
$$

using (39). Finally, the solution $w=\left(w_{j}\right)_{j \geq n+1}$ of (38) is

$$
w_{j}(t)=\sum_{l \in \mathbf{Z}} \frac{T \widetilde{w}_{j l}}{\mathrm{i}\left(2 \pi l-\widetilde{\Omega}_{j} T\right)} e^{\mathrm{i}(2 \pi / T) l t}
$$

where $\widetilde{w}_{j}(t)=\sum_{l \in \mathbf{Z}} \widetilde{w}_{j l} e^{\mathrm{i}(2 \pi / T) l t}$. From (H2) we get

$$
\begin{equation*}
\|w\|_{L^{2}, T, a, s} \leq C \frac{T}{\delta}\|\widetilde{w}\|_{L^{2}, T, a, s+\tau}, \quad\|\dot{w}\|_{L^{2}, T, a, s} \leq C \frac{T}{\delta}\|\dot{\tilde{w}}\|_{L^{2}, T, a, s+\tau} \tag{41}
\end{equation*}
$$

By (39), (40), and (41) the last estimate of the lemma follows.

Thus $\mathcal{L}^{-1}$ defines a linear bounded operator $L: \bar{H}_{P, s+\tau}^{1} \rightarrow \bar{H}_{P, s}^{1}$.
In order to find a solution $\zeta_{R}=(\psi, J, \hat{z})$ of the range equation it is sufficient to find a fixed point of

$$
\begin{equation*}
\zeta_{R}=\Phi\left(\zeta_{R}\right):=L\left(N\left(\zeta_{R} ; \phi\right)\right) \tag{42}
\end{equation*}
$$

in the space $\bar{H}_{P, s}^{1}$, where $N:=N\left(\zeta_{R} ; \phi\right)$ denotes the r.h.s. of (37).
Lemma 3.2. Assume $d>\tau$. Then there exists a constant $C$ sufficiently large such that $\forall \eta \ll 1$ the map $\Phi$ is a contraction of a ball of radius $C \eta^{2}$.

Proof. Consider a $\zeta_{R} \in \bar{H}_{P, s}^{1}$ with $\left\|\zeta_{R}\right\|_{T, a, s} \leq \rho$ with some positive (small) $\rho$. Since $H_{P, s}^{1}$ is an algebra with constants independent of $T$ (cf. Remark 3.1), one has, by (32),

$$
\left\|N\left(\zeta_{R}\right)\right\|_{T, a, s+d} \leq C\left(\eta^{4}+\eta \rho^{2}\right)
$$

with a suitable $C$. Therefore, by Lemma 3.1 one has

$$
\left\|\Phi\left(\zeta_{R}\right)\right\|_{T, a, s} \leq\left\|\Phi\left(\zeta_{R}\right)\right\|_{T, a, s+d-\tau} \leq C\left(\eta^{2}+\frac{\rho^{2}}{\eta}\right)
$$

which is smaller than $\rho$, provided $C\left(\eta^{2}+\rho^{2} / \eta\right)<\rho$, which is implied, e.g., by $\rho=2 C \eta^{2}$ and $\eta$ small enough.

Similarly one estimates the Lipschitz constant of $\Phi$ by the norm of its differential. Such a differential is bounded in a ball of radius $\rho$ by $C\left(\eta^{2}+\rho / \eta\right)$, from which the thesis follows.

Corollary 3.3. There exists a unique smooth function $\mathbf{T}^{n} \ni \phi \mapsto \zeta_{R}(\phi, \eta) \in$ $\bar{H}_{P, s}^{1}$ solving (37) and fulfilling

$$
\left\|\zeta_{R}(\phi, \eta)\right\|_{T, a, s} \leq C \eta^{2}
$$

3.2. The kernel equation. The geometric interpretation of the construction of the previous subsection is that we have found a submanifold $\mathcal{T}^{n} \equiv\left\{\zeta_{\phi_{0}}:=\left(\phi_{0}+\right.\right.$ $\left.\left.\widetilde{\omega} t, I_{0}, 0\right)+\zeta_{R}\left(\phi_{0}, \eta\right), \phi_{0} \in \mathbf{T}^{n}\right\} \subset H_{P, s}^{1}$, diffeomorphic to an $n$-dimensional torus, on which the partial derivatives of the action functional $S$ with respect to the variables $\zeta_{R}$ vanish. We claim that at a critical point of $S$ restricted to $\mathcal{T}^{n}$, all the partial derivatives of the complete functional $S$ vanish and therefore that such a point is critical also for the nonrestricted functional.

Indeed, let $S_{n}: \mathbf{T}^{n} \rightarrow \mathbf{R}$ be the functional defined by $S_{n}\left(\phi_{0}\right):=S\left(\zeta_{\phi_{0}}\right) \forall \phi_{0} \in \mathbf{T}^{n}$.
Lemma 3.4. If $\phi_{0} \in \mathbf{T}^{n}$ is a critical point of $S_{n}: \mathbf{T}^{n} \rightarrow \mathbf{R}$, then $\zeta_{\phi_{0}}$ is a critical point of the nonrestricted functional $S$.

Proof. Since $\zeta_{R}\left(\phi_{0}, \eta\right)=\left(\psi_{\phi_{0}}, J_{\phi_{0}}, \hat{z}_{\phi_{0}}\right) \in \bar{H}_{P, s}^{1}$ solves (37), then $\zeta_{\phi_{0}}$ satisfies $\forall \phi_{0} \in \mathbf{T}^{n}$,

$$
\begin{equation*}
\nabla_{\phi} S\left(\zeta_{\phi_{0}}\right)=\left\langle R_{\phi}\left(\zeta_{\phi_{0}}\right)\right\rangle, \quad \nabla_{I} S\left(\zeta_{\phi_{0}}\right)=0, \quad \nabla_{\bar{z}_{j}} S\left(\zeta_{\phi_{0}}\right)=0 \tag{43}
\end{equation*}
$$

( $\nabla S$ denote the $L^{2}$-gradients). By (43) and since $\int_{0}^{T} \partial_{\phi_{0}} \psi_{\phi_{0}}(t) d t=0 \forall \phi_{0} \in \mathbf{T}^{n}$,

$$
\partial_{\phi_{0}} S_{n}\left(\phi_{0}\right):=\left(\nabla_{\phi} S\left(\zeta_{\phi_{0}}\right), \partial_{\phi_{0}} \zeta_{\phi_{0}}\right)_{L^{2}}=T\left\langle R_{\phi}\left(\zeta_{\phi_{0}}\right)\right\rangle
$$

Therefore, if $\phi_{0} \in \mathbf{T}^{n}$ is a critical point of $S_{n}$, then $\left\langle R_{\phi}\left(\zeta_{\phi_{0}}\right)\right\rangle=0$, and at $\zeta_{\phi_{0}} \in \mathcal{T}^{n}$ all the partial derivatives of the complete functional $S$ vanish.

By standard Lusternik-Schnirelmann theory there exist at least $n$ geometrically distinct $T$-periodic solutions, i.e., solutions not obtained from each other simply by time-translations. Indeed, restrict $S_{n}$ to the plane $E:=[\widetilde{\omega}]^{\perp}$ orthogonal to the periodic flow $\widetilde{\omega}=(1 / T) 2 \pi k$ with $k \in \mathbf{Z}^{n}$. The set $\mathbf{Z}^{n} \cap E$ is a lattice of $E$, and hence $S_{n}$ defines a functional $S_{n \mid \Gamma}$ on the quotient space $\Gamma:=E /\left(\mathbf{Z}^{n} \cap E\right) \sim \mathbf{T}^{n-1}$.

Due to the invariance of $S_{n}$ with respect to the time shift, a critical point of $S_{n \mid \Gamma}$ is also a critical point of $S_{n}: \mathbf{T}^{n} \rightarrow \mathbf{R}$. By the Lusternik-Schnirelmann category theory since cat $\Gamma=\operatorname{cat}^{n-1}=n$, we can define the $n$ min-max critical values $c_{1} \leq$ $c_{2} \leq \cdots \leq c_{n}$ for $S_{n \mid \Gamma}$. If the critical levels $c_{i}$ are all distinct, the corresponding $T$-periodic solutions are geometrically distinct, since their actions $c_{i}$ are all different. On the other hand, if some min-max critical level $c_{i}$ coincides, then, by the LusternikSchnirelmann theory, $S_{n \mid \Gamma}$ possesses infinitely many critical points. However not all the corresponding $T$-periodic solutions are necessarily geometrically distinct, since two different critical points could belong to the same orbit. Nevertheless, since a periodic solution can cross $\Gamma$ at most a finite number of times, the existence of infinitely many geometrically distinct orbits follows. For further details, see [6].

This concludes the proof of Theorem 2.3.

## 4. Applications.

4.1. The nonlinear beam equation. Consider the beam equation

$$
\begin{equation*}
u_{t t}+u_{x x x x}+m u=f(u) \tag{44}
\end{equation*}
$$

subject to hinged boundary conditions

$$
\begin{equation*}
u(0, t)=u(\pi, t)=u_{x x}(0, t)=u_{x x}(\pi, t)=0 \tag{45}
\end{equation*}
$$

where the nonlinearity $f(u)$ is a real analytic odd function of the form

$$
f(u)=a u^{3}+\sum_{k \geq 5} f_{k} u^{k}, \quad a \neq 0
$$

The beam equation (44) is a Hamiltonian PDE with associated Hamiltonian

$$
H=\int_{0}^{\pi} \frac{u_{t}^{2}}{2}+\frac{u_{x x}^{2}}{2}+\frac{m u^{2}}{2}-g(u) d x
$$

where $g(u):=\int_{0}^{u} f(s) d s$ is a primitive of $f$.
Write the system in first order form

$$
\left\{\begin{array}{ccc}
\dot{u} & = & v  \tag{46}\\
\dot{v} & = & -u_{x x x x}-m u+f(u)
\end{array}\right.
$$

The standard phase space ${ }^{5}$ for (46) is $\mathcal{F}_{s}:=H_{C}^{s} \times H_{C}^{s-2} \ni(u, v)$, where $H_{C}^{s}$ is the space of the functions which extend to skew symmetric $H^{s}$ periodic functions over $[-\pi, \pi]$. Note that $H_{C}^{s}=\left\{u(x)=\left.\sum_{j \geq 1} u_{j} \sin (j x)\left|\sum_{j \geq 1}\right| u_{j}\right|^{2} j^{2 s}<+\infty\right\}$. It is then immediate to realize that, due to the regularity and skew symmetry of the vector field of the nonlinear part, $f$ defines a smoothing operator, namely a smooth map from $\mathcal{F}_{s}$ to $\mathcal{F}_{s+2}$, provided $s \geq 1$.

[^6]Here we are also interested in spaces of analytic functions, namely functions whose Fourier coefficients belong to $\mathcal{H}^{a, s}$ with some positive $a$. It is easy to see that the smoothing property of the nonlinearity holds also for these spaces.

Introduce coordinates $q=\left(q_{1}, q_{2}, \ldots\right), p=\left(p_{1}, p_{2}, \ldots\right)$ through the relations

$$
u(x)=\sum_{j \geq 1} \frac{q_{j}}{\sqrt{\omega_{j}}} \phi_{j}(x), \quad v(x)=\sum_{j \geq 1} p_{j} \sqrt{\omega_{j}} \phi_{j}(x)
$$

where $\phi_{j}(x)=\sqrt{2 / \pi} \sin (j x)$ and

$$
\begin{equation*}
\omega_{j}^{2}=j^{4}+m \tag{47}
\end{equation*}
$$

Remark also that

$$
\omega_{j} \sim j^{2}
$$

Passing to complex coordinates

$$
z_{j}:=\frac{q_{j}+\mathrm{i} p_{j}}{\sqrt{2}}, \quad \bar{z}_{j}:=\frac{q_{j}-\mathrm{i} p_{j}}{\sqrt{2}}
$$

the Hamiltonian takes the form (4), and the nonlinearity fulfills ( S ) with $s \geq 1$ a suitable $a$, depending on the anayticity strip of $f$, and $d=2$ (for more details, see [19], [13]).

In order to verify the nonresonance property we use $m$ as a parameter belonging to the set $[0, L]$ with an arbitrary $L$.

Lemma 4.1. There exists a finite set $\Delta \subset[0, L]$ such that, if $m \in[0, L] \backslash \Delta$, then condition (NR) holds.

Proof. First remark that, due to the growth property of the frequencies, there is at most a finite number of vectors $l \in \mathbf{Z}^{2}$ at which $\omega \cdot k+\Omega \cdot l$ is small. It follows that, having fixed an arbitrary constant $C$, there is at most a finite set of $k$ 's and $l$ 's over which $|\omega \cdot k+\Omega \cdot l|<C$. Denote by $\mathcal{S}$ such a set.

For $(k, l) \in \mathcal{S}$ consider

$$
f_{k l}(m)=\omega(m) \cdot k+\Omega(m) \cdot l
$$

since $f_{k l}$ is an analytic function, it has only isolated zeros. So at most finitely many of them fall in $[0, L]$. The set $\Delta$ is the union over $k, l \in \mathcal{S}$ of such points. Fix $m \in[0, L] \backslash \Delta$.

Then one can put the system in seminormal form. The explicit computation was essentially done in [15] (see also [19], [13]), obtaining that the matrices $A$ and $B$ are given by

$$
A=\frac{6}{\pi}\left(\begin{array}{cccc}
\frac{3}{\omega_{1}^{2}} & \frac{4}{\omega_{1} \omega_{2}} & \cdots & \frac{4}{\omega_{1} \omega_{n}}  \tag{48}\\
\frac{4}{\omega_{2} \omega_{1}} & \frac{3}{\omega_{2}^{2}} & \cdots & \frac{4}{\omega_{2} \omega_{n}} \\
\cdots & \cdots & \cdots & \ldots \\
\frac{4}{\omega_{1} \omega_{n}} & \frac{4}{\omega_{n} \omega_{2}} & \cdots & \frac{3}{\omega_{n}^{2}}
\end{array}\right), B=\frac{6}{\pi}\left(\begin{array}{ccc}
\frac{4}{\omega_{n+1} \omega_{1}} & \cdots & \frac{4}{\omega_{n+1} \omega_{n}} \\
\frac{4}{\omega_{n+2} \omega_{1}} & \cdots & \frac{4}{\omega_{n+2} \omega_{n}} \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

Remark that, defining the matrices

$$
S_{1}:=\operatorname{diag}\left(\omega_{1}, \ldots, \omega_{n}\right) \quad \text { and } \quad S_{2}:=\operatorname{diag}\left(\omega_{n+1}, \omega_{n+2}, \ldots\right)
$$

one can write $A=\frac{6}{\pi} S_{1}^{-1} \widetilde{A} S_{1}^{-1}, B=\frac{6}{\pi} S_{2}^{-1} \widetilde{B} S_{1}^{-1}$ with

$$
\widetilde{A}=\left(\begin{array}{cccc}
3 & 4 & \ldots & 4  \tag{49}\\
4 & 3 & \ldots & 4 \\
\ldots & \ldots & \ldots & \ldots \\
4 & 4 & \ldots & 3
\end{array}\right), \widetilde{B}=\left(\begin{array}{ccc}
4 & \ldots & 4 \\
4 & \ldots & 4 \\
\vdots & \vdots & \vdots
\end{array}\right)
$$

With these expressions at hand it is immediate to verify that $\operatorname{det} A \neq 0$. For what pertains $\hat{\Omega}_{j}$ (cf. (19)) by exactly the same argument in the proof of Lemma 4.1 one has that they are different from zero except for at most finitely many values of $m \in[0, L]$.

Thus, provided $m$ does not belong to a finite subset of $[0, L]$, Theorem 2.4 and its Corollary 2.4 apply.
4.2. A nonlinear Schrödinger equation. Consider the space $H_{C}^{s}$ as in the previous section. Following Pöschel [20] we define a smoothing operator as follows. Fix a sequence $\left\{\rho_{j}\right\}_{j \geq 1}$ with the property

$$
\begin{equation*}
\forall j \geq 1, \quad \rho_{j} \neq 0 \quad \text { and } \quad\left|\rho_{j}\right| \leq C j^{-d / 2}, \quad d>1 \tag{50}
\end{equation*}
$$

Consider the even, $2 \pi$-periodic, real function $\rho(x):=\sum_{j} \rho_{j} \cos (j x)$ and define

$$
\begin{equation*}
\Gamma: H_{C}^{s} \rightarrow H_{C}^{s+d / 2}, \quad \Gamma u:=\rho * u \tag{51}
\end{equation*}
$$

where the star denotes convolution (it is defined first by extending the function $u$ to an odd $2 \pi$-periodic function).

Remark 4.1. It is easy to see that, expanding $u$ in Fourier series

$$
u(x)=\sum_{j \geq 1} z_{j} \sqrt{\frac{2}{\pi}} \sin (j x)
$$

the $j$ th Fourier coefficient of $\Gamma u$ is proportional to $\rho_{j} z_{j}$.
Consider the Hamiltonian system with Hamiltonian function

$$
\begin{equation*}
H(u, \bar{u})=\int_{0}^{\pi}\left|u_{x}\right|^{2}+F\left(|\Gamma u|^{2}\right) d x \tag{52}
\end{equation*}
$$

with $F$ an analytic function having a zero of order 2 at the origin, i.e., $F^{\prime \prime}(0) \neq 0$.
The equations of motion are

$$
\begin{equation*}
-\mathrm{i} u_{t}=u_{x x}+\Gamma\left(F^{\prime}\left(|\Gamma u|^{2}\right) \Gamma u\right) \tag{53}
\end{equation*}
$$

Inserting the Fourier expansion of $u$, the Hamiltonian $H$ takes the form (4),

$$
H(z, \bar{z})=\sum_{j \geq 1} \omega_{j} z_{j} \bar{z}_{j}+P_{4}(z, \bar{z})+\text { higher order terms of degree at least } 6
$$

with $\omega_{j}=j^{2}$,

$$
\begin{gather*}
P_{4}=a \sum_{i_{1}, i_{2}, i_{3}, i_{4} \in \mathbf{N}} F_{i_{1} i_{2} i_{3} i_{4}} z_{i_{1}} z_{i_{2}} \bar{z}_{i_{3}} \bar{z}_{i_{4}}, \quad a \neq 0,  \tag{54}\\
F_{i_{1} i_{2} i_{3} i_{4}}=\rho_{i_{1}} \rho_{i_{2}} \rho_{i_{3}} \rho_{i_{4}} \int_{0}^{\pi} \sin \left(i_{1} x\right) \sin \left(i_{2} x\right) \sin \left(i_{3} x\right) \sin \left(i_{4} x\right) d x \tag{55}
\end{gather*}
$$

Then the Hamiltonian vector field fulfills (S) with $d$ given by (50).
It results in $F_{i_{1} i_{2} i_{3} i_{4}}=0$ unless $i_{1} \pm i_{2} \pm i_{3} \pm i_{4}=0$ for some choice of the signs. Thus only a codimension 1 set of coefficients $F_{i_{1} i_{2} i_{3} i_{4}}$ is actually different from zero, and the sum in (54) extends only over $i_{1} \pm i_{2} \pm i_{3} \pm i_{4}=0$.

The nonresonance assumption (NR) is here violated. So one could expect the seminormal form (9) of Proposition 2.1 not to hold for this system. Indeed one could only expect to transform $H$ into a "resonant normal form." Nevertheless, it turns out that such resonant normal form depends on the actions only, and so the Hamiltonian $H$ can still be written in the form (9). Actually, even a stronger result holds (as in [15]): the Hamiltonian $H$ can be brought into the infinite dimensional analogue of the classical Birkhoff normal form. More precisely, we have the following proposition.

Proposition 4.2. There exists a real analytic, symplectic change of variables $\mathcal{T}$ defined in some neighborhood $\mathcal{U}^{\prime} \subset \mathcal{P}_{a, s}$ of the origin, transforming the Hamiltonian $H$ into

$$
\begin{equation*}
H \circ \mathcal{T} \equiv \mathcal{H}=H_{0}+\bar{G}+K \tag{56}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{G}=\frac{1}{2} \sum_{i, j \geq 1} \bar{G}_{i j}\left|z_{i}\right|^{2}\left|z_{j}\right|^{2}, \quad \bar{G}_{i j}=\alpha \rho_{i}^{2} \rho_{j}^{2}\left(4-\delta_{i j}\right), \quad \alpha \neq 0 \tag{57}
\end{equation*}
$$

and $K=O\left(\|z\|_{a, s}^{6}\right)$. Moreover

$$
\begin{equation*}
X_{\bar{G}}, X_{\hat{G}}, X_{K} \in C^{\omega}\left(\mathcal{U}^{\prime}, \mathcal{P}_{a, s+d}\right), \quad\|z-\mathcal{T}(z)\|_{a, s+d} \leq C\|z\|_{a, s}^{2} \tag{58}
\end{equation*}
$$

The proof follows section 3 of [15] and, for the reader's convenience, we reproduce it at the end of the appendix. The key ingredient is that the relevant divisors in the normalizing transformation are uniformly bounded away from 0 since they are nonvanishing integers.

Clearly the Birkhoff normal form Hamiltonian $\mathcal{H}$ given in (56) can be written also in the seminormal form (9). By (57), also in this case the matrices $A$ and $B$ (cf. (10)-(11)) have the structure $A=\alpha S_{1} \widetilde{A} S_{1}, B=2 \alpha S_{2} \widetilde{B} S_{1}$ with matrices $\widetilde{A}$ and $\widetilde{B}$ still given by (49), $S_{1}:=\operatorname{diag}\left(\rho_{1}^{2}, \ldots, \rho_{n}^{2}\right)$ and $S_{2}:=\operatorname{diag}\left(\rho_{n+1}^{2}, \rho_{n+2}^{2}, \ldots\right)$. So the determinant of $A$ is still different from zero. The frequencies $\hat{\Omega}_{j}$ (cf. (19)) now have the structure

$$
\hat{\Omega}_{j}(\rho)=j^{2}-\rho_{j}^{2} a(\rho) \quad \forall j \geq n+1
$$

where $a$ is a function of $\rho_{1}^{2}, \ldots, \rho_{n}^{2}$. So, except for exceptional choices of $\left\{\rho_{j}\right\}_{j \geq n+1}$, the nondegeneracy conditions are fulfilled, Theorem 2.3 applies to the Hamiltonian system generated by $\mathcal{H}$ in (56), and (see Remark 2.3) Corollary 2.4 applies to (53).

## 5. Appendix: Proof of the normal form propositions.

Proof of Proposition. 2.1. The idea is to proceed as in the proof of the standard Birkhoff normal form theorem, i.e., by successive elimination of the nonresonant monomials. As a variant with respect to the standard procedure one does not eliminate terms which are at least cubic in the variables $\hat{z}$. Remark that the estimates involved in the proofs are much more complicated than in the finite dimensional case.

To start with, expand $P$ in a Taylor series up to order five: $P=P_{3}+P_{4}+$ $P_{5}+$ higher order terms. Then we begin by looking for the transformation simplifying $P_{3}$. So write

$$
P_{3}=P_{3}^{1}+\hat{G}_{3}(z)
$$

with

$$
\hat{G}_{3}(z)=O\left(\|\hat{z}\|^{3}\right)
$$

and $P_{3}^{1}$ is composed by the first three terms of the Taylor expansion of $P_{3}$ in the variables $\hat{z}$ only (so it contains only terms of degree 0,1 , and 2 in such variables). We use the Lie transform to eliminate from $P_{3}^{1}$ all the nonresonant terms; i.e., we make a canonical transformation which is the time 1 flow $\Phi^{1}$ of an auxiliary Hamiltonian system with a Hamiltonian function $\chi$ of degree 3. By considering the Taylor expansion of $\Phi^{1}$ at zero, one has

$$
\begin{equation*}
H \circ \Phi^{1}=H_{0}+P_{3}^{1}+\left\{\chi, H_{0}\right\}+O\left(\|z\|^{4}\right)+O\left(\|\hat{z}\|^{3}\right) \tag{59}
\end{equation*}
$$

One wants to determine $\chi$ so that

$$
\bar{G}_{3}:=P_{3}^{1}+\left\{\chi, H_{0}\right\}
$$

is a function of the actions $\left|z_{j}\right|^{2}$ only. Since $\bar{G}_{3}$ has to be a function of the actions only and moreover it is a polynomial of degree 3 , it must vanish. To this end we proceed as usual in the theory of Birkhoff normal form.

Denote by $x=\left(x_{1}, \ldots, x_{n}\right) \equiv\left(z_{1}, \ldots, z_{n}\right)$ the first $n$ variables and take $\chi$ to be a homogeneous polynomial of degree 3. Write

$$
\begin{equation*}
\chi=\sum_{\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=3} \chi_{j_{1} j_{2} j_{3} j_{4}} x^{j_{1}} \bar{x}^{j_{2}} \hat{z}^{j_{3}} \overline{\hat{z}}^{j_{4}} \tag{60}
\end{equation*}
$$

with multi-indexes $j_{1}, j_{2}, j_{3}, j_{4}$. For a multi-index $j_{l} \equiv\left(j_{l, 1}, \ldots, j_{l, n}\right)$ we used the notation $\left|j_{l}\right|:=\left|j_{l, 1}\right|+\cdots+\left|j_{l, n}\right|$ and $x^{j_{l}}:=x_{1}^{j_{l, 1}}, \ldots, x_{n}^{j_{l, n}}$, and similarly for a multiindex with infinitely many components. So, one has

$$
\left\{\chi, H_{0}\right\}=\sum_{\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=3} \mathrm{i}\left(\omega \cdot\left(j_{1}-j_{2}\right)+\Omega \cdot\left(j_{3}-j_{4}\right)\right) \chi_{j_{1} j_{2} j_{3} j_{4}} x^{j_{1}} \bar{x}^{j_{2}} \hat{z}^{j_{3}} \overline{\hat{z}}^{j_{4}}
$$

Write now

$$
\begin{equation*}
P_{3}^{1}=\sum_{\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=3} P_{j_{1} j_{2} j_{3} j_{4}} x^{j_{1}} \bar{x}^{j_{2}} \hat{z}^{j_{3}} \overline{\hat{z}}^{j_{4}} \tag{61}
\end{equation*}
$$

and remark that the indexes are here subjected to the further limitation $\left|j_{3}\right|+\left|j_{4}\right| \leq 2$. So, in order to have $\bar{G}_{3}:=P_{3}^{1}+\left\{\chi, H_{0}\right\}=0$, one is led to the choice

$$
\begin{equation*}
\chi_{j_{1} j_{2} j_{3} j_{4}}:=\frac{-P_{j_{1} j_{2} j_{3} j_{4}}}{\mathrm{i}\left(\omega \cdot\left(j_{1}-j_{2}\right)+\Omega \cdot\left(j_{3}-j_{4}\right)\right)}, \quad j_{1}-j_{2}+j_{3}-j_{4} \neq 0 \tag{62}
\end{equation*}
$$

and zero otherwise.
Since $\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=3$, then $0<\left|j_{1}-j_{2}\right|+\left|j_{3}-j_{4}\right| \leq 5$ and so, due to assumption (NR) (recall also $\left|j_{3}\right|+\left|j_{4}\right| \leq 2$ ), the denominators appearing in (62) are all different from zero. Moreover, due to the growth of the frequencies $\omega_{j}$ (assumption (A)), they are actually bounded away from zero. Then in order to conclude the proof (at least for what concerns the elimination of the third order part) one has to ensure that the function $\chi$ is well defined and that it has a smooth Hamiltonian vector field. The terms of $\chi$ of different degree in $\hat{z}$ have to be treated in a different way, so we will
denote by $\chi_{0}, \chi_{1}, \chi_{2}$ the homogeneous parts of degree 0,1 , and 2 , respectively, with respect to the variables $\hat{z}$.

We need a few lemmas.
LEMMA 5.1. Let $\mathbf{R}^{n} \ni x \mapsto f(x) \in \ell^{2}$ be a homogeneous bounded polynomial of degree $r$. Write

$$
f(x)=\sum_{j \in \mathbf{N}^{n},|j|=r} \sum_{k \geq 1} f_{j k} x^{j} e_{k}
$$

where $e_{k}$ is the standard basis of $\ell^{2}$. Let $\left\{\rho_{j, k}\right\}_{j \in \mathbf{N}^{n}}^{k \geq 1}$ be a sequence with the property $\left|\rho_{j k}\right| \geq C$, and define a function $g$ by

$$
\begin{equation*}
g(x)=\sum_{j \in \mathbf{N}^{n},|j|=r} \sum_{k \geq 1} \frac{f_{j k}}{\rho_{j k}} x^{j} e_{k} \tag{63}
\end{equation*}
$$

Then there exists $\bar{C}$ such that $\|g(x)\| \leq \bar{C}\|x\|^{r}$.
Proof. Write $g(x)=\sum_{j} g_{j} x^{j}$ and remark that the cardinality of the set over which the sum is carried out is finite. We estimate each of the vectors $g_{j}$ 's. Therefore, one has

$$
\left\|g_{j}\right\|^{2}=\sum_{k}\left(\frac{f_{k j}}{\rho_{k j}}\right)^{2} \leq \frac{1}{C^{2}} \sum_{k} f_{k j}^{2}=\frac{1}{C_{0}^{2}}\left\|f_{j}\right\|^{2}
$$

Now the norms of the vectors $f_{j}$ are bounded, and therefore the thesis follows.
Remark 5.1. By the same proof, the same result holds if the space $\ell^{2}$ is substituted by the spaces $\mathcal{H}^{a, s}$.

Lemma 5.2. Let $\mathbf{R}^{n} \times \ell^{2} \ni(x, z) \mapsto f(x, z) \in \mathbf{R}$ be a homogeneous bounded polynomial of degree $r$ in $x$, linear and bounded in $z$. Write

$$
f(x, z)=\sum_{\substack{k \geq 1 \\ j \in \mathbf{N}^{n},|j|=r}} f_{j k} x^{j} z_{k}
$$

$\operatorname{Let}\left\{\rho_{j, k}\right\}_{j \in \mathbf{N}^{n}}^{k \geq 1}$ be as above, and define a function $g$ by

$$
\begin{equation*}
g(x, z)=\sum_{\substack{k \geq 1 \\ j \in \mathbf{N}^{n},|j|=r}} \frac{f_{j k}}{\rho_{j k}} x^{j} z_{k} \tag{64}
\end{equation*}
$$

Then there exists $C$ such that $|g(x, z)| \leq C\|x\|^{r}\|z\|$.
Proof. Just write $g(x, z)=\sum_{j} g_{j}(z) x^{j}$. Fix $j$ and study the linear functional $g_{j}(z)$; one has

$$
\left|g_{j}(z)\right|=\left|\sum_{k \geq 1} f_{j k} \frac{z_{k}}{\rho_{j k}}\right| \leq\left\|f_{j}\right\|\left\|\frac{z}{\rho}\right\|,
$$

where $f_{j}$ is defined in analogy to $g_{j}$, its norm is the norm as a linear functional, and $z / \rho$ is the vector of $\ell^{2}$ with $k$ th component equal to $z_{k} / \rho_{j k}$. From this inequality, summing over $j$, the thesis follows.

In order to estimate the vector field of $\chi_{2}$ we will need the following lemma.

Lemma 5.3. [Lemma A. 1 of [18]]. If $A=\left(A_{k l}\right)$ is a bounded linear operator on $\ell^{2}$, then also $B=\left(B_{k l}\right)$ with

$$
\begin{equation*}
B_{k l}:=\frac{\left|A_{k l}\right|}{1+|k-l|} \tag{65}
\end{equation*}
$$

is a bounded linear operator on $\ell^{2}$.
For the proof we refer to [18].
LEMmA 5.4. Let $\mathbf{R}^{n} \times \ell^{2} \ni(x, z) \mapsto f(x, z) \in \ell^{2}$ be a homogeneous bounded polynomial of degree $r$ in $x$ linear and bounded in $z$. Write

$$
f(x, z)=\sum_{\substack{k, l \geq 1 \\ j \in \mathbf{N}^{n},|j|=r}} f_{j k l} x^{j} z_{k} e_{l}
$$

Let $\left\{\rho_{j, k, l}\right\}_{j \in \mathbf{N}^{n}}^{k, l \geq 1}$ be a sequence fulfilling,

$$
\begin{equation*}
\left|\rho_{j k l}\right| \geq C_{1}(1+|k-l|) \tag{66}
\end{equation*}
$$

and define a function $g$ by

$$
\begin{equation*}
g(x, z)=\sum_{\substack{k, l \geq 1 \\ j \in \mathbf{N}^{n},|j|=r}} \frac{f_{j k l}}{\rho_{j k l}} x^{j} z_{k} \tag{67}
\end{equation*}
$$

Then there exists $C$ such that $\|g(x, z)\| \leq C\|x\|^{r}\|z\|$.
Proof. Write $g(x, z)=\sum_{j} g_{j}(z) x^{j}$. Fix $j$ and apply Lemma 5.3 to such operators, obtaining the result.

Remark 5.2. An identical statement holds for functions from $\mathbf{R} \times \mathcal{H}_{a, s}$ to $\mathcal{H}_{a, s+d}$. To obtain the proof just remark that the boundedness of a linear operator $B=\left(B_{k l}\right)$ ( $g_{j}$ in the proof) as an operator from $\mathcal{H}^{a, s}$ to $\mathcal{H}^{a, s+d}$ is equivalent to the boundedness of $\widetilde{B}:=\left(v_{k} B_{k l} s_{l}\right)$ as an operator from $\ell^{2}$ to itself, where $v_{k}, s_{l}$ are suitable weights.

With the above lemmas at hand it easy to estimate the vector field of $\chi$. We treat explicitly only $\chi_{1}$.

Lemma 5.5. Let $\chi_{1}$ be the component linear in $\hat{z}$ and $\overline{\hat{z}}$ of the function $\chi$ defined by (62). Then there exists a constant $C$ such that its vector field is bounded by

$$
\left\|X_{\chi_{1}}(z, \bar{z})\right\|_{a, s+d} \leq C\|z\|_{a, s}^{2}
$$

Proof. Write $\chi_{1}$ as follows:

$$
\chi_{1}(x, \bar{x}, \hat{z}, \overline{\hat{z}})=\left\langle\chi_{01}(x, \bar{x}) ; \hat{z}_{\ell^{2}}+\left\langle\chi_{10}(x, \bar{x}) ; \overline{\hat{z}}\right\rangle_{\ell^{2}} .\right.
$$

Consider the first term. Separating the $x, \bar{x}$, and $\overline{\hat{z}}$ components, its vector field is given by

$$
\left(\mathrm{i}\left\langle\frac{\partial \chi_{01}}{\partial \bar{x}} ; \hat{z}\right\rangle_{\ell^{2}},-\mathrm{i}\left\langle\frac{\partial \chi_{01}}{\partial x} ; \hat{z}\right\rangle_{\ell^{2}},-\mathrm{i} \chi_{01}(x, \bar{x})\right)
$$

Explicitly $\chi_{01}$ is given by

$$
\sum_{\substack{\left|j_{1}\right|+\left|j_{2}\right|==\\ l \geq n+1}} \frac{-P_{j_{1} j_{2} e_{l}}}{\mathrm{i}\left(\omega \cdot\left(j_{1}-j_{2}\right)+\Omega_{l}\right)} x^{j_{1}} \bar{x}^{j_{2}} e_{l} .
$$

It follows that each of the $x$ (and $\bar{x}$ ) components of the vector field has the structure considered in Lemma 5.2, which therefore gives the estimate of such part of the vector field. Concerning the $\overline{\hat{z}}$ component, Lemma 5.1 applies and gives the result. The remaining components can be treated exactly in the same way.

The estimate of the vector fields of $\chi_{0}$ and $\chi_{2}$ are obtained in a similar way. In order to apply Lemma 5.4 to the estimate of the vector field of $\chi_{2}$ one has just to remark that from (A) and (NR) one has the estimate

$$
\left|\omega \cdot k+\Omega_{j}-\Omega_{l}\right| \geq C(1+|j-l|)
$$

Thus we have the following proposition.
Proposition 5.6. The vector field of the function $\chi$ defined by (62) fulfills the inequality

$$
\left\|X_{\chi}(z, \bar{z})\right\|_{a, s+d} \leq C\|z\|_{a, s}^{2}
$$

Then by standard existence and uniqueness theory one has that such vector fields define a unique smooth time 1 flow in a neighborhood of the origin both in $\mathcal{P}_{a, s}$ and in $\mathcal{P}_{a, s+d}$. It follows that the transformation is well defined. Transforming the vector field of $H$, one gets a vector field having the same smoothness properties of the original one. Moreover the transformed Hamiltonian will have the form

$$
\begin{equation*}
\widetilde{H}:=H \circ \Phi^{1}=H_{0}+\hat{G}_{3}+\widetilde{P}_{4}+\widetilde{P}_{5}+\cdots \tag{68}
\end{equation*}
$$

where $\widetilde{P}_{j}$ is a homogeneous polynomial of degree $j$. In particular it turns out that

$$
\widetilde{P}_{4}=P_{4}+\left\{\chi, P_{3}^{1}\right\}+\frac{1}{2}\left\{\chi,\left\{\chi, H_{0}\right\}\right\}=P_{4}+\frac{1}{2}\left\{\chi, P_{3}^{1}\right\}+\left\{\chi, \hat{G}_{3}\right\}
$$

since $P_{3}=P_{3}^{1}+\hat{G}_{3}$ and, by the definition of $\chi, P_{3}^{1}+\left\{\chi, H_{0}\right\}=0$.
Thus one can iterate the construction and eliminate the unwanted terms of degree 4. Define $\widetilde{P}_{4}^{1}$ (in analogy to $P_{3}^{1}$ ), setting $\widetilde{P}_{4}=\widetilde{P}_{4}^{1}+\hat{G}_{4}(z)$, where $\hat{G}_{4}(z)=O\left(\|\hat{z}\|^{3}\right)$ and $\widetilde{P}_{4}^{1}$ is composed of the first three terms of the Taylor expansion of $\widetilde{P}_{4}$ in the variables $\hat{z}$ only. Next we perform a new canonical transformation which is the time 1 flow of another auxiliary Hamiltonian $\widetilde{\chi}$ of degree 4 , such that $\widetilde{P}_{4}^{1}+\left\{\widetilde{\chi}, H_{0}\right\}$ is a function of the actions $\left|z_{j}\right|^{2}$ only. Remark that in this case a nonvanishing normalized part of the Hamiltonian exists (in general) since $\omega \cdot\left(j_{1}-j_{2}\right)+\Omega \cdot\left(j_{3}-j_{4}\right)=0 \forall j_{1}=j_{2}$, $j_{3}=j_{4},\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=4$. Since, by (NR), $\omega \cdot\left(j_{1}-j_{2}\right)+\Omega \cdot\left(j_{3}-j_{4}\right) \neq 0$ for all the remaining $\left|j_{1}\right|+\left|j_{2}\right|+\left|j_{3}\right|+\left|j_{4}\right|=4,\left|j_{3}\right|+\left|j_{4}\right| \leq 2$, the normalized part $\bar{G}_{4}$ is explicitly given by

$$
\begin{equation*}
\bar{G}_{4}:=\sum_{\left|j_{1}\right|+\left|j_{3}\right|=2,\left|j_{3}\right| \leq 1} \widetilde{P}_{j_{1} j_{1} j_{3} j_{3}}^{1}|x|^{2 j_{1}}|\hat{z}|^{2 j_{3}} \tag{69}
\end{equation*}
$$

where $\widetilde{P}_{j_{1} j_{2} j_{3} j_{4}}^{1}$ are the coefficients of $\widetilde{P}_{4}^{1}$ and $|x|^{2}:=x \bar{x},|\hat{z}|^{2}:=\hat{z} \overline{\hat{z}} . \bar{G}_{4}$ is the function $\bar{G}$ introduced in (7). The regularity and estimates for the canonical transformation generated by $\widetilde{\chi}$ are obtained as before.

Finally, using again (NR), one iterates the construction with an auxiliary Hamiltonian of degree 5, eliminating all the terms of order 5 and concluding the proof of Proposition 2.1 (getting no further contributions to the function $\bar{G}$ which is of order 4).

Remark 5.3. If the Hamiltonian contains only monomials of even degree then the terms of order 3 and 5 are not present in the Hamiltonian. Thus by just one symplectic change of coordinates it is possible to eliminate the nonnormalized terms of order 4 , and the remaining higher order terms are yet of order 6 .

Proof of Proposition 4.2. The proof follows Lemma 4 of [15] (and Proposition 2.1).

The Hamiltonian function $H$ contains only monomials of even degree, and the 4th order term of the nonlinearity is given explicitly by (54). Therefore, let us define the auxiliary Hamiltonian $\chi$ of degree 4,

$$
\chi:=\sum_{i_{1} \pm i_{2} \pm i_{3} \pm i_{4}=0,\left\{i_{1}, i_{2}\right\} \neq\left\{i_{3}, i_{4}\right\}} \frac{-a F_{i_{1} i_{2} i_{3} i_{4}}}{\mathrm{i}\left(i_{1}^{2}-i_{2}^{2}+i_{3}^{2}-i_{4}^{2}\right)} z_{i_{1}} z_{i_{2}} \bar{z}_{i_{3}} \bar{z}_{i_{4}} .
$$

By Lemma 5 of [15], if $i_{1} \pm i_{2} \pm i_{3} \pm i_{4}=0$ and the nonordered pair $\left\{i_{1}, i_{2}\right\} \neq\left\{i_{3}, i_{4}\right\}$, then $i_{1}^{2}-i_{2}^{2}+i_{3}^{2}-i_{4}^{2} \neq 0$, and so $\chi$ is well defined.

The fourth order term of the transformed Hamiltonian via the time 1 flow map generated by $\chi$ is given by

$$
\begin{aligned}
P_{4}+\left\{\chi, H_{0}\right\} & =\sum_{i_{1} \pm i_{2} \pm i_{3} \pm i_{4}=0}\left(a F_{i_{1} i_{2} i_{3} i_{4}}-\mathrm{i}\left(i_{1}^{2}-i_{2}^{2}+i_{3}^{2}-i_{4}^{2}\right) \chi_{i_{1} i_{2} i_{3} i_{4}}\right) \\
& =\sum_{\left\{i_{1}, i_{2}\right\}=\left\{i_{3}, i_{4}\right\}} a F_{i_{1} i_{2} i_{3} i_{4}} z_{i_{1}} z_{i_{2}} \bar{z}_{i_{3}} \bar{z}_{i_{4}} \\
& =\frac{\alpha}{2} \sum_{i, j \geq 1} \rho_{i}^{2} \rho_{j}^{2}\left(4-\delta_{i j}\right)\left|z_{i}\right|^{2}\left|z_{j}\right|^{2}:=\bar{G}
\end{aligned}
$$

recalling (55) and since $F_{i j i j}=a \rho_{i}^{2} \rho_{j}^{2} \int_{0}^{\pi} \sin ^{2}(i x) \sin ^{2}(j x) d x=(8 a / \pi) \rho_{i}^{2} \rho_{j}^{2}\left(2+\delta_{i j}\right)$.
The estimates for the vector field generated by $\chi$ and the corresponding time 1 flow map can be carried out as in Proposition 2.1.

Finally, note that the remaining terms, which constitute the higher order term $K$, are yet of order 6 or more (see Remark 5.3).
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#### Abstract

We consider a nonlinear scalar conservation law that is regularized by a local viscous term and a nonlocal dispersive term. This nonstandard regularization is motivated by phase transition problems that take into account long range interactions close to the interface.

We identify a parameter regime such that this mixed-type regularization provides a new example that is able to drive nonclassical undercompressive shock waves in the limit of vanishing regularization parameter. In view of the applications this shows that nonlocal regularizations can be used to model dynamical phase transition processes.

In the next step we establish the existence and uniqueness of classical solutions for the Cauchy problem in multiple space dimensions. In the main part of the paper we then deduce appropriate a priori estimates to analyze the sharp-interface limit for vanishing regularization parameter with the method of compensated compactness in one space dimension and, using measure-valued solutions, in multiple space dimensions. It is shown that the limits exist and are weak solutions of the corresponding Cauchy problem for the hyperbolic conservation law.
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1. Introduction. In this paper we are concerned with weak solutions of the Cauchy problem for the scalar conservation law

$$
\begin{equation*}
u_{t}(\mathbf{x}, t)+\operatorname{div}(\mathbf{f}(u(\mathbf{x}, t)))=0 \quad\left((\mathbf{x}, t) \in \mathbb{R}^{d} \times \mathbb{R}_{>0}, d \in \mathbb{N}\right) . \tag{1.1}
\end{equation*}
$$

The unknown function $u: \mathbb{R}^{d} \times \mathbb{R}_{>0} \rightarrow \mathbb{R}$ is a function of the $d$-dimensional space variable $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)^{T}$ and time $t>0$. By $\mathbf{f}=\left(f_{1}, \ldots, f_{d}\right)^{T}: \mathbb{R} \rightarrow \mathbb{R}^{d}$ we denote the vector of flux functions. It is well known that the Cauchy problem for equations of type (1.1) cannot have global smooth solutions for arbitrary initial datum. Prototype discontinuous solutions that satisfy the Cauchy problem in a weak sense are planar shock waves. Let us consider for simplicity the one-dimensional case $d=1$ with a scalar flux function. If we choose the flux function as a convex function the only physically relevant type of shock waves are so-called Laxian (or classical) shock waves. If the flux function is not assumed to be convex also a nonclassical type of shock wave can arise: the undercompressive shock wave. While a Laxian shock wave on the level of (1.1) is completely compressive, i.e., the characteristics run into the discontinuity, for an undercompressive shock only one of the characteristics crosses the shock line. In recent years many important examples of problems have been identified that involve undercompressive shock waves: combustion fronts, precursors in thin film flow, kinematic waves in suspensions, and, most notably for this paper, phase transitions. In applications, the conservation law (1.1) is equipped with dissipative terms that lead to a regularization of the weak solutions of (1.1). Let us denote the

[^7]regularized problem by
\[

$$
\begin{equation*}
u_{t}^{\varepsilon}(\mathbf{x}, t)+\operatorname{div}\left(\mathbf{f}\left(u^{\varepsilon}(\mathbf{x}, t)\right)\right)=R\left[\varepsilon ; u^{\varepsilon}\right](\mathbf{x}, t) \quad\left((\mathbf{x}, t) \in \mathbb{R}^{d} \times \mathbb{R}_{>0}\right) \tag{1.2}
\end{equation*}
$$

\]

where $\varepsilon>0$ is a small regularization parameter.
It is an interesting question to identify physically relevant spatial regularization operators $R$ such that
(i) the Cauchy problem for (1.2) has a global smooth solution $u^{\varepsilon}$ in $\mathbb{R}^{d} \times \mathbb{R}_{>0}$,
(ii) the sequence $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ converges for $\varepsilon \rightarrow 0$ almost everywhere to a limit function $u \in L_{l o c}^{1}\left(\mathbb{R}^{d} \times \mathbb{R}_{>0}\right)$ which is a weak solution of (1.1),
(iii) the function $u$ contains undercompressive shock waves with reasonable physical interpretation.
For $w \in C^{2}\left(\mathbb{R}^{d}\right)$ consider the simplest possible local dissipation term

$$
R[\varepsilon ; w](\mathbf{x}):=\varepsilon \Delta w(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d}
$$

The fundamental work of Kruzkov shows that tasks (i) and (ii) hold true for this choice of $R([24])$. However, the regularization does rule out undercompressive shocks in the limit $\varepsilon \rightarrow 0$ which are known to contradict the Kruzkov entropy condition. Another picture results if one takes into account local diffusion and dispersion. For $w \in C^{3}\left(\mathbb{R}^{d}\right)$ and $\gamma>0$ let

$$
\begin{equation*}
R[\varepsilon ; w](\mathbf{x}):=\varepsilon \Delta w(\mathbf{x})+\gamma \varepsilon^{2} \sum_{j=1}^{d} \Delta w_{x_{j}}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{1.3}
\end{equation*}
$$

This regularization is motivated from phase transition problems like, e.g., the dynamics of liquid-vapor transitions governed by the Navier-Stokes-Korteweg equations $([5,18,2,11,17,34,14])$. There the physical density $\rho^{\varepsilon}$ takes the rôle of $u^{\varepsilon}$. While the second order term in (1.3) stands for effects of viscosity, the third order term models the effects of surface tension forces close to the phase boundary. It can be directly referred to the free energy functional

$$
\begin{equation*}
E_{l o c a l}^{\varepsilon}\left[\rho^{\varepsilon}\right]=\int_{\mathbb{R}^{d}} W\left(\rho^{\varepsilon}(\mathbf{x})\right)+\gamma \varepsilon^{2} \frac{\left|\nabla \rho^{\varepsilon}(\mathbf{x})\right|^{2}}{2} d \mathbf{x} \tag{1.4}
\end{equation*}
$$

Here $W$ is the free energy function having double well structure. Minima of $E_{\text {local }}$ describe static equilibrium solutions.

On the level of the model problem (1.2) with $R$ from (1.3) it has been shown that undercompressive shock waves can occur in the limit of vanishing regularization. We refer to the papers $[4,19,28,22,21,32,20,23]$ and moreover to the monograph [27]. A special feature is that the limit depends on the number $\gamma$ describing the ratio between diffusion and dispersion: shock waves are regularization-sensitive. The occurrence of undercompressive shocks has also been analyzed for local nonlinear and fourth order regularizations ([7]).

If one looks to the derivation of the free energy functional $E_{\text {local }}^{\varepsilon}$ one observes that it is a simplification (see even the first paper on diffuse interface theories by Van der Waals: [36]). On a more basic level one has to consider the nonlocal energy

$$
\begin{equation*}
E_{\text {global }}^{\varepsilon}\left[\rho^{\varepsilon}\right]=\int_{\mathbb{R}^{d}} W\left(\rho^{\varepsilon}(\mathbf{x})\right)+\frac{\gamma}{4} \int_{\mathbb{R}^{d}} \phi_{\varepsilon}(\mathbf{x}-\mathbf{y})\left(\rho^{\varepsilon}(\mathbf{x})-\rho^{\varepsilon}(\mathbf{y})\right)^{2} d \mathbf{y} d \mathbf{x} \tag{1.5}
\end{equation*}
$$

For background on nonlocal energies in the framework of phase transition problems, we refer to $[25,1,15,30,31]$ and references therein. To pass to dynamical models usually the action principle is used. This approach can be performed for local and nonlocal energies. In the first case for $E_{\text {local }}$ equation (1.2) with choice (1.3) would be the most basic model problem. In the nonlocal case it means that we have to choose for $w \in C^{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
R[\varepsilon ; w](\mathbf{x}):=\varepsilon \Delta w(\mathbf{x})+\gamma \sum_{j=1}^{d}\left[\left[\phi_{\varepsilon} * w_{x_{j}}\right](\mathbf{x})-w_{x_{j}}(\mathbf{x})\right], \quad \mathbf{x} \in \mathbb{R}^{d} \tag{1.6}
\end{equation*}
$$

Here we have used for an arbitrary function $v \in L_{l o c}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ the convolution $\phi_{\varepsilon} * v$ given by

$$
\left[\phi_{\varepsilon} * v\right](\mathbf{x})=\int_{\mathbb{R}^{d}} \phi_{\varepsilon}(\mathbf{x}-\mathbf{y}) v(\mathbf{y}) d \mathbf{y}
$$

The kernel function $\phi_{\varepsilon}$ is defined by

$$
\begin{equation*}
\phi_{\varepsilon}(\mathbf{x})=\frac{1}{\varepsilon^{d}} \phi\left(\frac{\mathbf{x}}{\varepsilon}\right) . \tag{1.7}
\end{equation*}
$$

$\phi$ is a smooth even nonnegative function with $\operatorname{supp}(\phi) \subset[-1,1]^{d}$. Moreover let $\int_{\mathbb{R}^{d}} \phi(\mathbf{x}) d \mathbf{x}=1$. The kernel function $\phi_{\varepsilon}$ models the long-range interaction.

To show that (1.3) is in fact a simplification of (1.6), assume for simplicity $d=1$ and that $w$ is a sufficiently smooth function. By Taylor expansion of $w$ around $x=x_{1}$ we obtain

$$
\left[\phi_{\varepsilon} * w\right](x)-w(x)=\frac{1}{\varepsilon} \int_{\mathbb{R}} \phi\left(\frac{x-y}{\varepsilon}\right)(w(y)-w(x)) d y=\sum_{i=1}^{\infty} c_{2 i} \varepsilon^{2 i} w^{(2 i)}(x)
$$

where $c_{2 i}=\int_{\mathbb{R}} y^{2 i} \phi(y) d y /(2 i)$ !. Neglecting the terms with $i>1$ we obtain the third order derivative in (1.3) with $d=1$.

In this paper we start the analysis of the three issues (i), (ii), (iii) for the new regularization (1.6). First we focus on planar wave solutions for (1.2), (1.6) in section 2. We show in particular that as the local model (1.2), (1.3) also the nonlocal model admits traveling wave solutions which correspond to undercompressive shock waves. Nonlocal dispersion is strong enough to drive these nonclassical shocks. Physically speaking the model is able to permit phase transitions. We observe also a striking sensitive dependence on the ratio parameter $\gamma$ as in the local case.

In section 3 we establish the existence and uniqueness of smooth solutions for the Cauchy problem to (1.2), (1.6) in multiple space dimensions. Essentially we state that the $L^{2}$-norm is a Lyapunov functional for the flow associated with the evolution equation (1.2). Furthermore we remark that the existence is achieved using techniques for second order parabolic problems and not (as would be necessary in the case of the local regularization (1.3)) with the much more complicated techniques for third order equations. The main result is given in Theorem 3.2.

Finally in section 4 we study the limit $\varepsilon \rightarrow 0$ for general Cauchy problems. For the spatially one-dimensional case it turns out that one can obtain a priori estimates with respect to the $L^{2}$ - and $L^{4}$-norm that are uniform in the parameter $\varepsilon$. These two estimates have also been identified in the local case. The dissipation estimates on spatial derivatives which come along with the estimates on the solution itself are
not as strong as in the local case. However, the obtained uniform bounds are strong enough to apply the method of compensated compactness. We show in the proof of Theorem 4.5 that the limit process can be performed in a (strong) $L^{p}$-norm and the limit function is moreover a weak solution of (1.1). We conclude with a study of the limit in the multidimensional case in section 5 based on measure-valued solutions.
In all sections we compare the results and used techniques with those for the local model (1.2), (1.3).
2. Traveling-wave analysis for the scalar model problem. In this section we seek special solutions $u^{\varepsilon}$ of (1.2) with regularization given by (1.6): planar waves. It suffices to consider the one-dimensional version with $f:=f_{1} \in C^{2}(\mathbb{R})$ and $x:=x_{1}$ :

$$
\begin{equation*}
u_{t}^{\varepsilon}+f\left(u^{\varepsilon}\right)_{x}=\alpha \varepsilon u_{x x}^{\varepsilon}+\left[\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right]_{x} \quad \text { in } \mathbb{R} \times(0, \infty) . \tag{2.1}
\end{equation*}
$$

The kernel $\phi_{\varepsilon}$ is defined as in (1.7) with $d=1$. Note that we have introduced the factor $\alpha \geq 0$ in (2.1) while $\gamma$ from (1.6) has been set to be 1. Shifting the weight for the ratio between local diffusion and nonlocal dispersion to the diffusion term turns out to be more convenient in this section. To include the purely dispersive case we allow $\alpha=0$.
2.1. Shock waves for the limit problem. We start the investigations with a review on different types of shock wave solutions for the limit problem which we obtain by neglecting the terms on the right-hand side of (2.1):

$$
\begin{equation*}
u_{t}+f(u)_{x}=0 \quad \text { in } \mathbb{R} \times(0, \infty) \tag{2.2}
\end{equation*}
$$

Let some states $u_{-} \in \mathbb{R}$ and $u_{+} \in \mathbb{R}$ with $u_{-} \neq u_{+}$be given and define the speed $s \in \mathbb{R}$ by the ratio

$$
\begin{equation*}
s=\frac{f\left(u_{-}\right)-f\left(u_{+}\right)}{u_{-}-u_{+}} . \tag{2.3}
\end{equation*}
$$

Then the discontinuous function $U: \mathbb{R} \times(0, \infty) \rightarrow \mathbb{R}$ given by

$$
U(x, t):=\left\{\begin{array}{l}
u_{-}: x-s t \leq 0  \tag{2.4}\\
u_{+}: x-s t>0
\end{array}\right.
$$

is a weak solution of (2.2). We call it a shock wave provided $f^{\prime}\left(u_{ \pm}\right) \neq s$. If the states $u_{-}$and $u_{+}$satisfy the condition

$$
\begin{equation*}
f^{\prime}\left(u_{-}\right)>s>f^{\prime}\left(u_{+}\right) \tag{2.5}
\end{equation*}
$$

the function $U$ is called a compressive (or Laxian) shock wave. If either

$$
\begin{equation*}
s<f^{\prime}\left(u_{-}\right), s<f^{\prime}\left(u_{+}\right) \text {or } s>f^{\prime}\left(u_{-}\right), s>f^{\prime}\left(u_{+}\right) \tag{2.6}
\end{equation*}
$$

holds the associated shock wave $U$ is called undercompressive. An entropy solution of $(2.2)$ is a function $u \in L_{l o c}^{\infty}(\mathbb{R} \times(0, \infty))$ such that the entropy inequality

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}} \eta(u(x, t)) \psi_{t}(x, t)+q(u(x, t)) \psi_{x}(x, t) d x d t \geq 0 \tag{2.7}
\end{equation*}
$$

holds for all entropy pairs $(\eta, q)$ and all $\psi \in C_{0}^{\infty}(\mathbb{R} \times(0, \infty))$. Here an entropy pair $(\eta, q)$ consists of the entropy function $\eta \in C^{2}(\mathbb{R})$, supposed to satisfy $\eta^{\prime \prime} \geq 0$, and
the entropy flux $q \in C^{2}(\mathbb{R})$, supposed to satisfy $\eta^{\prime} f^{\prime}=q^{\prime}$. We remark that the discontinuous solution $U$ is an entropy solution if and only if the inequality

$$
\begin{equation*}
D_{(\eta, q)}\left(u_{-}, u_{+}\right):=-s\left(\eta\left(u_{+}\right)-\eta\left(u_{-}\right)\right)+q\left(u_{+}\right)-q\left(u_{-}\right) \leq 0 \tag{2.8}
\end{equation*}
$$

is satisfied for all entropy pairs. It is well known that for convex fluxes a shock wave is an entropy solution of (2.2) if and only if it is compressive ([8]). However, the condition (2.7) is quite restrictive since in the systems case often only one entropy pair is available.

Let us now consider (2.2) for the nonconvex cubic flux $f(u)=u^{3}$ and choose-for simplicity - the state $u_{-} \in(0, \infty)$ as an arbitrary but fixed number. Then we get from (2.3) the equation

$$
\begin{equation*}
s=u_{-}^{2}+u_{-} u_{+}+u_{+}^{2} . \tag{2.9}
\end{equation*}
$$

Conditions (2.5) and (2.7) are satisfied for $u_{+} \in\left(-u_{-} / 2, u_{-}\right)$. We neglect the characteristic case $u_{+}=u_{-} / 2$ which does not correspond to a shock wave in the sense of a strict inequality as required in (2.5) or (2.6). For $u_{+} \in\left(-\infty,-u_{-} / 2\right)$, we observe that only one of the characteristics runs into the propagating shock wave. The first case in (2.6) applies and the associated shock wave $U$ is undercompressive. Straightforward calculations reveal the following statements.
(i) Let $u_{+}$be in $\left(-u_{-},-u_{-} / 2\right)$. For the entropy pair $(\eta(u), q(u))=\left(u^{2} / 2,3 u^{4} / 4\right)$ we have

$$
D_{(\eta, q)}\left(u_{-}, u_{+}\right)=\frac{1}{4}\left(u_{+}-u_{-}\right)^{2}\left(u_{+}^{2}-u_{-}^{2}\right)<0
$$

(ii) Let $u_{+}$be in $\left(-u_{-},-\tau u_{-}\right)$for $\tau \in(1 / 2,1)$ and let $l \in \mathbb{N} \backslash\{2\}$ be even. For the entropy pair

$$
\left(\eta_{l}(u), q_{l}(u)\right)=\left\{\begin{array}{cc}
\left(u^{l} / l, 3 u^{l+2} /(l+2)\right) & : u<0 \\
(0,0) & : u \geq 0
\end{array}\right.
$$

we have

$$
\begin{aligned}
& D_{\left(\eta_{l}, q_{l}\right)}\left(u_{-}, u_{+}\right)=\eta_{l}\left(u_{+}\right)\left(2 \frac{l-1}{l+2} u_{+}^{2}-u_{-} u_{+}-u_{-}^{2}\right) \\
& \quad>2 \eta_{l}\left(u_{+}\right) u_{-}^{2}\left(\frac{l-1}{l+2} \tau^{2}+\frac{1}{2} \tau-\frac{1}{2}\right) .
\end{aligned}
$$

Thus for each $\tau \in(1 / 2,1)$ there is an $l_{0} \in \mathbb{N}$ such that for $l>l_{0}$ we have

$$
D_{\left(\eta_{l}, q_{l}\right)}\left(u_{-}, u_{+}\right)>0
$$

(iii) Let $u_{+}$with $u_{+}<-u_{-}$be given. For the entropy pair from (i) we have

$$
\begin{equation*}
D_{(\eta, q)}\left(u_{-}, u_{+}\right)>0 \tag{2.10}
\end{equation*}
$$

Thus $U$ is for $u_{+}<-u_{-} / 2$ not an entropy solution anymore, but if $u_{+}$is not too small, i.e., not less or equal than $-u_{-}$, an entropy inequality holds for the entropy pair with quadratic entropy. Exactly this entropy is important for our regularized problem (cf. Theorem 3.2 and estimate (3.5) below).

These considerations can be done for any nonconvex flux function. For a more extensive study we refer to [26]. The possible occurrence of undercompressive shock waves is the reason why (1.1) can be seen as a simple model for phase transitions. Note that phase transitions in realistic models can take the form of undercompressive waves (cf. [17] for instance).
2.2. Nonlocal diffusion-dispersion profiles. Let $u_{-}, u_{+} \in \mathbb{R}$, compute $s$ through (2.3), and define the shock wave $U$ by (2.4). The function $v \in C^{2}(\mathbb{R})$ is called a nonlocal diffusion-dispersion profile for the shock wave $U$ if it solves

$$
\begin{align*}
\alpha \dot{v}(\xi)+([\phi * v](\xi)-v(\xi)) & =f(v(\xi))-s v(\xi)-\left(f\left(u_{-}\right)-s u_{-}\right) \quad(\xi \in \mathbb{R})  \tag{2.11}\\
v( \pm \infty) & =u_{ \pm}
\end{align*}
$$

If there is a nonlocal diffusion-dispersion profile for some shock wave $U$ we can define the traveling-wave function $u^{\varepsilon} \in C^{2}(\mathbb{R} \times(0, \infty))$ through

$$
\begin{equation*}
u^{\varepsilon}(x, t)=v\left(\frac{x-s t}{\varepsilon}\right) \quad\left((x, t) \in \mathbb{R} \times \mathbb{R}_{>0}\right) \tag{2.12}
\end{equation*}
$$

We see that $u^{\varepsilon}$ is a classical solution of (2.1). Moreover we have for $(x, t) \in \mathbb{R} \times(0, \infty)$ with $x-s t \neq 0$

$$
\lim _{\varepsilon \rightarrow 0} u^{\varepsilon}(x, t)=U(x, t)=\left\{\begin{array}{l}
u_{-}: x-s t<0  \tag{2.13}\\
u_{+}: x-s t>0
\end{array}\right.
$$

It is the issue of this section to show that for our nonlocal equation there are traveling waves such that the weak solution $U$ represents an undercompressive shock wave.

Note 2.1. The problem (2.11) itself does not depend on $\varepsilon$. This is a consequence of the scaling with respect to $\varepsilon$ between the local diffusive and nonlocal dispersive term. For other scalings, e.g. $\gamma=\gamma(\varepsilon)$, the problem (2.11) can depend on $\varepsilon$. We shall see below that the chosen scaling leads to nonlocal diffusion-dispersion profiles for shock waves that are undercompressive shock waves. We conjecture that all other scalings lead to either classical behavior excluding undercompressive waves or purely dispersive behavior without any distinguished wave structure.

The problem (2.11) belongs to the class of ordinary but nonlocal boundary value problems. These kinds of problems have been studied by [3, 12, 9], for instance. Our analysis relies on the result by Bates et al. ([3]) which we recall now.

Theorem 2.2. For $r \in \mathbb{N}$ let the function $\phi \in C^{r}(\mathbb{R},[0, \infty)) \cap W^{r, 1}(\mathbb{R})$ be even and satisfy

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x) d x=1, \quad \int_{\mathbb{R}} \phi(x)|x| d x<\infty . \tag{2.14}
\end{equation*}
$$

Let $u_{-}, u_{+} \in \mathbb{R}$ and $F \in C^{r}(\mathbb{R})$ be given. For the unknowns $v: \mathbb{R} \rightarrow \mathbb{R}$ and $\alpha \in \mathbb{R}$ consider the problem

$$
\begin{align*}
\alpha \dot{v}(\xi)+([\phi * v](\xi)-v(\xi)) & =F(v(\xi)) \quad(\xi \in \mathbb{R})  \tag{2.15}\\
v( \pm \infty) & =u_{ \pm}
\end{align*}
$$

We suppose that the states $u_{ \pm} \in \mathbb{R}$ and the function $F$ satisfy
(i) $u_{-}>u_{+}$,
(ii) $F\left(u_{ \pm}\right)=0, F^{\prime}\left(u_{ \pm}\right)>0$,
(iii) $\exists!u_{0} \in\left(u_{+}, u_{-}\right): F\left(u_{0}\right)=0$,
(iv) $u \in\left[u_{+}, u_{-}\right] \Rightarrow F^{\prime}(u)+1>0$.

Then exactly one of the following statements holds true.
(a) There is a monotonely decreasing function $v \in C^{r+1}(\mathbb{R})$ and a unique $\alpha \in$ $\mathbb{R} \backslash\{0\}$ such that (2.15) holds.
In this case we have

$$
\begin{equation*}
\alpha=H\left(u_{-}, u_{+}\right)\left(\int_{-\infty}^{\infty}(\dot{v}(\xi))^{2} d \xi\right)^{-1}, \quad H\left(u_{-}, u_{+}\right):=\int_{u_{-}}^{u_{+}} F(u) d u \tag{2.17}
\end{equation*}
$$

(b) There is a monotonely decreasing function $v \in C^{r}(\mathbb{R})$ such that (2.11) holds for $\alpha=0$.
In this case we have

$$
H\left(u_{-}, u_{+}\right)=0
$$

In both cases the function $v$ is unique up to translation.
Proof. See Theorems 2.7, 3.1, and 4.1 in [3].
The differential equation in problem (2.15) should be seen as the nonlocal counterpart to

$$
\begin{equation*}
\alpha \dot{v}(\xi)+\ddot{v}(\xi)=F(v(\xi)) \quad(\xi \in \mathbb{R}) \tag{2.18}
\end{equation*}
$$

Then it is clear that condition (ii) from Theorem 2.2 ensures that $u_{-}$and $u_{+}$are hyperbolic rest points of saddle type. With (iii) we just simplify the problem to exclude having more than the (necessary) three equilibria. The local problem (2.18) is a classical bistable equation for which the existence and bifurcation of traveling waves (local diffusion-dispersion profiles) is completely understood. Condition (iv) is not a necessary condition for the existence of orbits (cf. [3, Theorem 3.1]). However, if it is violated, the relation $H\left(u_{-}, u_{+}\right)$in case (b) is substituted by a more complicated relation. Since here we only want to show that the nonlocal regularization is strong enough to drive nonclassical undercompressive waves, we do not pursue this issue. We return to our problem (2.11) and define

$$
\begin{equation*}
F=F(v):=f(v)-s v-\left(f\left(u_{-}\right)-s u_{-}\right) \tag{2.19}
\end{equation*}
$$

for $v \in \mathbb{R}$. A necessary structural assumption on $f$ to construct undercompressive shock waves is the nonconvexity of $f$ as we have seen in section 2.1 . We choose again

$$
\begin{equation*}
f(u)=u^{3} \tag{2.20}
\end{equation*}
$$

Furthermore we require that the states $u_{-}, u_{+}$satisfy

$$
\begin{equation*}
u_{-}>0>-\frac{u_{-}}{2}>u_{+} . \tag{2.21}
\end{equation*}
$$

Using (2.9) we see that $s<f^{\prime}\left(u_{-}\right)$and $s<f^{\prime}\left(u_{+}\right)$holds. Thus the function $U$ defined by (2.4) is an undercompressive shock wave. The choice $u_{+}=-u_{-} / 2$ leads to the excluded characteristic case $f^{\prime}\left(u_{+}\right)=s$. We now prove the existence of a nonlocal diffusion-dispersion profile for $U$.

Proposition 2.3. We consider the problem (2.11) with cubic flux (2.20) and choose $u_{-}, u_{+} \in \mathbb{R}$ such that (2.21) holds. We suppose that the kernel function $\phi$ is even, in the set $C^{1}(\mathbb{R},[0, \infty)) \cap W^{1,1}(\mathbb{R})$, and satisfies

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x) d x=1, \quad \int_{\mathbb{R}} \phi(x)|x| d x<\infty \tag{2.22}
\end{equation*}
$$

Moreover, if the states $u_{-}, u_{+}$fulfill

$$
\begin{equation*}
\left(u_{+}+u_{-}\right)^{2}-u_{-} u_{+}<1 \tag{2.23}
\end{equation*}
$$

we have
(i) for $u_{+} \in\left(-u_{-},-u_{-} / 2\right)$ that there is a function $v \in C^{2}(\mathbb{R})$ and a unique $\alpha>0$ solving (2.11),
(ii) for $u_{+}=-u_{-}$that there is a function $v \in C^{1}(\mathbb{R})$ solving (2.11) with $\alpha=0$. The functions $v$ are unique up to translation.

Proof. With the assumptions of the proposition we can apply Theorem 2.2 with $r=1$. We have to verify the conditions (i),...,(iv) in (2.16). Condition (i) is satisfied due to (2.21). The Rankine-Hugoniot relation (2.3) and (2.9) imply $F\left(u_{ \pm}\right)=0$. For the derivative $F^{\prime}(v)=3 v^{2}-s$ we obtain with the upper bound for $u_{+}$in (2.21) the estimates

$$
\begin{gathered}
F^{\prime}\left(u_{-}\right)=2 u_{-}^{2}-u_{-} u_{+}-u_{+}^{2}>u_{-}^{2}-u_{-} u_{+}>0 \\
F^{\prime}\left(u_{+}\right)=2 u_{+}^{2}-u_{-} u_{+}-u_{-}^{2}>\frac{1}{2} u_{-}^{2}+\frac{1}{2} u_{-}^{2}-u_{-}^{2}=0
\end{gathered}
$$

Thus condition (ii) in Theorem 2.2 holds. Since $F$ from (2.19) is cubic the condition (iii) is a consequence of $F^{\prime}\left(u_{ \pm}\right)>0$. The function $F^{\prime}(u)+1$ has a minimum in $u_{\text {min }}=0 \in\left[u_{+}, u_{-}\right]$with

$$
F\left(u_{\min }\right)=1-\left(u_{+}+u_{-}\right)^{2}+u_{-} u_{+}
$$

This is condition (iv) due to (2.23).
We can apply the theorem and compute in our case for $H$ defined in (2.17) the value

$$
\begin{aligned}
H\left(u_{-}, u_{+}\right) & =\int_{u_{-}}^{u_{+}} u^{3}-s u-\left(u_{-}^{3}-s u_{-}\right) d u \\
& =-\frac{1}{4}\left(u_{+}^{4}-2 u_{+}^{3} u_{-}+2 u_{+} u_{-}^{3}-u_{-}^{4}\right) \\
& =-\frac{1}{4}\left(u_{+}+u_{-}\right)\left(u_{+}-u_{-}\right)^{3}
\end{aligned}
$$

For fixed $u_{-}$the function $H\left(u_{-},.\right)$vanishes in $u_{+}=-u_{-}$and is positive in $\left(-u_{-},-u_{-} / 2\right)$. This implies the two statements of the proposition since exactly one of the two cases (a), (b) in Theorem 2.2 must hold true.

Some remarks are in order.
Note 2.4.
(i) The condition (2.23) can be satisfied for sufficiently small values of $u_{-}$. It holds for instance in the case $u_{-}=1$. Together with the discussion in section 2.1 on undercompressivity we have shown that nonlocal dispersive terms can drive nonclassical shock waves of this type. We stress that condition (2.23) is used to verify (iv) in Theorem 2.2 which is not a necessary assumption for the existence of solutions.
(ii) Using the local term (1.3) in (1.2) leads to the study of (2.18) for traveling waves. As long as condition (2.23) holds we get exactly the same result on the existence of nonlocal diffusion-dispersion profile as in the case of the local dispersion term. Moreover the coefficient $\alpha$ for given $u_{-}$and $u_{+}$is the same in the local and nonlocal case. We refer to $[21,19]$. In the nonlocal case the results do not rely on the form of the kernel $\phi_{\varepsilon}$ as long as the assumptions in (2.14) are satisfied. This freedom in modelling is not present for the local regularization.
(iii) According to Proposition 2.3 the case $u_{+}=-u_{-}$can be solved only with $\alpha=0$ (or equivalently $\gamma=\infty$ ). This is of no interest to us since we want to have a positive parameter in front of the diffusion term in the original regularization (1.6). However, it is interesting to see that this situation is detected by the analysis. The choice $u_{+}=-u_{-}$in the definition of the shock wave $U$ is the extreme nonclassical one. If one takes $u_{+}$strictly less than $-u_{-}$the entropy condition (2.7) does not hold for the quadratic entropy function (cf. (2.10)). The overall importance of this entropy becomes clear in sections 3, 4, and 5 . It is a Lyapunov functional for solutions $u^{\varepsilon}(., t)$ of the Cauchy problem to (1.2) with (1.6).
(iv) Theorem 2.2 is applied in [3] to a Ginzburg-Landau-type problem. However, the meaning of the parameter $\alpha$ is completely different. While here it is the diffusion parameter it plays the rôle of the traveling-wave speed in [3]. In our case the wave speed parameter is given a priori by (2.3).
3. Existence of classical solutions for the scalar model problem. In this section we consider (1.2) for the regularization (1.6), that is,

$$
\begin{equation*}
u_{t}^{\varepsilon}+\operatorname{div}\left(\mathbf{f}\left(u^{\varepsilon}\right)\right)=\varepsilon \Delta u^{\varepsilon}+\gamma \sum_{j=1}^{d}\left[\phi_{\varepsilon} * u_{x_{j}}^{\varepsilon}-u_{x_{j}}^{\varepsilon}\right] \quad \text { in } \mathbb{R}^{d} \times(0, T) \tag{3.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u^{\varepsilon}(., 0)=u_{0} \text { in } \mathbb{R}^{d} \tag{3.2}
\end{equation*}
$$

The time $T>0$ is an arbitrary but fixed number and we recall the definition of $\phi_{\varepsilon}$ from (1.7). Under appropriate conditions on the initial function $u_{0}$, the flux $\mathbf{f}$, and the function $\phi$ specified below, we prove the existence of classical solutions for the Cauchy problem (3.1), (3.2).
3.1. Some notations and assumptions. For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)^{T} \in$ $\mathbb{N}_{0}^{d}$, we define the differential operator

$$
D^{\alpha}:=\frac{\partial^{\alpha_{1}+\cdots \alpha_{d}}}{\partial_{x_{1}}^{\alpha_{1}} \cdots \partial_{x_{d}}^{\alpha_{d}}}
$$

For the partial derivative with respect to the space coordinate $x_{j}, j=1, \ldots, d$, we also use the symbol $\partial_{x_{j}}$. The open set $\Omega_{R}, R \in[0, T]$ is defined by $\Omega_{R}=\mathbb{R}^{d} \times(0, R)$. The following assumption on the flux functions and the function $\phi$ hold throughout the following two sections on the scalar model problem if nothing else is stated explicitly.

Assumption 3.1.
(i) There is a number $k>d / 2+1$ such that $f_{1}, \ldots, f_{d} \in C^{k}(\mathbb{R})$. Furthermore, for each $r>0$ let $L_{\mathbf{f}}(r)>0$ be a number such that

$$
\sum_{j=1}^{d}\left|f_{j}^{\prime}(u)\right| \leq L_{\mathbf{f}}(r) \quad(|u| \leq r)
$$

(ii) The function $\phi \in C^{\infty}\left(\mathbb{R}^{d}\right)$ is even, bounded, nonnegative, and satisfies

$$
\int_{\mathbb{R}^{d}} \phi(\mathbf{x}) d \mathbf{x}=1, \quad \operatorname{supp}(\phi) \subset[-1,1]^{d}
$$

We introduce the set $K_{0}(r)$ for $r>0$ by

$$
K_{0}(r)=\left\{w \in L^{\infty}\left(\mathbb{R}^{d}\right) \mid\|w\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq r\right\}
$$

For $R>0$ we denote by $C_{1}^{2}\left(\Omega_{R}\right)$ the set of real-valued functions on $\bar{\Omega}_{R}$ such that all spatial derivatives up to order two and the first order time derivative exist and are continuous in $\Omega_{R}$. A function $u^{\varepsilon} \in C\left([0, R] ; L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{2}\left(\mathbb{R}^{d}\right)\right) \cap C_{1}^{2}\left(\Omega_{R}\right)$ is called a classical solution of (3.1), (3.2) in $\Omega_{R}$ if it satisfies (3.1) in $\Omega_{R}$ and (3.2) almost everywhere in $\mathbb{R}^{d}$.

For $\varepsilon>0$ we also introduce the operator $q^{\varepsilon}: L^{\infty}\left(\mathbb{R}^{d}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ with

$$
q^{\varepsilon}[w]=\gamma\left(\phi_{\varepsilon} * w-w\right) \quad\left(w \in L^{\infty}\left(\mathbb{R}^{d}\right)\right)
$$

We note that $q^{\varepsilon}$ satisfies for almost all $\mathbf{x} \in \mathbb{R}^{d}$ the simple estimate

$$
\begin{equation*}
\left|q^{\varepsilon}[w](\mathbf{x})\right| \leq 2 \gamma\|w\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} . \tag{3.3}
\end{equation*}
$$

3.2. The main result. The main result in this section is the following theorem.

THEOREM 3.2 (global existence). Let $r_{\infty}>0$ be given and suppose that Assumption 3.1 holds. Then there exists a number $r_{2}=r_{2}\left(r_{\infty}\right)>0$ such that for all

$$
\begin{equation*}
u_{0} \in K_{0}\left(r_{\infty}\right) \cap L^{2}\left(\mathbb{R}^{d}\right) \tag{3.4}
\end{equation*}
$$

with

$$
\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq r_{2}
$$

there is a classical solution $u^{\varepsilon}$ of (3.1), (3.2) in $\Omega_{T}$ that is unique in the set of classical solutions. We have for $t \in[0, T]$

$$
\begin{equation*}
\frac{1}{2}\left\|u^{\varepsilon}(., t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\varepsilon \sum_{j=1}^{d}\left\|\partial_{x_{j}} u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \tag{3.5}
\end{equation*}
$$

The proof of the theorem will be presented in section 3.4 below and relies on a local-in-time existence result presented in section 3.3. We add some comments. The smallness condition on the $L^{2}$-norm of $u_{0}$ is a consequence of the fact that (3.1) is not equipped with a maximum principle if $\gamma>0$ holds. This cannot be expected in the framework of local or nonlocal dispersive regularizations.

In this section the dependence of results and estimates on $\varepsilon$ does not play a role so that we take $\varepsilon>0$ as arbitrary but fixed. However, we note for later use that (3.5) provides an $\varepsilon$-independent estimate on the $L^{\infty}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$-norm of $u^{\varepsilon}$ and for $\sqrt{\varepsilon}\left\|\nabla u^{\varepsilon}\right\|_{L^{2}\left(\mathbb{R}^{d} \times[0, T]\right)}$.
3.3. Local existence. At first we provide a local-in-time existence and uniqueness result for (3.1), (3.2) which we then extend to arbitrary times. For both steps we use a method which has been developed for parabolic systems that do not allow for an a priori $L^{\infty}$-bound ([33, Chapter 6.2]). It is one of the advantages of regularization (1.6) in comparison to (1.3) that the more flexible second order theory can still be applied while the local counterpart requires dealing with a more complicated third order differential operator.

We make use of the scaled heat kernel

$$
K_{\varepsilon}(\mathbf{x}, t)=(4 \pi \varepsilon t)^{-d / 2} \exp \left(-\frac{|\mathbf{x}|^{2}}{4 \pi \varepsilon t}\right) \quad\left((\mathbf{x}, t) \in \Omega_{T}\right)
$$

For $t>0$ we collect the following properties for $K_{\varepsilon}$ :

$$
\begin{gather*}
\int_{\mathbb{R}^{d}} K_{\varepsilon}(\mathbf{x}, t) d \mathbf{x}=1,  \tag{3.6}\\
\exists C_{\varepsilon}>0: \sum_{j=1}^{d}\left\|\partial_{x_{j}} K_{\varepsilon}(., t) * w\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq \frac{C_{\varepsilon}}{\sqrt{t}}\|w\|_{L^{p}\left(\mathbb{R}^{d}\right)}, \quad w \in L^{p}\left(\mathbb{R}^{d}\right), p=2, \infty .
\end{gather*}
$$

Now let $r_{\infty} \in \mathbb{R}$ and $\bar{r} \in \mathbb{R}$ be numbers such that

$$
\begin{equation*}
\bar{r}>r_{\infty}>0 . \tag{3.7}
\end{equation*}
$$

Note that these numbers $\bar{r}$ and $r_{\infty}$ are arbitrary but fixed throughout the section. Finally we also fix a number $\bar{t} \in(0, T)$ such that

$$
\begin{equation*}
r_{\infty}+2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \bar{r} \sqrt{\bar{t}}<\bar{r} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{t}<1 \tag{3.9}
\end{equation*}
$$

hold.
Lemma 3.3. Suppose that Assumption 3.1 holds and let $u_{0} \in K_{0}\left(r_{\infty}\right) \cap L^{2}\left(\mathbb{R}^{d}\right)$. Then there exists a unique fixed point $u^{\varepsilon} \in L^{\infty}\left(\Omega_{\bar{t}}\right) \cap L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ of the mapping $L_{\varepsilon}: L^{\infty}\left(\Omega_{\bar{t}}\right) \rightarrow L^{\infty}\left(\Omega_{\bar{t}}\right)$ which is defined for $v \in L^{\infty}\left(\Omega_{\bar{t}}\right)$ and $\varepsilon>0$ by

$$
\begin{align*}
\left(L_{\varepsilon} v\right)(\mathbf{x}, t)= & {\left[K_{\varepsilon}(., t) * u_{0}\right](\mathbf{x})+\int_{0}^{t} \sum_{j=1}^{d}\left[\partial_{x_{j}} K_{\varepsilon}(., t-s) * f_{j}(v(., s))\right](\mathbf{x}) d s }  \tag{3.1}\\
& -\int_{0}^{t} \sum_{j=1}^{d}\left[\partial_{x_{j}} K_{\varepsilon}(., t-s) * q^{\varepsilon}[v(., s])\right](\mathbf{x}) d s \quad\left((\mathbf{x}, t) \in \Omega_{\bar{t}}\right) .
\end{align*}
$$

For the function $u^{\varepsilon}$ there is a constant $C_{0}>0$ such that we have

$$
\begin{equation*}
\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(\Omega_{\bar{t}}\right)}+\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq C_{0} . \tag{3.11}
\end{equation*}
$$

The number $C_{0}$ depends on $r_{\infty}, \varepsilon, f_{1}, \ldots, f_{d}, \phi$ and $\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}$.
Proof. At first we show that under condition (3.8) for $\bar{t}$ the inclusion $L_{\varepsilon}(K(\bar{r})) \subset$ $K(\bar{r})$ holds. Here we denote $K(\bar{r})=\left\{v \in L^{\infty}\left(\Omega_{\bar{t}}\right) \mid\|v\|_{L^{\infty}\left(\Omega_{\bar{t}}\right)} \leq \bar{r}\right\}$ and $\bar{r}$ is the number from (3.7). Using the definition of $L_{\varepsilon}$ and the properties of the kernel in (3.6) we deduce for $t \in[0, \bar{t}]$

$$
\begin{aligned}
& \left\|\left(L_{\varepsilon} v\right)(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \quad+\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right)\|v\|_{L^{\infty}\left(\Omega_{\bar{t}}\right)} \int_{0}^{t} \int_{\mathbb{R}^{d}} \sum_{j=1}^{d}\left|\partial_{x_{j}} K_{\varepsilon}(\mathbf{x}, t-s)\right| d \mathbf{x} d s .
\end{aligned}
$$

We have used Assumption 3.1 and the estimate (3.3) and proceed with the estimate on $\partial_{x_{j}} K_{\varepsilon}$ in (3.6) and observe for $t \in[0, \bar{t}]$

$$
\begin{equation*}
\left\|\left(L_{\varepsilon} v\right)(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq r_{\infty}+2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right)\|v\|_{L^{\infty}\left(\Omega_{\bar{t}}\right)} \sqrt{t} . \tag{3.12}
\end{equation*}
$$

From (3.8) we get $L_{\varepsilon}(K(\bar{r})) \subset K(\bar{r})$ since $\bar{r}>r_{\infty}$. With the same arguments we obtain for $v_{1}, v_{2} \in L^{\infty}\left(\Omega_{\bar{t}}\right)$ and $t \in[0, \bar{t}]$

$$
\begin{equation*}
\left\|\left(L_{\varepsilon} v_{1}\right)(., t)-\left(L_{\varepsilon} v_{2}\right)(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq 2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{t}\left\|v_{1}-v_{2}\right\|_{L^{\infty}\left(\Omega_{\bar{t})}\right.} \tag{3.13}
\end{equation*}
$$

Since $\bar{t}$ satisfies (3.9) we see that $L_{\varepsilon}$ is a contraction in $L^{\infty}\left(\Omega_{\bar{t}}\right)$ and has a unique fixed point $u^{\varepsilon}$ in this space. With the arguments above one obtains the similar estimates in $L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ :

$$
\begin{align*}
\left\|\left(L_{\varepsilon} v\right)(., t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & \leq\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{t}\|v\|_{L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}  \tag{3.14}\\
\left\|\left(L_{\varepsilon} v_{1}\right)(., t)-\left(L_{\varepsilon} v_{2}\right)(., t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & \leq 2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{t}\left\|v_{1}-v_{2}\right\|_{L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}
\end{align*}
$$

Consider now the sequence $\left\{u_{m}^{\varepsilon}\right\}_{m \in \mathbb{N}}$ defined by

$$
\begin{equation*}
u_{m+1}^{\varepsilon}(\mathbf{x}, t):=\left(L_{\varepsilon} u_{m}^{\varepsilon}\right)(\mathbf{x}, t), \quad u_{1}^{\varepsilon}(\mathbf{x}, t)=u_{0}(\mathbf{x}) \quad\left((\mathbf{x}, t) \in \Omega_{\bar{t}}\right) \tag{3.15}
\end{equation*}
$$

This sequence is a Cauchy sequence in the Banach space $L^{\infty}\left(0, \bar{t} ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ by (3.14). A subsequence must converge also in $L^{\infty}\left(0, \bar{t} ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ by (3.13). The limit is the unique fixed point $u^{\varepsilon}$ of $L_{\varepsilon}$. The estimate (3.11) follows from (3.12) and (3.14) with $v=u^{\varepsilon}$ and taking into account $2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{\bar{t}}<1$.

The fixed point $u^{\varepsilon}$ of $L_{\varepsilon}$ is a weak solution of (3.1) that satisfies (3.2). The implicit representation formula (3.10) shows $u^{\varepsilon} \in C_{1}^{2}\left(\Omega_{\bar{t}}\right)$ (with $u^{\varepsilon}(., 0):=u_{0}, u^{\varepsilon}(., \bar{t}):=$ $\left.\lim _{s \rightarrow \bar{t}, s<t} u^{\varepsilon}(., s)\right)$. For $p=2, \infty$ we observe $u^{\varepsilon} \in C\left([0, \bar{t}] ; L^{p}\left(\mathbb{R}^{d}\right)\right)$ by means of (3.10), the $L^{p}$-bound for $u^{\varepsilon}$ and the continuity of convolutions with the heat kernel. Thus $u^{\varepsilon}$ is a classical solution of (3.1), (3.2). We now estimate the Sobolev norms of derivatives of $u^{\varepsilon}$. Due to the regularizing behavior of the heat kernel we obtain estimates on the Sobolev norm of each order that do not depend on the regularity of the initial function.

Lemma 3.4 (estimates for derivatives). Suppose that Assumption 3.1 holds and let $u_{0} \in K_{0}\left(r_{\infty}\right) \cap L^{2}\left(\mathbb{R}^{d}\right)$ with $r_{\infty}$ from (3.7) be given. Then the fixed point $u^{\varepsilon}$ of $L_{\varepsilon}$ satisfies $u^{\varepsilon} \in L^{\infty}\left(0, \bar{t} ; W^{k, 2}\left(\mathbb{R}^{d}\right) \cap W^{k, \infty}\left(\mathbb{R}^{d}\right)\right)$ with $k \in \mathbb{N}$ given by Assumption 3.1. Moreover for all $t^{*} \in(0, \bar{t}]$ there is a continuous function $\mathcal{C}^{\alpha}:[0, \infty) \rightarrow[0, \infty)$ such that for all $\alpha \in \mathbb{N}_{0}^{d},|\alpha| \in\{1, \ldots, k\}$ and $t \in\left(t^{*}, \bar{t}\right]$ we have

$$
\begin{equation*}
\left\|\left(t-t^{*}\right)^{\frac{1}{2}} D^{\alpha} u^{\varepsilon}(., t)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq \mathcal{C}^{\alpha}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\frac{1}{\sqrt{t^{*}}}\right) \quad(p=2, \infty) \tag{3.16}
\end{equation*}
$$

The function $\mathcal{C}$ depends in particular on $k$ and $\bar{t}$ but not on $u_{0}$.
Proof. For $m \in \mathbb{N}$, we define the iterates $u_{m}^{\varepsilon}$ as in (3.15). Let $t^{*} \in(0, \bar{t}]$. For a continuous function $\mathcal{C}^{\alpha}:[0, \infty) \rightarrow[0, \infty)$ independent of $m$ we shall prove below the following uniform estimate:

$$
\begin{equation*}
\left\|\left(t-t^{*}\right)^{\frac{1}{2}} D^{\alpha} u_{m}^{\varepsilon}(., t)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq \mathcal{C}^{\alpha}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\frac{1}{\sqrt{t^{*}}}\right) \quad(p=2, \infty) \tag{3.17}
\end{equation*}
$$

Here $\alpha \in \mathbb{N}_{0}^{d}$ is a multi-index with $|\alpha| \leq k$. From Lemma 3.3 we have $u_{m}^{\varepsilon} \rightarrow$ $u^{\varepsilon}$ in $L^{\infty}\left(\Omega_{\bar{t}}\right)$. By (3.17) there is then for each $\alpha \in \mathbb{N}_{0}^{d}$, $|\alpha| \leq k$, a function $v_{\alpha}^{\varepsilon} \in L^{\infty}\left(\mathbb{R}^{d} \times\left(t^{*}, \bar{t}\right)\right.$ ) such that (for a subsequence) $D^{\alpha} u_{m}^{\varepsilon} \xrightarrow{*} v_{\alpha}^{\varepsilon}$. We conclude
$u^{\varepsilon} \in L^{\infty}\left(t^{*}, \bar{t} ; W^{k, \infty}\left(\mathbb{R}^{d}\right)\right)$ and $D^{\alpha} u^{\varepsilon}=v_{\alpha}$. Since $t^{*}$ is arbitrary we get $u^{\varepsilon} \in$ $L^{\infty}\left(0, \bar{t} ; W^{k, \infty}\left(\mathbb{R}^{d}\right)\right)$. A similar argument applies to show $u^{\varepsilon} \in L^{\infty}\left(0, \bar{t} ; W^{k, 2}\left(\mathbb{R}^{d}\right)\right)$. The estimate (3.16) follows from (3.17) by taking the limit $m \rightarrow \infty$. It remains to prove (3.17). For $v \in W^{2, k}\left(\mathbb{R}^{d}\right) \cap W^{\infty, k}\left(\mathbb{R}^{d}\right)$ and $\beta \in \mathbb{N}_{0}^{d},|\beta| \in\{1, \ldots, k\}$ we deduce from $f_{j} \in C^{k}\left(\mathbb{R}^{d}\right)$ that there is a continuous monotone increasing function $\mathcal{A}^{\beta}:[0, \infty) \rightarrow[0, \infty)$ independent of $v$ such that

Note that $D^{\beta} f_{j}(v)-f_{j}^{\prime}(v) D^{\beta} v$ contains only derivatives of $v$ up to order $|\beta|-1$ but there are derivatives of the fluxes up to order $|\beta|$.

We return to the proof of (3.17). The case $|\alpha|=0$ has been proven in Lemma 3.3. We start with $|\alpha|=1$ and obtain from the iteration formula (3.10) with (3.6) for $i=1, \ldots, d, p=2, \infty$, and $t \in(0, \bar{t}]$,

$$
\begin{aligned}
& \left\|\partial_{x_{i}} u_{m+1}^{\varepsilon}(., t)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \\
& \leq \quad\left\|\partial_{x_{i}} K_{\varepsilon}(., t) * u_{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\sum_{j=1}^{d} \int_{0}^{t}\left\|\partial_{x_{j}} K_{\varepsilon}(., t-s) * \partial_{x_{i}}\left(f_{j}\left(u_{m}^{\varepsilon}(., s)\right)\right)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} d s \\
& \quad+\sum_{j=1}^{d} \int_{0}^{t}\left\|\partial_{x_{j}} K_{\varepsilon}(., t-s) * \partial_{x_{i}}\left(q^{\varepsilon}\left[u_{m}^{\varepsilon}(., s)\right]\right)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} d s \\
& \leq \quad \frac{C_{\varepsilon}}{\sqrt{t}}\left\|u_{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+2 C_{\varepsilon}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right) \sqrt{t}\left\|\partial_{x_{i}} u_{m}^{\varepsilon}\right\|_{L^{p}\left(0, \bar{t}, L^{p}\left(\mathbb{R}^{d}\right)\right)}
\end{aligned}
$$

Multiplication with $\left(t-t^{*}\right)^{1 / 2}$ implies (3.16) for $|\alpha|=1$. We proceed by induction with respect to $\alpha$ and choose $p=\infty$ first. For $t^{*} \in(0, \bar{t}], l \in\{1, \ldots, k\}, i \in\{1, \ldots, d\}$, $\alpha=l e_{i}, e_{i}$ the $i$ th unit vector and $t \in\left(t^{*}, \bar{t}\right]$ we can write

$$
\begin{aligned}
& \left\|D^{\alpha} u_{m+1}^{\varepsilon}(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \leq \quad\left\|\partial_{x_{i}} K_{\varepsilon}\left(., t-t^{*}\right) * D^{\alpha-e_{i}} u_{m+1}^{\varepsilon}\left(., t^{*}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \quad+\int_{t^{*}}^{t} \sum_{j=1}^{d}\left\|\partial_{x_{j}} K_{\varepsilon}(., t-s) * D^{\alpha} f_{j}\left(u_{m}^{\varepsilon}(., s)\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d s \\
& \left.\quad+\int_{t^{*}}^{t} \sum_{j=1}^{d} \| \partial_{x_{j}} K_{\varepsilon}(., t-s) * D^{\alpha} q^{\varepsilon}\left[u_{m}^{\varepsilon}(., s)\right]\right) \|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d s \\
& \leq \quad \frac{C_{\varepsilon}}{\sqrt{t-t^{*}}}\left\|D^{\alpha-e_{i}} u_{m+1}^{\varepsilon}\left(., t^{*}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \quad+2 C_{\varepsilon} \sqrt{t-t^{*}}\left(\sum_{j=1}^{d}\left|f_{j}^{\prime}\left(u_{m}^{\varepsilon}\right)\right|+2 \gamma d\right)\left\|D^{\alpha} u_{m}^{\varepsilon}\right\|_{L^{\infty}\left(\Omega_{\left.t^{*}, \bar{t}\right)}\right.} \\
& \quad+2 C_{\varepsilon} \sqrt{t-t^{*}} \sum_{j=1}^{d}\left\|D^{\alpha}\left(f_{j}\left(u_{m}^{\varepsilon}\right)\right)-f_{j}^{\prime}\left(u_{m}^{\varepsilon}\right) D^{\alpha} u_{m}^{\varepsilon}\right\|_{L^{\infty}\left(\Omega_{\left.t^{*}, \bar{t}\right)}\right.}
\end{aligned}
$$

Here we used $\Omega_{t^{*}, \bar{t}}:=\mathbb{R}^{d} \times\left(t^{*}, \bar{t}\right]$. The estimate (3.18) implies

$$
\begin{aligned}
& \left\|D^{\alpha} u_{m+1}^{\varepsilon}(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \quad \leq \frac{C_{\varepsilon}}{\sqrt{t-t^{*}}}\left\|D^{\alpha-e_{i}} u_{m+1}^{\varepsilon}\left(., t^{*}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+2 C_{\varepsilon} \sqrt{t-t^{*}}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right)\left\|D^{\alpha} u_{m}^{\varepsilon}\right\|_{L^{\infty}\left(\Omega_{\left.t^{*}, \bar{t}\right)}\right.} \\
& \left(3.19+2 C_{\varepsilon} \sqrt{t-t^{*}} \mathcal{A}^{\alpha}\left(\left\|u_{m}^{\varepsilon}\right\|_{L^{\infty}\left(t^{*}, \bar{t} ; W^{\infty,|\alpha|-1}\left(\mathbb{R}^{d}\right)\right)}\right)\right.
\end{aligned}
$$

The first and third term on the right-hand side of (3.19) contain only derivatives of lower order than $|\alpha|$. Therefore we can apply the induction hypothesis (3.17). The first term is evaluated in $t^{*}$ directly. The induction hypothesis holds for arbitrary $t^{*} \in(0, \bar{t}]$ and if we apply it for, e.g., $t^{*} / 2$ at the position of $t^{*}$ in (3.17) we see that there is a continuous function $\mathcal{B}_{1}^{\alpha}:[0, \infty) \rightarrow[0, \infty)$ (depending on $\mathcal{C}^{\alpha-e_{i}}$ in (3.17)) such that

$$
\left\|D^{\alpha-e_{i}} u_{m+1}^{\varepsilon}\left(., t^{*}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \mathcal{B}_{1}^{\alpha}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\frac{1}{\sqrt{t^{*}}}\right)
$$

holds. For the third term we obtain directly from the hypothesis that there is a continuous function $\mathcal{B}_{2}^{\alpha}:[0, \infty) \rightarrow[0, \infty)$ (depending on $\mathcal{A}^{\alpha}$ in (3.19) and $\mathcal{C}^{\alpha-e_{i}}$ in (3.17)) such that

$$
\mathcal{A}^{\alpha}\left(\left\|u_{m}^{\varepsilon}\right\|_{L^{\infty}\left(t^{*}, \bar{t} ; W^{\infty,|\alpha|-1}\left(\mathbb{R}^{d}\right)\right)}\right) \leq \mathcal{B}_{2}^{\alpha}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\frac{1}{\sqrt{t^{*}}}\right)
$$

holds. Altogether with $2 C_{\varepsilon} \sqrt{t-t^{*}}\left(L_{\mathbf{f}}(\bar{r})+2 \gamma d\right)<1$ we see that there is a continuous function $\mathcal{C}^{\alpha}:[0, \infty) \rightarrow[0, \infty)$ (depending on $\mathcal{B}_{1}^{\alpha}, \mathcal{B}_{2}^{\alpha}$ ) such that

$$
\left\|D^{\alpha} u_{m}^{\varepsilon}(., t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \frac{1}{\sqrt{t-t^{*}}} \mathcal{C}^{\alpha}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\frac{1}{\sqrt{t^{*}}}\right)
$$

Mixed derivatives are treated in the same manner. Also the case $p=2$ can be treated analogously.
3.4. Proof of Theorem 3.2. In this section we extend the local existence results from Lemmas 3.3 and 3.4 to time intervals $[0, T]$ for the arbitrary but fixed number $T>0$. The key tool is the following a priori estimate.

Lemma 3.5 (a priori estimate). Let the assumptions of Theorem 3.2 be valid. For $\varepsilon>0$ and $T>0$ assume that $u^{\varepsilon} \in C_{1}^{2}\left(\Omega_{T}\right)$ is a classical solution of (3.1), (3.2) that satisfies for $t \in(0, T]$ the decay estimates

$$
\begin{equation*}
\lim _{|\mathbf{x}| \rightarrow \infty}\left|D^{\alpha} u^{\varepsilon}(\mathbf{x}, t)\right|=0 \quad\left(\alpha \in \mathbb{N}_{0}^{d},|\alpha| \leq 1\right) \tag{3.20}
\end{equation*}
$$

Then $u^{\varepsilon}$ satisfies for $t \in[0, T]$

$$
\begin{equation*}
\frac{1}{2}\left\|u^{\varepsilon}(., t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\varepsilon \sum_{j=1}^{d}\left\|\partial_{x_{j}} u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \tag{3.21}
\end{equation*}
$$

Proof. Let $w \in C^{1}\left(\mathbb{R}^{d}\right)$ be a function that tends to 0 for $|\mathbf{x}| \rightarrow \infty$ and $j \in$ $\{1, \ldots, d\}$. Since $\phi_{\varepsilon}$ is even we observe

$$
\begin{align*}
\int_{\mathbb{R}^{d}} w(\mathbf{x})\left[\left[\phi_{\varepsilon} * w\right](\mathbf{x})\right]_{x_{j}} d \mathbf{x} & =-\int_{\mathbb{R}^{d}} w(\mathbf{y}) \int_{\mathbb{R}^{d}} \phi_{\varepsilon}(\mathbf{y}-\mathbf{x}) w_{x_{j}}(\mathbf{x}) d \mathbf{x} d \mathbf{y} \\
& =-\int_{\mathbb{R}^{d}} w(\mathbf{y})\left[\phi_{\varepsilon} * w_{x_{j}}\right](\mathbf{y}) d \mathbf{y}  \tag{3.22}\\
& =-\int_{\mathbb{R}^{d}} w(\mathbf{y})\left[\left[\phi_{\varepsilon} * w\right](\mathbf{y})\right]_{y_{j}} d \mathbf{y}
\end{align*}
$$

Interchanging the rôles of $\mathbf{x}$ and $\mathbf{y}$ in the last term we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} w(\mathbf{x})\left[\left[\phi_{\varepsilon} * w\right](\mathbf{x})\right]_{x_{j}} d \mathbf{x}=0 \quad(j=1, \ldots, d) \tag{3.23}
\end{equation*}
$$

To prove (3.21) we multiply (3.1) by $u^{\varepsilon}$, integrate with respect to space and time, and obtain by (3.2), (3.20) the equality

$$
\begin{aligned}
& \frac{1}{2}\left\|u^{\varepsilon}(., t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\varepsilon \sum_{j=1}^{d}\left\|\partial_{x_{j}} u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2} \\
& \quad=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\gamma \sum_{j=1}^{d} \int_{0}^{t} \int_{\mathbb{R}^{d}} u^{\varepsilon}(\mathbf{x}, s)\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](\mathbf{x})-u^{\varepsilon}(\mathbf{x}, s)\right]_{x_{j}} d \mathbf{x} d s
\end{aligned}
$$

Using (3.23) leads to the statement (3.21).
For the proof of Theorem 3.2 we rely on the $L^{2}$-a priori estimate in Lemma 3.5 and Sobolev's inequalities.

Proof of Theorem 3.2. Let $u^{\varepsilon}$ be the unique fixed point of $L_{\varepsilon}$ which has been determined in Lemma 3.3. From Lemma 3.4 we have $u^{\varepsilon}(., s) \in W^{k, \infty}\left(\mathbb{R}^{d}\right) \cap W^{k, 2}\left(\mathbb{R}^{d}\right)$ for $s \in(0, \bar{t}]$. Since $k>d / 2$ we deduce by Sobolev's inequality that there is a constant $C>0$ such that

$$
\begin{aligned}
\left\|u^{\varepsilon}(., s)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \leq C\left\|u^{\varepsilon}(., s)\right\|_{W^{k, 2}\left(\mathbb{R}^{d}\right)} \\
& \leq C\left\|u^{\varepsilon}(., s)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{1-\theta}\left(\sum_{|\alpha|=k}\left\|D^{\alpha} u^{\varepsilon}(., s)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)^{\theta}
\end{aligned}
$$

The last estimate follows from the interpolation theory for Sobolev spaces with $\theta \in$ $(0,1)$ (cf. [6]). Moreover the regularity of $u^{\varepsilon}$ implies that (3.20) holds in $(0, \bar{t}]$. Thus the estimate (3.21) applies and we obtain with Lemma 3.4 for $s \in(\bar{t} / 4, \bar{t})$ and $t^{*}=\bar{t} / 4$ the estimate

$$
\left\|u^{\varepsilon}(., s)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{1-\theta} \mathcal{C}\left(\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\frac{2}{\sqrt{\bar{t}}}\right)^{\theta}(s-\bar{t} / 4)^{-\frac{\theta}{2}} .
$$

The function $\mathcal{C}$ is a continuous nonnegative function depending on the functions $\mathcal{C}^{\alpha}$, $|\alpha|=k$, in (3.16). Now we fix $s$, say $s=\bar{t} / 2$, and choose $r_{2}$ so small such that for all $u_{0}$ with $\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq r_{2}$ the right-hand side in the last inequality is bounded from above by $\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$. For the (new) initial function $u_{0}=u^{\varepsilon}(., s)$ with $s=\bar{t} / 2$ the assumptions of Lemma 3.3 are satisfied. We can extend our local solution to the time interval $[0,3 \bar{t} / 2)$. Repeating all arguments we finally obtain a global unique
solution $u^{\varepsilon}$ for $t \in[0, T]$. The function $u^{\varepsilon}$ satisfies $u^{\varepsilon} \in C_{1}^{2}\left(\Omega_{T}\right)$. Since we have (after extension of $u_{m}^{\varepsilon}$ to $\left.\Omega_{T}\right) u_{m}^{\varepsilon} \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right.$ ) by construction and $u_{m}^{\varepsilon} \rightarrow u^{\varepsilon}$ in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ from the proof of Lemma 3.3 we have also $u^{\varepsilon} \in C\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)$. Thus $u^{\varepsilon}$ provides a classical solution of (3.1), (3.2). It is unique in this class since each classical solution is a fixed point of (3.10), which is unique.

## 4. Sharp-interface limits for the scalar model problem in one dimen-

 sion. We let $d=1$. For $x=x_{1}$ and $f(u)=f_{1}(u)$ (1.2) with (1.6) takes the form$$
\begin{equation*}
u_{t}^{\varepsilon}+f\left(u^{\varepsilon}\right)_{x}=\varepsilon u_{x x}^{\varepsilon}+\gamma\left[\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right]_{x} \tag{4.1}
\end{equation*}
$$

in $\mathbb{R} \times(0, T), T>0$. As before we consider the Cauchy problem for (4.1) with initial condition

$$
\begin{equation*}
u^{\varepsilon}(x, 0)=u_{0}(x) \quad(x \in \mathbb{R}) . \tag{4.2}
\end{equation*}
$$

The assumptions on $u_{0}$ will be specified below. We restrict ourselves to the choice

$$
f(u)=u^{3}
$$

In this section we assume that a unique classical solution of the Cauchy problem for (4.1) with certain properties exists. Actually this can be proven using Theorem 3.2. For a short discussion of this issue and restrictions concerning $f$, we refer to Note 4.6. We study the sharp-interface limit $\varepsilon \rightarrow 0$. Section 4.1 is devoted to the derivation of certain a priori estimates. Using the compensated compactness framework in section 4.2 we treat the limit problem in one space dimension with $\gamma=\mathcal{O}(1)$.
4.1. A priori estimates. For $\varepsilon, \gamma>0$ we introduce the mapping $E^{\varepsilon}: L^{2}(\mathbb{R}) \rightarrow$ $L^{1}(\mathbb{R})$ by

$$
\begin{equation*}
E^{\varepsilon}[w](x)=\frac{\gamma}{4} \int_{\mathbb{R}} \phi_{\varepsilon}(x-y)(w(y)-w(x))^{2} d y \quad\left(w \in L^{2}(\mathbb{R}), x \in \mathbb{R}\right) \tag{4.3}
\end{equation*}
$$

We assume that Assumption 3.1 for $d=1$ is valid throughout the section. We need the following technical lemma.

Lemma 4.1. Let $w \in C_{1}^{2}(\mathbb{R} \times(0, T))$ such that we have for all $t \in(0, T)$

$$
w(., t), w_{t}(., t), w_{x}(., t), w_{x x}(., t) \in L^{2}(\mathbb{R})
$$

Then we have for $t \in(0, T)$

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}} E^{\varepsilon}[w(., t)](x) d x=-\gamma \int_{\mathbb{R}}\left[\left[\phi_{\varepsilon} * w(., t)\right](x)-w(x, t)\right] w_{t}(x, t) d x \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \int_{\mathbb{R}} E^{\varepsilon}\left[w_{x}(., t)\right](x) d x=\gamma \int_{\mathbb{R}}\left[\left[\phi_{\varepsilon} * w(., t)\right](x)-w(x, t)\right] w_{x x}(x, t) d x \tag{4.5}
\end{equation*}
$$

Proof. We compute for $t \in(0, T)$

$$
\begin{aligned}
& \frac{\gamma}{4} \frac{d}{d t} \int_{\mathbb{R}} \int_{\mathbb{R}} \phi_{\varepsilon}(x-y)(w(y, t)-w(x, t))^{2} d y d x \\
&= \frac{\gamma}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \phi_{\varepsilon}(x-y)(w(y, t)-w(x, t)) w_{t}(y, t) d y d x \\
&+\frac{\gamma}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \phi_{\varepsilon}(y-x)(w(x, t)-w(y, t)) w_{t}(x, t) d y d x \\
&= \gamma \int_{\mathbb{R}} \int_{\mathbb{R}} \phi_{\varepsilon}(x-y)(w(y, t)-w(x, t)) w_{t}(y, t) d y d x \\
&=-\gamma \int_{\mathbb{R}}\left(\left[\phi_{\varepsilon} * w(., t)\right](x)-w(x, t)\right) w_{t}(x, t) d x .
\end{aligned}
$$

This is (4.4). Note that we used the symmetry of $\phi$. To derive (4.5) consider for $t \in(0, T)$

$$
\begin{aligned}
\int_{\mathbb{R}} \int_{\mathbb{R}} E^{\varepsilon}\left[w_{x}(., t)\right](x) d x & =-\frac{\gamma}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \phi_{\varepsilon}(x-y)\left(w_{x}(x, t) w_{x}(y, t)-w_{x}^{2}(x, t)\right) d y d x \\
& =-\frac{\gamma}{2} \int_{\mathbb{R}} w_{x}(x, t)\left(\left[\phi_{\varepsilon} * w_{x}(., t)\right](x)-w_{x}(x, t)\right) d x \\
& =\frac{\gamma}{2} \int_{\mathbb{R}} w_{x x}(x, t)\left(\left[\phi_{\varepsilon} * w(., t)\right]-w(x, t)\right) d x .
\end{aligned}
$$

With this lemma we now prove the crucial a priori estimates on $u^{\varepsilon}$.
Lemma 4.2. Assume that we have $u_{0} \in L^{2}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$. Let $u^{\varepsilon} \in C\left([0, T] ; L^{2}(\mathbb{R}) \cap\right.$ $\left.L^{\infty}(\mathbb{R})\right) \cap C_{1}^{2}(\mathbb{R} \times(0, T))$ be a classical solution of (4.1), (4.2) that satisfies for $t \in(0, T]$ the relations

$$
\begin{equation*}
u_{t}^{\varepsilon}(., t), u_{x}^{\varepsilon}(., t), u_{x x}^{\varepsilon}(., t) \in L^{2}(\mathbb{R}) \tag{4.6}
\end{equation*}
$$

Then we have for all $t \in[0, T]$

$$
\begin{equation*}
\frac{1}{2}\left\|u^{\varepsilon}(., t)\right\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon\left\|u_{x}^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, t))}^{2}=\frac{1}{2}\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{1}{4}\left\|u^{\varepsilon}(., t)\right\|_{L^{4}(\mathbb{R})}^{4}  \tag{4.8}\\
& \quad+\int_{\mathbb{R}} E^{\varepsilon}\left[u^{\varepsilon}(., t)\right](x) d x+3 \varepsilon\left\|u^{\varepsilon} u_{x}^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, t))}^{2} \\
& \quad+2 \varepsilon \gamma\left\|E^{\varepsilon}\left[u_{x}^{\varepsilon}\right]\right\|_{L^{1}(\mathbb{R} \times(0, t))}=\frac{1}{4}\left\|u_{0}\right\|_{L^{4}(\mathbb{R})}^{4}+\int_{\mathbb{R}} E^{\varepsilon}\left[u_{0}\right](x) d x
\end{align*}
$$

Proof. The proof of (4.7) has already been given in Lemma 3.5. We turn to prove the second estimate (4.8). By (4.6) and Sobolev embedding we get for $t \in(0, T]$ the limit

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}\left(\left|u^{\varepsilon}(x, t)\right|+\left|u_{x}^{\varepsilon}(x, t)\right|\right)=0 \tag{4.9}
\end{equation*}
$$

Using (4.9) we obtain by multiplication of (4.1) with $f(u)=u^{3}$

$$
\begin{align*}
& \frac{1}{4}\left\|u^{\varepsilon}(., t)\right\|_{L^{4}(\mathbb{R})}^{4}+3 \varepsilon\left\|u^{\varepsilon} u_{x}^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, t))}^{2}  \tag{4.10}\\
& \quad=\frac{1}{4}\left\|u_{0}\right\|_{L^{4}(\mathbb{R})}^{4}-\gamma \int_{0}^{t} \int_{\mathbb{R}}\left[\left(u^{\varepsilon}(x, s)\right)^{3}\right]_{x}\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)\right] d x d s
\end{align*}
$$

Moreover, multiplication of (4.1) with the term $-\gamma\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)-u^{\varepsilon}\right]$ leads to

$$
\begin{aligned}
& -\gamma \int_{0}^{t} \int_{\mathbb{R}} u_{t}^{\varepsilon}(x, s)\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)\right] d x d s \\
& -\gamma \int_{0}^{t} \int_{\mathbb{R}}\left[\left(u^{\varepsilon}(x, s)\right)^{3}\right]_{x}\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)\right] d x d s \\
& \quad=-\varepsilon \gamma \int_{0}^{t} \int_{\mathbb{R}} u_{x x}^{\varepsilon}(., s)\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)\right] d x d s
\end{aligned}
$$

We now apply both identities from Lemma 4.1 with $w=u^{\varepsilon}$. Then the last equation simplifies to

$$
\left.\left.\begin{array}{l}
\int_{0}^{t} \frac{d}{d s}\left(\int_{\mathbb{R}} E^{\varepsilon}\left[u^{\varepsilon}(., s)\right](x) d x\right) d s
\end{array}\right)=\gamma \int_{0}^{t} \int_{\mathbb{R}}\left(u^{\varepsilon}(x, s)\right)_{x}^{3}\left[\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)\right] d x d s\right) ~ \begin{aligned}
(4.11) \quad & =-2 \varepsilon \gamma \int_{0}^{t} \int_{\mathbb{R}} E^{\varepsilon}\left[u_{x}^{\varepsilon}(., s)\right](x) d x d s
\end{aligned}
$$

Adding (4.10) and (4.11) implies the estimate (4.8).
It is interesting to compare estimate (4.8) with analogous estimates that can be obtained for the local counterpart of (4.1) where the convolution-type term [ $\phi_{\varepsilon} *$ $\left.u^{\varepsilon}(., s)\right](x)-u^{\varepsilon}(x, s)$ is substituted by the dispersive term $\varepsilon^{2} u_{x x x}^{\varepsilon}$ (cf. (1.3)). In the latter case one gets ([19])

$$
\begin{gathered}
\frac{1}{4}\left\|u^{\varepsilon}(., t)\right\|_{L^{4}(\mathbb{R})}^{4}+\frac{\gamma \varepsilon^{2}}{2} \int_{\mathbb{R}}\left(u_{x}^{\varepsilon}(x, t)\right)^{2} d x+3 \varepsilon\left\|u^{\varepsilon} u_{x}^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, t))}^{2}+\varepsilon^{3} \gamma\left\|\left(u_{x x}^{\varepsilon}\right)^{2}\right\|_{L^{1}(\mathbb{R} \times(0, t))} \\
=\frac{1}{4}\left\|u_{0}\right\|_{L^{4}(\mathbb{R})}^{4}+\frac{\gamma \varepsilon^{2}}{2} \int_{\mathbb{R}}\left(u_{0, x}(x)\right)^{2} d x
\end{gathered}
$$

The term $\frac{\gamma \varepsilon^{2}}{2}\left(u_{x}^{\varepsilon}\right)^{2}$ takes the rôle of $E^{\varepsilon}$. In the realistic models for phase transitions like, e.g., the Navier-Stokes-Korteweg system these two expressions are exactly the additional terms in the free energy functional that model the contributions of surface tension ([31]).

Note moreover that the energy estimate for the nonlocal dispersion does not involve the spatial derivative $u_{0, x}$. It is a major advantage of nonlocal regularizations that they come along with less restrictive assumptions on the regularity of the problem.

In the limit process one main difficulty is to deal with mixed terms which include local and nonlocal terms. To cope with this problem we shall use the following lemma.

Lemma 4.3. Let the assumptions of Lemma 4.2 be valid. Then there exists a constant $C>0$ such that

$$
\left\|\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, T))} \leq C \sqrt{\varepsilon}
$$

The constant $C$ depends on $T, u_{0}$ and $\phi$ but not on $\varepsilon$.
Proof. Let $(x, t) \in \mathbb{R} \times(0, T)$ be arbitrary but fixed. Denote $B_{\varepsilon}(x)=\{y \in$ $\mathbb{R}||x-y| \leq \varepsilon\}$. We consider $I: \mathbb{R} \times(0, T) \rightarrow \mathbb{R}$ with

$$
I(x, t)=\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)\right](x)-u^{\varepsilon}(x, t)=\int_{\mathbb{R}} \phi_{\varepsilon}(x-y)\left(u^{\varepsilon}(x, t)-u^{\varepsilon}(y, t)\right) d y .
$$

Assumption 3.1(ii) and the Morrey-type inequality (see [13, section 5.6.2])

$$
|w(x)-w(y)| \leq C_{1} \sqrt{\varepsilon}\left(\int_{x-2 \varepsilon}^{x+2 \varepsilon}\left|w_{x}(z)\right|^{2} d z\right)^{1 / 2} \quad\left(x \in \mathbb{R}, y \in B_{\varepsilon}(x), w \in C^{1}(\mathbb{R})\right)
$$

show that the following estimate holds:

$$
\begin{aligned}
|I(x, t)| & \leq \int_{B_{\varepsilon}(x)} \phi_{\varepsilon}(x-y)\left|\left(u^{\varepsilon}(x, t)-u^{\varepsilon}(y, t)\right)\right| d y \\
& \leq C_{1} \sqrt{\varepsilon} \int_{B_{\varepsilon}(x)} \phi_{\varepsilon}(x-y)\left(\int_{x-2 \varepsilon}^{x+2 \varepsilon}\left|u_{x}^{\varepsilon}(z, t)\right|^{2} d z\right)^{1 / 2} d y \\
& =C_{1} \sqrt{\varepsilon}\left(\int_{x-2 \varepsilon}^{x+2 \varepsilon}\left|u_{x}^{\varepsilon}(z, t)\right|^{2} d z\right)^{1 / 2} .
\end{aligned}
$$

Now we integrate $|I(x, t)|^{2}$ with respect to space and obtain with the substitution $z=x+\frac{4 \varepsilon}{\pi} \arctan (\tilde{z})$,

$$
\begin{aligned}
\int_{\mathbb{R}}|I(x, t)|^{2} d x & =C_{1} \varepsilon \int_{\mathbb{R}}\left(\int_{x-2 \varepsilon}^{x+2 \varepsilon}\left|u_{x}^{\varepsilon}(z, t)\right|^{2} d z\right) d x, \\
& =C_{1} \varepsilon \int_{\mathbb{R}}\left(\int_{\mathbb{R}}\left|u_{x}^{\varepsilon}\left(x+\frac{4 \varepsilon}{\pi} \arctan (\tilde{z}), t\right)\right|^{2} d x\right) \frac{4 \varepsilon}{\pi} \frac{1}{1+\tilde{z}^{2}} d \tilde{z}, \\
& =C_{1} \frac{4 \varepsilon^{2}}{\pi} \int_{\mathbb{R}}\left(\int_{\mathbb{R}}\left|u_{x}^{\varepsilon}(x, t)\right|^{2} d x\right) \frac{1}{1+\tilde{z}^{2}} d \tilde{z}, \\
& \leq C_{2} \varepsilon^{2}\left\|u_{x}^{\varepsilon}(., t)\right\|_{L^{2}(\mathbb{R})}^{2} .
\end{aligned}
$$

Integration with respect to time and estimate (4.7) of Lemma 4.2 yield

$$
\|I\|_{L^{2}(\mathbb{R} \times(0, T))} \leq C_{3} \varepsilon\left\|u_{x}^{\varepsilon}\right\|_{L^{2}(\mathbb{R} \times(0, T))} \leq C \sqrt{\varepsilon}
$$

This is the statement of the lemma.
4.2. The limit process of vanishing diffusion and dispersion. We now prove that the classical solutions of the regularized problem (4.1), (4.2) converge in a strong norm for vanishing $\varepsilon$ to a limit function $u$ which is a weak solution of

$$
\begin{equation*}
u_{t}(x, t)+f(u(x, t))_{x}=0, \quad f(u)=u^{3} . \tag{4.12}
\end{equation*}
$$

We need a more general notation of an entropy pair as in section 2. The pair $(\eta, q) \in$ $C^{2}(\mathbb{R})$ is called an entropy pair for (4.12) if and only if $\eta \in C^{2}(\mathbb{R})$ and the consistency relation $\eta^{\prime}(w) f^{\prime}(w)=q^{\prime}(w)$ holds for all $w \in \mathbb{R}$. Convexity of $\eta$ is not claimed in this section. To perform the limit $\varepsilon \rightarrow 0$ for the problem (4.1), (4.2) we make use of the following theorem which is an adaption of the original work of Schonbek and Murat [29, 32].

Theorem 4.4 (Schonbek/Murat). We suppose that the family $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ of classical solutions of (4.1), (4.2) is uniformly bounded in $L^{p}(\mathbb{R} \times(0, T))$ for some $p>1$ and satisfies

$$
\begin{equation*}
\frac{\partial}{\partial t} \eta\left(u^{\varepsilon}\right)+\frac{\partial}{\partial x} q\left(u^{\varepsilon}\right) \subset \text { compact set in } W^{-1,2}(Q)+\text { bounded set in } \mathcal{M}(Q) \tag{4.13}
\end{equation*}
$$

for all entropy pairs $(\eta, q)$ for (4.12) such that there is a constant $C>0$ with

$$
\begin{equation*}
\left|\eta^{\prime}(w)\right|+\left|\eta^{\prime \prime}(w)\right| \leq C \quad(w \in \mathbb{R}) \tag{4.14}
\end{equation*}
$$

and all open bounded sets $Q \subset \mathbb{R} \times(0, T)$.
Then the following statements are valid.
(i) There is a subsequence $\left\{u^{\varepsilon k}\right\}_{k \in \mathbb{N}}$ of $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ and a function $u \in L^{p}(\mathbb{R} \times(0, T))$ such that $\varepsilon_{k} \rightarrow 0$ for $k \rightarrow \infty$ and the subsequence converges for $k \rightarrow \infty$ to $u$ in $L_{\text {loc }}^{r}(\mathbb{R} \times(0, T)), r \in[1, p)$.
(ii) If moreover $p>3$ and Assumption 3.1(ii) with $d=1$ holds, we have that $u$ is a weak solution of (4.12), i.e.,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}} u(x, t) \psi_{t}(x, t)+f(u(x, t)) \psi_{x}(x, t) d x d t=0 \tag{4.15}
\end{equation*}
$$

for all $\psi \in C_{0}^{\infty}(\mathbb{R} \times(0, T))$.
Proof. The first statement (i) is the content of Theorem 3.2 and Corollary 3.2 in [32]. We note that the origin of the sequence $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ as a solution of an initial-value problem with nonlocal regularization is not important in order to apply these results but only the compactness property (4.13) related to the flux $f$ via the entropy pairs. In this form the compactness property has been introduced in [29]. To prove (ii) we state that the converging subsequence $\left\{u^{\varepsilon_{k}}\right\}_{k \in \mathbb{N}}$ is a family of classical solutions of (4.1), (4.2) and satisfies in particular for all $\psi \in C_{0}^{\infty}(\mathbb{R} \times(0, T))$,

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}} u^{\varepsilon_{k}}(x, t) \psi_{t}(x, t)+f\left(u^{\varepsilon_{k}}(x, t)\right) \psi_{x}(x, t) d x d t \\
& \quad=\quad-\int_{0}^{T} \int_{\mathbb{R}} \varepsilon_{k} u^{\varepsilon_{k}}(x, t) \psi_{x x}(x, t) d x d t  \tag{4.16}\\
& \quad \quad+\gamma \int_{0}^{T} \int_{\mathbb{R}}\left(\left[\phi_{\varepsilon_{k}} * u^{\varepsilon_{k}}(., t)\right](x)-u^{\varepsilon_{k}}(x, t)\right) \psi_{x}(x, t) d x d t .
\end{align*}
$$

From (i), $p>3$, and $f$ being the cubic function, we deduce that the left-hand side in (4.16) converges to the expression on the left-hand side in (4.15) if $k$ tends to $\infty$. It remains to be seen whether the terms on the right-hand side in (4.16) converge to 0 . This is clear for the viscosity term. For the capillarity term we have

$$
\begin{aligned}
& \left|\gamma \int_{0}^{T} \int_{\mathbb{R}}\left(\left[\phi_{\varepsilon_{k}} * u^{\varepsilon_{k}}(., t)\right](x)-u^{\varepsilon_{k}}(x, t)\right) \psi_{x}(x, t) d x d t\right| \\
& \quad=\left|\gamma \int_{0}^{T} \int_{\mathbb{R}} u^{\varepsilon_{k}}(x, t)\left(\left[\phi_{\varepsilon_{k}} * \psi_{x}(., t)\right](x)-\psi_{x}(x, t)\right) d x d t\right| \\
& \quad \leq \gamma C\left\|u^{\varepsilon_{k}}\right\|_{L^{p}\left(\Omega_{T}\right)}\left\|\phi_{\varepsilon_{k}} * \psi_{x}-\psi_{x}\right\|_{L^{2}\left(\Omega_{T}\right)} \\
& \quad \rightarrow 0 \quad(k \rightarrow \infty) .
\end{aligned}
$$

The last line follows from the pointwise convergence of the convolution of a smooth function towards the function if the convolution parameter vanishes. Note moreover that the $L^{p}$-norm of $\left\{u^{\varepsilon_{k}}\right\}_{k \in \mathbb{N}}$ is uniformly bounded and that $p>2$ holds; $C$ is an interpolation constant that depends on the support of $\psi_{x}$ and its convolution. Statement (ii) is now proven.

We now have all the tools to prove the main theorem of this section.
THEOREM 4.5. Suppose that we have $u_{0} \in L^{2}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ and that the function $\phi \in C^{\infty}\left(\mathbb{R}^{d}\right)$ is even, bounded, nonnegative, and satisfies

$$
\int_{\mathbb{R}} \phi(x) d x=1, \quad \operatorname{supp}(\phi) \subset[-1,1]
$$

Let $u^{\varepsilon} \in C\left([0, T] ; L^{\infty}(\mathbb{R}) \cap L^{2}(\mathbb{R})\right) \cap C_{1}^{2}(\mathbb{R} \times(0, T))$ be a classical solution of (4.1), (4.2) that satisfies the decay estimate (4.6) for $t \in(0, T]$. Then there exists a subsequence $\left\{u^{\varepsilon_{k}}\right\}_{k \in \mathbb{N}}$ of $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ and a function $u \in L^{p}(\mathbb{R} \times(0, T))$, $p \in[2,4]$, such that
(i) the subsequence converges to $u$ in $L_{\text {loc }}^{r}(\mathbb{R} \times(0, T)), r \in[1,4)$,
(ii) $u$ is a weak solution of (4.12).

Proof. From Lemma 4.2 we know that $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ is bounded uniformly in $L^{p}(\mathbb{R} \times$ $(0, T))$ for each $p \in[2,4]$. Let $(\eta, q)$ be an arbitrary but fixed entropy pair with the property (4.14). We obtain

$$
\begin{aligned}
\eta\left(u^{\varepsilon}\right)_{t}+q\left(u^{\varepsilon}\right)_{x}= & \varepsilon \eta\left(u^{\varepsilon}\right)_{x x}-\varepsilon \eta^{\prime \prime}\left(u^{\varepsilon}\right)\left(u_{x}^{\varepsilon}\right)^{2} \\
& +\gamma\left[\eta^{\prime}\left(u^{\varepsilon}\right)\left(\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right)\right]_{x}-\gamma \eta^{\prime \prime}\left(u^{\varepsilon}\right) u_{x}^{\varepsilon}\left(\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right) \\
= & I_{1}^{\varepsilon}+I_{2}^{\varepsilon}+I_{3}^{\varepsilon}+I_{4}^{\varepsilon} .
\end{aligned}
$$

We will now prove that we have for each bounded open subset $Q$ of $\mathbb{R} \times(0, T)$ the relations

$$
\begin{align*}
& \left|\left\langle I_{1}^{\varepsilon}, \theta\right\rangle\right| \xrightarrow{\varepsilon \rightarrow 0} 0 \quad \forall \theta \in W_{0}^{1,2}(Q)  \tag{4.17}\\
& \left|\left\langle I_{2}^{\varepsilon}, \psi\right\rangle\right| \leq C_{2}\|\psi\|_{L^{\infty}(Q)} \quad \forall \psi \in C_{0}^{\infty}(Q)  \tag{4.18}\\
& \left|\left\langle I_{3}^{\varepsilon}, \theta\right\rangle\right| \xrightarrow{\varepsilon \rightarrow 0} 0 \quad \forall \theta \in W_{0}^{1,2}(Q)  \tag{4.19}\\
& \left|\left\langle I_{4}^{\varepsilon}, \psi\right\rangle\right| \leq C_{4}\|\psi\|_{L^{\infty}(Q)} \quad \forall \psi \in C_{0}^{\infty}(Q) \tag{4.20}
\end{align*}
$$

The lemma of Murat ([29]) implies then that assumption (4.13) of Theorem 4.4 can be satisfied for $p \in(1,4]$. Thus the statement of Theorem 4.5 is proven. We start with $I_{1}^{\varepsilon}$ and observe with (4.14), Hölder's inequality, and Lemma 4.2 that

$$
\begin{aligned}
\left|\left\langle I_{1}^{\varepsilon}, \theta\right\rangle\right| & =\left|\int_{Q} \varepsilon \eta\left(u^{\varepsilon}(x, t)\right)_{x x} \theta(x, t) d x d t\right| \\
& \leq \varepsilon\left\|\eta^{\prime}\left(u^{\varepsilon}\right) u_{x}^{\varepsilon}\right\|_{L^{2}(Q)}\left\|\theta_{x}\right\|_{L^{2}(Q)} \\
& \leq \varepsilon C_{1}\left\|u_{x}^{\varepsilon}\right\|_{L^{2}(Q)}\|\theta\|_{W^{1,2}(Q)} \\
& \leq \sqrt{\varepsilon} C_{1}\|\theta\|_{W^{1,2}(Q)} \xrightarrow{\varepsilon \rightarrow 0} 0 .
\end{aligned}
$$

This is (4.17). To check (4.18) we use again Lemma 4.2 and consider the estimate

$$
\begin{aligned}
\left|\left\langle I_{2}^{\varepsilon}, \psi\right\rangle\right| & =\left|\int_{Q} \varepsilon \eta^{\prime \prime}\left(u^{\varepsilon}(x, t)\right)\left(u_{x}^{\varepsilon}(x, t)\right)^{2} \psi(x, t) d x d t\right| \\
& \leq \varepsilon C_{2}\left\|u_{x}^{\varepsilon}\right\|_{L^{2}(Q)}^{2}\|\psi\|_{L^{\infty}(Q)} \\
& \leq C_{2}\|\psi\|_{L^{\infty}(Q)}
\end{aligned}
$$

Statement (4.19) is a consequence of

$$
\begin{aligned}
\left|\left\langle I_{3}^{\varepsilon}, \theta\right\rangle\right| & =\left|\gamma \int_{Q}\left[\eta^{\prime}\left(u^{\varepsilon}(x, t)\right)\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)\right](x)-u^{\varepsilon}(x, t)\right]_{x} \theta(x, t) d x d t\right| \\
& \leq C_{3} \gamma\left\|\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right\|_{L^{2}(Q)}\left\|\theta_{x}\right\|_{L^{2}(Q)} \\
& \leq C_{3} \gamma \sqrt{\varepsilon}\|\theta\|_{W^{1,2}(Q)} \xrightarrow{\varepsilon \rightarrow 0} 0 .
\end{aligned}
$$

For the last inequality we used Lemma 4.3. Finally we have for $I_{\varepsilon}^{4}$

$$
\begin{aligned}
\left|\left\langle I_{4}^{\varepsilon}, \psi\right\rangle\right| & =\left|\gamma \int_{Q} \eta^{\prime \prime}\left(u^{\varepsilon}(x, t)\right) u_{x}^{\varepsilon}(x, t)\left(\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)\right](x)-u^{\varepsilon}(x, t)\right) \psi(x, t) d x d t\right| \\
& \leq C_{4} \gamma\left\|u_{x}^{\varepsilon}\right\|_{L^{2}(Q)}\left\|\phi_{\varepsilon} * u^{\varepsilon}-u^{\varepsilon}\right\|_{L^{2}(Q)}\|\psi\|_{L^{\infty}(Q)} \\
& \leq C_{4} \gamma\|\psi\|_{L^{\infty}(Q)} .
\end{aligned}
$$

For the last inequality we used Lemmas 4.2 and 4.3.
Note 4.6.
(i) In Theorem 4.5 we supposed that a classical solution $u^{\varepsilon} \in C\left([0, T] ; L^{\infty}(\mathbb{R}) \cap\right.$ $\left.L^{2}(\mathbb{R})\right) \cap C_{1}^{2}(\mathbb{R} \times(0, T))$ of (4.1), (4.2) exists and satisfies the decay estimate (4.6) for $t \in(0, T]$. In view of Lemma 3.4, in particular the estimate (3.16), we can guarantee all these properties if Theorem 3.2 applies, i.e., if $\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}$ is small enough.
(ii) Theorem 4.5 is tailored to the choice $f(u)=u^{3}$. To apply the $L^{p}$-theory of Schonbek a growth condition on the flux $f$ is necessary. However, the restriction to cubic functions can be avoided. One can apply similar techniques as in [23] to treat the case of arbitrary fluxes which are only assumed to have a globally bounded derivative.
5. Sharp-interface limit in the case of multiple space dimensions. In this section we return to multiple space dimensions and consider the Cauchy problem for $(3.1),(3.2)$. We do not consider a special choice for the flux functions $f_{1}, \ldots, f_{d}$ as in section 4.2 but we require them to satisfy Assumption 3.1 and for some $p>1$ to be specified below the following growth condition:

$$
\begin{equation*}
\exists C>0: \quad\left|f_{j}(u)\right| \leq C\left(1+u^{r}\right) \text { for all } u \in \mathbb{R}, r \in[0, p), \text { and } j=1, \ldots, d \tag{5.1}
\end{equation*}
$$

Throughout the section we assume that (3.1), (3.2) has a unique classical solution $u^{\varepsilon}$ in $\Omega_{T}:=\mathbb{R}^{d} \times(0, T), T>0$. This is true, e.g., under the conditions of Theorem 3.2. We study the sharp-interface limit $\varepsilon \rightarrow 0$. A similar study for the Cauchy problem with the local diffusion and dispersion term has been performed in [23].
5.1. Review of the theory of -measure-valued solutions. In the limit $\varepsilon \rightarrow 0$ we will deal with Kruzkov solutions for the first order conservation law

$$
\begin{equation*}
u_{t}+\operatorname{div}(\mathbf{f}(u))=0 \quad \text { in } \Omega_{T} \tag{5.2}
\end{equation*}
$$

A Kruzkov solution of (5.2)

$$
u(., 0)=u_{0} \text { in } \mathbb{R}^{d}
$$

Equation [24] is a function $u \in L_{l o c}^{p}\left(\Omega_{T}\right)$ such that for all $k \in \mathbb{R}$ and all $\psi \in C_{0}^{\infty}\left(\Omega_{T}\right)$, $\psi \geq 0$,

$$
\int_{\Omega_{T}}|u(\mathbf{x}, t)-k| \psi_{t}(\mathbf{x}, t)+\operatorname{sgn}(u(\mathbf{x}, t)-k) \sum_{j=1}^{d}\left(f_{j}(u(\mathbf{x}, t))-f_{j}(k)\right) \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t \geq 0
$$

holds and moreover the initial condition is satisfied in the sense that for all compact subsets $K$ of $\mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{T \rightarrow 0^{+}} \frac{1}{T} \int_{0}^{T} \int_{K}\left|u(\mathbf{x}, t)-u_{0}(\mathbf{x})\right| d \mathbf{x} d t=0 \tag{5.3}
\end{equation*}
$$

holds.
By an entropy solution of (5.2)

$$
u(., 0)=u_{0} \text { in } \mathbb{R}^{d}
$$

we mean in this section function $u \in L_{l o c}^{p}\left(\Omega_{T}\right)$ such that for all smooth functions $\eta, q_{1}, \ldots, q_{d}: \mathbb{R} \rightarrow \mathbb{R}$ with $\eta^{\prime}$ bounded and $\eta^{\prime} f_{j}^{\prime}=q_{j}^{\prime}, j=1, \ldots, d$ and all test functions $\psi \in C_{0}^{\infty}\left(\Omega_{T}\right), \psi \geq 0$, we have

$$
\int_{\Omega_{T}} \eta(\mathbf{x}, t) \psi_{t}(\mathbf{x}, t)+\sum_{j=1}^{d} q_{j}\left(u(\mathbf{x}, t) \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t \geq 0\right.
$$

and also (5.3). Let us mention that Kruzkov solutions are entropy solutions and vice versa [16] but we need both notions in what follows. Our analysis relies on results by Schonbek and Szepessy [32,35] which are extensions of the concept of measure-valued solutions initiated by DiPerna [10] for $L^{\infty}$-functions to the case of $L^{p}$-functions.

We need some preparatory notations. Let $p \in(1, \infty)$ be arbitrary but fixed. Denote by $\operatorname{Prob}(\mathbb{R})$ the set of probability measures on $\mathbb{R}$. A mapping $\nu=\nu_{(\mathbf{x}, t)}$ from $\Omega_{T}$ to $\operatorname{Prob}(\mathbb{R})$ is called a $p$-Young measure if the function

$$
(\mathbf{x}, t) \mapsto\left\langle\nu_{(\mathbf{x}, t)}, g(\lambda)\right\rangle:=\int_{\mathbb{R}} g(\lambda) d \nu_{(\mathbf{x}, t)}(\lambda)
$$

is in $L^{p}\left(\Omega_{T}\right)$ for all $g \in C^{0}(\mathbb{R})$ with

$$
\begin{equation*}
g(\lambda)=\mathcal{O}\left(1+|\lambda|^{r}\right) \quad(r \in[0, p)) \tag{5.4}
\end{equation*}
$$

A p-Young measure is called a measure-valued Kruzkov solution of (5.2)

$$
u(., 0)=u_{0} \text { in } \mathbb{R}^{d}
$$

if it satisfies for all $k \in \mathbb{R}$ and $\psi \in C_{0}^{\infty}\left(\Omega_{T}\right), \psi \geq 0$, the inequality

$$
\begin{equation*}
\int_{\Omega_{T}}\left\langle\nu_{(\mathbf{x}, t)},\right| \lambda-k| \rangle \psi_{t}(\mathbf{x}, t)+\sum_{j=1}^{d}\left\langle\nu_{(\mathbf{x}, t)}, \operatorname{sgn}(\lambda-k)\left(f_{j}(\lambda)-f_{j}(k)\right)\right\rangle \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t \geq 0 \tag{5.5}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
\lim _{T \rightarrow 0^{+}} \frac{1}{T} \int_{0}^{T} \int_{K}\left\langle\nu_{(\mathbf{x}, t)},\right| \lambda-u_{0}(\mathbf{x})| \rangle d \mathbf{x} d t=0 \tag{5.6}
\end{equation*}
$$

for all compact subsets $K$ of $\mathbb{R}^{d}$. We recover the definition of the Kruzkov solution if we set $\nu_{(\mathbf{x}, t)}=\delta_{u(\mathbf{x}, t)}$, where $\delta_{u(\mathbf{x}, t)}$ is the Dirac-measure concentrated in $u(\mathbf{x}, t)$ for almost all $(\mathbf{x}, t) \in \Omega_{T}$.

Now we collect in a theorem results that have been proven in [32, 35].
Theorem 5.1 (Schonbek, Szepessy). For $p>1$ let $\left\{u^{\varepsilon}\right\}_{\varepsilon>0} \subset L^{p}\left(\Omega_{T}\right)$ be a sequence of functions that is uniformly bounded in $L^{p}\left(\Omega_{T}\right)$. Then there exists a pYoung measure $\nu=\nu_{(\mathbf{x}, t)}$ such that

$$
\begin{equation*}
g\left(u^{\varepsilon}\right) \rightharpoonup\left\langle\nu_{(\mathbf{x}, t)}, g(\lambda)\right\rangle \text { in } L^{p}(\Omega) \tag{5.7}
\end{equation*}
$$

holds for all continuous functions $g$ satisfying (5.4).
Let $u_{0} \in L^{p}\left(\mathbb{R}^{d}\right)$. If $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right.$ ) and $\nu$ provides a measure-valued Kruzkov solution of (1.1) the following statements are valid:
(i) There is a function $u \in L^{p}\left(\Omega_{T}\right)$ such that $\lim _{\varepsilon \rightarrow 0}\left\|u-u^{\varepsilon}\right\|_{L_{l o c}^{p}\left(\Omega_{T}\right)}=0$.
(ii) The function $u$ is a Kruzkov solution of (5.2), (5.3).
5.2. The main result. We conclude with the main result of the section: the convergence of the sequence $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ of classical solutions of (3.1), (3.2) to a Kruzkov solution of the corresponding first order problem (5.2), (5.3). We relax the scaling of the nonlocal term with respect to $\varepsilon$ and suppose that the parameter $\gamma>0$ satisfies

$$
\begin{equation*}
\gamma=\gamma(\varepsilon)=o(\sqrt{\varepsilon}) \tag{5.8}
\end{equation*}
$$

Theorem 5.2. Let Assumption 3.1 and condition (5.1) with $p=2$ for $f_{1}, \ldots, f_{d}$ be satisfied. For $u_{0} \in L^{2}\left(\Omega_{T}\right)$ assume that $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ is a sequence of classical solutions for (3.1), (3.2). If we choose $\gamma$ according to (5.8) then there is a Kruzkov solution $u$ of the Cauchy problem (5.2), (3.2) such that

$$
\lim _{\varepsilon \rightarrow 0}\left\|u-u^{\varepsilon}\right\|_{L_{l o c}^{2}\left(\Omega_{T}\right)}=0
$$

Since $u$ in Theorem 5.2 is a Kruzkov solution it is not only an entropy solution in the sense of this section but also in the sense of the definition in section 2 for $d=1$. Then we conjecture that the existence of undercompressive waves in the limit is excluded.

However, the result of Theorem 5.2 shows that the new nonlocal regularization leads also in multiple space dimensions to a well-defined limit behavior at least in the regime governed by (5.8).

Proof of Theorem 5.2. From Lemma 3.5 we know that the sequence $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ is in particular uniformly bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right) \subset L^{2}\left(\Omega_{T}\right)$. Thus choose $p=2$
to apply Theorem 5.1. The first part of that theorem defines the 2-Young measure $\nu=\nu_{(\mathbf{x}, t)}$ associated with $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$. We show first that $\nu$ satisfies (5.5). It suffices to show that

$$
\begin{equation*}
\int_{\Omega_{T}}\left\langle\nu_{(\mathbf{x}, t)} \eta(\lambda)\right\rangle \psi_{t}(\mathbf{x}, t)+\sum_{j=1}^{d}\left\langle\nu_{(\mathbf{x}, t)}, q_{j}(\lambda)\right\rangle \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t \geq 0 \tag{5.9}
\end{equation*}
$$

holds for all nonnegative test functions $\psi \in C_{0}^{\infty}\left(\Omega_{T}\right)$ and all smooth functions $\eta, q_{1}, \ldots, q_{d}$ such that $\eta^{\prime}$ is a bounded function and $\eta^{\prime} f_{j}^{\prime}=q_{j}^{\prime}, j=1, \ldots, d$ is satisfied. An approximation argument for the less regular Kruzkov entropies $|\cdot-k|$ yields that $\nu$ satisfies (5.9). We obtain for arbitrary nonnegative test function $\psi \in C_{0}^{\infty}\left(\Omega_{T}\right)$ after multiplication of (3.1) with $\eta^{\prime}\left(u^{\varepsilon}\right)$ and integration with respect to $(\mathbf{x}, t) \in \Omega_{T}$,

$$
\begin{align*}
& \int_{\Omega_{T}} \eta\left(u^{\varepsilon}(\mathbf{x}, t)\right) \psi_{t}(\mathbf{x}, t)+\sum_{j=1}^{d} q_{j}\left(u^{\varepsilon}(\mathbf{x}, t)\right) \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t  \tag{5.10}\\
&=-\varepsilon \int_{\Omega_{T}} \eta\left(u^{\varepsilon}(\mathbf{x}, t)\right) \Delta \psi(\mathbf{x}, t) d x d t+\varepsilon \int_{\Omega_{T}} \eta^{\prime \prime}\left(u^{\varepsilon}(\mathbf{x}, t)\right)\left|\nabla u^{\varepsilon}(\mathbf{x}, t)\right|^{2} \psi(\mathbf{x}, t) d \mathbf{x} d t \\
&+\gamma(\varepsilon) \int_{\Omega_{T}} \eta^{\prime}\left(u^{\varepsilon}(\mathbf{x}, t)\right)\left(\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)\right](\mathbf{x})-u^{\varepsilon}(\mathbf{x}, t)\right) \sum_{j=1}^{d} \psi_{x_{j}}(\mathbf{x}, t) d \mathbf{x} d t \\
& \quad+\gamma(\varepsilon) \int_{\Omega_{T}} \eta^{\prime \prime}\left(u^{\varepsilon}(\mathbf{x}, t)\right)\left(\sum_{j=1}^{d} u_{x_{j}}^{\varepsilon}(\mathbf{x}, t)\right)\left(\left[\phi_{\varepsilon} * u^{\varepsilon}(., t)\right](\mathbf{x})-u^{\varepsilon}(\mathbf{x}, t)\right) \psi(\mathbf{x}, t) d \mathbf{x} d t \\
&=I_{1}^{\varepsilon}+I_{2}^{\varepsilon}+I_{3}^{\varepsilon}+I_{4}^{\varepsilon}
\end{align*}
$$

With Lemma 3.5 and $\left\|\phi_{\varepsilon} * u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)} \leq\left\|u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}$ we can estimate for appropriate $\varepsilon$-independent constants $C_{1}, C_{3}, C_{4}>0$

$$
\begin{equation*}
\left|I_{1}^{\varepsilon}\right| \leq C_{1} \varepsilon\left\|\eta^{\prime}\left(u^{\varepsilon}\right)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|\nabla u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}\|\nabla \psi\|_{L^{2}\left(\Omega_{T}\right)} \leq C_{1} \sqrt{\varepsilon} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|I_{3}^{\varepsilon}\right| \leq C_{3} \gamma(\varepsilon)\left\|\eta^{\prime}\left(u^{\varepsilon}\right)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|\left[\phi_{\varepsilon} * u^{\varepsilon}\right]-u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}\|\nabla \psi\|_{L^{2}\left(\Omega_{T}\right)} \leq C_{3} \gamma(\varepsilon) \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|I_{4}^{\varepsilon}\right| \leq \gamma(\varepsilon)\left\|\eta^{\prime \prime}\left(u^{\varepsilon}\right)\right\|_{L^{\infty}\left(\Omega_{T}\right)}\left\|\nabla u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}\left\|\left[\phi_{\varepsilon} * u^{\varepsilon}\right]-u^{\varepsilon}\right\|_{L^{2}\left(\Omega_{T}\right)}\|\psi\|_{L^{\infty}\left(\Omega_{T}\right)} \leq C_{4} o(\varepsilon) \tag{5.13}
\end{equation*}
$$

If we use (5.11), (5.12), (5.13), and $I_{2}^{\varepsilon} \geq 0$ for the limit $\varepsilon \rightarrow 0$ in (5.10), the weak convergence statement (5.7) in Theorem 5.1 shows that the Young measure $\nu_{(\mathbf{x}, t)}$ satisfies (5.9). Note that $\eta, q_{1}, \ldots, q_{d}$ satisfies (5.4) by construction.

It remains to be seen whether the initial condition (5.6) is valid. We follow the argumentation in [35, Theorem 3.2] where it turns out that it is sufficient to prove that there is a constant $C_{5}>0$ such that

$$
\begin{equation*}
J=-\frac{1}{T} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{0}^{t} u_{t}^{\varepsilon}(\mathbf{x}, s) \rho(\mathbf{x}) d s d \mathbf{x} d t \leq C_{5} T \tag{5.14}
\end{equation*}
$$

holds for all $\rho \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. The constant $C_{5}>0$ might depend on $\rho$ but not on $\varepsilon$. Since $u^{\varepsilon}$ is a classical solution of (3.1) we can use the differential equation and estimate

$$
\begin{aligned}
J \leq & -\frac{1}{T} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \sum_{j=1}^{d} f_{j}\left(u^{\varepsilon}(\mathbf{x}, s)\right) \rho_{x_{j}}(\mathbf{x})+\varepsilon u^{\varepsilon}(\mathbf{x}, s) \Delta \rho(\mathbf{x}) d \mathbf{x} d s d t \\
& +\frac{1}{T} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \sum_{j=1}^{d} \gamma(\varepsilon)\left(\left[\phi_{\varepsilon} * u^{\varepsilon}(., s)\right](\mathbf{x})-u^{\varepsilon}(\mathbf{x}, s)\right) \rho_{x_{j}}(\mathbf{x}) d \mathbf{x} d s d t \\
\leq & C(\operatorname{supp}(\rho), \mathbf{f})\left(\left(1+\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\right)\|\nabla \rho\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right. \\
& \left.+\varepsilon\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\|\Delta \rho\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\gamma(\varepsilon)\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\|\nabla \rho\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) T .
\end{aligned}
$$

Note that we used (5.4) to estimate the fluxes in terms of the $L^{2}$-norm of $u^{\varepsilon}(., t)$ for $t \in[0, T]$ and (3.3). Since $\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}$ is bounded uniformly with respect to $\varepsilon$ due to Lemma 3.5 we have proven (5.14). The second part of Theorem 5.1 concludes the proof.
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#### Abstract

This note addresses the mathematical study of a nonlinear model arising in the description of the macroscopic thermomechanical behavior of shape memory materials and previously introduced in [R. Peyroux, A. Chrysochoos, Ch. Licht, and M. Löbel, J. Phys. C4 Suppl., 6 (1996), pp. 347-356]. In particular, we discuss the model derivation and investigate a system of PDEs coupled with a vectorial variational inequality. We develop the analysis in both the dissipative and the nondissipative cases, providing indeed a quantitative asymptotic connection between the two regimes. Moreover, we prove the global in time well-posedness for suitable initial and boundary value problems. As a by-product of the well-posedness analysis, we address a variable time-step discretization procedure, proving indeed its convergence and providing some a priori error bounds. Finally, we deal with the asymptotic behavior of the system for large times and establish the convergence of the trajectories to the solution of a suitable stationary problem.
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1. Introduction. The present analysis is concerned with the evolution of four unknown fields $\theta, \chi_{1}, \chi_{2}$, and $u$ governed by the following system of equations and inclusion:

$$
\begin{align*}
\partial_{t}\left(c_{s} \theta-\ell \chi_{1}\right)-k \Delta \theta & =r,  \tag{1.1}\\
\operatorname{div} \sigma+b & =0,  \tag{1.2}\\
\mathbb{A}\left(\varepsilon(u)+\beta \chi_{2}\right) & =\sigma,  \tag{1.3}\\
\mu \partial_{t}\binom{\chi_{1}}{\chi_{2}}+\gamma\binom{\chi_{1}}{\chi_{2}}+\binom{\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)}{\sigma: \beta}+\partial I_{K}\binom{\chi_{1}}{\chi_{2}} & \ni\binom{0}{0} . \tag{1.4}
\end{align*}
$$

These relations are asked to be fulfilled in the space-time domain $Q:=\Omega \times(0, T)$ for some open and bounded subset $\Omega \subset \mathbb{R}^{3}$ with smooth boundary $\Gamma$ and some reference time $T>0$. In addition $c_{s}, \ell, k, \gamma$, and $\theta_{*}$ are positive parameters, $\mathbb{A}$ and $\beta$ are, respectively, a 4 -tensor and a 2 -tensor, and $\mu$ is a nonnegative constant (see below). Here, $u=\left(u_{1}, u_{2}, u_{3}\right) \in \mathbb{R}^{3}$ and $\varepsilon(u)$ denotes the 2-tensor

$$
\varepsilon_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \quad \text { for } i, j=1,2,3
$$

while $\partial I_{K}$ stands for the subdifferential of the indicator function of the nonempty, bounded, convex, and closed subset $K$ of $\mathbb{R}^{2}$, i.e., $I_{K}(x)=0$ if $x \in K$ and

[^8]$I_{K}(x)=+\infty$ elsewhere. Namely, $\partial I_{K}: \mathbb{R}^{2} \rightarrow 2^{\mathbb{R}^{2}}$ is defined by
$$
y \in \partial I_{K}(x) \text { iff } x \in K \quad \text { and } y \cdot(w-x) \leq 0 \quad \forall w \in K
$$

Moreover, $\sigma: \beta:=\sigma_{i j} \beta_{i j}$ (summation convention) denotes the standard contraction product of 2-tensors, $(\operatorname{div} \sigma)_{i}:=\partial\left(\sigma_{i j}\right) / \partial x_{j}$ for $i=1,2,3$, and $r: Q \rightarrow \mathbb{R}$ and $b: Q \rightarrow \mathbb{R}^{3}$ are given functions.

The nonlinear system (1.1)-(1.4) arises in connection with the study of the thermomechanical behavior of shape memory materials. These are metallic alloys with an intrinsic ability of undergoing a thermoelastic solid-solid transformation between crystallographic configurations with different physical and mechanical properties: austenite, which is stable at higher temperatures, and variants of martensite, stable at lower temperatures [2,21]. At the macroscopic level such a reversible phase transformation results in the so-called shape memory effect. Namely, shape memory alloys can be permanently deformed (up to $8 \%$ under traction) and then be forced to recover their original shape just by thermal means. This unusual macroscopic mechanical effect is nowadays exploited in several innovative devices. Indeed shape memory materials are actually used in order to realize a variety of actuators (also of microscopic size) and structures. The field of application of shape memory technologies ranges from bioengineering to structures-engineering and aerospace sciences [13, 16, 30]. Here we are concerned with a macroscopic modelization previously introduced in [31] and able to describe the shape memory effect in a small deformation realm. We refer the reader to section 2 for a derivation of the model as well as for some discussion of its thermodynamical consistency. As for the justification of this modeling perspective as well as some experimental validation one should refer to the original paper [31] as well as to [14, 20, 32]. For the purposes of this introductory discussion, let us remark that the scalar field $\theta$ in (1.1)-(1.4) represents the absolute temperature of the medium while the vector field $u$ is its displacement. Hence, the 2-tensors $\sigma$ and $\varepsilon(u)$ stand for the tension and the linearized strain, respectively. Finally, $K$ is the admissible convex and closed range for the internal variables $\left[\chi_{1}, \chi_{2}\right]$ (see below).

The current literature on the mathematical modeling of shape memory alloys is quite rich, and it is not our purpose to provide here an exhaustive review. Indeed, let us just mention that the problem of describing the thermomechanical behavior of shape memory alloys has been tackled both from the microscopic $[2,4,5]$ and the macroscopic viewpoint $[1,3,6,18,19,33]$. Among the latter, we shall particularly mention the so-called Frémond model for shape memory alloys. This model was originally presented in [19] and analyzed in [9]. Indeed both the present model and Frémond's model [19] are formulated in the framework of generalized standard materials by means of analogous free-energy and dissipation considerations. In particular, the phase relation of Frémond's model corresponds, in the present setting, to the choices $\mu>0$ and $\gamma=0$. On the contrary, the modeling considerations and the experimental evidence of [31] suggests considering the degenerate case $\mu=0$ (taking indeed $\gamma>0$ ). We will refer to the situation $\mu>0$ as the dissipative case and $\mu=0$ as the nondissipative one.

From the mathematical point of view, the present situation appears to be more delicate with respect to that of [9] because of the time-degeneracy of the phase relation (1.4). Moreover, let us stress that the momentum balance equation of [9] includes of a fourth order regularizing term that is actually not present in our situation.

The system (1.1)-(1.4) has to be supplied with suitable initial and boundary
conditions. To this aim we ask for

$$
\begin{align*}
\theta(\cdot, 0) & =\theta^{0} \text { on } \Omega,  \tag{1.5}\\
\mu\left[\chi_{1}(\cdot, 0), \chi_{2}(\cdot, 0)\right] & =\mu\left[\chi_{1}^{0}, \chi_{2}^{0}\right] \text { on } \Omega,  \tag{1.6}\\
k \partial_{\nu} \theta+h\left(\theta-\theta_{e}\right) & =f \text { on } \Gamma,  \tag{1.7}\\
\sigma \nu & =g \text { on } \Gamma_{t},  \tag{1.8}\\
u & =0 \text { on } \Gamma_{0}, \tag{1.9}
\end{align*}
$$

where $\theta^{0}, \chi_{1}^{0}, \chi_{2}^{0}$ are initial values, $h, \theta_{e}>0, f: \Gamma \rightarrow \mathbb{R}$, and $g: \Gamma_{t} \rightarrow \mathbb{R}^{3}$ are prescribed. Moreover, $\nu$ is the unit outward normal vector to the boundary, and $\left\{\Gamma_{0}, \Gamma_{t}\right\}$ is a partition of $\Gamma$ into two disjoint subsets of positive surface measure.

This paper addresses the mathematical study of the system (1.1)-(1.9) in both the dissipative $(\mu>0)$ and nondissipative $(\mu=0)$ regimes. First of all, we shall comment on the model derivation and its thermodynamical consistency. Then, we investigate the dissipative situation and provide a well-posedness result for a global variational solution (Theorem 4.1). As a by-product of this analysis we provide a variable time-step discretization scheme which turns out to be stable and convergent. Moreover, we are in the position of providing an a priori bound of optimal order on the discretization error. Then, we prove an asymptotic result that connects the dissipative and the nondissipative regimes. In particular, we prove that, as $\mu$ goes to zero, the solution of the dissipative model converges to the solution of the nondissipative one (Theorem 4.2). Indeed, we also achieve some estimate in terms of $\mu$ on the distance between the latter two solutions. As a corollary of this asymptotic result, one obtains the global variational well-posedness for the nondissipative case as well (Theorem 4.1). Then, we focus on the long-time behavior of solutions for the nondissipative model. In particular, we prove that the model actually converges to a unique equilibrium which is characterized as the solution of a suitable elliptic problem (Theorem 4.3). Finally, we turn to the proof of a suitable maximum principle which entails an essential lower bound for the temperature in terms of data (Theorem 4.4). The latter in particular ensures that, starting from a positive datum, the temperature $\theta$ remains positive for all times.

The paper is outlined as follows. We shall discuss the derivation of the model in section 2. Then, we introduce the variational formulation of the problem in section 3. Our main results are stated in section 4 , while section 5 is devoted to the study of the dissipative case. In particular, it contains the details of the discretization method. The nondissipative model is investigated in section 6 , and section 7 focuses on the long-time behavior of solutions. The crucial proof of the positivity of the temperature is then given in section 8 .
2. Model. We devote this section to a derivation of the thermomechanical model in study [31]. Our aim is to possibly clarify the meaning of relations (1.1)-(1.4) and check for the thermodynamical consistency of the model. In particular, it is beyond our purposes to provide the reader with a full justification of this modeling perspective. Indeed, for a comprehensive discussion on the model as well as some experimental validation, the reader should refer to [31], where the model was introduced.

We will describe the thermomechanical evolution of a shape memory material with respect to its smooth reference configuration $\Omega \subset \mathbb{R}^{3}$ by means of the absolute temperature $\theta$, the (small) deformation $\varepsilon(u)$ ( $u$ is the displacement), and a pair of internal variables $\left[\chi_{1}, \chi_{2}\right]$ introduced below. In particular, for the purposes of this section, $\theta$ is assumed to be strictly positive (this will turn out to be Theorem 4.4 later
on). Let us suppose from the very beginning that only two martensitic variants are present besides one austenite and indicate the respective local proportions as $\eta_{1}, \eta_{2}$, and $\eta_{A}$, respectively. This assumption is of course extremely reductive since, in some particular alloy, up to 24 martensitic variants have been detected. Nevertheless our somewhat crude simplification is still suitable for describing the basic features of the physical phenomenon [9, 31]. We, moreover, assume that the phases possibly coexist at each point of the body, that no overlapping between different phases can occur, and that no void appears in the mixture. Hence, the phase proportions $\eta_{1}, \eta_{2}$, and $\eta_{A}$ are constrained to fulfill the obvious relations

$$
0 \leq \eta_{1}, \eta_{2}, \eta_{A} \leq 1, \quad \eta_{1}+\eta_{2}+\eta_{A}=1
$$

We exploit these relations in order to eliminate $\eta_{A}$ by introducing the internal variables

$$
\chi_{1}:=\eta_{1}+\eta_{2}, \quad \chi_{2}:=\eta_{1}-\eta_{2}
$$

Of course the set $\left\{\chi_{1}=1\right\}$ corresponds to the situation where no austenite is present, the set $\left\{\chi_{1}=\chi_{2}\right\}$ corresponds to the set where just the first variant of martensite is present, etc. Owing to the above discussion it is clear that $\left[\chi_{1}, \chi_{2}\right]$ are constrained in the triangle

$$
\begin{equation*}
K:=\left\{\left[x_{1}, x_{2}\right] \in \mathbb{R}^{2}: 0 \leq\left|x_{2}\right| \leq x_{1} \leq 1\right\} \tag{2.1}
\end{equation*}
$$

In order to deduce the differential relations governing the evolutions of the state quantities above we will follow the approach via microscopic motions originally proposed by Frémond. The basic novelty of this theory is to take into account the thermomechanical effect of the microscopic rearrangements of the phases at the macroscales. In particular, one admits that the microscopic movements of the substance might give rise to some thermal macroscopic effect which influences the overall energy balance of the body. We will not review here the full theory of thermomechanics of continua with microscopic motions and just refer the reader to the recent monograph [20] for both a comprehensive discussion and a specific application to the description of shape memory materials.

To the aim of dealing with microscopic motions, let us postulate from the very beginning that the proper quantities describing such micromovements are $\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]$, where of course the dot denotes time differentiation (as it is customary, at this stage we assume that all the quantities occurring in the analysis are as smooth as needed in order to go through the differentiations).

Hence, it seems convenient to regard the vector ( $u,\left[\dot{\chi}, \dot{\chi}_{2}\right]$ ) as an actual rigid velocity vector. Moreover, let us assume that there exists a suitable linear space of virtual rigid body velocities $R$ (see [20] for a full discussion). Finally, we suppose that, for all times $t \in[0, T]$, the virtual power of the internal forces of the body with respect to the generic smooth subdomain $D \subset \Omega$ and virtual rigid body velocities $(v, c) \in R$ is

$$
P_{i n t}(D, v, c):=-\int_{D} \sigma: \varepsilon(v)-\int_{D} B \cdot c
$$

The first term above is classical while the second one describes the power of microscopic internal forces. In the latter the quantity $B(\cdot) \in \mathbb{R}^{2}$ comes into play and an obvious dimensional argument entails that it shall be regarded as an energy density.

In particular, $B$ represents and vector energy density per units of $\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]$ (see [20, sect. 13.3 , p. 360]). We now introduce the virtual power of the external and acceleration forces as

$$
P_{e x t}(D, v, c):=\int_{D} b \cdot v+\int_{\partial D} g \cdot v d \mathcal{H}^{n-1}, \quad P_{a c c}(D, v, c):=\int_{D} \rho \zeta \cdot v
$$

Here $b$ represents an action density at distance (body force) while $g$ is an action density at contact (traction) and we use a standard notation for the Hausdorff measure. Moreover, $\zeta=\ddot{u}$ is the macroscopic acceleration and $\rho$ is the material density (no microscopic accelerations are considered). By recalling the virtual power principle [23], choosing arbitrarily the regular and connected domain $D$ and the virtual rigid body velocities $(v, c) \in R$ we deduce from the relation

$$
P_{a c c}(D, v, c)=P_{\text {int }}(D, v, c)+P_{\text {ext }}(D, v, c)
$$

two systems of momentum balance equations, namely, [20, sect. 2.4, p. 5]

$$
\begin{array}{ll}
\rho \ddot{u}=\operatorname{div} \sigma+b & \text { in } \Omega \times(0, T), \\
\sigma \nu=g & \text { on } \Gamma \times(0, T), \tag{2.3}
\end{array}
$$

which stands for the macroscopic momentum balance, and

$$
\begin{equation*}
B=0 \quad \text { in } \Omega \times(0, T) \tag{2.4}
\end{equation*}
$$

which corresponds to the microscopic momentum balance. Of course, $\nu$ stands for the unit normal vector field pointing outward $\Gamma$.

Now letting $e$ denote the internal energy density of the system and $Q$ the entropy flux, we can follow [20, sect. 13.4, p. 361] and deduce that, in our situation, the energy balance is expressed by

$$
\begin{gather*}
\dot{e}+\operatorname{div}(\theta Q)-r=\sigma: \varepsilon(\dot{u})+B \cdot\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right] \quad \text { in } \Omega \times(0, T),  \tag{2.5}\\
-\theta Q \cdot \nu=\pi \quad \text { on } \Gamma \times(0, T), \tag{2.6}
\end{gather*}
$$

where $r$ and $\pi$ denote some volume and surface heat source densities, respectively. In particular, we note that the right-hand side of (2.5) takes into account the contribution to the energy balance provided by both macroscopic and microscopic movements.

The next step is to define the quantities $e, Q, \sigma$, and $B$ in terms of the state variables in such a way that the second principle of thermodynamics, in the form of the Clausius-Duhem inequality, is fulfilled. In particular, the latter in our case reduces to

$$
\begin{equation*}
\dot{s}+\operatorname{div} Q-\frac{r}{\theta} \geq 0 \quad \text { in } \Omega \times(0, T) \tag{2.7}
\end{equation*}
$$

where $s$ is the entropy of the system and $r / \theta$ represents an external entropy source density. In order to accomplish the above requirement we will exploit the GinzburgLandau theory by introducing the free energy density $\psi=\psi\left(\theta,\left[\chi_{1}, \chi_{2}\right], \varepsilon(u)\right)$ and the pseudopotential of dissipation $\phi=\phi\left(\nabla \theta,\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]\right)$ and defining

$$
\begin{align*}
s & :=-\frac{\partial \psi}{\partial \theta}, \quad e:=\psi+\theta s, \quad Q:=-\frac{\partial \phi}{\partial(\nabla \theta)}  \tag{2.8}\\
\sigma & :=\frac{\partial \psi}{\partial(\varepsilon(u))} \tag{2.9}
\end{align*}
$$

$$
\begin{equation*}
B:=\left[B_{1}, B_{2}\right], \quad B_{j}:=\frac{\partial \psi}{\partial \chi_{j}}+\frac{\partial \phi}{\partial\left(\dot{\chi}_{j}\right)}, \quad j=1,2 . \tag{2.10}
\end{equation*}
$$

The above choice splits $B$ into a nondissipative and a dissipative part, respectively, and is inspired by thermodynamic considerations (see below and [20]). Moreover, the latter notions of derivative are intended to be properly generalized in case $\psi, \phi$ are nonsmooth functions. At the present stage, our only requirement on the potentials $\psi$ and $\phi$ is that $[20,27] \phi$ is convex, nonnegative, and vanishes at 0.

We shall now check for the thermodynamic consistency of this class of models by recalling (2.5) and the above definitions in order to compute that

$$
\begin{aligned}
\dot{s}+\operatorname{div} Q-\frac{r}{\theta} & =\frac{1}{\theta}(\theta \dot{s}+\operatorname{div}(\theta Q)-r)-\frac{1}{\theta} Q \cdot \nabla \theta \\
& =\frac{1}{\theta}\left(\left[\frac{\partial \phi}{\partial \dot{\chi}_{1}}, \frac{\partial \phi}{\partial \dot{\chi}_{2}}\right] \cdot\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]-Q \cdot \nabla \theta\right) \geq 0
\end{aligned}
$$

where we used the properties of the pseudopotential $\phi$. Hence, the Clausius-Duhem inequality (2.7) easily follows from the positivity of $\theta$. As a consequence, the general positivity proof implied by Theorem 4.4 entails the thermodynamic consistency of the whole class of models.

We now come to our actual choice of $\psi$ [31]. In particular, we let

$$
\begin{align*}
& \psi\left(\theta,\left[\chi_{1}, \chi_{2}\right], \varepsilon(u)\right)=-c_{s} \theta \ln \theta+\frac{1}{2}\left(\varepsilon(u)+\beta \chi_{2}\right): \mathbb{A}\left(\varepsilon(u)+\beta \chi_{2}\right)  \tag{2.11}\\
& \quad+\ell \frac{\theta_{*}-\theta_{* *}}{2 \theta_{*}}\left(\chi_{1}^{2}+\chi_{2}^{2}\right)+\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right) \chi_{1}+I_{K}\left(\chi_{1}, \chi_{2}\right)
\end{align*}
$$

In the latter expression, the first term is purely caloric and $c_{s}$ represents a specific heat density. The second term corresponds to the mechanical energy. In particular $\mathbb{A}$ is the elasticity tensor and the extra term $\beta \chi_{2}$ represents the mechanical effect of the presence of the two different martensitic variants. Indeed, one assumes that the mechanical potential of the material is

$$
\frac{1}{2}\left(\varepsilon(u)+\beta_{1} \eta_{1}+\beta_{2} \eta_{2}\right): \mathbb{A}\left(\varepsilon(u)+\beta_{1} \eta_{1}+\beta_{2} \eta_{2}\right)
$$

where $\beta_{j}$ are transformation strain tensors encoding the mechanical effect of the martensite-austenite phase change and are assumed to verify $\beta_{1}=-\beta_{2}=$ : $\beta$ in order to take into account the so-called self-accommodating properties of the two martensitic variants $[20,31]$. Note that the thermal expansion of the system is neglected.

The indicator function $I_{K}$ forces $\left[\chi_{1}, \chi_{2}\right]$ to take solely admissible values in $K$ and the term $\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right) \chi_{1}$ classically represents the phase-temperature interaction. In particular, $\ell$ is a latent heat density related to the martensite-austenite transformation and $\theta_{*}>0$ is the critical martensite-to-austenite transition temperature.

The modeling novelty of this framework with respect to the original Frémond model for shape memory alloys $[9,19]$ consists in including into $\psi$ the term

$$
\begin{equation*}
\ell \frac{\theta_{*}-\theta_{* *}}{2 \theta_{*}}\left(\chi_{1}^{2}+\chi_{2}^{2}\right), \tag{2.12}
\end{equation*}
$$

where a second critical transition temperature $0<\theta_{* *}<\theta_{*}$ is introduced for the austenite-to-martensite transformation. By referring to the zero-stress situation, one observes that in Frémond's model [9] no austenite is present for temperatures $\theta$
below $\theta_{*}$ nor martensites for $\theta>\theta_{*}$. This simplification is, however, fairly crude and experiments suggest that one should consider a suitable temperature range where the three phases may coexist in the zero-stress situation [14, 32]. The present model [31] extends Frémond's approach in the direction of including some description of this effect. In particular, looking back to (2.4) in the zero-stress equilibrium ( $\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]=$ $0, \sigma=0$ ) the internal variables are asked to fulfill

$$
\ell \frac{\theta_{*}-\theta_{* *}}{\theta_{*}}\binom{\chi_{1}}{\chi_{2}}+\binom{\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)}{0}+\partial I_{K}\binom{\chi_{1}}{\chi_{2}} \ni\binom{0}{0}
$$

which entails that

$$
\chi_{1}=\min \left\{\max \left\{\frac{\theta_{*}-\theta}{\theta_{*}-\theta_{* *}}, 0\right\}, 1\right\}, \quad \chi_{2}=0
$$

Hence, no martensites are present for $\theta>\theta_{*}$, no austenite is allowed for $\theta<\theta_{* *}$, and possibly all the phases are admissible for intermediate temperatures [31] (see also [20, Rem. 13.4, p. 364]).

As for the pseudopotential of dissipation we will ask for

$$
\phi\left(\nabla \theta,\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]\right):=\frac{k}{2 \theta}|\nabla \theta|^{2}+\frac{\mu}{2} \dot{\chi}_{1}^{2}+\frac{\mu}{2} \dot{\chi}_{2}^{2}
$$

Here $k>0$ stands for a constant thermal conductivity coefficient and $\mu \geq 0$ measures some dissipation effect on the phase variables. In particular, the heat flux $q:=\theta Q=$ $-k \nabla \theta$ is of Fourier type.

Finally, the balance relations (2.5), (2.2), and (2.4) read as follows:

$$
\begin{gather*}
c_{s} \dot{\theta}-\ell \dot{\chi}_{1}-k \Delta \theta-r=-\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right) \dot{\chi}_{1}+\mu \dot{\chi}_{1}^{2}+\mu \dot{\chi}_{2}^{2}  \tag{2.13}\\
\rho \ddot{u}=\operatorname{div} \sigma+b  \tag{2.14}\\
\mu\binom{\dot{\chi}_{1}}{\dot{\chi}_{2}}+\ell \frac{\theta_{*}-\theta_{* *}}{\theta_{*}}\binom{\chi_{1}}{\chi_{2}}+\binom{\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)}{\sigma: \beta}+\partial I_{K}\binom{\chi_{1}}{\chi_{2}} \ni\binom{0}{0} . \tag{2.15}
\end{gather*}
$$

We shall focus our attention from the very beginning on the quasi-static situation where the inertial term $\rho \ddot{u}$ is negligible in (2.14). Indeed, let us stress that the latter approximation of the momentum balance equation is rather standard in connection with the Frémond model $[9,10,12,24]$ and translates into the belief that the mechanical evolution takes place on some faster time scale when compared with the thermal evolution. On the other hand, the reader is referred to [8], where the full momentum problem is considered for Frémond's model (see also [15, 22, 25] and the recent monograph [26] for the analysis of mechanical evolution under different nonconvex settings).

In order to deduce the system (1.1)-(1.4) from (2.9) and (2.13)-(2.15) we now apply some further modification to the balance relations by means of suitable small perturbation assumptions. At first, one supposes to be interested in a temperature range close to the critical temperature $\theta_{*}$ and neglects the first term in the right-hand side of (2.13). By setting, for the sake of notational simplicity, $\gamma:=\ell\left(\theta_{*}-\theta_{* *}\right) / \theta_{*}$, we readily check that the system (1.1)-(1.4) in the nondissipative regime $\mu=0$ follows directly from (2.9) and (2.13), (2.15), and (2.14) in its quasi-static form.

As for the nondissipative regime $\mu>0$ we shall additionally assume to be interested in a situation where the phase evolution is suitably slow, i.e., $\mu \dot{\chi}_{j}^{2}=0$ in the
energy balance equation (2.13). On the other hand we retain the dissipation term $\mu\left[\dot{\chi}_{1}, \dot{\chi}_{2}\right]$ in (2.15). This is of course again an assumption of small perturbation type.

Finally, as for boundary conditions (1.7)-(1.9), one assumes to know $g$ in (2.3) just on $\Gamma_{t}$ and imposes the body to be clamped on $\Gamma_{0}$. Moreover, we choose $\pi:=$ $f+h\left(\theta_{e}-\theta\right)$, where $f$ is a prescribed surface heat source density, $h>0$ is a thermal exchange coefficient, and $\theta_{e}>0$ is a given external temperature.
3. Variational formulation. We start by fixing some notation. Let

$$
\begin{gathered}
H:=L^{2}(\Omega), \quad \mathcal{H}:=H \times H \times H, \quad V:=H^{1}(\Omega) \\
\mathbb{H}:=\left\{\sigma: \Omega \rightarrow \mathbb{R}_{\text {symm }}^{3 \times 3} \text { measurable such that } \sigma: \sigma \in L^{1}(\Omega)\right\},
\end{gathered}
$$

where $\mathbb{R}_{\text {symm }}^{3 \times 3}$ denotes of course the space of $3 \times 3$ symmetric tensors. All the above spaces are endowed with their respective natural scalar products. In particular, we will use the symbols $(\cdot, \cdot)$ and $\|\cdot\|$ for all products and norms in the above $L^{2}$-type spaces. Moreover, the notation $(\cdot, \cdot)_{\Gamma}$ will stand for the scalar product in both $L^{2}(\Gamma)$ and $\left(L^{2}(\Gamma)\right)^{3},|\cdot|$ denotes any Euclidean norm, $\|\cdot\|_{E}$ will stand for the norm in the generic normed space $E$, and $[\cdot, \cdot]$ denotes the generic pair. We introduce the Hilbert space

$$
\mathcal{V}:=\left\{v \in V^{3} \text { such that } v=0 \text { on } \Gamma_{0}\right\}
$$

endowed with the standard norm, and set, for any $u, v \in \mathcal{V}$,

$$
a(u, v):=(\mathbb{A} \varepsilon(u), \varepsilon(v))
$$

where $\varepsilon: \mathcal{V} \rightarrow \mathbb{H}$ stands for the linearized strain tensor. Following the classic linear elasticity theory, we ask $\mathbb{A}=\left(a_{i j k h}\right)$ to be symmetric and positive definite on $\mathbb{R}_{\text {symm }}^{3 \times 3}$, namely,

$$
a_{i j k h}=a_{i j h k}=a_{k h i j} \quad \forall i, j, h, k=1,2,3 \quad \text { and } \quad \mathbb{A} \sigma: \sigma>0 \quad \forall \sigma \in \mathbb{R}_{\text {symm }}^{3 \times 3} /\{0\}
$$

Namely, for all $\sigma, \tau \in \mathbb{R}_{\text {symm }}^{3 \times 3}$ one has that $\mathbb{A} \sigma: \tau=\sigma: \mathbb{A} \tau=\mathbb{A}^{\frac{1}{2}} \sigma: \mathbb{A}^{\frac{1}{2}} \tau$, where $\mathbb{A}^{\frac{1}{2}}$ stands for the well-defined square root of $\mathbb{A}$. In particular, since $\beta \neq 0$, we readily compute that $\mathbb{A}^{\frac{1}{2}} \beta \neq 0$ as well. Moreover, recalling the $\Gamma_{0}$ has a positive surface measure, and thanks to Korn's inequality (see, e.g., [17, Thm. 3.3, p. 115]), there exists a positive constant $c_{\mathcal{V}}$ depending on $\mathbb{A}$ such that

$$
a(v, v)=\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(v)\right\|^{2} \geq c_{\mathcal{V}}\|v\|_{\mathcal{V}}^{2} \quad \forall v \in \mathcal{V}
$$

Finally, let the notation $\langle\cdot, \cdot\rangle$ stand for the duality pairing between $V^{\prime}$ and $V$ or $\mathcal{V}^{\prime}$ and $\mathcal{V}$, where the prime denotes the topological duals. Since the special triangular form of $K$ specified above is not needed for our analysis, let $K$ be an arbitrary nonempty, bounded, convex, and closed subset of $\mathbb{R}^{2}$, and define the (convex and closed) set $\mathcal{K}:=\left\{\left[x_{1}, x_{2}\right] \in\left(L^{2}(\Omega)\right)^{2}\right.$ such that $\left[x_{1}, x_{2}\right] \in K$ a.e. in $\left.\Omega\right\}$. For almost every $t \in(0, T)$ let us define the functionals $F(t): V \rightarrow V^{\prime}$ and $G(t): \mathcal{V} \rightarrow \mathcal{V}^{\prime}$ as

$$
\begin{aligned}
\langle F(t), \varphi\rangle & :=(r(t), \varphi)+(f(t), \varphi)_{\Gamma} \quad \forall \varphi \in V \\
\langle G(t), v\rangle & :=(b(t), v)+(g(t), v)_{\Gamma} \quad \forall v \in \mathcal{V} .
\end{aligned}
$$

We shall make precise our variational formulation of (1.1)-(1.9) by posing the following problem.

Problem $P_{\mu}$. Find $\theta \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),\left[\chi_{1}, \chi_{2}\right] \in\left(H^{1}(0, T ; H) \cap\right.$ $\left.L^{\infty}(Q)\right)^{2}$, and $u \in H^{1}(0, T ; \mathcal{V})$ such that $\mu\left(\chi_{1}, \chi_{2}\right) \in\left(W^{1, \infty}(0, T ; H)\right)^{2}$ and

$$
\begin{gather*}
\left(\left(c_{s} \theta-\ell \chi_{1}\right)_{t}, \varphi\right)+k(\nabla \theta, \nabla \varphi)+h\left(\theta-\theta_{e}, \varphi\right)_{\Gamma}=\langle F, \varphi\rangle  \tag{3.1}\\
\forall \varphi \in V \quad \text { a.e. in }(0, T), \\
a(u, v)+\left(\mathbb{A} \beta \chi_{2}, \varepsilon(v)\right)=\langle G, v\rangle \quad \forall v \in \mathcal{V} \text { a.e. in }(0, T),  \tag{3.2}\\
\mathbb{A}\left(\varepsilon(u)+\beta \chi_{2}\right)=\sigma \quad \text { a.e. in } Q,  \tag{3.3}\\
\mu \partial_{t}\binom{\chi_{1}}{\chi_{2}}+\gamma\binom{\chi_{1}}{\chi_{2}}+\partial I_{K}\binom{\chi_{1}}{\chi_{2}} \ni\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta\right)}{-\sigma: \beta} \quad \text { a.e. in } Q,  \tag{3.4}\\
c_{s} \theta(\cdot, 0)-\ell \chi_{1}(\cdot, 0)=c_{s} \theta^{0}-\ell \chi_{1}^{0} \quad \text { a.e. in } \Omega,  \tag{3.5}\\
\mu\left[\chi_{1}(\cdot, 0), \chi_{2}(\cdot, 0)\right]=\mu\left[\chi_{1}^{0}, \chi_{2}^{0}\right] \quad \text { a.e. in } \Omega . \tag{3.6}
\end{gather*}
$$

Remark 3.1. Let us stress that the above regularity requirements and (3.3) entail, in particular, that $\sigma \in H^{1}(0, T ; \mathbb{H})$. Namely, relation (3.4) makes sense.
4. Main results. We shall assume the following:
(A1) $F \in L^{2}(0, T ; H)+W^{1,1}\left(0, T ; V^{\prime}\right), G \in H^{1}\left(0, T ; \mathcal{V}^{\prime}\right)$,
(A2) $\theta^{0} \in V$,
(A3) $\left[\chi_{1}^{0}, \chi_{2}^{0}\right] \in \mathcal{K}$.
In particular, the first formula in (A1) entails that there exist $F_{1} \in L^{2}(0, T ; H)$ and $F_{2} \in W^{1,1}\left(0, T ; V^{\prime}\right)$ such that $F=F_{1}+F_{2}$. We observe that whenever $r \in$ $L^{2}(0, T ; H), f \in W^{1,1}\left(0, T ; L^{2}(\Gamma)\right), b \in H^{1}(0, T ; \mathcal{H})$, and $g \in H^{1}\left(0, T ;\left(L^{2}(\Gamma)\right)^{3}\right)$ the regularities in (A1) follow. As a consequence of (A1)-(A3), we introduce $u^{0} \in \mathcal{V}$ as the unique solution to (3.2) at time $t=0, \sigma^{0} \in \mathbb{H}$ via $u^{0}$ and (3.3), and finally

$$
\mu\left[\chi_{1, \mu, t}(0), \chi_{2, \mu, t}(0)\right]:=\left[\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta^{0}\right)-\gamma \chi_{1}^{0},-\sigma^{0}: \beta-\gamma \chi_{2}^{0}\right]
$$

In particular, we observe that the left-hand side above is bounded in $H \times H$, uniformly with respect to $\mu$, and that relation (3.4) is fulfilled also for $t=0$.

We are now in a position to state our results.
Theorem 4.1 (well-posedness). Let $\mu \geq 0$. Under the assumptions (A1)-(A3), there exists a unique solution to Problem $P_{\mu}$. Moreover, given two sets of data $\left(F_{i}, G_{i}\right.$, $\left.\theta_{i}^{0}, \chi_{1, i}^{0}, \chi_{2, i}^{0}\right)$ fulfilling (A1)-(A3) and two external temperatures $\theta_{e, i}$, for $i=1,2$, the respective solutions $\left(\theta_{i}, \chi_{1, i}, \chi_{2, i}, u_{i}\right)$ to the corresponding problems $P_{\mu}$ fulfill

$$
\begin{align*}
& \text { (4.1) } \begin{aligned}
&\left\|\theta_{1}-\theta_{2}\right\|_{L^{2}(0, T ; H)}^{2}+\sup _{t \in[0, T]}\left\|\int_{0}^{t} \nabla\left(\theta_{1}-\theta_{2}\right)\right\|^{2}+\sup _{t \in[0, T]}\left\|\int_{0}^{t}\left(\theta_{1}-\theta_{2}\right)\right\|_{L^{2}(\Gamma)}^{2} \\
&+ \sum_{j=1}^{2}\left(\mu\left\|\chi_{j, 1}-\chi_{j, 2}\right\|_{C([0, T] ; H)}^{2}+\left\|\chi_{j, 1}-\chi_{j, 2}\right\|_{L^{2}(0, T ; H)}^{2}\right)+\left\|u_{1}-u_{2}\right\|_{L^{2}(0, T ; \mathcal{V})}^{2} \\
& \leq c_{0}\left(\int_{0}^{T}\left\|\int_{0}^{t}\left(F_{1,1}-F_{1,2}\right)\right\|^{2} d t+\left\|F_{2,1}-F_{2,2}\right\|_{L^{1}\left(0, T ; V^{\prime}\right)}^{2}+\left\|G_{1}-G_{2}\right\|_{L^{2}\left(0, T ; \mathcal{V}^{\prime}\right)}^{2}\right. \\
&\left.\quad+\left\|c_{s}\left(\theta_{1}^{0}-\theta_{2}^{0}\right)-\ell\left(\chi_{1,1}^{0}-\chi_{1,2}^{0}\right)\right\|^{2}+\mu\left\|\chi_{2,1}^{0}-\chi_{2,2}^{0}\right\|^{2}+\left|\theta_{e, 1}-\theta_{e, 2}\right|^{2}\right),
\end{aligned}, l \tag{4.1}
\end{align*}
$$

where $c_{0}$ depends on $c_{s}, k, h, \ell, \gamma, \Gamma, \mathbb{A}^{\frac{1}{2}} \beta, \theta_{*}$, and $c_{\mathcal{V}}$ but is independent of $\mu$.

THEOREM 4.2 (dissipation asymptotics). Under the assumptions (A1)-(A3), the solution $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ to Problem $P_{\mu}$ converges as $\mu \rightarrow 0$ to the solution $\left(\theta, \chi_{1}, \chi_{2}, u\right)$ of Problem $P_{0}$ at least weakly in the respective natural spaces.

Moreover, we will address the study of the long-time behavior of the solution to Problem $P_{0}$. Indeed, the reader should notice that the above-stated well-posedness result is actually independent of the choice of the reference time $T$. Hence, in particular, the solution $\left(\theta, \chi_{1}, \chi_{2}, u\right)$ to Problem $P_{0}$ may be uniquely extended for all times. Now let the $\omega$-limit set be defined as

$$
\omega\left(\theta, \chi_{1}, \chi_{2}, u\right):=\left\{\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right) \in H \times H \times H \times \mathcal{V} \quad\right. \text { such that there exists }
$$

a sequence of positive real numbers $\left\{t_{n}\right\}$ with $t_{n} \longrightarrow+\infty$ and

$$
\left.\left(\theta\left(t_{n}\right), \chi_{1}\left(t_{n}\right), \chi_{2}\left(t_{n}\right), u\left(t_{n}\right)\right) \longrightarrow\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right) \text { in } H \times H \times H \times \mathcal{V}\right\}
$$

To establish a long-time behavior result, we need some further assumptions on the data. In particular, we ask for
(A4) $F \in L^{2}(0,+\infty ; H), G \in H^{1}\left(0,+\infty, \mathcal{V}^{\prime}\right)$.
Hence, the following holds true.
THEOREM 4.3 (long-time behavior). Under assumptions (A2)-(A4), the $\omega$-limit set $\omega\left(\theta, \chi_{1}, \chi_{2}, u\right)$ reduces to the unique solution to the problem

$$
\begin{align*}
\theta_{\infty} & =\theta_{e} \quad \text { a.e. in } \Omega  \tag{4.2}\\
a\left(u_{\infty}, v\right)+\left(\mathbb{A} \beta \chi_{2, \infty}, \varepsilon(v)\right) & =0 \quad \forall v \in \mathcal{V}  \tag{4.3}\\
\mathbb{A}\left(\varepsilon\left(u_{\infty}\right)+\beta \chi_{2, \infty}\right) & =\sigma_{\infty} \quad \text { a.e. in } \Omega  \tag{4.4}\\
\gamma\binom{\chi_{1, \infty}}{\chi_{2, \infty}}+\partial I_{K}\binom{\chi_{1, \infty}}{\chi_{2, \infty}} & \ni\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta_{e}\right)}{-\sigma_{\infty}: \beta} \quad \text { a.e. in } \Omega . \tag{4.5}
\end{align*}
$$

Namely, the whole trajectory converges to $\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right)$ as $t \rightarrow+\infty$.
We close this section by stating precisely a maximum principle for the temperature $\theta$ which entails its positivity in the frame of our concrete modeling situation. To this aim, of course some sign assumption on the external heat sources is needed and we will ask for
(A5) $\langle F(t), v\rangle \geq 0$ for a.e. $t \in(0, T)$ and all $v \in V$ with $v \geq 0$ a.e. in $\Omega$.
The latter follows for instance when $f, r \geq 0$ almost everywhere in their respective domains and could clearly be weakened. One has the following.

ThEOREM 4.4 (lower bound). Let $\mu \geq 0$. Under assumptions (2.1), (A1)-(A3), and (A5), let $\theta_{d} \in \mathbb{R}$ be such that

$$
\begin{equation*}
\gamma+\frac{\ell}{\theta_{*}}\left(\theta_{d}-\theta_{*}\right) \leq 0 \tag{4.6}
\end{equation*}
$$

Then, the unique solution $\left(\theta,\left[\chi_{1}, \chi_{2}\right], u\right)$ to Problem $P_{\mu}$ fulfills

$$
\begin{equation*}
\inf \left\{\inf \theta_{0}, \theta_{e}, \theta_{*}, \theta_{d}\right\} \leq \theta(x, t) \quad \text { for a.e. }(x, t) \in Q \tag{4.7}
\end{equation*}
$$

where $\inf \theta_{0}$ stands for the essential infimum of $\theta_{0}$ on $\Omega$.
Clearly, in order to deduce from the above-stated lower bound (4.7) a positivity result for $\theta$ (and consequently a proof of the thermodynamical consistency of the model; see section 2 ) one has to start from a positive initial datum $\theta_{0}$ and ask for the existence of a positive constant $\theta_{d}$ fulfilling (4.6). Let us stress that this second
requirement is compatible with our modeling situation since, owing to the discussion of section 2 ,

$$
\gamma+\frac{\ell}{\theta_{*}}\left(\theta_{d}-\theta_{*}\right)=\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta_{* *}\right)+\frac{\ell}{\theta_{*}}\left(\theta_{d}-\theta_{*}\right)=\frac{\ell}{\theta_{*}}\left(\theta_{d}-\theta_{* *}\right)
$$

and it suffices to choose $0<\theta_{d} \leq \theta_{* *}$ in order to achieve (4.6).
5. Dissipative problem. Throughout this section, the dissipation parameter $\mu$ is fixed and strictly positive.
5.1. Continuous dependence. Let us denote by $\left(\theta_{i}, \chi_{1, i}, \chi_{2, i}, u_{i}\right)$ for $i=1,2$ two solutions to Problem $P_{\mu}$ associated to the given two sets of data ( $F_{i}, G_{i}, \theta_{i}^{0}, \chi_{1, i}^{0}$, $\chi_{2, i}^{0}$ ), and $\theta_{e, i}$ for $i=1,2$. We set $\bar{\theta}:=\theta_{1}-\theta_{2}, \bar{u}:=u_{1}-u_{2}$, and so on. Let us take the integral on $(0, t)$, for $t \in(0, T]$, of relation (3.1) written for $\left(\theta_{1}, \chi_{1,1}, \chi_{2,1}, u_{1}\right)$ and subtract the same relation for $\left(\theta_{2}, \chi_{1,2}, \chi_{2,2}, u_{2}\right)$, choose $\varphi:=\bar{\theta}$, and integrate on $(0, t)$ for $t \in(0, T]$. We readily obtain that

$$
\begin{align*}
& c_{s} \int_{0}^{t}\|\bar{\theta}\|^{2}+\frac{k}{2}\left\|\int_{0}^{t} \nabla \bar{\theta}\right\|^{2}+\frac{h}{2}\left\|\int_{0}^{t} \bar{\theta}\right\|_{L^{2}(\Gamma)}^{2}  \tag{5.1}\\
& \quad \leq \int_{0}^{t}\left(\left\|c_{s} \bar{\theta}^{0}-\ell \bar{\chi}_{1}^{0}\right\|+\left\|\int_{0}^{s} \bar{F}_{1}\right\|\right)\|\bar{\theta}\| d s \\
& \quad+\int_{0}^{t}\left\langle\int_{0}^{s} \bar{F}_{2}, \bar{\theta}\right\rangle d s+h \int_{0}^{t}\left(s \bar{\theta}_{e}, \bar{\theta}\right)_{\Gamma} d s+\ell \int_{0}^{t}\left(\bar{\theta}, \bar{\chi}_{1}\right) .
\end{align*}
$$

Let us now take the difference between relation (3.4) written for ( $\theta_{1}, \chi_{1,1}, \chi_{2,1}, u_{1}$ ) and the same relation for $\left(\theta_{2}, \chi_{1,2}, \chi_{2,2}, u_{2}\right)$, multiply the corresponding relation by [ $\bar{\chi}_{1}, \bar{\chi}_{2}$ ], exploit the monotonicity of the subdifferential, and integrate on $\Omega \times(0, t)$ for $t \in(0, T]$. We get

$$
\begin{equation*}
\sum_{j=1}^{2}\left(\frac{\mu}{2}\left\|\bar{\chi}_{j}(t)\right\|^{2}+\gamma \int_{0}^{t}\left\|\bar{\chi}_{j}\right\|^{2}\right) \leq \sum_{j=1}^{2} \frac{\mu}{2}\left\|\bar{\chi}_{j}^{0}\right\|^{2}-\frac{\ell}{\theta_{*}} \int_{0}^{t}\left(\bar{\theta}, \bar{\chi}_{1}\right)-\int_{0}^{t}\left(\bar{\sigma}: \beta, \bar{\chi}_{2}\right) \tag{5.2}
\end{equation*}
$$

As for the last term in the right-hand side of (5.2) we take advantage of (3.2)-(3.3) and readily compute that

$$
\begin{align*}
-\bar{\sigma}: \beta & =-\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u}): \mathbb{A}^{\frac{1}{2}} \beta-\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \bar{\chi}_{2}  \tag{5.3}\\
\int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u})\right\|^{2} & =-\int_{0}^{t}\left(\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u}): \mathbb{A}^{\frac{1}{2}} \beta, \bar{\chi}_{2}\right)+\int_{0}^{t}\langle\bar{G}, \bar{u}\rangle . \tag{5.4}
\end{align*}
$$

Hence, by choosing $1<\rho<\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right) /\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}$, we take the sum between (5.2) and (5.4) in order to obtain

$$
\begin{aligned}
& \sum_{j=1}^{2}\left(\frac{\mu}{2}\left(\left\|\bar{\chi}_{j}(t)\right\|^{2}-\left\|\bar{\chi}_{j}^{0}\right\|^{2}\right)+\gamma \int_{0}^{t}\left\|\bar{\chi}_{j}\right\|^{2}\right)+\int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u})\right\|^{2} \\
& \quad \leq-\frac{\ell}{\theta_{*}} \int_{0}^{t}\left(\bar{\theta}, \bar{\chi}_{1}\right)-2 \int_{0}^{t}\left(\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u}): \mathbb{A}^{\frac{1}{2}} \beta, \bar{\chi}_{2}\right)-\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \int_{0}^{t}\left\|\bar{\chi}_{2}\right\|^{2}+\int_{0}^{t}\langle\bar{G}, \bar{u}\rangle \\
& \quad \leq-\frac{\ell}{\theta_{*}} \int_{0}^{t}\left(\bar{\theta}, \bar{\chi}_{1}\right)+(\rho-1)\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \int_{0}^{t}\left\|\bar{\chi}_{2}\right\|^{2}+\frac{1}{\rho} \int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u})\right\|^{2}+\int_{0}^{t}\langle\bar{G}, \bar{u}\rangle .
\end{aligned}
$$

Then, multiplying (5.2) by $1 / \theta_{*}$ and taking the sum with the above relation, one has

$$
\begin{align*}
& \frac{c_{s}}{\theta_{*}} \int_{0}^{t}\|\bar{\theta}\|^{2}+\frac{k}{2 \theta_{*}}\left\|\int_{0}^{t} \nabla \bar{\theta}\right\|^{2}+\frac{h}{2 \theta_{*}}\left\|\int_{0}^{t} \bar{\theta}\right\|_{L^{2}(\Gamma)}^{2}+\frac{\mu}{2} \sum_{j=1}^{2}\left\|\bar{\chi}_{j}(t)\right\|^{2}  \tag{5.5}\\
& \quad+\gamma \int_{0}^{t}\left\|\bar{\chi}_{1}\right\|^{2}+\left(\gamma+(1-\rho)\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right) \int_{0}^{t}\left\|\bar{\chi}_{2}\right\|^{2}+\frac{\rho-1}{\rho} \int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u})\right\|^{2} \\
& \quad \leq \frac{1}{\theta_{*}} \int_{0}^{t}\left(\left\|c_{s} \bar{\theta}^{0}-\ell \bar{\chi}_{1}^{0}\right\|+\left\|\int_{0}^{s} \bar{F}_{1} d s\right\|\right)\|\bar{\theta}\|+\frac{1}{\theta_{*}} \int_{0}^{t}\left\langle\int_{0}^{s} \bar{F}_{2} d s, \bar{\theta}\right\rangle \\
& \quad+\frac{h}{\theta_{*}} \int_{0}^{t}\left(s \bar{\theta}_{e}, \bar{\theta}\right)_{\Gamma} d s+\sum_{j=1}^{2} \frac{\mu}{2}\left\|\bar{\chi}_{j}^{0}\right\|^{2}+\int_{0}^{t}\langle\bar{G}, \bar{u}\rangle .
\end{align*}
$$

Finally, the assertion follows from an integration by parts.
5.2. Discretization. Let us introduce our variable time-step discretization of $P_{\mu}$. To this aim we define the partition $\mathcal{P}:=\left\{0=t_{0}<t_{1}<\cdots<t_{N-1}<t_{N}=\right.$ $T\}$ with variable time-step $\tau_{i}:=t_{i}-t_{i-1}$ and let $\tau:=\max _{1 \leq i \leq N} \tau_{i}$ denote the diameter of the partition $\mathcal{P}$. In the forthcoming analysis the following notation will be extensively used: $\left\{w_{i}\right\}_{i=0}^{N}$ being a vector, we denote by $w_{\mathcal{P}}$ and $\bar{w}_{\mathcal{P}}$ two functions of the time interval $[0, T]$ which interpolate the values of the vector $\left\{w_{i}\right\}$ piecewise linearly and backward constantly on the partition $\mathcal{P}$, respectively. Namely,

$$
\begin{gathered}
w_{\mathcal{P}}(0):=w_{0}, \quad w_{\mathcal{P}}(t):=g_{i}(t) w_{i}+\left(1-g_{i}(t)\right) w_{i-1} \\
\bar{w}_{\mathcal{P}}(0):=w_{0}, \quad \bar{w}_{\mathcal{P}}(t):=w_{i} \quad \text { for } t \in\left(t_{i-1}, t_{i}\right], \quad i=1, \ldots, N
\end{gathered}
$$

where $g_{i}(t):=\left(t-t_{i-1}\right) / \tau_{i} \quad$ for $t \in\left(t_{i-1}, t_{i}\right], i=1, \ldots, N$. Moreover, given a vector $\left\{w_{i}\right\}_{i=0}^{N}$, we define another vector $\left\{\delta w_{i}\right\}_{i=1}^{N}$ as $\delta w_{i}:=\left(w_{i}-w_{i-1}\right) / \tau_{i}$.

Finally, we introduce some approximation of the data. Hence, let $F=F_{1}+F_{2}$, where $F_{1} \in L^{2}(0, T ; H)$ and $F_{2} \in W^{1,1}\left(0, T ; V^{\prime}\right)$, and set

$$
\begin{align*}
F_{1, i} & :=\frac{1}{\tau_{i}} \int_{t_{i-1}}^{t_{i}} F_{1}(s) d s \in H \quad \text { for } i=1, \ldots, N  \tag{5.6}\\
F_{2,1} & :=F_{2}\left(t_{i}\right) \in V^{\prime} \text { for } i=0,1, \ldots, N  \tag{5.7}\\
G_{i} & :=G\left(t_{i}\right) \in \mathcal{V}^{\prime} \text { for } i=0,1, \ldots, N \tag{5.8}
\end{align*}
$$

Of course, owing to (A1), the latter positions are justified. In particular, let us remark that one has

$$
\begin{align*}
\bar{F}_{1, \mathcal{P}} & \rightarrow F_{1} \text { strongly in } L^{2}(0, T ; H),  \tag{5.9}\\
F_{2, \mathcal{P}} & \rightarrow F_{2} \text { strongly in } W^{1,1}\left(0, T ; V^{\prime}\right),  \tag{5.10}\\
G_{\mathcal{P}} & \rightarrow G \text { strongly in } H^{1}\left(0, T ; \mathcal{V}^{\prime}\right) \tag{5.11}
\end{align*}
$$

whenever the diameter $\tau$ of partition $\mathcal{P}$ goes to 0 .
Hence, we are interested in the following discrete problem.

Problem $D_{\mu}$. Find $\left\{\theta_{i}\right\}_{i=0}^{N} \in V^{N+1},\left\{\left[\chi_{1, i}, \chi_{2, i}\right]\right\}_{i=0}^{N} \in \mathcal{K}^{N+1}$, and $\left\{u_{i}\right\}_{i=1}^{N} \in \mathcal{V}^{N}$ such that, for all $i=1, \ldots, N$,

$$
\begin{gather*}
\left(\left(c_{s} \delta \theta_{i}-\ell \delta \chi_{1, i}\right), \varphi\right)+k\left(\nabla \theta_{i}, \nabla \varphi\right)+h\left(\theta_{i}-\theta_{e}, \varphi\right)_{\Gamma}=\left\langle F_{i}, \varphi\right\rangle \quad \forall \varphi \in V  \tag{5.12}\\
a\left(u_{i}, v\right)+\left(\mathbb{A} \beta \chi_{2, i}, \varepsilon(v)\right)=\left\langle G_{i}, v\right\rangle \quad \forall v \in \mathcal{V}  \tag{5.13}\\
\mathbb{A}\left(\varepsilon\left(u_{i}\right)+\beta \chi_{2, i}\right)=\sigma_{i} \quad \text { a.e. in } \Omega  \tag{5.14}\\
\mu\binom{\delta \chi_{1, i}}{\delta \chi_{2, i}}+\gamma\binom{\chi_{1, i}}{\chi_{2, i}}+\binom{\frac{\ell}{\theta_{*}}\left(\theta_{i}-\theta_{*}\right)}{\sigma_{i}: \beta}+\partial I_{K}\binom{\chi_{1, i}}{\chi_{2, i}} \ni\binom{0}{0} \text { a.e. in } \Omega,  \tag{5.15}\\
\theta_{0}=\theta^{0} \text { a.e. in } \Omega  \tag{5.16}\\
\mu\left[\chi_{1,0}, \chi_{2,0}\right]=\mu\left[\chi_{1}^{0}, \chi_{2}^{0}\right] \text { a.e. in } \Omega \tag{5.17}
\end{gather*}
$$

5.3. Discrete well-posedness. We prove the following lemma.

LEMMA 5.1. Under the assumptions (A1)-(A3), (5.6)-(5.8), and for all $\tau$ sufficiently small, problem $D_{\mu}$ has a unique solution.

Proof. We proceed by induction. Namely, we assume to know the solution of the problem up to level $i-1$ and solve for level $i$. In particular, we are concerned with the problem of finding $\theta_{i} \in V,\left[\chi_{1, i}, \chi_{2, i}\right] \in \mathcal{K}$, and $u_{i} \in \mathcal{V}$ such that

$$
\begin{gather*}
\left(\left(c_{s} \theta_{i}-\ell \chi_{1, i}\right), \varphi\right)+\tau_{i} k\left(\nabla \theta_{i}, \nabla \varphi\right)+\tau_{i} h\left(\theta_{i}-\theta_{e}, \varphi\right)_{\Gamma}=\left\langle F_{i}^{*}, \varphi\right\rangle \quad \forall \varphi \in V  \tag{5.18}\\
a\left(u_{i}, v\right)+\left(\mathbb{A} \beta \chi_{2, i}, \varepsilon(v)\right)=\left\langle G_{i}, v\right\rangle \quad \forall v \in \mathcal{V}  \tag{5.19}\\
\mathbb{A}\left(\varepsilon\left(u_{i}\right)+\beta \chi_{2, i}\right)=\sigma_{i} \quad \text { a.e. in } \Omega  \tag{5.20}\\
\mu\binom{\chi_{1, i}}{\chi_{2, i}}+\tau_{i}\binom{\gamma \chi_{1, i}+\frac{\ell}{\theta_{*}}\left(\theta_{i}-\theta_{*}\right)}{\gamma \chi_{2, i}+\sigma_{i}: \beta}+\partial I_{K}\binom{\chi_{1, i}}{\chi_{2, i}} \ni \mu\binom{\chi_{1, i-1}}{\chi_{2, i-1}} \quad \text { a.e. in } \Omega, \tag{5.21}
\end{gather*}
$$

where we collected in the right-hand sides of (5.18)-(5.19) and (5.21) the quantities known at level $i$ and let $F_{i}^{*}:=\tau_{i} F_{i}+c_{s} \theta_{i-1}-\ell \chi_{1, i-1}$. We shall stress that the latter scheme is of course fully implicit.

Let us now fix $\left[\tilde{\chi}_{1}, \tilde{\chi}_{2}\right] \in \mathcal{K}$. It is then straightforward to find the unique solutions $\theta \in V$ and $u \in \mathcal{V}$ to (5.18) with $\tilde{\chi}_{1}$ instead of $\chi_{1, i}$ and (5.19) with $\tilde{\chi}_{2}$ instead of $\chi_{2, i}$, respectively. Hence, we have implicitly defined a mapping $T_{1}: \mathcal{K} \rightarrow V \times \mathcal{V}$ as $T_{1}\left[\tilde{\chi}_{1}, \tilde{\chi}_{2}\right]:=[\theta, u]$. On the other hand, for all $\left(\tilde{\theta}, \tilde{u}, \tilde{\chi}_{2}\right) \in V \times \mathcal{V} \times H$ there exists a unique pair $\left[\chi_{1}, \chi_{2}\right] \in \mathcal{K}$ solving relation (5.21) with $(\tilde{\theta}, \tilde{u})$ instead of $\left(\theta_{i}, u_{i}\right)$ and $\sigma_{i}$ is defined by (5.20) with $\tilde{\chi}_{2}$ instead of $\chi_{2, i}$. Thus, one may define a mapping $T_{2}: V \times \mathcal{V} \times H \rightarrow \mathcal{K}$ as $T_{2}\left(\tilde{\theta}, \tilde{u}, \tilde{\chi}_{2}\right)=\left[\chi_{1}, \chi_{2}\right]$.

Our next aim is to prove that, for sufficiently small $\tau$, the mapping $T_{3}: \mathcal{K} \rightarrow \mathcal{K}$ defined as $T_{3}\left[\tilde{\chi}_{1}, \tilde{\chi}_{2}\right]:=T_{2}\left(T_{1}\left[\tilde{\chi}_{1}, \tilde{\chi}_{2}\right], \tilde{\chi}_{2}\right)$ is a contraction in $H \times H$. To this end let $\left[\tilde{\chi}_{1, j}, \tilde{\chi}_{2, j}\right] \in \mathcal{K},\left[\theta_{j}, u_{j}\right]=T_{1}\left[\tilde{\chi}_{1, j}, \tilde{\chi}_{2, j}\right],\left[\chi_{1, j}, \chi_{2, j}\right]:=T_{3}\left[\tilde{\chi}_{1, j}, \tilde{\chi}_{2, j}\right]$ for $j=1,2$, and define $\bar{\theta}:=\theta_{1}-\theta_{2}, \bar{u}:=u_{1}-u_{2}$, etc. Hence, we readily check that

$$
\begin{gathered}
\left(c_{s} \bar{\theta}, \varphi\right)+\tau_{i}(\nabla \bar{\theta}, \nabla \varphi)+\tau_{i} h(\bar{\theta}, \varphi)_{\Gamma}=\left(\ell \bar{\chi}_{1}, \varphi\right) \quad \forall \varphi \in V \\
a(\bar{u}, v)+\left(\mathbb{A} \beta \overline{\tilde{\chi}}_{2}, \varepsilon(v)\right)=0 \quad \forall v \in \mathcal{V} \\
\sigma: \beta=\mathbb{A} \varepsilon(\bar{u}): \beta+\mathbb{A} \beta \overline{\tilde{\chi}}_{2}: \beta
\end{gathered}
$$

Namely, by choosing $[\varphi, v]=[\bar{\theta}, \bar{u}]$ above one gets that

$$
\begin{equation*}
\|\bar{\theta}\| \leq \frac{\ell}{c_{s}}\left\|\overline{\tilde{\chi}}_{1}\right\|, \quad\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon(\bar{u})\right\| \leq c_{1}\left\|\overline{\tilde{\chi}}_{2}\right\|, \quad\|\bar{\sigma}: \beta\| \leq c_{1}\left\|\bar{\chi}_{2}\right\| \tag{5.22}
\end{equation*}
$$

where $c_{1}$ depends only on $\mathbb{A}^{\frac{1}{2}} \beta$. On the other hand, we exploit (5.21) and get that

$$
\binom{\chi_{1, j}}{\chi_{2, j}}=\left(1+\partial I_{K}\right)^{-1}\left(\frac{\tau_{i}}{\mu+\tau_{i} \gamma}\right)\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta_{j}\right)+\mu \chi_{1, i-1} / \tau_{i}}{-\sigma_{j}: \beta+\mu \chi_{2, i-1} / \tau_{i}} \quad \text { for } j=1,2 .
$$

In particular, also using (5.22), one computes that

$$
\begin{aligned}
& \left\|\bar{\chi}_{1}\right\|^{2}+\left\|\bar{\chi}_{2}\right\|^{2} \leq\left(\frac{\tau_{i}}{\mu+\tau_{i} \gamma}\right)^{2}\left(\left\|\frac{\ell}{\theta_{*}} \bar{\theta}\right\|^{2}+\|\bar{\sigma}: \beta\|^{2}\right) \\
& \quad \leq\left(\frac{\tau_{i}}{\mu+\tau_{i} \gamma}\right)^{2}\left(\frac{\ell^{4}}{c_{s}^{2} \theta_{*}^{2}}\left\|\overline{\tilde{\chi}}_{1}\right\|^{2}+c_{1}^{2}\left\|\bar{\chi}_{2}\right\|^{2}\right)
\end{aligned}
$$

Finally it suffices to fix $\tau \leq \mu / \max \left\{\ell^{2} /\left(c_{s} \theta_{*}\right), c_{1}\right\}$ in order to get that $T_{3}$ is actually a contraction in $H \times H$. The assertion follows from the fact that $T_{3}(H) \subset \mathcal{K}$ which is closed in $H \times H$.

For the sake of later convenience, we rewrite the scheme (5.12)-(5.15) in more compact form as

$$
\begin{align*}
& \left(\partial_{t}\left(c_{s} \theta_{\mathcal{P}}-\ell \chi_{1, \mathcal{P}}\right), \varphi\right)+k\left(\nabla \bar{\theta}_{\mathcal{P}}, \nabla \varphi\right)+h\left(\bar{\theta}_{\mathcal{P}}-\theta_{e}, \varphi\right)_{\Gamma}  \tag{5.23}\\
& \quad=\left\langle\bar{F}_{\mathcal{P}}, \varphi\right\rangle \quad \forall \varphi \in V, \quad \text { a.e. in }(0, T) \\
& a\left(\bar{u}_{\mathcal{P}}, v\right)+\left(\mathbb{A} \beta \bar{\chi}_{2, \mathcal{P}}, \varepsilon(v)\right)=\left\langle\bar{G}_{\mathcal{P}}, v\right\rangle \quad \forall v \in \mathcal{V}, \text { a.e. in }(0, T),  \tag{5.24}\\
& \mathbb{A}\left(\varepsilon\left(\bar{u}_{\mathcal{P}}\right)+\beta \bar{\chi}_{2, \mathcal{P}}\right)=\bar{\sigma}_{\mathcal{P}} \quad \text { a.e. in } Q,  \tag{5.25}\\
& \mu \partial_{t}\binom{\chi_{1, \mathcal{P}}}{\chi_{2, \mathcal{P}}}+\gamma\binom{\bar{\chi}_{1, \mathcal{P}}}{\bar{\chi}_{2, \mathcal{P}}}+\partial I_{K}\binom{\bar{\chi}_{1, \mathcal{P}}}{\bar{\chi}_{2, \mathcal{P}}} \ni\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\bar{\theta}_{\mathcal{P}}\right)}{-\bar{\sigma}_{\mathcal{P}}: \beta} \quad \text { a.e. in } Q . \tag{5.26}
\end{align*}
$$

Remark 5.2. In order to completely justify the above notation one could consider, for instance, $u_{0}:=u^{0}$ and $\sigma_{0}:=\sigma^{0}$, where $u^{0}$ and $\sigma^{0}$ are defined above.
5.4. Stability. Our approximation scheme fulfills some suitable conditional stability property. In particular, this subsection brings us to the proof of the following lemma.

Lemma 5.3. Under the assumptions (A1)-(A3), (5.6)-(5.8), and for all $\tau$ sufficiently small, let $\left\{\theta_{i}\right\}_{i=0}^{N} \in V^{N+1},\left\{\left[\chi_{1, i}, \chi_{2, i}\right]\right\}_{i=0}^{N} \in \mathcal{K}^{N+1}$, and $\left\{u_{i}\right\}_{i=1}^{N} \in \mathcal{V}^{N}$ be the unique solution to Problem $D_{\mu}$. Then there exists a positive constant $c_{2}$ depending only on $c_{s}, k, h, \theta_{e}, \Gamma, \theta_{*}, \gamma, \mathbb{A}^{\frac{1}{2}} \beta, c_{\mathcal{V}}, \theta^{0},\left[\chi_{1}^{0}, \chi_{2}^{0}\right],\left\|F_{1}\right\|_{L^{2}(0, T ; H)},\left\|F_{2}\right\|_{W^{1,1}\left(0, T ; V^{\prime}\right)}$, and $\|G\|_{H^{1}\left(0, T ; \mathcal{V}^{\prime}\right)}$ such that

$$
\begin{align*}
& \left\|\theta_{\mathcal{P}}\right\|_{H^{1}(0, T ; H) \cap C^{0}([0, T] ; V)}+\left\|\left[\chi_{1, \mathcal{P}}, \chi_{2, \mathcal{P}}\right]\right\|_{\left(H^{1}(0, T ; H)\right)^{2}}  \tag{5.27}\\
& \quad+\sqrt{\mu}\left\|\left[\chi_{1, \mathcal{P}}, \chi_{2, \mathcal{P}}\right]\right\|_{\left(W^{1, \infty}(0, T ; H)\right)^{2}}+\|u\|_{H^{1}(0, T ; \mathcal{V})} \leq c_{2} .
\end{align*}
$$

In particular, $c_{2}$ is independent of $\mu$ and $\tau$.
Proof. Henceforth we will denote by $c$ any positive constant, possibly depending on data but on neither $\mu$ nor $\mathcal{P}$. In particular, $c$ may vary from line to line.

Let us take the difference between relation (5.15) written at level $i$ and the same relation at level $i-1$. By defining [ $\left.\delta \chi_{1,0}, \delta \chi_{2,0}\right]:=\left[\chi_{1, \mu, t}(0), \chi_{2, \mu, t}(0)\right.$ ] we are entitled to do so for $i=1, \ldots, N$. Next, we multiply the resulting relation by $\left[\delta \chi_{1, i}, \delta \chi_{2, i}\right]$, integrate in space, and sum for $i=1, \ldots, m$ for some $m=1, \ldots, N$. By exploiting
the monotonicity of the subdifferential, we obtain that

$$
\begin{gather*}
\sum_{j=1}^{2}\left(\frac{\mu}{2}\left\|\delta \chi_{j, m}\right\|^{2}-\frac{\mu}{2}\left\|\delta \chi_{j}(0)\right\|^{2}+\gamma \sum_{i=1}^{m} \tau_{i}\left\|\delta \chi_{j, i}\right\|^{2}\right)  \tag{5.28}\\
\leq-\frac{\ell}{\theta_{*}} \sum_{i=1}^{m} \tau_{i}\left(\delta \theta_{i}, \delta \chi_{1, i}\right)-\sum_{i=1}^{m} \tau_{i}\left(\delta \sigma_{i}: \beta, \delta \chi_{2, i}\right)
\end{gather*}
$$

We now take the difference between relation (5.13) written at level $i$ and the same relation at level $i-1$, choose $v:=\delta u_{i}$, and sum for $i=1, \ldots, m$. One readily gets that

$$
\begin{equation*}
\sum_{i=1}^{m} \tau_{i}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\delta u_{i}\right)\right\|^{2}=\sum_{i=1}^{m} \tau_{i}\left\langle\delta G_{i}, \delta u_{i}\right\rangle-\sum_{i=1}^{m} \tau_{i}\left(\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\delta u_{i}\right): \mathbb{A}^{\frac{1}{2}} \beta, \delta \chi_{2, i}\right) \tag{5.29}
\end{equation*}
$$

On the other hand, owing to (5.14), it may be easily computed that

$$
\begin{equation*}
\delta \sigma_{i}: \beta=\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\delta u_{i}\right): \mathbb{A}^{\frac{1}{2}} \beta+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \delta \chi_{2, i} \quad \forall i=1, \ldots, N \tag{5.30}
\end{equation*}
$$

Hence, taking into account (5.30) and adding (5.28) to (5.29), we may again choose a suitable $\rho$ such that $1<\rho<\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right) /\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}$ and deduce that

$$
\begin{align*}
& \sum_{j=1}^{2}\left(\frac{\mu}{2}\left\|\delta \chi_{j, m}\right\|^{2}-\frac{\mu}{2}\left\|\delta \chi_{j}(0)\right\|^{2}\right)  \tag{5.31}\\
&+\sum_{i=1}^{m} \tau_{i}\left(\gamma\left\|\delta \chi_{1, i}\right\|^{2}+\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}-\rho\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right)\left\|\delta \chi_{2, i}\right\|^{2}\right) \\
&+\frac{\rho-1}{\rho} \sum_{i=1}^{m} \tau_{i}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\delta u_{i}\right)\right\|^{2} \\
& \quad \leq-\frac{\ell}{\theta_{*}} \sum_{i=1}^{m} \tau_{i}\left(\delta \theta_{i}, \delta \chi_{1, i}\right)+\sum_{i=1}^{m} \tau_{i}\left\langle\delta G_{i}, \delta u_{i}\right\rangle
\end{align*}
$$

Next, we test relation (5.12) by $\varphi=\tau_{i} \delta \theta_{i}$ and take the sum for $i=1, \ldots, m$. Because of (A2) we obtain that

$$
\begin{align*}
c_{s} & \sum_{i=1}^{m} \tau_{i}\left\|\delta \theta_{i}\right\|^{2}+\frac{k}{2}\left\|\nabla \theta_{m}\right\|^{2}+\frac{h}{2}\left\|\theta_{m}\right\|_{L^{2}(\Gamma)}^{2}  \tag{5.32}\\
& \leq c+h\left(\theta_{e}, \theta_{m}\right)_{\Gamma}+\ell \sum_{i=1}^{m} \tau_{i}\left(\delta \theta_{i}, \delta \chi_{1, i}\right) \\
& +\sum_{i=1}^{m} \tau_{i}\left(F_{1, i}, \delta \theta_{i}\right)+\left\langle F_{2, m}, \theta_{m}\right\rangle-\left\langle F_{2,1}, \theta^{0}\right\rangle-\sum_{i=2}^{m}\left\langle F_{2, i}-F_{2, i-1}, \theta_{i-1}\right\rangle
\end{align*}
$$

Finally, it suffices to take the sum between (5.31) and (5.32) multiplied by $1 / \theta_{*}$,
consider (A3), and perform some standard computations in order to obtain that

$$
\begin{align*}
& \mu \sum_{j=1}^{2}\left\|\delta \chi_{j, m}\right\|^{2}+\left\|\theta_{m}\right\|_{V}^{2}+\sum_{i=1}^{m} \tau_{i}\left(\sum_{j=1}^{2}\left\|\delta \chi_{j, i}\right\|^{2}+\left\|\delta \theta_{i}\right\|^{2}+\left\|\delta u_{i}\right\|_{\mathcal{V}}^{2}\right)  \tag{5.33}\\
& \quad \leq c \sum_{i=2}^{m-1} \tau_{i}\left\langle\delta F_{2, i}, \theta_{i-1}\right\rangle \\
& \quad+c\left(1+\left\|F_{2, m}\right\|_{V^{\prime}}^{2}+\left\|F_{2,1}\right\|_{V^{\prime}}^{2}+\sum_{i=1}^{m} \tau_{i}\left(\left\|\delta_{i} G\right\|_{\mathcal{V}^{\prime}}^{2}+\left\|F_{1, i}\right\|^{2}\right)\right) .
\end{align*}
$$

Finally, from (5.6) and (5.8) and an application of the discrete Gronwall lemma we readily obtain the bounds of (5.28).
5.5. Convergence. Let us now consider the limit as the diameter $\tau$ of partition $\mathcal{P}$ goes to zero. We are actually in a position to prove the following.

Lemma 5.4. Under the assumptions (A1)-(A3), (5.6)-(5.8), and for all $\tau$ sufficiently small, let $\left\{\theta_{i}\right\}_{i=0}^{N} \in V^{N+1},\left\{\left[\chi_{1, i}, \chi_{2, i}\right]\right\}_{i=0}^{N} \in \mathcal{K}^{N+1}$, and $\left\{u_{i}\right\}_{i=1}^{N} \in \mathcal{V}^{N}$ be the unique solution to problem $D_{\mu}$. Then the following convergences hold:

$$
\begin{align*}
& \theta_{\mathcal{P}} \longrightarrow \theta_{\mu} \quad  \tag{5.34}\\
& \quad \begin{array}{l}
\text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) \\
\\
\bar{\theta}_{\mathcal{P}}
\end{array} \longrightarrow \theta_{\mu} \quad \begin{array}{l}
\text { and strongly in } C([0, T] ; H), \\
\\
\\
\text { and strongly in star in } L^{\infty}(0, T ; V)
\end{array} \\
& \chi_{j, \mathcal{P}} \longrightarrow L_{j, \mu}^{\infty} \quad \text { weakly star in } W^{1, \infty}(0, T ; H),  \tag{5.35}\\
& \text { and strongly in } C([0, T] ; H), \quad j=1,2, \\
& \bar{\chi}_{j, \mathcal{P}} \longrightarrow \chi_{j, \mu} \quad \text { strongly in } L^{\infty}(0, T ; H), \quad j=1,2,  \tag{5.36}\\
& u_{\mathcal{P}} \longrightarrow u_{\mu} \quad \text { weakly in } H^{1}(0, T ; \mathcal{V}) \\
& \text { and strongly in } C([0, T] ; \mathcal{V}),  \tag{5.37}\\
& \bar{u}_{\mathcal{P}} \longrightarrow u_{\mu} \quad \text { strongly in } L^{\infty}(0, T ; \mathcal{V}), \tag{5.38}
\end{align*}
$$

where $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ is the unique solution to Problem $P_{\mu}$.
In particular, let us stress that the latter lemma entails the proof of the existence statement of Theorem 4.1.

Proof. Taking into account the estimate (5.28) and well-known compactness results, we readily find a quadruple $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ such that, possibly taking nonrelabeled subsequences, the weak and weak-star convergences of Lemma 5.4 hold true together with the following:

$$
\begin{array}{ll}
\theta_{\mathcal{P}} \longrightarrow \theta_{\mu} & \text { strongly in } C([0, T] ; H) \\
\bar{\theta}_{\mathcal{P}} \longrightarrow \theta_{\mu} & \text { strongly in } L^{\infty}(0, T ; H) \tag{5.41}
\end{array}
$$

We now turn to the proof of some strong convergence for $\chi_{1, \mathcal{P}}, \chi_{2, \mathcal{P}}$, and $u_{\mathcal{P}}$ by a direct Cauchy argument. To this aim, let $\mathcal{P}_{m}$ denote the extracted sequence of partitions. We denote $\theta_{m}:=\theta_{\mathcal{P}_{m}}, u_{m}:=u_{\mathcal{P}_{m}}$, etc. By taking the difference between (5.26) written for $\mathcal{P}_{n}$ and the same relation for $\mathcal{P}_{m}$, multiplying it by $\left[\bar{\chi}_{1, n}-\bar{\chi}_{1, m}, \bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right]$, integrating on $\Omega$, and exploiting the monotonicity of the
subdifferential we readily obtain that

$$
\begin{align*}
& \frac{\mu}{2} \frac{d}{d t} \sum_{j=1}^{2}\left\|\left(\chi_{j, n}-\chi_{j, m}\right)(t)\right\|^{2}+\gamma \sum_{j=1}^{2}\left\|\left(\bar{\chi}_{j, n}-\bar{\chi}_{j, m}\right)(t)\right\|^{2}  \tag{5.42}\\
& \quad \leq \frac{\ell}{\theta_{*}}\left\|\left(\bar{\theta}_{n}-\bar{\theta}_{m}\right)(t)\right\|\left\|\left(\bar{\chi}_{1, n}-\bar{\chi}_{1, m}\right)(t)\right\|-\left(\left(\bar{\sigma}_{n}-\bar{\sigma}_{m}\right)(t): \beta,\left(\bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right)(t)\right)
\end{align*}
$$

for almost every $t \in(0, T)$. In particular, we made a crucial use of the fact that, given any vector $\left\{w_{i}\right\}_{i=0}^{N} \in H^{N+1}$, one has that $\left(w_{\mathcal{P}}^{\prime}, \bar{w}_{\mathcal{P}}\right) \geq\left(w_{\mathcal{P}}^{\prime}, w_{\mathcal{P}}\right)$ since of course the residual term $\left(w_{\mathcal{P}}^{\prime}, \bar{w}_{\mathcal{P}}-w_{\mathcal{P}}\right)$ is nonnegative. On the other hand, by taking the difference of the corresponding relations (5.24) with $v=\bar{u}_{n}-\bar{u}_{m}$ and of (5.25) we readily check that

$$
\begin{align*}
&\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right)\right\|^{2}=-\left(\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right): \mathbb{A}^{\frac{1}{2}} \beta,\left(\bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right)\right)  \tag{5.43}\\
&+\left\langle\bar{G}_{n}-\bar{G}_{m}, \bar{u}_{n}-\bar{u}_{m}\right\rangle, \\
&-\left(\left(\bar{\sigma}_{n}-\bar{\sigma}_{m}\right): \beta, \bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right)  \tag{5.44}\\
&=-\left(\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right): \mathbb{A}^{\frac{1}{2}} \beta, \bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right)-\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\left\|\bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right\|^{2} .
\end{align*}
$$

Hence, owing to the latter relation, taking the sum of (5.42) and (5.43) and integrating on $(0, t)$ for some $t \in(0, T]$ we easily infer that

$$
\begin{aligned}
& \sum_{j=1}^{2}\left(\frac{\mu}{2}\left\|\left(\chi_{j, n}-\chi_{j, m}\right)(t)\right\|^{2}+\gamma \int_{0}^{t}\left\|\bar{\chi}_{j, n}-\bar{\chi}_{j m}\right\|^{2}\right)+\int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right)\right\|^{2} \\
& \quad \leq \frac{\ell}{\theta_{*}} \int_{0}^{t}\left\|\bar{\theta}_{n}-\bar{\theta}_{m}\right\|\left\|\bar{\chi}_{1, n}-\bar{\chi}_{1, m}\right\|-2 \int_{0}^{t}\left(\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right): \mathbb{A}^{\frac{1}{2}} \beta, \bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right) \\
& \quad-\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \int_{0}^{t}\left\|\bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right\|^{2}+\int_{0}^{t}\left\langle\bar{G}_{n}-\bar{G}_{m}, \bar{u}_{n}-\bar{u}_{m}\right\rangle \\
& \quad \leq \frac{\gamma}{2} \int_{0}^{t}\left\|\bar{\chi}_{1, n}-\bar{\chi}_{1, m}\right\|^{2}+(\rho-1)\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2} \int_{0}^{t}\left\|\bar{\chi}_{2, n}-\bar{\chi}_{2, m}\right\|^{2} \\
& \quad+\frac{1}{\rho} \int_{0}^{t}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(\bar{u}_{n}-\bar{u}_{m}\right)\right\|^{2}+\frac{\ell^{2}}{2 \theta_{*}^{2} \gamma} \int_{0}^{t}\left\|\bar{\theta}_{n}-\bar{\theta}_{m}\right\|^{2}+\int_{0}^{t}\left\langle\bar{G}_{n}-\bar{G}_{m}, \bar{u}_{n}-\bar{u}_{m}\right\rangle
\end{aligned}
$$

for some $1<\rho<\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right) /\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}$. Hence, in particular,

$$
\begin{align*}
& \sum_{j=1}^{2}\left(\mu\left\|\chi_{j, n}-\chi_{j, m}\right\|_{C([0, t] ; H)}^{2}+\int_{0}^{t}\left\|\bar{\chi}_{j, n}-\bar{\chi}_{j m}\right\|^{2}\right)+\int_{0}^{t}\left\|\bar{u}_{n}-\bar{u}_{m}\right\|_{\mathcal{V}}^{2}  \tag{5.45}\\
& \quad \leq c\left(\int_{0}^{t}\left\|\bar{\theta}_{n}-\bar{\theta}_{m}\right\|^{2}+\int_{0}^{t}\left\|\bar{G}_{n}-\bar{G}_{m}\right\|_{\mathcal{V}^{\prime}}^{2}\right)
\end{align*}
$$

where $c$ depends on $\ell, \theta_{*}, \gamma$, and $c_{\mathcal{V}}$. Finally it suffices to exploit (5.11) and (5.41) in order to obtain that $\left[\chi_{1, \mathcal{P}}, \chi_{2, \mathcal{P}}\right]$ is a Cauchy sequence in $(C([0, T] ; H))^{2}$. Namely, we checked the strong convergences in (5.36)-(5.37). The strong convergences of (5.38)-(5.39) are now an easy consequence of (5.11), (5.36)-(5.37), and (5.43).

We prove that indeed the quadruple $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ solves Problem $P_{\mu}$. Let us introduce the new auxiliary variables $\left[\bar{\xi}_{1, \mathcal{P}}, \bar{\xi}_{2, \mathcal{P}}\right] \in \partial I_{K}\left(\bar{\chi}_{1, \mathcal{P}}, \bar{\chi}_{2, \mathcal{P}}\right)$ almost everywhere in $Q$ such that (5.26) reduces to the following equality:

$$
\mu \partial_{t}\binom{\chi_{1, \mathcal{P}}}{\chi_{2, \mathcal{P}}}+\gamma\binom{\bar{\chi}_{1, \mathcal{P}}}{\bar{\chi}_{2, \mathcal{P}}}+\binom{\frac{\ell}{\theta_{*}}\left(\bar{\theta}_{\mathcal{P}}-\theta_{*}\right)}{\bar{\sigma}_{\mathcal{P}}: \beta}+\binom{\bar{\xi}_{1, \mathcal{P}}}{\bar{\xi}_{2, \mathcal{P}}}=\binom{0}{0} \quad \text { a.e. in } Q .
$$

Hence, moving from (5.28), it is straightforward to possibly extract a further subsequence such that the convergences of Lemma 5.4 hold and there exists $\left[\xi_{1, \mu}, \xi_{2, \mu}\right]$ such that

$$
\xi_{j, \mathcal{P}} \rightarrow \xi_{j, \mu} \quad \text { weakly in } \quad L^{2}(0, T ; H) \quad \text { for } \quad j=1,2
$$

Owing to the convergences proved above and to (5.9)-(5.11) it is now possible to pass to the limit as the diameter $\tau$ of partition $\mathcal{P}$ goes to zero and check that $\left(\theta_{\mu}, \chi_{1, \mu}\right.$, $\chi_{2, \mu}, u_{\mu}, \xi_{1, \mu}, \xi_{2, \mu}$ ) fulfills relations (3.1)-(3.3), (3.5)-(3.6), and

$$
\begin{equation*}
\mu \partial_{t}\binom{\chi_{1, \mu}}{\chi_{2, \mu}}+\gamma\binom{\chi_{1, \mu}}{\chi_{2, \mu}}+\binom{\xi_{1, \mu}}{\xi_{2, \mu}} \ni\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta_{\mu}\right)}{-\sigma_{\mu}: \beta} \quad \text { a.e. in } Q . \tag{5.46}
\end{equation*}
$$

Moreover, it is straightforward to check that

$$
\int_{0}^{T}\left(\bar{\xi}_{j, \mathcal{P}}, \bar{\chi}_{j, \mathcal{P}}\right) \rightarrow \int_{0}^{T}\left(\xi_{j, \mu}, \chi_{j, \mu}\right) \quad \text { for } \quad j=1,2
$$

In particular, classical results on maximal monotone operators [7, Prop. 2.5, p. 27] entail that $\left[\xi_{1, \mu}, \xi_{2, \mu}\right] \in \partial I_{K}\left(\chi_{1, \mu}, \chi_{2, \mu}\right)$ almost everywhere in $Q$ and the assertion of the lemma follows. Before closing this proof, we observe that the convergences stated in the lemma hold for all the sequence of partitions and not just for a subsequence since the solution to Problem $P_{\mu}$ is unique.
5.6. Error estimates. For the sake of completeness, we state here a priori bound on the discretization error. To this aim, recalling from (A1) that $F:=F_{1}+F_{2}$, we sharpen our regularity requirements by asking for

$$
\begin{equation*}
F_{1} \in B V([0, T] ; H) \tag{5.47}
\end{equation*}
$$

where the above notation refers to the space of real functions valued in $H$ with bounded variation. We have the following estimate.

Lemma 5.5. Under the assumptions (A1)-(A3), (5.6)-(5.8), and (5.47), let $\left(\theta,\left[\chi_{1}, \chi_{2}\right], u\right)$ and $\left\{\theta_{i}\right\}_{i=0}^{N} \in V^{N+1},\left\{\left[\chi_{1, i}, \chi_{2, i}\right]\right\}_{i=0}^{N} \in \mathcal{K}^{N+1}$, and $\left\{u_{i}\right\}_{i=1}^{N} \in \mathcal{V}^{N}$ be the unique solutions to Problems $P_{\mu}$ and $D_{\mu}$, respectively. Hence, there exists a positive constant $c_{3}$ depending on $c_{2}$ such that, possibly taking $\tau$ small enough, one has that

$$
\begin{align*}
& \left\|\theta-\theta_{\mathcal{P}}\right\|_{L^{2}(0, t ; H)}+\sup _{s \in[0, t]}\left\|\int_{0}^{s} \nabla\left(\theta-\bar{\theta}_{\mathcal{P}}\right)\right\|+\sup _{s \in[0, t]}\left\|\int_{0}^{s}\left(\theta-\bar{\theta}_{\mathcal{P}}\right)\right\|_{L^{2}(\Gamma)}  \tag{5.48}\\
& \quad+\mu \sum_{j=1}^{2}\left\|\chi_{j}-\chi_{j, \mathcal{P}}\right\|_{C([0, t] ; H)}+\sum_{j=1}^{2}\left\|\chi_{j}-\chi_{j, \mathcal{P}}\right\|_{L^{2}(0, t, H)} \\
& \quad+\left\|u-u_{\mathcal{P}}\right\|_{C([0, t] ; \mathcal{V})} \leq c_{3} \tau \quad \forall t \in[0, T]
\end{align*}
$$

We will not give here the detailed proof of the latter result. Indeed, the argument follows closely the lines of the proof of the continuous dependence estimate (4.1). The additional intricacy related to the fact that the continuous and the discrete solutions do not solve the same equations may be overcome by the same techniques of the two papers [34, 35], where indeed the abstract analysis of [28,29] is applied in a similar context. On the other hand, some comment is in order. We point out that the latter estimate is optimal with respect to the order of convergence, since the backward Euler scheme is used in order to approximate time derivatives in Problem $P_{\mu}$. Moreover, no a priori constraints between consecutive time-steps are imposed. Hence (5.48) ensures the possibility of implementing an adaptive procedure as in [29]. Finally, let us remark that $c_{3}$ depends exponentially on $T$ since the Gronwall lemma is used in the proof of (5.48).
6. Nondissipative problem. We now proceed to the proof of Theorem 4.1 for $\mu=0$ and Theorem 4.2. To this aim $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ will denote a sequence of solutions to Problem $P_{\mu}$ as $\mu$ converges toward 0 .
6.1. Continuous dependence. First of all, we address the continuous dependence claim in the nondissipative situation. To this end, it suffices to follow exactly the lines of the corresponding proof of subsection 5.1 with the choice of the parameter $\mu=0$.
6.2. A priori estimates. We shall prove the following.

Lemma 6.1. Under the assumptions (A1)-(A3), let $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ be solutions to Problem $P_{\mu}$. Then, there exists a positive constant $c_{4}$ depending only on $c_{s}, k, h, \theta_{e}, \Gamma, \gamma, \mathbb{A}^{\frac{1}{2}} \beta, c_{\mathcal{V}}, \theta_{*}, \theta^{0},\left[\chi_{1}^{0}, \chi_{2}^{0}\right],\left\|F_{1}\right\|_{L^{2}(0, T ; H)},\left\|F_{2}\right\|_{W^{1,1}\left(0, T ; V^{\prime}\right)}$, and $\|G\|_{H^{1}\left(0, T ; \mathcal{V}^{\prime}\right)}$ such that

$$
\begin{equation*}
\left\|\theta_{\mu}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|\left[\chi_{1, \mu}, \chi_{2, \mu}\right]\right\|_{\left(H^{1}(0, T ; H)\right)^{2}}+\left\|u_{\mu}\right\|_{H^{1}(0, T ; \mathcal{V})} \leq c_{4} . \tag{6.1}
\end{equation*}
$$

In particular, $c_{4}$ is independent of $\mu$.
Proof. This argument is just sketched here since it is very close to that of Lemma 5.3. Indeed, the above-stated result represents the continuous version of the stability estimates for the discrete scheme. Namely, the key a priori estimate consists in taking the sum between (3.1) with $\varphi:=\theta_{t} / \theta_{*}$, the time derivative of (3.4) multiplied by $\left[\chi_{1, \mu, t}, \chi_{2, \mu, t}\right]$, and the time derivative of (3.2) with $v=u_{\mu, t}$. We shall remark that the latter choices of test functions are not admissible at the present stage. However, the above calculation is to be intended at an appropriate approximation level (for instance, that of the discrete scheme). We prefer to skip the details of this discussion for the sake of clarity. Next, taking the integral on $(0, t)$ for some $t \in(0, T]$ of the upcoming relation, the assertion of Lemma 6.1 follows along the same lines as the proof of Lemma 5.3.
6.3. Passage to the limit. Let us now finally turn to the proof of Theorem 4.2. Precisely, we prove the following.

LEMmA 6.2. Under the assumptions (A1)-(A3), let $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ be the solution to Problem $P_{\mu}$. Then the following convergences hold:

$$
\begin{align*}
\theta_{\mu} \longrightarrow \theta \quad & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)  \tag{6.2}\\
& \text { and strongly in } C([0, T] ; H), \\
\chi_{j, \mu} \longrightarrow \chi_{j} \quad & \text { weakly in } H^{1}(0, T ; H)  \tag{6.3}\\
& \text { and strongly in } C([0, T] ; H), \quad j=1,2,
\end{align*}
$$

$$
\begin{align*}
& u_{\mu} \longrightarrow u \quad \text { weakly in } H^{1}(0, T ; \mathcal{V})  \tag{6.4}\\
& \text { and strongly in } C([0, T] ; \mathcal{V})
\end{align*}
$$

where $\left(\theta, \chi_{1}, \chi_{2}, u\right)$ is the unique solution to $P_{0}$.
Proof. This argument is very close to that of Lemma 5.4. Thanks to Lemma 6.1 we are in the position of finding a quadruple $\left(\theta, \chi_{1}, \chi_{2}, u\right)$ such that, possibly taking non-relabeled subsequences and owing to well-known compactness results, the following convergences hold:

$$
\begin{align*}
\theta_{\mu} & \longrightarrow \theta \quad \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)  \tag{6.5}\\
& \text { and strongly in } C([0, T] ; H), \\
\chi_{j, \mu} & \longrightarrow \chi_{j} \quad \text { weakly in } H^{1}(0, T ; H), \quad j=1,2,  \tag{6.6}\\
u_{\mu} & \longrightarrow u \quad \text { weakly in } H^{1}(0, T ; \mathcal{V}) . \tag{6.7}
\end{align*}
$$

We now turn to the proof of a direct Cauchy argument. To this aim, we fix two parameters $\mu_{n}, \mu_{m}$ of the extracted subsequence and denote by ( $\theta_{r}, \chi_{1, r}, \chi_{2, r}, u_{r}$ ) the solution to Problem $P_{\mu_{r}}$ for $r=n, m\left(\sigma_{n}, \sigma_{m}\right.$ are defined accordingly). Next, we take the difference between (3.4) written for $\mu_{1}$ and the same relation for $\mu_{2}$, multiply it by $\left(\chi_{1, n}-\chi_{1, m}, \chi_{2, n}-\chi_{2, m}\right)$, and integrate in space. We readily obtain that, for almost all $t \in(0, T)$,

$$
\begin{align*}
& \gamma \sum_{j=1}^{2}\left\|\left(\chi_{j, n}-\chi_{j, m}\right)(t)\right\|^{2} \leq \frac{\ell}{\theta_{*}}\left\|\left(\theta_{n}-\theta_{m}\right)(t)\right\|\left\|\left(\chi_{1, n}-\chi_{1, m}\right)(t)\right\|  \tag{6.8}\\
& \quad-\left(\beta:\left(\sigma_{n}-\sigma_{m}\right)(t),\left(\chi_{2, n}-\chi_{2, m}\right)(t)\right) \\
& \quad+\sum_{j=1}^{2}\left\|\left(\mu_{n} \chi_{j, n, t}-\mu_{m} \chi_{j, m, t}\right)(t)\right\|\left\|\left(\chi_{j, n}-\chi_{j, m}\right)(t)\right\|
\end{align*}
$$

Once again we readily compute that

$$
\begin{align*}
& \left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(u_{n}-u_{m}\right)\right\|^{2}=-\left(\mathbb{A}^{\frac{1}{2}} \varepsilon\left(u_{n}-u_{m}\right): \mathbb{A}^{\frac{1}{2}} \beta, \chi_{2, n}-\chi_{2, m}\right) \quad \text { a.e. in }(0, T),  \tag{6.9}\\
& -\left(\sigma_{n}-\sigma_{m}\right): \beta\left(\chi_{2, n}-\chi_{2, m}\right)  \tag{6.10}\\
= & -\mathbb{A}^{\frac{1}{2}} \varepsilon\left(u_{n}-u_{m}\right): \mathbb{A}^{\frac{1}{2}} \beta\left(\chi_{2, n}-\chi_{2, m}\right)-\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\left(\chi_{2, n}-\chi_{2, m}\right)^{2} \quad \text { a.e. in } Q .
\end{align*}
$$

Finally, taking the sum between (6.8) and (6.9) and using (6.11), we readily obtain that

$$
\begin{aligned}
& \gamma\left\|\left(\chi_{1, n}-\chi_{1, m}\right)(t)\right\|^{2}+\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}-\rho\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right)\left\|\left(\chi_{2, n}-\chi_{2, m}\right)(t)\right\|^{2} \\
& \quad+\frac{\rho-1}{\rho}\left\|\mathbb{A}^{\frac{1}{2}} \varepsilon\left(u_{n}-u_{m}\right)(t)\right\|^{2} \leq \frac{\ell}{\theta_{*}}\left\|\left(\theta_{n}-\theta_{m}\right)(t)\right\|\left\|\left(\chi_{1, n}-\chi_{1, m}\right)(t)\right\| \\
& \quad+\sum_{j=1}^{2}\left\|\left(\mu_{n} \chi_{j, n, t}-\mu_{m} \chi_{j, m, t}\right)(t)\right\|\left\|\left(\chi_{j, n}-\chi_{j, m}\right)(t)\right\|
\end{aligned}
$$

where once again $\rho$ is such that $1<\rho<\left(\gamma+\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}\right) /\left|\mathbb{A}^{\frac{1}{2}} \beta\right|^{2}$. Now, it suffices to recall (5.28) and (6.5) in order to infer the strong convergences

$$
\begin{aligned}
\chi_{j, \mu} & \longrightarrow \chi_{j} \quad \text { strongly in } C([0, T] ; H) \text { for } j=1,2, \\
u_{\mu} & \longrightarrow u \quad \text { strongly in } C([0, T] ; \mathcal{V}) .
\end{aligned}
$$

Moving from the above positions, the proof of this lemma may be concluded exactly as that of Lemma 5.4.
6.4. Error control. The Cauchy argument devised in the latter subsection may be used in order to achieve some quantitative control on the distance between the dissipative and the nondissipative regimes. In particular, we have the following.

Lemma 6.3. Under the assumptions (A1)-(A3), let $\left(\theta_{\mu}, \chi_{1, \mu}, \chi_{2, \mu}, u_{\mu}\right)$ and ( $\theta, \chi_{1}$, $\left.\chi_{2}, u\right)$ denote the unique solutions to Problems $P_{\mu}$ and $P_{0}$, respectively. Then, there exists a constant $c_{5}$ with the same dependences of $c_{2}$ (in particular independent of $\mu)$ such that

$$
\begin{aligned}
\| \theta & -\theta_{\mu}\left\|_{L^{2}(0, T ; H)}+\sup _{t \in[0, T]}\right\| \int_{0}^{t} \nabla\left(\theta-\theta_{\mu}\right)\left\|+\sup _{t \in[0, T]}\right\| \int_{0}^{t}\left(\theta-\theta_{\mu}\right) \|_{L^{2}(\Gamma)} \\
& +\sum_{j=1}^{2}\left\|\chi_{j}-\chi_{j, \mu}\right\|_{L^{2}(0, T ; H)}+\left\|u-u_{\mu}\right\|_{L^{2}(0, T ; \mathcal{V})} \leq c_{5} \sqrt{\mu} .
\end{aligned}
$$

The proof of Lemma 6.3 follows along the same lines as subsections 5.1 and 6.3 and is therefore omitted.
6.5. Discretization. Let us comment here the possible discretization of Problem $P_{0}$. First of all we observe that the limit procedure of section 5 is completely independent of $\mu$. On the other hand, the positivity of $\mu$ is exploited in order to implement the contraction argument. Namely, one could choose $\mu=\mu(\tau)>0$ such that $\lim _{\tau \rightarrow 0^{+}} \mu(\tau)=0$ and prove that the resulting discrete solution exists and converges indeed to a solution to Problem $P_{0}$.

It is, however, remarkable that we would also be in the position of providing a variable time-step discretization scheme for Problem $P_{0}$ as well. Namely, we could directly work at the nondissipative level $\mu=0$ and prove Lemmas 5.1, 5.3, and 5.4 (and hence Theorem 4.1) directly for Problem $D_{0}$. On the other hand, we prefer to analyze here the discretization of the dissipative problem because the well-posedness proof for Problem $D_{0}$ relies on some nonconstructive technique (Schauder fixed point) and hence shows a merely theoretical interest (while the scheme for problem $D_{\mu}$ is effectively computable). Finally, we are interested in establishing the asymptotic connection within the dissipative and the nondissipative models at all levels, namely, the continuous and the discrete ones.

As for the discretization error estimate (5.48) one could actually prove that an analogous bound holds true in the case $\mu=0$. In particular, in the latter nondissipative case we will be forced to replace $\tau$ with $\sqrt{\tau}$, i.e., we reduce ourselves to a suboptimal convergence rate.
7. Long-time behavior. Let us now turn to the proof of Theorem 4.3. In particular, let us recall that the dissipation parameter $\mu$ is set to be zero throughout this section. Namely, we will carry out the long-time behavior analysis in the nondissipative regime. Owing to Theorem 4.1 it is a standard matter to check for the existence and uniqueness of a quadruple $\left(\theta, \chi_{1}, \chi_{2}, u\right)$ such that, for each $T \in(0,+\infty)$, one has that $\theta \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),\left[\chi_{1}, \chi_{2}\right] \in\left(H^{1}(0, T ; H)\right)^{2}, u \in H^{1}(0, T ; \mathcal{V})$, fulfilling conditions (3.1)-(3.5) with $\mu=0$. We proceed by establishing some lemmas.

Lemma 7.1. Under the assumptions (A2)-(A4), there exists a positive constant $c_{6}$ depending on $c_{s}, k, h, \theta_{e}, \Gamma, \gamma, \mathbb{A}^{\frac{1}{2}} \beta, c_{\mathcal{V}}, \theta_{*}, \theta^{0},\left[\chi_{1}^{0}, \chi_{2}^{0}\right],\|F\|_{L^{2}(0,+\infty ; H)}$, and $\|G\|_{H^{1}\left(0,+\infty ; \mathcal{V}^{\prime}\right)}$ such that

$$
\begin{equation*}
\int_{0}^{t}\left(\left\|\theta_{t}\right\|^{2}+\sum_{j=1}^{2}\left\|\chi_{j, t}\right\|^{2}+\left\|u_{t}\right\|_{\mathcal{V}}^{2}\right)+\left\|\theta(t)-\theta_{e}\right\|_{V}^{2} \leq c_{6} \quad \forall t>0 \tag{7.1}
\end{equation*}
$$

We do not provide here a detailed proof of the latter estimate. Indeed, the argument of Lemma 6.1 (together with the long-time assumption (A4)) may be easily adapted to ensure the validity of (7.1).

A first consequence of Lemma 7.1 is that the set

$$
\left\{\left(\theta(t), \chi_{1}(t), \chi_{2}(t), u(t)\right), t>0\right\} \text { is bounded in } V \times H \times H \times \mathcal{V}
$$

Therefore, there exists a sequence $t_{n} \rightarrow+\infty$ and a quadruple $\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right)$ such that

$$
\begin{aligned}
& \theta\left(t_{n}\right) \longrightarrow \theta_{\infty} \\
& \\
& \text { strongly in } H \\
& \chi_{j}\left(t_{n}\right) \longrightarrow \chi_{j, \infty} \\
& u\left(t_{n}\right) \longrightarrow u_{\infty} \\
& \text { weakly in } H, j=1,2 \\
& \text { weakly in } \mathcal{V} .
\end{aligned}
$$

Indeed, by observing that relations (3.2)-(3.4) are actually fulfilled everywhere in time and almost everywhere in $\Omega$ and arguing as in the proof of Lemma 6.2, we easily check that the direct Cauchy argument devised above entails that the latter convergences are strong. In particular, the set $\omega\left(\theta, \chi_{1}, \chi_{2}, u\right)$ is nonempty.

Consider now any $\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right) \in \omega\left(\theta, \chi_{1}, \chi_{2}, u\right)$. Hence, there is a sequence $\left\{t_{n}\right\}$ of positive real numbers such that $t_{n} \rightarrow+\infty$ and

$$
\begin{equation*}
\left(\theta\left(t_{n}\right), \chi_{1}\left(t_{n}\right), \chi_{2}\left(t_{n}\right), u\left(t_{n}\right)\right) \longrightarrow\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right) \quad \text { in } H \times H \times H \times \mathcal{V} \tag{7.2}
\end{equation*}
$$

For $n$ and $t \geq 0$, we define

$$
\theta_{n}(t):=\theta\left(t_{n}+t\right), \quad \chi_{j, n}(t):=\chi_{j}\left(t_{n}+t\right), \quad j=1,2, \quad u_{n}(t):=u\left(t_{n}+t\right)
$$

We can introduce a pair of auxiliary functions $\left[\xi_{1, n}, \xi_{2, n}\right]$ such that the functions $\theta_{n}, \chi_{1, n}, \chi_{2, n}, u_{n}, \sigma_{n}, \xi_{1, n}, \xi_{2, n}$ solve relations

$$
\begin{gather*}
\gamma\binom{\chi_{1, n}}{\chi_{2, n}}+\binom{\frac{\ell}{\theta_{*}}\left(\theta_{n}-\theta_{*}\right)}{\sigma_{n}: \beta}+\binom{\xi_{1, n}}{\xi_{2, n}}=\binom{0}{0} \quad \text { a.e. in } \Omega \times(0, T)  \tag{7.3}\\
\binom{\xi_{1, n}}{\xi_{2, n}} \in \partial I_{\mathcal{K}}\left(\chi_{1}, \chi_{2}\right) \quad \text { a.e. in } \Omega \times(0, T) \tag{7.4}
\end{gather*}
$$

as well as the relations (3.1)-(3.3), for all $T \in(0,+\infty)$. However, note that in (3.1)-(3.2) $F$ and $G$ have to be replaced by $F_{n}:=F\left(\cdot+t_{n}\right)$ and $G_{n}:=G\left(\cdot+t_{n}\right)$, respectively. We also point out the initial condition $\theta_{n}(\cdot, 0)=\theta\left(\cdot, t_{n}\right)$ almost everywhere in $\Omega$.

Owing to Lemma 7.1 it is not difficult to prove some estimates for the functions $\theta_{n}, \chi_{1, n}, \chi_{2, n}, u_{n}, \xi_{1, n}$, and $\xi_{2, n}$ which are uniform with respect to $n$. The proof of the next result is omitted since it is analogous to the proof of Lemma 5.3.

Lemma 7.2. Let $T>0$. Under the above assumptions, letting $\xi_{1, n}$ and $\xi_{2, n}$ be as in (7.3)-(7.4), there exists a positive constant $c_{7}$ with the same dependencies of $c_{6}$ such that

$$
\begin{align*}
& \left\|\theta_{n}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}+\left\|u_{n}\right\|_{H^{1}(0, T ; \mathcal{V})}  \tag{7.5}\\
& \quad+\sum_{j=1}^{2}\left\|\chi_{j, n}\right\|_{H^{1}(0, T ; H)}+\sum_{j=1}^{2}\left\|\xi_{j, n}\right\|_{H^{1}(0, T ; H)} \leq c_{7} .
\end{align*}
$$

Another consequence of Lemma 7.1 is to allow the identification of the limit of $\theta_{n}, \chi_{1, n}, \chi_{2, n}$, and $u_{n}$ as $n \rightarrow+\infty$. More precisely, we have the following.

Lemma 7.3. Under the above assumptions, for every $T>0$ there holds

$$
\begin{align*}
& \theta_{n} \longrightarrow \theta_{\infty}  \tag{7.6}\\
& \chi_{j, n} \text { strongly in } H^{1}(0, T ; H),  \tag{7.7}\\
& \chi_{j, \infty} \text { strongly in } H^{1}(0, T ; H), \quad j=1,2,  \tag{7.8}\\
& u_{n} \longrightarrow u_{\infty} \\
& \text { strongly in } H^{1}(0, T ; \mathcal{V}) .
\end{align*}
$$

Proof. Taking into account (7.1) it is straightforward to check that

$$
\begin{equation*}
\int_{0}^{T}\left\|\theta_{n, t}\right\|^{2}=\int_{t_{n}}^{t_{n}+T}\left\|\theta_{t}\right\|^{2} \longrightarrow 0 \quad \text { as } n \longrightarrow+\infty \tag{7.9}
\end{equation*}
$$

An analogous computation applies to $\chi_{1, n, t}, \chi_{2, n, t}$, and $u_{n, t}$, as well. Hence, we easily deduce that

$$
\begin{aligned}
& \left\|\theta_{n}(t)-\theta_{\infty}\right\| \leq\left\|\theta_{n}(t)-\theta_{n}(0)\right\|+\left\|\theta\left(t_{n}\right)-\theta_{\infty}\right\| \\
& \leq T^{1 / 2}\left\|\theta_{n, t}\right\|_{L^{2}(0, T ; H)}+\left\|\theta\left(t_{n}\right)-\theta_{\infty}\right\| .
\end{aligned}
$$

Owing to (7.2) and (7.9), the right-hand side of the latter inequality goes to zero as $n \rightarrow+\infty$. Hence, (7.6) is proved. A similar argument ensures that (7.7)-(7.8) hold true.

After these preliminaries, we may prove Theorem 4.3 by passing to the limit as $n \rightarrow+\infty$ in (3.1)-(3.3) for the quadruple $\left(\theta_{n}, u_{n}, \chi_{1, n}, \chi_{2, n}\right)$ and data $\left[F_{n}, G_{n}\right]$ and in relations (7.3)-(7.4). Thanks to the above lemmas and well-known compactness results we find a subsequence (not relabeled) of $\theta_{n}, \chi_{1, n}, \chi_{2, n}$, and $u_{n}$ and a pair $\left(\xi_{1, \infty}, \xi_{2, \infty}\right)$ such that, in addition to (7.6)-(7.8), the following convergences hold:

$$
\begin{align*}
\theta_{n} \longrightarrow \theta_{\infty} & \text { weakly star in } L^{\infty}(0, T ; V)  \tag{7.10}\\
\xi_{j, n} \longrightarrow \xi_{j, \infty} & \text { weakly in } H^{1}(0, T ; H), \quad j=1,2 . \tag{7.11}
\end{align*}
$$

The convergences proved above and (A4) are sufficient in order to pass to the limit in (3.1)-(3.3). In particular, it turns out that $\theta_{\infty}=\theta_{e}$ almost everywhere in $\Omega$. As far as relations (7.3)-(7.4) are concerned, we observe that we also have

$$
\binom{\frac{\ell}{\theta_{*}}\left(\theta_{n}-\theta_{*}\right)}{\sigma_{n}: \beta} \longrightarrow\binom{\frac{\ell}{\theta_{*}}\left(\theta_{\infty}-\theta_{*}\right)}{\sigma_{\infty}: \beta} \text { strongly in }(C([0, T] ; H))^{2} .
$$

Hence, we just need to identify the limit of $\left[\xi_{1, n}, \xi_{2, n}\right]$. Indeed, from (7.7) and (7.11), one easily infers that

$$
\left(\xi_{i, n}, \chi_{i, n}\right) \longrightarrow\left(\xi_{i, \infty}, \chi_{i, \infty}\right) \quad \text { a.e. in }(0, T) \text { for } i=1,2 .
$$

The classical theory of maximal monotone operators (see, e.g., [7, Prop. 2.5, p. 27]) then entails that $\left[\xi_{1, \infty}, \xi_{2, \infty}\right] \in \partial I_{K}\left(\chi_{1, \infty}, \chi_{2, \infty}\right)$ almost everywhere in $\Omega$, and we have finally proved (4.2)-(4.5). In order to conclude the proof of Theorem 4.3 we provide the following stronger result.

Lemma 7.4. Let the external temperatures $\theta_{e, 1}, \theta_{e, 2}$ be given and let $\left(\chi_{1, i}, \chi_{2, i}, u_{i}\right)$ $\in H \times H \times \mathcal{V}$ fulfill

$$
\begin{aligned}
a\left(u_{i}, v\right)+\left(\mathbb{A} \beta \chi_{2, i}, \varepsilon(v)\right) & =0 \quad \forall v \in \mathcal{V}, \\
\mathbb{A}\left(\varepsilon\left(u_{i}\right)+\beta \chi_{2, i}\right) & =\sigma_{i} \quad \text { a.e. in } \Omega, \\
\gamma\binom{\chi_{1, i}}{\chi_{2, i}}+\partial I_{K}\binom{\chi_{1, i}}{\chi_{2, i}} & \ni\binom{\frac{\ell}{\theta_{*}}\left(\theta_{*}-\theta_{e, i}\right)}{-\sigma_{i}: \beta} \quad \text { a.e. in } \Omega
\end{aligned}
$$

for $i=1,2$. Then, there exists a positive constant $c_{8}$ depending just on $\ell, \theta_{*}, \gamma, \mathbb{A}^{\frac{1}{2}} \beta$, and $c_{\mathcal{V}}$ such that

$$
\begin{equation*}
\sum_{j=1}^{2}\left\|\chi_{j, 1}-\chi_{j, 2}\right\|+\left\|u_{1}-u_{2}\right\| \mathcal{V} \leq c_{8}\left|\theta_{e, 1}-\theta_{e, 2}\right| \tag{7.12}
\end{equation*}
$$

Once again the proof of Lemma 7.4 may be easily obtained by adapting the argument of subsection 5.1. A consequence of the above continuous dependence result is that, since $\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right)$ are uniquely determined, we readily check that the $\omega$-limit set reduces to a point and the whole trajectory $\left(\theta(t), \chi_{1}(t), \chi_{2}(t), u(t)\right)$ converges to $\left(\theta_{\infty}, \chi_{1, \infty}, \chi_{2, \infty}, u_{\infty}\right)$ as $t \rightarrow+\infty$. In particular, this concludes the proof of Theorem 4.3.
8. Lower bound for the temperature. Let us now turn to the proof of Theorem 4.4. This argument is very close to that of [11] and will be just sketched, referring to the latter paper for details. We will start by checking (4.7) in the dissipative case $\mu>0$. In this situation we claim that

$$
\begin{equation*}
\left(\gamma \chi_{1}+\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)\right)^{+} \geq-\mu \chi_{1, t} \quad \text { a.e. in } Q \tag{8.1}
\end{equation*}
$$

where we used the standard notation for the positive part. Indeed, $\chi_{1, t}=0$ almost everywhere on the measurable set $\left\{\chi_{1}=1\right\}$. On the other hand, for almost every $(x, t) \in\left\{\chi_{1}<1\right\}$, one readily checks from (3.4) that (see [11])

$$
\left(\mu \chi_{1, t}+\gamma \chi_{1}+\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)\right)(x, t) \geq 0
$$

Let us now consider

$$
\underline{\theta}:=\inf \left\{\inf \theta_{0}, \theta_{e}, \theta_{*}, \theta_{d}\right\} \in \mathbb{R}
$$

(the case $\underline{\theta}=-\infty$ being obvious), choose $\varphi=-(\theta-\underline{\theta})^{-} \in V$ in (3.1), and take the integral on $(0, t)$ for $t \in(0, T]$, obtaining

$$
\begin{align*}
& \frac{c_{s}}{2}\left\|(\theta-\underline{\theta})^{-}(t)\right\|^{2}+k \int_{0}^{t}\left\|\nabla\left((\theta-\underline{\theta})^{-}\right)\right\|^{2}-h \int_{0}^{t}\left(\theta-\theta_{e},(\theta-\underline{\theta})^{-}\right)_{\Gamma}  \tag{8.2}\\
& \quad=-\int_{0}^{t}\left\langle F,(\theta-\underline{\theta})^{-}\right\rangle-\ell \int_{0}^{t}\left(\chi_{1, t},(\theta-\underline{\theta})^{-}\right)
\end{align*}
$$

Owing to (A5) and (8.1) one gets that the above right-hand side may be controlled as follows:

$$
\begin{aligned}
& -\int_{0}^{t}\left\langle F,(\theta-\underline{\theta})^{-}\right\rangle-\ell \int_{0}^{t}\left(\chi_{1, t},(\theta-\underline{\theta})^{-}\right) \\
& \quad \leq \frac{\ell}{\mu} \int_{0}^{t}\left(\left(\gamma \chi_{1}+\frac{\ell}{\theta_{*}}\left(\theta-\theta_{*}\right)\right)^{+},(\theta-\underline{\theta})^{-}\right) \\
& \quad \leq \frac{\ell}{\mu} \int_{0}^{t}\left(\left(\gamma+\frac{\ell}{\theta_{*}}\left(\underline{\theta}-\theta_{*}\right)\right)^{+},(\theta-\underline{\theta})^{-}\right)=0
\end{aligned}
$$

since $\underline{\theta} \leq \theta_{d}$ and (4.6) holds . Hence, looking back to (8.2) and considering that $\underline{\theta} \leq \theta_{e}$ as well, we readily check that $\theta \geq \underline{\theta}$ almost everywhere in $Q$. The proof of the lower bound for the temperature in the nondissipative case $\mu=0$ simply follows by approximation owing to (6.5).
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#### Abstract

We prove the existence and uniqueness of the mild solution for the 1D Vlasov-Poisson system with initial-boundary conditions by using iterated approximations. The same arguments yield existence and uniqueness for the free space or space periodic system. The major difficulty is the treatment of the boundary conditions. The main idea consists of splitting the velocities range by introducing critical velocities corresponding to each boundary. One of the crucial points is to estimate the critical velocity change in term of relative field. A result concerning the continuity of the mild solution upon the initial-boundary conditions is presented as well.


Key words. Vlasov-Poisson equations, Vlasov-Maxwell equations, weak/mild formulation

AMS subject classifications. 35Q99, 35L50

DOI. 10.1137/S0036141003434649

1. Introduction. Many studies in the physics of charged particles are modeled by kinetic equations (Vlasov, Boltzmann, etc.) coupled with electromagnetic equations (Poisson, Maxwell). A few application domains are semiconductors, particle accelerators, electron guns, etc.

Various results have been obtained for the free space systems. Weak solutions for the Vlasov-Poisson system were constructed by Arseneev [1] and Horst and Hunze [16]. The existence of classical solutions has been studied in two and three dimensions by Ukai and Okabe [21], Horst [15], Batt [2], and Pfaffelmoser [18]. Classical solutions for the Vlasov-Poisson equations with small initial data have been constructed by Bardos and Degond [3]. The propagation of the velocity moments for the VlasovPoisson system in three dimensions has been studied by Lions and Perthame in [17]. They prove also a uniqueness result under a Lipschitz continuity assumption on the initial data. Another uniqueness result has been obtained by Robert for bounded, compactly supported initial data, [20]. A uniqueness result for solutions with bounded variation was obtained by Guo, Shu, and Zhou [14].

The existence of weak solutions for the Vlasov-Maxwell system in three dimensions was shown by DiPerna and Lions [9]. The relativistic Vlasov-Maxwell system was studied by Glassey and Schaeffer [10]. In one dimension, the existence and uniqueness have been obtained by Cooper and Klimas [7].

The boundary value problem has been studied as well. The existence of weak solutions for the Vlasov-Poisson initial-boundary value problem in three dimensions is a result of Abdallah [4]. The existence of weak solutions for the three-dimensional Vlasov-Maxwell initial-boundary value problem has been analyzed by Guo [12]. The stationary one-dimensional Vlasov-Poisson system has been studied by Greengard and Raviart [11]. An asymptotic analysis of the Vlasov-Poisson system has been performed by Degond and Raviart [8] in the case of the plane diode. The stationary Vlasov-Maxwell system in three dimensions was analyzed by Poupaud [19]. The

[^9]regularity of the solutions for the Vlasov-Maxwell system in a half line has been studied by Guo [13]. Results for the time periodic case can be found in [6] for the Vlasov-Poisson system and in [5] for the Vlasov-Maxwell system.

In this paper we study the existence and uniqueness of the mild solution for the Vlasov-Poisson initial-boundary value problem in one dimension:

$$
\begin{aligned}
\partial_{t} f+v \cdot \partial_{x} f+E(t, x) \cdot \partial_{v} f & =0,(t, x, v) \in] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right. \\
f(t=0, x, v) & \left.=f_{0}(x, v),(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v}\right. \\
f(t, x, v) & =g(t, x, v),(t, x, v) \in] 0, T\left[\times \Sigma^{-},\right. \\
E(t, x)=-\partial_{x} U, \partial_{x} E & \left.=-\partial_{x}^{2} U=\rho(t, x):=\int_{\mathbb{R}_{v}} f(t, x, v) d v,(t, x) \in\right] 0, T[\times] 0,1[, \\
U(t, x=0) & \left.=U_{0}(t), U(t, x=1)=U_{1}(t), t \in\right] 0, T[
\end{aligned}
$$

The function $f(t, x, v)$ represents the particles distribution depending on the time $t$, the position $x$, and the velocity $v$. The electric field $E(t, x)$ derives from an electrostatic potential $U$ verifying the Poisson equation with the charge density $\rho(t, x):=$ $\int_{\mathbb{R}_{v}} f(t, x, v) d v$. Here $\Sigma^{-}$is the subset of $\Sigma=\{0,1\} \times \mathbb{R}_{v}$ corresponding to the incoming velocities:

$$
\Sigma^{-}=\{(0, v) \mid v>0\} \cup\{(1, v) \mid v<0\}=\Sigma_{0}^{-} \cup \Sigma_{1}^{-}
$$

Similarly, we define also $\Sigma^{+}=\{(0, v) \mid v<0\} \cup\{(1, v) \mid v>0\}=\Sigma_{0}^{+} \cup \Sigma_{1}^{+}$, which corresponds to the outgoing velocities and $\Sigma^{0}=\{(0,0),(1,0)\}$. With the notation $\left.g\right|_{] 0, T\left[\times \Sigma_{0}^{-}\right.}=g_{0},\left.g\right|_{] 0, T\left[\times \Sigma_{1}^{-}\right.}=g_{1}$, the boundary condition is written

$$
\left.f(t, x=0, v>0)=g_{0}(t, v>0), \quad f(t, x=1, v<0)=g_{1}(t, v<0), \quad t \in\right] 0, T[.
$$

The existence of a weak solution for the Vlasov-Poisson initial-boundary value problem has been obtained in previous works; in [4] weak solutions of finite total (kinetic and electric) energy are constructed in dimension $d, d \leq 3$, by assuming initialboundary conditions of finite kinetic, respectively flux of kinetic, energy:

$$
\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)|v|^{2} d x d v+\sup _{0 \leq t \leq T}\left\{\int_{v>0} v|v|^{2} g_{0}(t, v) d v-\int_{v<0} v|v|^{2} g_{1}(t, v) d v\right\}<+\infty
$$

and $|v|^{\lambda} f_{0} \in L^{\infty}(] 0,1\left[\times \mathbb{R}_{v}\right),|v|^{\lambda} g_{0} \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right),|v|^{\lambda} g_{1} \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{-}\right)$for some $\lambda>d+1$. The main goal of this paper is to establish the existence and uniqueness of the mild solution (or solution by characteristics) in one dimension under a less restrictive hypothesis, say, for initial-boundary conditions of finite charge. As is usual when studying coupled equations, we search the solutions as fixed points for some nonlinear application. For the 1D Vlasov-Poisson system this application is written, for example, as $\mathcal{F}: B_{R}\left(X_{T}\right) \rightarrow B_{R}\left(X_{T}\right)$, where

$$
\begin{array}{r}
\mathcal{F} E(t, x)=\int_{0}^{x} \rho_{E}(t, y) d y-\int_{0}^{1}(1-y) \rho_{E}(t, y) d y-U_{1}(t)+U_{0}(t) \\
(t, x) \in] 0, T[\times] 0,1[
\end{array}
$$

where $\rho_{E}(t, x)=\int_{\mathbb{R}_{v}} f_{E}(t, x, v) d v$ and $f_{E}$ solves the linear Vlasov problem associated with the field $E$ and $B_{R}\left(X_{T}\right)$ is the ball of radius $R$ of some space $X_{T}$. Naturally, in
order to construct solutions by characteristics, which are written as

$$
\begin{aligned}
\frac{d}{d s} X(s ; t, x, v) & =V(s ; t, x, v), \quad \frac{d}{d s} V(s ; t, x, v)=E(s, X(s ; t, x, v)) \\
s_{\text {in }}(t, x, v) & \leq s \leq s_{\text {out }}(t, x, v)
\end{aligned}
$$

the space $X_{T}$ to be considered is $L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$. Here $s_{\text {in }} / s_{\text {out }}$ represent the entry/exit time of the characteristics in the domain $] 0,1[$ (see the next section for exact definitions). Since by construction $\partial_{x} \mathcal{F} E=\rho_{E}$ (conforming to the Poisson equation), it is clear that $B_{R}\left(X_{T}\right)$ is preserved by $\mathcal{F}$, provided that the charge density remains uniformly bounded in $L^{\infty}(] 0, T[\times] 0,1[)$. Therefore the natural hypotheses are

$$
\int_{\mathbb{R}_{v}} \sup _{0<x<1} f_{0}(x, v) d v+\int_{v>0} \sup _{0<t<T} g_{0}(t, v) d v+\int_{v<0} \sup _{0<t<T} g_{1}(t, v) d v<+\infty
$$

and

$$
\max \left\{\left\|f_{0}\right\|_{L^{\infty}(] 0,1\left[\times \mathbb{R}_{v}\right)},\left\|g_{0}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)},\left\|g_{1}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{-}\right)}\right\}<+\infty
$$

We intend to show the existence of a unique fixed point for $\mathcal{F}$ by using the iterated approximations method, which requires us to estimate $\mathcal{F} A-\mathcal{F} B$ in terms of $A-B$ for $A, B$ different fields of $X_{T}$. This can be done by using the mild formulation of the Vlasov problem. Indeed, by using the continuity equation $\partial_{t} \rho_{E}+\partial_{x} j_{E}=0, \mathcal{F} E$ can be represented also in term of the current density. Or estimate $\int_{0}^{t} j_{A}(s, x) d s-$ $\int_{0}^{t} j_{B}(s, x) d s$ in $L^{\infty}(] 0,1[)$ reduces to a duality calculation by taking the product by $L^{1}$ functions $\varphi$ :

$$
\begin{aligned}
\left\langle\int_{0}^{t}\left(j_{A}(s, \cdot)-j_{B}(s, \cdot)\right) d s, \varphi(\cdot)\right\rangle= & \int_{0}^{t} \int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{A}(s, x, v)-f_{B}(s, x, v)\right) v \varphi(x) d s d x d v \\
= & \int_{0}^{t} \int_{v>0} v g_{0}(\tau, v) \int_{X_{B}\left(s_{o u t}^{0}\right)}^{X_{A}\left(s_{o u t}^{0}\right)} \varphi(u) d u d \tau d v \\
& -\int_{0}^{t} \int_{v<0} v g_{1}(\tau, v) \int_{X_{B}\left(s_{\text {out }}^{1}\right)}^{X_{A}\left(s_{\text {out }}^{1}\right)} \varphi(u) d u d \tau d v \\
& +\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \int_{X_{B}\left(s_{o u t}^{i}\right)}^{X_{A}\left(s_{o u t}^{i}\right)} \varphi(u) d u d x d v
\end{aligned}
$$

where $s_{\text {out }}^{0}=s_{\text {out }}(\tau, 0, v), s_{\text {out }}^{i}=s_{\text {out }}(0, x, v), s_{\text {out }}^{1}=s_{\text {out }}(\tau, 1, v)$ represent the exit times of the characteristics (see the next sections for the exact definitions). Note that for large velocities the integrand of the left boundary term vanishes since

$$
X_{A}\left(s_{\text {out }}(\tau, 0, v)\right)=X_{B}\left(s_{\text {out }}(\tau, 0, v)\right)=1
$$

This suggests the definition of some critical velocities $v^{0}(t ; \tau, 0), v^{1}(t ; \tau, 0)$ such that

$$
\begin{aligned}
& s_{\text {out }}(\tau, 0, v)<t, X\left(s_{\text {out }}(\tau, 0, v) ; \tau, 0, v\right)=0,0<v<v^{0}(t ; \tau, 0) \\
& s_{\text {out }}(\tau, 0, v)=t, 0<X\left(s_{\text {out }}(\tau, 0, v) ; \tau, 0, v\right)<1, v^{0}(t ; \tau, 0)<v<v^{1}(t ; \tau, 0) \\
& s_{\text {out }}(\tau, 0, v)<t, X\left(s_{\text {out }}(\tau, 0, v) ; \tau, 0, v\right)=1, v>v^{1}(t ; \tau, 0)
\end{aligned}
$$

Similar definitions hold for the right boundary term. One of the key points of our analysis consists of estimating the relative critical velocity. For nondecreasing fields with respect to $x$, we have

$$
\left|v_{A}^{k}(t ; \tau, k)-v_{B}^{k}(t ; \tau, k)\right| \leq \int_{\tau}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s, k=0,1
$$

and finally one gets

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}(] 0,1[)} \leq C \int_{0}^{t}\|A(\tau)-B(\tau)\|_{L^{\infty}(] 0,1[)} d \tau
$$

where $C$ depends only on the $L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ norms of $A, B$ and the initialboundary conditions. We prove the following existence and uniqueness result.

ThEOREM. Assume that there are $n_{0}, h_{0}, h_{1}:[0,+\infty[\rightarrow[0,+\infty[$ bounded nonincreasing functions such that $\left.f_{0}(x, v) \leq n_{0}(|v|) \forall(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v}, g_{0}(t, v) \leq h_{0}(v)\right.$ $\forall(t, v) \in] 0, T\left[\times \mathbb{R}_{v}^{+}, g_{1}(t, v) \leq h_{1}(-v) \forall(t, v) \in\right] 0, T\left[\times \mathbb{R}_{v}^{-}\right.$, and

$$
\begin{gathered}
\int_{\mathbb{R}_{v}} n_{0}(|v|) d v+\int_{v>0} h_{0}(v) d v+\int_{v<0} h_{1}(-v) d v<+\infty \\
\max \left\{\left\|n_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)},\left\|h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)},\left\|h_{1}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)},\left\|U_{1}-U_{0}\right\|_{L^{\infty}(] 0, T[)}\right\}<+\infty .
\end{gathered}
$$

Then there is a unique mild solution for the 1D Vlasov-Poisson initial-boundary value problem.

The estimate of the relative critical velocity, which is used for the treatment of the boundary terms, relies on some comparison results for characteristics associated with nondecreasing fields, presented in section 4. This is why, when studying the Vlasov-Poisson initial-boundary value problem, we consider only one species of charged particles. All the definitions concerning the weak/mild formulations for the Vlasov or Vlasov-Poisson problem are recalled in sections 2 and 3. The main result on the existence and uniqueness of the mild solution, as well as a continuity result upon the initial-boundary conditions, is developed in section 5 . The same method applies when studying the free or periodic space problem. Moreover, in this cases there are no boundary terms and thus the analysis on critical velocities not need to be used. This time the existence and uniqueness result can be obtained for general electric fields (not necessarily nondecreasing in space) which allows us to treat systems with two species of charged particles (globally neutral plasma). Statements and sketches of proofs can be found in sections 6 and 7 .
2. The Vlasov equation. The equation that models the transport of charged particles is called the Vlasov equation. In one dimension, if the particles move only under the action of an electric field this equation is written

$$
\begin{equation*}
\left.\partial_{t} f+v \cdot \partial_{x} f+E(t, x) \cdot \partial_{v} f=0,(t, x, v) \in\right] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right. \tag{2.1}
\end{equation*}
$$

Here $E(t, x)$ is a given electric field which derives from a potential $U(t, x)$ :

$$
\left.E(t, x)=-\partial_{x} U,(t, x) \in\right] 0, T[\times] 0,1[
$$

The initial-boundary conditions for the particle distribution are given by

$$
\begin{equation*}
\left.f(t=0, x, v)=f_{0}(x, v),(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v}\right. \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.f(t, x=0, v>0)=g_{0}(t, v>0), \quad f(t, x=1, v<0)=g_{1}(t, v<0), \quad t \in\right] 0, T[. \tag{2.3}
\end{equation*}
$$

Now let us briefly recall the definitions of weak and mild solutions for the Vlasov problem formed by (2.1), (2.2), and (2.3).

### 2.1. Weak solutions for the Vlasov-Poisson problem.

Definition 2.1. Assume that $E \in L^{\infty}(] 0, T[\times] 0,1[), f_{0} \in L_{l o c}^{1}(] 0,1\left[\times \mathbb{R}_{v}\right), v g_{0} \in$ $L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)$, vg $g_{1} \in L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{-}\right)$. We say that $f \in L_{l o c}^{1}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)$ is a weak solution for the Vlasov problem (2.1), (2.2), (2.3) iff

$$
\begin{aligned}
&- \int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f(t, x, v) \cdot\left(\partial_{t} \varphi+v \cdot \partial_{x} \varphi+E(t, x) \cdot \partial_{v} \varphi\right) d t d x d v \\
&= \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \varphi(0, x, v) d x d v+\int_{0}^{T} \int_{v>0} v g_{0}(t, v) \varphi(t, 0, v) d t d v \\
& \quad-\int_{0}^{T} \int_{v<0} v g_{1}(t, v) \varphi(t, 1, v) d t d v
\end{aligned}
$$

for all test function $\varphi \in \mathcal{T}_{w}$, where

$$
\begin{aligned}
& \mathcal{T}_{w}=\left\{\varphi \in W^{1, \infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)|\varphi|_{10, T\left[\times \Sigma^{+}\right.}=\varphi(T, \cdot, \cdot)=0\right. \\
&\left.\exists R: \operatorname{supp}(\varphi) \subset[0, T] \times[0,1] \times B_{R}\right\}
\end{aligned}
$$

2.2. Mild solutions for the Vlasov problem. We need to consider also some special solutions of $(2.1),(2.2),(2.3)$, which are called mild solutions or solutions by characteristics. These solutions require more regularity on the electric field and they are particular cases of weak solutions. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$, and for $(t, x, v) \in\left\{\left[0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right\} \cup\{ ] 0, T\left[\times \Sigma^{-}\right\}\right.\right.$let us denote by $(X(s ; t, x, v)$, $V(s ; t, x, v))$ the unique solution of the ordinary differential system of equations

$$
\begin{align*}
\frac{d}{d s} X(s ; t, x, v) & =V(s ; t, x, v)  \tag{2.4}\\
\frac{d}{d s} V(s ; t, x, v) & =E(s, X(s ; t, x, v)), \quad s_{\text {in }} \leq s \leq s_{\text {out }}
\end{align*}
$$

which verify the conditions

$$
X(s=t ; t, x, v)=x, \quad V(s=t ; t, x, v)=v
$$

Here $s_{\text {in }}=s_{\text {in }}(t, x, v)$ (resp., $s_{\text {out }}=s_{\text {out }}(t, x, v)$ ) represents the incoming (resp., outgoing) time of the characteristics in the domain $] 0,1[$ defined by

$$
\begin{equation*}
s_{i n}(t, x, v)=\max \{0, \sup \{0 \leq s \leq t: X(s ; t, x, v) \in\{0,1\}\}\}, \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{\text {out }}(t, x, v)=\min \{T, \inf \{T \geq s \geq t: X(s ; t, x, v) \in\{0,1\}\}\} \tag{2.6}
\end{equation*}
$$

The total travel time through the domain (lifetime) is written $\tau(t, x, v)=s_{\text {out }}(t, x, v)-$ $s_{i n}(t, x, v) \leq T$. Now we replace in Definition 2.1 the function $\partial_{t} \varphi+v \cdot \partial_{x} \varphi+E(t, x) \cdot \partial_{v} \varphi$ with $\psi$, which gives, after integration,

$$
\varphi(t, x, v)=-\int_{t}^{s_{o u t}(t, x, v)} \psi(s, X(s ; t, x, v), V(s ; t, x, v)) d s
$$

and we define the mild solution as follows.
Definition 2.2. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right), f_{0} \in L_{l o c}^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)$, $v g_{0} \in L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right), v g_{1} \in L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{-}\right)$. We say that $f \in L_{l o c}^{1}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)$ is a mild solution for the Vlasov problem (2.1), (2.2), (2.3) iff

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f(t, x, v) \psi(t, x, v) d t d x d v \\
& =\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \int_{0}^{s_{o u t}(0, x, v)} \psi(s, X(s ; 0, x, v), V(s ; 0, x, v)) d s d x d v \\
& \quad+\int_{0}^{T} \int_{v>0} v g_{0}(t, v) \int_{t}^{s_{\text {out }}(t, 0, v)} \psi(s, X(s ; t, 0, v), V(s ; t, 0, v)) d s d t d v \\
& \quad-\int_{0}^{T} \int_{v<0} v g_{1}(t, v) \int_{t}^{s_{\text {out }}(t, 1, v)} \psi(s, X(s ; t, 1, v), V(s ; t, 1, v)) d s d t d v,
\end{aligned}
$$

for all test functions $\psi \in \mathcal{T}_{m}$, where

$$
\mathcal{T}_{m}=\left\{\psi \in L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right) \mid \exists R>0: \operatorname{supp}(\psi) \subset[0, T] \times[0,1] \times B_{R}\right\}
$$

In order to simplify the formulas we shall use the following notation:

$$
\begin{aligned}
(X(s), V(s)) & =(X(s ; t, x, v), V(s ; t, x, v)),\left(X^{0}(s), V^{0}(s)\right) \\
& =(X(s ; t, 0, v), V(s ; t, 0, v)), \\
\left(X^{1}(s), V^{1}(s)\right) & =(X(s ; t, 1, v), V(s ; t, 1, v)),\left(X^{i}(s), V^{i}(s)\right) \\
& =(X(s ; 0, x, v), V(s ; 0, x, v))
\end{aligned}
$$

and

$$
\begin{aligned}
s_{\text {in }} & =s_{\text {in }}(t, x, v), \quad s_{\text {out }}=s_{\text {out }}(t, x, v), \quad s_{\text {out }}^{0}=s_{\text {out }}(t, 0, v), \\
s_{\text {out }}^{1} & =s_{\text {out }}(t, 1, v), \quad s_{\text {out }}^{i}=s_{\text {out }}(0, x, v) .
\end{aligned}
$$

Remark 2.3. It is well known that the mild solution is unique and is given by $f(t, x, v)=g_{k}\left(s_{i n}, V\left(s_{i n}\right)\right)$ if $s_{i n}(t, x, v)>0, X\left(s_{i n}(t, x, v) ; t, x, v\right)=k, k=0,1$, $f(t, x, v)=f_{0}\left(X\left(s_{i n}\right), V\left(s_{i n}\right)\right)$ if $s_{i n}(t, x, v)=0$.

Note that every mild solution is also a weak solution. Moreover, the existence of a weak solution for the Vlasov problem with bounded initial-boundary conditions $f_{0}, g_{0}$, $g_{1} \in L^{\infty}$ follows by regularization of the electric field with respect to $x$ by convolution with $\zeta_{\varepsilon}(\cdot)=\frac{1}{\varepsilon} \zeta(\dot{\bar{\varepsilon}}), \zeta \in C_{0}^{\infty}, \operatorname{supp}(\zeta)=[-1,1], \zeta \geq 0, \int_{\mathbb{R}} \zeta(u) d u=1$, and by passing to the limit for $\varepsilon \searrow 0$ in the weak formulation of $f^{\varepsilon}$, the mild solution associated with $E^{\varepsilon}=E \star \zeta_{\varepsilon}$.
3. The Vlasov-Poisson system. The self-consistent electric field solves the Poisson equation

$$
\begin{equation*}
\left.\partial_{x} E=-\partial_{x}^{2} U=\rho(t, x):=\int_{\mathbb{R}_{v}} f(t, x, v) d v,(t, x) \in\right] 0, T[\times] 0,1[ \tag{3.1}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\left.U(t, x=0)=U_{0}(t), \quad U(t, x=1)=U_{1}(t), \quad t \in\right] 0, T[. \tag{3.2}
\end{equation*}
$$

The system formed by $(2.1),(2.2),(2.3),(3.1),(3.2)$ is called the Vlasov-Poisson initialboundary value problem in one dimension. Obviously, the electric field is written

$$
\begin{align*}
E(t, x)= & \int_{0}^{x} \rho(t, y) d y-\int_{0}^{1}(1-y) \rho(t, y) d y-U_{1}(t) \\
& \left.+U_{0}(t),(t, x) \in\right] 0, T[\times] 0,1[ \tag{3.3}
\end{align*}
$$

and therefore we can give the following definitions.
Definition 3.1. Assume that $f_{0} \in L_{l o c}^{1}(] 0,1\left[\times \mathbb{R}_{v}\right), v g_{0} \in L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right), v g_{1} \in$ $L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{v}^{-}\right), U_{1}-U_{0} \in L^{\infty}(] 0, T[)$. We say that $(f, E) \in L^{1}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right) \times$ $L^{\infty}(] 0, T[\times] 0,1[)\left(\right.$ resp. $\left.,(f, E) \in L^{1}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right) \times L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)\right)$ is a weak (resp., mild) solution for the Vlasov-Poisson problem iff $f$ is a weak (resp., mild) solution for the Vlasov problem (2.1), (2.2), (2.3) corresponding to the electric field (3.3) given by the Poisson problem.
4. Characteristics. The main tool of our analysis is the mild formulation of the Vlasov problem. In order to estimate the charge and current densities, we need more informations about the characteristics. We present here some properties of the characteristics associated with regular, nondecreasing with respect to $x$, fields.

Proposition 4.1. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$ and that $\left(X_{1}(s), V_{1}(s)\right),\left(X_{2}(s), V_{2}(s)\right)$ are two characteristics such that there is $s_{1}<s_{2}$ verifying $X_{1}\left(s_{i}\right)=X_{2}\left(s_{i}\right), i=1,2$. Then the characteristics coincide: $\left(X_{1}(s), V_{1}(s)\right)=\left(X_{2}(s), V_{2}(s)\right) \forall s$.

Proof. The conclusion follows easily after multiplication of the equation $\frac{d^{2}}{d s^{2}}\left(X_{1}(s)\right.$ $\left.-X_{2}(s)\right)=E\left(s, X_{1}(s)\right)-E\left(s, X_{2}(s)\right)$ by $X_{1}(s)-X_{2}(s)$ and integration by parts on $\left[s_{1}, s_{2}\right]$.

Proposition 4.2. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$. If $v_{1}<v_{2}$, then we have

$$
\begin{aligned}
& X\left(s ; t, x, v_{1}\right)<X\left(s ; t, x, v_{2}\right), V\left(s ; t, x, v_{1}\right)<V\left(s ; t, x, v_{2}\right) \\
& \left.\left.\left.\quad \forall s \in] t, s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& X\left(s ; t, x, v_{1}\right)>X\left(s ; t, x, v_{2}\right), V\left(s ; t, x, v_{1}\right)<V\left(s ; t, x, v_{2}\right) \\
& \quad \forall s \in\left[s_{i n}\left(t, x, v_{1}\right), t\left[\cap \left[s_{i n}\left(t, x, v_{2}\right)[.\right.\right.\right.
\end{aligned}
$$

Proof. Suppose that there is $s \in\left[s_{\text {in }}\left(t, x, v_{1}\right), s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\left[s_{\text {in }}\left(t, x, v_{2}\right)\right.$, $\left.s_{\text {out }}\left(t, x, v_{2}\right)\right], s \neq t$, such that $X\left(s ; t, x, v_{1}\right)=X\left(s ; t, x, v_{2}\right)$. Since $X\left(t ; t, x, v_{1}\right)=$ $X\left(t ; t, x, v_{2}\right)=x$, by Proposition 4.1 it follows that the characteristics coincide, and thus $v_{1}=v_{2}$, which is in contradiction with the hypothesis. Therefore $X\left(s ; t, x, v_{1}\right)-$ $X\left(s ; t, x, v_{2}\right)$ has constant sign on the intervals $\left[s_{\text {in }}\left(t, x, v_{1}\right), t\left[\cap\left[s_{i n}\left(t, x, v_{2}\right), t[\right.\right.\right.$ and $\left.\left.\left.] t, s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]$. On the other hand, we have

$$
\left.\frac{d}{d s}\left(X\left(s ; t, x, v_{1}\right)-X\left(s ; t, x, v_{2}\right)\right)\right|_{s=t}=v_{1}-v_{2}<0
$$

and therefore $X\left(s ; t, x, v_{1}\right)-X\left(s ; t, x, v_{2}\right)$ is decreasing locally in $s=t$. We deduce that

$$
X\left(s ; t, x, v_{1}\right)>X\left(s ; t, x, v_{2}\right), s \in\left[s_{i n}\left(t, x, v_{1}\right), t\left[\cap \left[s_{i n}\left(t, x, v_{2}\right), t[\right.\right.\right.
$$

and

$$
\left.\left.\left.\left.X\left(s ; t, x, v_{1}\right)<X\left(s ; t, x, v_{2}\right), s \in\right] t, s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]
$$

By using the characteristics equations, one gets

$$
\frac{d}{d s}\left(V\left(s ; t, x, v_{1}\right)-V\left(s ; t, x, v_{2}\right)\right)=E\left(s, X\left(s ; t, x, v_{1}\right)\right)-E\left(s, X\left(s ; t, x, v_{2}\right)\right)
$$

and thus $V\left(s ; t, x, v_{1}\right)-V\left(s ; t, x, v_{2}\right)$ is nondecreasing on $\left[s_{i n}\left(t, x, v_{1}\right), t\left[\cap\left[s_{i n}\left(t, x, v_{2}\right), t[\right.\right.\right.$ and nonincreasing on $\left.\left.\left.] t, s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]$. We deduce that

$$
\begin{aligned}
V\left(s ; t, x, v_{1}\right)-V\left(s ; t, x, v_{2}\right) & \leq v_{1}-v_{2}<0 \\
s \in\left[s_{\text {in }}\left(t, x, v_{1}\right), s_{\text {out }}\left(t, x, v_{1}\right)\right] & \cap\left[s_{\text {in }}\left(t, x, v_{2}\right), s_{\text {out }}\left(t, x, v_{2}\right)\right]
\end{aligned}
$$

When using the mild formulation of the Vlasov problem it is important to distinguish the characteristics with respect to the exit point. This justifies the following definitions: for $(t, x) \in\left\{\left[0, T[\times] 0,1[ \} \cup\{ ] 0, T[\times\{0,1\}\}\right.\right.$ we denote by $\mathcal{V}^{0}, \mathcal{V}^{1}, \mathcal{V}^{T}$ the subsets of $\mathbb{R}_{v}$ given by

$$
\begin{align*}
\mathcal{V}^{0}(T ; t, x) & :=\left\{v \in \mathbb{R}_{v}: s_{\text {out }}(t, x, v)<T, X\left(s_{\text {out }}(t, x, v) ; t, x, v\right)=0\right\}  \tag{4.1}\\
\mathcal{V}^{1}(T ; t, x) & :=\left\{v \in \mathbb{R}_{v}: s_{\text {out }}(t, x, v)<T, X\left(s_{\text {out }}(t, x, v) ; t, x, v\right)=1\right\}  \tag{4.2}\\
\mathcal{V}^{T}(T ; t, x) & :=\left\{v \in \mathbb{R}_{v}: s_{\text {out }}(t, x, v)=T, 0<X(T ; t, x, v)<1\right\} \tag{4.3}
\end{align*}
$$

Note that when $E$ is bounded there is $R$ large enough such that $]-\infty,-R\left[\subset \mathcal{V}^{0}(T ; t, x)\right.$ and $] R,+\infty\left[\subset \mathcal{V}^{1}(T ; t, x)\right.$, and thus $\mathcal{V}^{0}(T ; t, x) \neq \emptyset, \mathcal{V}^{1}(T ; t, x) \neq \emptyset$. By the definition $\mathcal{V}^{0}(T ; t, x) \cap \mathcal{V}^{1}(T ; t, x)=\emptyset$ and $\mathcal{V}^{T}(T ; t, x) \cap\left\{\mathcal{V}^{0}(T ; t, x) \cup \mathcal{V}^{1}(T ; t, x)\right\}=\emptyset$.

Proposition 4.3. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$. Then we have that
(1) if $v_{2} \in \mathcal{V}^{0}(T ; t, x)$, then $v_{1} \in \mathcal{V}^{0}(T ; t, x) \forall v_{1}<v_{2}$;
(2) if $v_{1} \in \mathcal{V}^{1}(T ; t, x)$, then $v_{2} \in \mathcal{V}^{1}(T ; t, x) \forall v_{2}>v_{1}$;
(3) if $v_{1} \in \mathcal{V}^{0}(T ; t, x), v_{2} \in \mathcal{V}^{1}(T ; t, x)$, then $v_{1}<v_{2}$.

Proof. (1) Suppose that $s_{\text {out }}\left(t, x, v_{1}\right) \geq s_{\text {out }}\left(t, x, v_{2}\right)$. By Proposition 4.2 we deduce that
$\left.\left.\left.\left.\left.\left.X\left(s ; t, x, v_{1}\right)<X\left(s ; t, x, v_{2}\right) \forall s \in\right] t, s_{\text {out }}\left(t, x, v_{1}\right)\right] \cap\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]=\right] t, s_{\text {out }}\left(t, x, v_{2}\right)\right]$.
In particular, for $s=s_{\text {out }}\left(t, x, v_{2}\right)$ we find that

$$
0 \leq X\left(s_{\text {out }}\left(t, x, v_{2}\right) ; t, x, v_{1}\right)<X\left(s_{\text {out }}\left(t, x, v_{2}\right) ; t, x, v_{2}\right)=0
$$

which is not possible. Finally, we have $s_{\text {out }}\left(t, x, v_{1}\right)<s_{\text {out }}\left(t, x, v_{2}\right)<T$ and

$$
X\left(s_{\text {out }}\left(t, x, v_{1}\right) ; t, x, v_{1}\right)<X\left(s_{\text {out }}\left(t, x, v_{1}\right) ; t, x, v_{2}\right)<1
$$

We deduce that $X\left(s_{\text {out }}\left(t, x, v_{1}\right) ; t, x, v_{1}\right)=0$ or $v_{1} \in \mathcal{V}^{0}(T ; t, x)$.
(2) Similarly, if $v_{1} \in \mathcal{V}^{1}(T ; t, x)$ and $v_{1}<v_{2}$ we have $s_{\text {out }}\left(t, x, v_{2}\right)<s_{\text {out }}\left(t, x, v_{1}\right)<T$ (otherwise $\left.1=X\left(s_{\text {out }}\left(t, x, v_{1}\right) ; t, x, v_{1}\right)<X\left(s_{\text {out }}\left(t, x, v_{1}\right) ; t, x, v_{2}\right)\right)$ and $0<X\left(s_{\text {out }}(t, x\right.$, $\left.\left.v_{2}\right) ; t, x, v_{1}\right)<X\left(s_{\text {out }}\left(t, x, v_{2}\right) ; t, x, v_{2}\right)$. We deduce that $X\left(s_{\text {out }}\left(t, x, v_{2}\right) ; t, x, v_{2}\right)=1$ and $v_{2} \in \mathcal{V}^{1}(T ; t, x)$.
(3) Suppose that $v_{1} \geq v_{2}$. Since $v_{1} \in \mathcal{V}^{0}(T ; t, x)$, by (1) it follows that $v_{2} \in$ $\mathcal{V}^{0}(T ; t, x) \cap \mathcal{V}^{1}(T ; t, x)=\bar{\emptyset}$. Therefore we have $v_{1}<v_{2}$.

We introduce the critical velocities $v^{0}(T ; t, x), v^{1}(T ; t, x)$ given by

$$
\begin{equation*}
v^{0}(T ; t, x):=\sup \mathcal{V}^{0}(T ; t, x), \quad v^{1}(T ; t, x):=\inf \mathcal{V}^{1}(T ; t, x) \tag{4.4}
\end{equation*}
$$

Obviously, we have $-\infty<v^{0}(T ; t, x) \leq v^{1}(T ; t, x)<+\infty$.

Proposition 4.4. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$. We have
(1) $\left.]-\infty, v^{0}(T ; t, x)\left[\subset \mathcal{V}^{0}(T ; t, x) \subset\right]-\infty, v^{0}(T ; t, x)\right]$;
(2) $] v^{1}(T ; t, x),+\infty\left[\subset \mathcal{V}^{1}(T ; t, x) \subset\left[v^{1}(T ; t, x),+\infty[\right.\right.$;
(3) $] v^{0}(T ; t, x), v^{1}(T ; t, x)\left[\subset \mathcal{V}^{T}(T ; t, x) \subset\left[v^{0}(T ; t, x), v^{1}(T ; t, x)\right]\right.$.

Proof. From Proposition 4.3 and the definitions of $v^{0}, v^{1}$ we deduce (1) and (2). On the other hand, $\mathcal{V}^{T}(T ; t, x) \subset \mathbb{R}_{v}-\left\{\mathcal{V}^{0}(T ; t, x) \cup \mathcal{V}^{1}(T ; t, x)\right\} \subset \mathbb{R}_{v}-$ $\left]-\infty, v^{0}(T ; t ; x)[\cup] v^{1}(T ; t, x),+\infty[ \}=\left[v^{0}(T ; t, x), v^{1}(T ; t, x)\right]\right.$. Let us prove that $] v^{0}, v^{1}\left[\subset \mathcal{V}^{T}\right.$. Consider $v^{0}<v<v^{1}$ if $v^{0}<v^{1}$. Suppose that $s_{\text {out }}(t, x, v)<T$ with $X\left(s_{\text {out }}(t, x, v) ; t, x, v\right)=0$ or $v \in \mathcal{V}^{0}(T ; t, x)$. By Proposition 4.3 we deduce that $\tilde{v} \in \mathcal{V}^{0}(T ; t, x) \forall v^{0}<\tilde{v}<v$, which is in contradiction with $\tilde{v}>v^{0}=\sup \mathcal{V}^{0}(T ; t, x)$. The same arguments apply for $s_{\text {out }}(t, x, v)<T, X\left(s_{\text {out }}(t, x, v) ; t, x, v\right)=1$ by tak$\operatorname{ing} v<\tilde{v}<v^{1}$. We have that $s_{\text {out }}(t, x, v)=T \forall v^{0}<v<v^{1}$. Suppose now that $X(T ; t, x, v)=0$. If we take $v^{0}<\tilde{v}<v$, we deduce that $s_{\text {out }}(t, x, \tilde{v})=T$ and by Proposition 4.2 we find that $0 \leq X(T ; t, x, \tilde{v})<X(T ; t, x, v)=0$. Similarly, we can show that $X(T ; t, x, v)=1$ is not possible. Finally, we deduce that $X(T ; t, x, v) \in] 0,1\left[\forall v^{0}<v<v^{1}\right.$, and thus $] v^{0}, v^{1}\left[\subset \mathcal{V}^{T}\right.$.

Let us consider two fields $A, B$. In order to prove the uniqueness of the mild solution for the Vlasov-Poisson problem, it will be useful to estimate the change of critical velocity $\left|v_{A}^{k}-v_{B}^{k}\right|, k=0,1$, with respect to the relative field $A-B$. For this we need to introduce the notion of sub-/supercharacteristics as follows.

Definition 4.5. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$. We say that $(X(s), V(s))$ is a subcharacteristic (resp., supercharacteristic) iff $X$ is twice differentiable with respect to $s$ and

$$
\begin{gathered}
\frac{d X}{d s}=V(s), \quad \frac{d V}{d s} \leq E(s, X(s)), \quad s_{\text {in }} \leq s \leq s_{\text {out }} \\
\left(r e s p ., \frac{d X}{d s}=V(s), \quad \frac{d V}{d s} \geq E(s, X(s)), \quad s_{\text {in }} \leq s \leq s_{\text {out }}\right)
\end{gathered}
$$

with the same definitions for $s_{i n}, s_{\text {out }}$ as before.
We have the following comparison result.
Proposition 4.6 (forward comparison). Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\right.$ (] $0,1[))$ is nondecreasing with respect to $x$. Consider $(\underline{X}(s), \underline{V}(s)),(\bar{X}(s), \bar{V}(s))$ to be a subcharacteristic, resp., a supercharacteristic, such that $\underline{X}(t) \leq \bar{X}(t), \quad \underline{V}(t) \leq \bar{V}(t)$. Then we have

$$
\underline{X}(s) \leq \bar{X}(s) \quad \underline{V}(s) \leq \bar{V}(s) \quad \forall s \in\left[t, \underline{s}_{\text {out }}\right] \cap\left[t, \overline{\bar{s}}_{\text {out }}\right] .
$$

Proof. We can extend the field $E$ to $] 0, T\left[\times \mathbb{R}_{x}\right.$ by $\tilde{E}(t, x)=E(t, 0), x<0$, and $\tilde{E}(t, x)=E(t, 1), x>1$. We have $\|\tilde{E}\|_{L^{\infty}\left(\left[0, T\left[; W^{1, \infty}(j 0,1]\right)\right.\right.} \leq\|E\|_{L^{\infty}\left(\left[0, T\left[; W^{1, \infty}(j 0,1]\right)\right)\right.}$ and $\tilde{E}$ is nondecreasing with respect to $x$. Consider $(x, v) \in \mathbb{R}_{x} \times \mathbb{R}_{v}$ such that $\underline{X}(t) \leq$ $x \leq \bar{X}(t), \underline{V}(t) \leq v \leq \bar{V}(t)$. Denote by $(X(s ; t, x, v), V(s ; t, x, v))$ the characteristic associated with the field $\tilde{E}$,

$$
\frac{d X}{d s}=V(s), \quad \frac{d V}{d s}=\tilde{E}(s, X(s)),
$$

with the conditions $X(s=t ; t, x, v)=x, \quad V(s=t ; t, x, v)=v$. We show that $\underline{X}(s) \leq$ $X(s) \leq \bar{X}(s), \underline{V}(s) \leq V(s) \leq \bar{V}(s) \forall s \in\left[t, \underline{s}_{\text {out }}\right] \cap\left[t, \bar{s}_{\text {out }}\right]$. For this we can use the
iterated approximations method. For example, in order to prove that $\underline{X} \leq X, \underline{V} \leq V$ we consider as first approximation $X^{0}=\underline{X}, V^{0}=\underline{V}$ and we define $X^{n+1}(s)=$ $x+\int_{t}^{s} V^{n}(\tau) d \tau, V^{n+1}(s)=v+\int_{t}^{s} \tilde{E}\left(\tau, X^{n}(\tau)\right) d \tau \forall s \in\left[t, \underline{s}_{\text {out }}\right] \forall n \geq 0$. We check easily that $X^{n}(s) \geq \underline{X}(s), V^{n}(s) \geq \underline{V}(s) \forall s \in\left[t, \underline{s}_{\text {out }}\right]$ and by passing to the limit for $n \rightarrow+\infty$ we find that $X(s) \geq \underline{X}(s), V(s) \geq \underline{V}(s) \forall s \in\left[t, \underline{s}_{\text {out }}\right]$. In the same way, by taking as initial approximation $\left(X^{0}, V^{0}\right)=(\bar{X}, \bar{V})$ we prove that $X(s) \leq$ $\bar{X}(s), V(s) \leq \bar{V}(s) \forall s \in\left[t, \bar{s}_{\text {out }}\right]$. Finally, we have

$$
\underline{X}(s) \leq X(s) \leq \bar{X}(s), \quad \underline{V}(s) \leq V(s) \leq \bar{V}(s) \quad \forall s \in\left[t, \underline{s}_{\text {out }}\right] \cap\left[t, \bar{s}_{\text {out }}\right] .
$$

Remark 4.7. In fact, since $0 \leq \underline{X}(s), \bar{X}(s) \leq 1 \forall t \leq s \leq \min \left\{\underline{s}_{\text {out }}, \bar{s}_{\text {out }}\right\}$ it follows that $0 \leq X(s) \leq 1 \forall t \leq s \leq \min \left\{\underline{s}_{\text {out }}, \bar{s}_{\text {out }}\right\}$, and therefore $(X, V)$ coincide with the characteristic associated with the field $E$. Moreover, $s_{\text {out }}(t, x, v) \geq \min \left\{\underline{s}_{\text {out }}, \bar{s}_{\text {out }}\right\}$.

Now we are ready to prove a result of continuous dependence of the critical velocities with respect to the electric field. We have the following lemma.

Lemma 4.8 (critical velocity change). Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}\right.$ (] $0,1[))$ are nondecreasing with respect to $x$. Then $\forall(t, x) \in[0, T[\times[0,1]$ we have the following inequality:

$$
\begin{equation*}
\left|v_{A}^{k}(T ; t, x)-v_{B}^{k}(T ; t, x)\right| \leq \int_{t}^{T}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s, \quad k=0,1 \tag{4.5}
\end{equation*}
$$

Proof. Denote $m=\|A-B\|_{L^{1}(] t, T\left[; L^{\infty}(] 0,1[)\right)}$. Let us prove, for example, that $\left|v_{A}^{0}-v_{B}^{0}\right| \leq m$. Suppose that $v_{A}^{0}-v_{B}^{0}>m$. Therefore there is $v>v_{B}^{0}$ such that $\tilde{v}=$ $v+m<v_{A}^{0}$, and thus we deduce from Proposition 4.4 that $X_{B}\left(s_{o u t}^{B}(t, x, v) ; t, x, v\right)>0$, $X_{A}\left(s_{o u t}^{A}(t, x, \tilde{v}) ; t, x, \tilde{v}\right)=0, s_{o u t}^{A}(t, x, \tilde{v})<T$. Consider the solution $\left(X_{C}, V_{C}\right)$ of the following system of ordinary differential equations:

$$
\frac{d X_{C}}{d s}=V_{C}(s), \quad \frac{d V_{C}}{d s}=B\left(s, X_{A}(s)\right), \quad t \leq s \leq s_{o u t}^{C}(t, x, v)
$$

with the conditions $X_{C}(t)=x, V_{C}(t)=v$. With the notation

$$
\left(X_{A}(s), V_{A}(s)\right)=\left(X_{A}(s ; t, x, \tilde{v}), V_{A}(s ; t, x, \tilde{v})\right), t \leq s \leq s_{o u t}^{A}(t, x, \tilde{v})
$$

and

$$
\left(X_{B}(s), V_{B}(s)\right)=\left(X_{B}(s ; t, x, v), V_{B}(s ; t, x, v)\right), t \leq s \leq s_{o u t}^{B}(t, x, v)
$$

we have also

$$
\frac{d X_{A}}{d s}=V_{A}(s), \quad \frac{d V_{A}}{d s}=A\left(s, X_{A}(s)\right), \quad t \leq s \leq s_{o u t}^{A}(t, x, \tilde{v})
$$

with $X_{A}(t)=x, V_{A}(t)=\tilde{v}$, and

$$
\frac{d X_{B}}{d s}=V_{B}(s), \quad \frac{d V_{B}}{d s}=B\left(s, X_{B}(s)\right), t \leq s \leq s_{o u t}^{B}(t, x, v)
$$

with $X_{B}(t)=x, V_{B}(t)=v$. We deduce that

$$
\begin{aligned}
\frac{d}{d s}\left(X_{A}-X_{C}\right) & =V_{A}(s)-V_{C}(s), \frac{d}{d s}\left(V_{A}-V_{C}\right) \\
& =(A-B)\left(s, X_{A}(s)\right), t \leq s \leq \min \left\{s_{\text {out }}^{A}, s_{\text {out }}^{C}\right\}
\end{aligned}
$$

and $X_{A}(t)-X_{C}(t)=0, V_{A}(t)-V_{C}(t)=\tilde{v}-v=m$. We have

$$
\begin{aligned}
\left|V_{A}(s)-V_{C}(s)-V_{A}(t)+V_{C}(t)\right| & \leq \int_{t}^{s}\|A(\tau)-B(\tau)\|_{L^{\infty}(] 0,1[)} d \tau \\
& \leq m, t \leq s \leq \min \left\{s_{\text {out }}^{A}, s_{\text {out }}^{C}\right\}
\end{aligned}
$$

and thus $V_{A}(s)-V_{C}(s) \geq V_{A}(t)-V_{C}(t)-m=0, t \leq s \leq \min \left\{s_{o u t}^{A}, s_{o u t}^{C}\right\}$. Moreover, since $X_{A}(t)=X_{C}(t)=x$, it follows that $X_{A}(s) \geq X_{C}(s), t \leq s \leq \min \left\{s_{\text {out }}^{A}, s_{\text {out }}^{C}\right\}$. If we suppose that $s_{o u t}^{A}<s_{o u t}^{C}$, we deduce that $X_{C}\left(s_{o u t}^{A} ; t, x, v\right) \leq X_{A}\left(s_{o u t}^{A} ; t, x, \tilde{v}\right)=0$, and thus we have $s_{o u t}^{C} \leq s_{o u t}^{A}$, which is in contradiction with the previous supposition. Therefore we have $s_{\text {out }}^{C} \leq s_{o u t}^{A}<T$. In particular, $X_{C}\left(s_{o u t}^{C} ; t, x, v\right) \in\{0,1\}$ and $X_{C}\left(s_{o u t}^{C} ; t, x, v\right) \leq X_{A}\left(s_{\text {out }}^{C} ; t, x, \tilde{v}\right)$. Note also that $X_{A}\left(s_{o u t}^{C} ; t, x, \tilde{v}\right)=1$ implies that $s_{o u t}^{A} \leq s_{o u t}^{C}$, and thus it follows that $s_{o u t}^{A}=s_{\text {out }}^{C}<T$, which is not possible because $X_{A}\left(s_{o u t}^{A} ; t, x, \tilde{v}\right)=0$ and $X_{A}\left(s_{o u t}^{C} ; t, x, \tilde{v}\right)=1$. We obtain that $X_{C}\left(s_{o u t}^{C} ; t, x, v\right) \leq$ $X_{A}\left(s_{o u t}^{C} ; t, x, \tilde{v}\right)<1$ and we deduce that $X_{C}\left(s_{\text {out }}^{C} ; t, x, v\right)=0$. On the other hand,

$$
\frac{d^{2}}{d s^{2}} X_{C}=B\left(s, X_{A}(s)\right) \geq B\left(s, X_{C}(s)\right), t \leq s \leq s_{o u t}^{C}
$$

and

$$
\frac{d^{2}}{d s^{2}} X_{B}=B\left(s, X_{B}(s)\right), t \leq s \leq s_{o u t}^{B}
$$

Note that $X_{C}(t)=X_{B}(t)=x$ and $V_{C}(t)=V_{B}(t)=v$. Thus by applying the forward comparison (see Proposition 4.6) we deduce that $X_{C}(s) \geq X_{B}(s), V_{C}(s) \geq V_{B}(s), t \leq$ $s \leq \min \left\{s_{\text {out }}^{B}, s_{\text {out }}^{C}\right\}$. If we suppose that $s_{\text {out }}^{C}<s_{\text {out }}^{B}$, we deduce that

$$
0=X_{C}\left(s_{\text {out }}^{C} ; t, x, v\right) \geq X_{B}\left(s_{\text {out }}^{C} ; t, x, v\right)
$$

and thus we have $s_{\text {out }}^{B} \leq s_{\text {out }}^{C}$, which is in contradiction with the previous supposition. Therefore we have $s_{o u t}^{B} \leq s_{\text {out }}^{C} \leq s_{o u t}^{A}<T$ and

$$
X_{B}(s) \leq X_{C}(s) \leq X_{A}(s), V_{B}(s) \leq V_{C}(s) \leq V_{A}(s), \quad t \leq s \leq s_{o u t}^{B}
$$

Since $v>v_{B}^{0}$ and $s_{o u t}^{B}<T$ we have $X_{B}\left(s_{o u t}^{B} ; t, x, v\right)=1$. Now, by taking $s=s_{\text {out }}^{B}$ in the previous inequality we obtain

$$
1=X_{B}\left(s_{o u t}^{B} ; t, x, v\right) \leq X_{A}\left(s_{o u t}^{B} ; t, x, \tilde{v}\right)
$$

which implies that $X_{A}\left(s_{\text {out }}^{B} ; t, x, \tilde{v}\right)=1$ and $s_{\text {out }}^{A} \leq s_{\text {out }}^{B}$ or $s_{o u t}^{A}=s_{\text {out }}^{B}$. As before we obtain a contradiction because $X_{A}\left(s_{o u t}^{A} ; t, x, \tilde{v}\right)=0$ and $X_{A}\left(s_{o u t}^{B} ; t, x, \tilde{v}\right)=1$. Finally, we have proved that the supposition $v_{A}^{0}-v_{B}^{0}>m$ is false and thus $v_{A}^{0}-v_{B}^{0} \leq m$. By changing $A$ to $B$ we obtain also that $v_{B}^{0}-v_{A}^{0} \leq m$ or $\left|v_{A}^{0}-v_{B}^{0}\right| \leq m$. The same arguments apply for the critical velocities $v_{A}^{1}, v_{B}^{1}$.

We end this section with some usual calculations concerning the continuity of the characteristics with respect to the field.

Proposition 4.9. Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ and consider $(t, x, v) \in\left\{\left[0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right\} \cup\{ ] 0, T\left[\times \Sigma^{-}\right\}\right.\right.$. Then for $s \in\left[s_{\text {in }}^{A}(t, x, v), s_{o u t}^{A}(t, x, v)\right] \cap$ $\left[s_{\text {in }}^{B}(t, x, v), s_{\text {out }}^{B}(t, x, v)\right]$ we have

$$
\begin{aligned}
& \left|X_{A}(s ; t, x, v)-X_{B}(s ; t, x, v)\right|+\left|V_{A}(s ; t, x, v)-V_{B}(s ; t, x, v)\right| \\
& \quad \leq\left|\int_{t}^{s}\|A(\tau)-B(\tau)\|_{L^{\infty}(] 0,1[)} d \tau\right| \cdot \exp \left(\left|\int_{t}^{s}\left(1+\left\|\partial_{x} B(\tau)\right\|_{L^{\infty}(] 0,1[)}\right) d \tau\right|\right)
\end{aligned}
$$

5. Existence and uniqueness of the mild solution. In this section we intend to prove the existence and the uniqueness of the mild solution for the VlasovPoisson initial-boundary value problem in one dimension by using the iterated approximations method. We consider the application $\mathcal{F}$ defined for a regular electric field $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ as follows:

$$
\begin{equation*}
E \rightarrow f_{E} \rightarrow \rho_{E}=\int_{\mathbb{R}_{v}} f_{E}(t, x, v) d v \rightarrow E_{1}=\mathcal{F}(E) \tag{5.1}
\end{equation*}
$$

where $f_{E}$ is the mild solution of the Vlasov problem associated with the field $E$ and $E_{1}$ is the Poisson electric field corresponding to the charge density $\rho_{E}$. Before analyzing the application $\mathcal{F}$ let us introduce some notation. If $u:[0,+\infty[\rightarrow[0,+\infty[$ is a bounded nonincreasing real function and $R>0$, we denote by $u^{R}:[-R,+\infty[\rightarrow$ $\left[0,+\infty\left[\right.\right.$ the function given by $u^{R}(t)=u(0)$ if $-R \leq t \leq R$ and $u^{R}(t)=u(t-R)$ if $t>R$. If we assume that $u$ belongs to $L^{1}\left(\mathbb{R}^{+}\right)$, and therefore,

$$
\left\|u^{R}\right\|_{L^{1}(-R,+\infty)}=2 R\|u\|_{L^{\infty}\left(\mathbb{R}^{+}\right)}+\|u\|_{L^{1}\left(\mathbb{R}^{+}\right)}
$$

5.1. Estimate of $\mathcal{F}$. We assume that the initial-boundary conditions verify the following hypothesis denoted by $(H)$ : there are $n_{0}, h_{0}, h_{1}:[0,+\infty[\rightarrow[0,+\infty[$ bounded, nonincreasing functions such that

$$
\begin{aligned}
f_{0}(x, v) & \left.\leq n_{0}(|v|), \quad(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v},\right. \\
(H) \quad g_{0}(t, v) & \left.\leq h_{0}(v), \quad(t, v) \in\right] 0, T\left[\times \mathbb{R}_{v}^{+},\right. \\
g_{1}(t, v) & \left.\leq h_{1}(-v), \quad(t, v) \in\right] 0, T\left[\times \mathbb{R}_{v}^{-},\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(H_{0}\right) M_{0}:=\int_{\mathbb{R}_{v}} n_{0}(|v|) d v+\int_{v>0} h_{0}(v) d v+\int_{v<0} h_{1}(-v) d v<+\infty \\
& \left(H_{\infty}\right) M_{\infty}:=\max \left\{\left\|n_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)},\left\|h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)},\left\|h_{1}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}\right\}<+\infty
\end{aligned}
$$

Under the previous hypothesis we can prove the following proposition.
Proposition 5.1. Assume that $f_{0}, g_{0}, g_{1}$ satisfy the hypotheses $(H),\left(H_{0}\right),\left(H_{\infty}\right)$ and $U_{0}-U_{1} \in L^{\infty}(] 0, T[)$. Then for every $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ we have $f_{E} \in L^{\infty}(] 0, T\left[; L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)\right), \rho_{E} \in L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right) \cap L^{\infty}(] 0, T[\times] 0,1[), \mathcal{F} E \in$ $L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$. Moreover, the following estimates hold:

$$
\begin{aligned}
\left\|f_{E}\right\|_{L^{\infty}(] 0, t\left[; L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)\right)}= & \left\|\rho_{E}\right\|_{L^{\infty}(] 0, t\left[; L^{1}(] 0,1[)\right)} \\
\leq & 6 \cdot M_{\infty} \int_{0}^{t}\|E(\tau)\|_{L^{\infty}(] 0,1[)} d \tau+M_{0} \\
\left\|\rho_{E}\right\|_{L^{\infty}(] 0, t[\times] 0,1[)}= & \left\|\partial_{x} \mathcal{F} E\right\|_{L^{\infty}(] 0, t[\times] 0,1[)} \\
\leq & 6 \cdot M_{\infty} \int_{0}^{t}\|E(\tau)\|_{L^{\infty}(] 0,1[)} d \tau+M_{0} \\
\|\mathcal{F} E\|_{L^{\infty}(] 0, t\left[; W^{1, \infty}(] 0,1[)\right) \leq} & 12 \cdot M_{\infty} \int_{0}^{t}\|E(s)\|_{L^{\infty}(] 0,1[)} d s \\
& +2 M_{0}+\left\|U_{0}-U_{1}\right\|_{L^{\infty}(] 0, t[)} \\
\lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}} f_{E}(t, x, v) d v= & 0 \text { uniformly with respect to }(t, x) \in] 0, T[\times] 0,1[
\end{aligned}
$$

and the mild formulation of the Vlasov problem holds for test functions $\psi \in L^{\infty}$ (] $0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)$.

Proof. By Remark 2.3 we have

$$
\begin{aligned}
\rho_{E}(t, x)= & \int_{\mathbb{R}_{v}} f_{E}(t, x, v) d v=\int_{\mathbb{R}_{v}} f_{0}(X(0 ; t, x, v), V(0 ; t, x, v)) \mathbf{1}_{\left\{s_{i n}(t, x, v)=0\right\}} d v \\
& +\sum_{k=0}^{1} \int_{\mathbb{R}_{v}} g_{k}\left(s_{i n}(t, x, v), V\left(s_{i n}(t, x, v) ; t, x, v\right)\right) \mathbf{1}_{\left\{s_{i n}(t, x, v)>0\right\}} \\
& \times \mathbf{1}_{\left\{X\left(s_{i n}(t, x, v) ; t, x, v\right)=k\right\}} d v \\
= & \mathcal{I}^{i}+\mathcal{I}^{0}+\mathcal{I}^{1} .
\end{aligned}
$$

Let us estimate the first integral $\mathcal{I}^{i}$. For this, we consider $R=\int_{0}^{t}\|E(\tau)\|_{L^{\infty}\left({ }_{(10,1])}\right.} d \tau$ and remark that $|V(0 ; t, x, v)| \geq|v|-R$, which implies that $n_{0}(|V(0 ; t, x, v)|) \leq$ $n_{0}^{R}(|v|)$. By using the hypothesis $(H)$, we find

$$
\begin{aligned}
\mathcal{I}^{i} & \leq \int_{\mathbb{R}_{v}} n_{0}(|V(0 ; t, x, v)|) 1_{\left\{s_{i n}(t, x, v)=0\right\}} d v \\
& \leq \int_{\mathbb{R}_{v}} n_{0}^{R}(|v|) d v=2 R\left\|n_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+2 \cdot\left\|n_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}
\end{aligned}
$$

In the same way, by writing $v \geq V\left(s_{i n}(t, x, v) ; t, x, v\right)-R \geq-R$ when $X\left(s_{i n}(t, x, v)\right.$; $t, x, v)=0$ and $v \leq V\left(s_{i n}(t, x, v) ; t, x, v\right)+R \leq R$ when $X\left(s_{i n}(t, x, v) ; t, x, v\right)=1$, one gets

$$
\begin{aligned}
\mathcal{I}^{0}+\mathcal{I}^{1} & \leq \int_{v>-R} h_{0}^{R}(v) d v+\int_{v<R} h_{1}^{R}(-v) d v \\
& \leq 2 \cdot R \cdot\left(\left\|h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+\left\|h_{1}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}\right)+\left\|h_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}+\left\|h_{1}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}
\end{aligned}
$$

Finally, we deduce that

$$
\left.\rho_{E}(t, x) \leq 6 \cdot M_{\infty} \int_{0}^{t}\|E(\tau)\|_{L^{\infty}(] 0,1[)} d \tau+M_{0},(t, x) \in\right] 0, T[\times] 0,1[
$$

and therefore

$$
\begin{aligned}
|\mathcal{F} E(t, x)| & =\left|\int_{0}^{x} \rho_{E}(t, y) d y-\int_{0}^{1}(1-y) \rho_{E}(t, y) d y-U_{1}(t)+U_{0}(t)\right| \\
& \leq\left\|\rho_{E}\right\|_{L^{\infty}(] 0, t\left[; L^{1}(] 0,1[)\right)}+\left\|U_{0}-U_{1}\right\|_{\left.L^{\infty}\right] 0, t[ }
\end{aligned}
$$

We remark that in order to estimate the charge outside a ball of radius $R_{1}$, we can write, for example,

$$
\begin{aligned}
\mathcal{I}_{R_{1}}^{i} & =\int_{|v|>R_{1}} f_{0}(X(0 ; t, x, v), V(0 ; t, x, v)) \mathbf{1}_{\left\{s_{\text {in }}(t, x, v)=0\right\}} d v \\
& \leq \int_{|v|>R_{1}} n_{0}^{R}(|v|) d v=\int_{|v|>R_{1}-R} n_{0}(|v|) d v
\end{aligned}
$$

for $R_{1}>R$. Finally, one gets that

$$
\int_{|v|>R_{1}} f_{E}(t, x, v) d v \leq \int_{|v|>R_{1}-R} n_{0}(|v|) d v+\int_{v>R_{1}-R} h_{0}(v) d v+\int_{v<-R_{1}+R} h_{1}(-v) d v \rightarrow 0
$$

as $R_{1} \rightarrow+\infty$ uniformly with respect to $\left.(t, x) \in\right] 0, T[\times] 0,1[$. Consider now $\psi \in$ $L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)$ and $\psi_{R_{1}}=\chi_{R_{1}}(v) \psi(t, x, v)$, where $\chi_{R_{1}}(\cdot)=\chi\left(\cdot / R_{1}\right)$ and $\chi \in$ $C_{c}^{1}(\mathbb{R}), \chi(u)=1,|u| \leq 1, \chi(u)=0,|u| \geq 2,0 \leq \chi(u) \leq 1,1 \leq|u| \leq 2$. Obviously, $\psi_{R_{1}} \in \mathcal{T}_{m}$, and thus

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E}(t, x, v) \psi_{R_{1}}(t, x, v) d t d x d v \\
&= \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \int_{0}^{s_{\text {out }}(0, x, v)} \psi_{R_{1}}(s, X(s ; 0, x, v), V(s ; 0, x, v)) d s d x d v \\
& \quad+\int_{0}^{T} \int_{v>0} v g_{0}(t, v) \int_{t}^{s_{\text {out }}(t, 0, v)} \psi_{R_{1}}(s, X(s ; t, 0, v), V(s ; t, 0, v)) d s d t d v \\
& \quad-\int_{0}^{T} \int_{v<0} v g_{1}(t, v) \int_{t}^{s_{\text {out }}(t, 1, v)} \psi_{R_{1}}(s, X(s ; t, 1, v), V(s ; t, 1, v)) d s d t d v .
\end{aligned}
$$

We have

$$
\begin{aligned}
\left|\int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E} \psi_{R_{1}} d t d x d v-\int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E} \psi d t d x d v\right| \leq & \int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E}\left(1-\chi_{R_{1}}(v)\right)|\psi| d t d x d v \\
\leq & \|\psi\|_{L^{\infty}} \int_{0}^{T} \int_{0}^{1} \int_{|v|>R_{1}} f_{E} d t d x d v \rightarrow 0 \\
& \text { as } R_{1} \rightarrow+\infty .
\end{aligned}
$$

In order to apply the dominated convergence theorem of Lebesgue, observe that

$$
\left|f_{0}(x, v) \int_{0}^{s_{o u t}^{i}} \psi_{R_{1}}\left(s, X^{i}(s), V^{i}(s)\right) d s\right| \leq f_{0}(x, v)\|\psi\|_{L^{\infty}} T \in L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)
$$

Note also that for $R=\|E\|_{L^{1}\left(j 0, T\left[; L^{\infty}(00,1]\right)\right)}$ we have

$$
\begin{aligned}
\left|v g_{0}(t, v) \int_{t}^{s_{o u t}^{o}} \psi_{R_{1}}\left(s, X^{0}(s), V^{0}(s)\right) d s\right| \leq & 2 R g_{0}(t, v) T\|\psi\|_{L^{\infty}} \mathbf{1}_{\{0<v \leq 2 R\}} \\
& +v g_{0}(t, v)\|\psi\|_{L^{\infty}} \frac{1}{v-R} \mathbf{1}_{\{v>2 R\}} \\
\leq & 2 R T\|\psi\|_{L^{\infty}} g_{0}(t, v) \mathbf{1}_{\{0<v \leq 2 R\}} \\
& +2\|\psi\|_{L^{\infty}} g_{0}(t, v) \mathbf{1}_{\{v>2 R\}} \in L^{1}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)
\end{aligned}
$$

since $V^{0}(s) \geq v-R$ and $s_{\text {out }}^{0}-t \leq \frac{1}{v-R}$ for $v>R$. The same arguments apply for the right boundary term. Finally, by passing $R_{1} \rightarrow+\infty$ we deduce that the mild formulation holds for every $\psi \in L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)$.

Remark 5.2. Consider $x(t)=\left(M_{0}+\left\|U_{0}-U_{1}\right\|_{L^{\infty}(j 0, T \mid}\right) \exp \left(6 \cdot M_{\infty} t\right)$ and

$$
X_{T}=\left\{E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right) \mid\|E\|_{L^{\infty}(0, t[[\times] 0,1])} \leq x(t) \forall 0 \leq t \leq T\right\} .
$$

Then $\mathcal{F} X_{T} \subset X_{T}$ and

$$
\|\mathcal{F} E\|_{L^{\infty}\left(j 0, T ; W^{1, \infty}(j 0,1 D)\right.} \leq 2 \cdot x(T)-\left\|U_{0}-U_{1}\right\|_{L^{\infty}(j 0, T \mid)}
$$

5.2. Estimate of $\mathcal{F}-\mathcal{F}$. The aim of this section is to estimate the $L^{\infty}$ norm of $\mathcal{F} A-\mathcal{F} B$ with respect to the $L^{\infty}$ norm of $A-B$. First, we perform our computations by introducing the current density $j_{E}(t, x):=\int_{\mathbb{R}_{v}} v f_{E}(t, x, v) d v$. This requires an additional hypothesis on the initial-boundary conditions. For the moment we assume also that

$$
\left(H_{1}\right) \quad M_{1}:=\int_{\mathbb{R}_{v}} n_{0}(|v|)|v| d v+\int_{v>0} h_{0}(v) v d v-\int_{v<0} h_{1}(-v) v d v<+\infty .
$$

Later on we shall see that this hypothesis can be removed.
Proposition 5.3. Assume that $f_{0}, g_{0}, g_{1}$ satisfy $(H),\left(H_{1}\right),\left(H_{\infty}\right)$ and $U_{0}-$ $U_{1} \in L^{\infty}(] 0, T[)$. Then for every $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right) f_{E}|v| \in L^{\infty}(] 0, T\left[; L^{1}\right.$ (] $\left.0,1\left[\times \mathbb{R}_{v}\right)\right),\left|j_{E}\right|(t, x):=\int_{\mathbb{R}_{v}} f_{E}(t, x, v)|v| d v \in L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right) \cap L^{\infty}(] 0, T[\times] 0,1[)$, $\mathcal{F} E+U_{1}-U_{0} \in W^{1, \infty}(] 0, T[\times] 0,1[)$. Moreover, the following estimates hold:

$$
\begin{array}{r}
\max \left\{\left\|\left|j_{E}\right|\right\|_{\left.L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right),\left\|\left|j_{E}\right|\right\|_{L^{\infty}(] 0, T[\times] 0,1[)}\right\} \leq} 3 \cdot M_{\infty}\left(\int_{0}^{t}\|E(s)\|_{L^{\infty}(] 0,1[)} d s\right)^{2}\right. \\
+M_{0} \int_{0}^{t}\|E(s)\|_{L^{\infty}(] 0,1[)} d s+M_{1}, \\
\left.\partial_{t}\left\{\mathcal{F} E+U_{1}-U_{0}\right\}=-j_{E}(t, x)+\int_{0}^{1} j_{E}(t, y) d y,(t, x) \in\right] 0, T[\times] 0,1[ \\
\left.\lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}}|v| f_{E}(t, x, v) d v=0 \quad \text { uniformly with respect to }(t, x) \in\right] 0, T[\times] 0,1[
\end{array}
$$

and the mild formulation of the Vlasov problem holds for every function $\psi$ such that $|\psi(t, x, v)| \leq C(1+|v|)$.

Proof. Exactly as before, we have

$$
\begin{aligned}
\left|j_{E}\right|(t, x)= & \int_{\mathbb{R}_{v}}|v| f_{E}(t, x, v) d v=\int_{\mathbb{R}_{v}}|v| f_{0}(X(0 ; t, x, v), V(0 ; t, x, v)) \mathbf{1}_{\left\{s_{i n}(t, x, v)=0\right\}} \\
& +\sum_{k=0}^{1} \int_{\mathbb{R}_{v}}|v| g_{k}\left(s_{i n}(t, x, v), V\left(s_{i n}(t, x, v) ; t, x, v\right)\right) \mathbf{1}_{\left\{s_{i n}(t, x, v)>0\right\}} \\
& \times \mathbf{1}_{\left\{X\left(s_{i n}(t, x, v) ; t, x, v\right)=k\right\}} d v \\
= & \mathcal{J}^{i}+\mathcal{J}^{0}+\mathcal{J}^{1} .
\end{aligned}
$$

Consider $R=\int_{0}^{t}\|E(s)\|_{L^{\infty}(] 0,1[)} d s$ and thus $|V(0 ; t, x, v)| \geq|v|-R$, which implies that

$$
\mathcal{J}^{i} \leq \int_{\mathbb{R}_{v}}|v| n_{0}^{R}(|v|) d v=R^{2} n_{0}(0)+\int_{\mathbb{R}_{v}}|v| n_{0}(|v|) d v+R \int_{\mathbb{R}_{v}} n_{0}(|v|) d v
$$

The terms $\mathcal{J}^{k}, k \in\{0,1\}$ can be estimated in the same manner and, finally, one gets

$$
\left.\left|j_{E}\right|(t, x) \leq 3 \cdot R^{2} M_{\infty}+R M_{0}+M_{1}, \quad(t, x) \in\right] 0, T[\times] 0,1[.
$$

By performing the same computations on $\mathbb{R}_{v}-B_{R_{1}}$, we get that $\lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}}|v| f_{E}$ $d v=0$ uniformly with respect to $(t, x) \in] 0, T[\times] 0,1[$. In order to check that the mild
formulation holds $\forall \psi$ such that $|\psi(t, x, v)| \leq C(1+|v|)$, consider $\psi_{R_{1}}=\chi_{R_{1}}(v) \psi \in \mathcal{T}_{m}$. This time we have

$$
\begin{aligned}
\left|\int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E} \psi_{R_{1}} d t d x d v-\int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E} \psi d t d x d v\right| \leq & \int_{0}^{T} \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{E}\left(1-\chi_{R_{1}}(v)\right)|\psi(t, x, v)| d t d x d v \\
\leq & \int_{0}^{T} \int_{0}^{1} \int_{|v|>R_{1}} f_{E} \cdot C(1+|v|) d t d x d v \rightarrow 0 \\
& \text { as } R_{1} \rightarrow+\infty
\end{aligned}
$$

In order to pass to the limit in the other terms of the mild formulation for the test function $\psi_{R_{1}}$, take $R=\|E\|_{L^{1}(] 0, T\left[; L^{\infty}(] 0,1[)\right)}$ and note that

$$
\begin{aligned}
&\left|f_{0}(x, v) \int_{0}^{s_{o u t}^{i}} \psi_{R_{1}}\left(s, X^{i}(s), V^{i}(s)\right) d s\right| \leq f_{0}(x, v) \cdot T \cdot C(1+|v|+R) \in L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right) \\
&\left|v g_{k}(t, v) \int_{t}^{s_{o u t}^{k}} \psi_{R_{1}}\left(s, X^{k}(s), V^{k}(s)\right) d s\right| \leq 2 R g_{k}(t, v) \cdot T \cdot C(1+|v|+R) \mathbf{1}_{\{|v| \leq 2 R\}} \\
&+|v| g_{k}(t, v) \frac{C(1+|v|+R)}{|v|-R} \mathbf{1}_{\{|v|>2 R\}} \\
& \leq 2 R \cdot T \cdot C \cdot g_{k}(t, v)(1+|v|+R) \mathbf{1}_{\{|v| \leq 2 R\}} \\
&+C\left(3+\frac{1}{R}\right)|v| g_{k}(t, v) \mathbf{1}_{\{|v|>2 R\}} \\
& \in L^{1}(] 0, T\left[\times \mathbb{R}_{v}^{ \pm}\right)
\end{aligned}
$$

By passing to the limit in the mild formulation for $R_{1} \rightarrow+\infty$ and using the dominated convergence theorem, our conclusion follows. Let us compute now the time derivative of $\mathcal{F} E+U_{1}-U_{0}$. First of all, by using the mild formulation with the test function $\psi(t, x, v)=\partial_{t} \varphi+v \partial_{x} \varphi, \varphi \in C_{c}^{1}(] 0, T[\times] 0,1[)$ (note that $|\psi(t, x, v)| \leq C(1+|v|)$ ) we deduce the continuity equation $\partial_{t} \rho_{E}+\partial_{x} j_{E}=0$ in $\mathcal{D}^{\prime}(] 0, T[\times] 0,1[)$. By direct computation, the continuity equation implies that

$$
\partial_{t}\left\{\mathcal{F} E+U_{1}-U_{0}\right\}=-j_{E}(t, x)+\int_{0}^{1} j_{E}(t, y) d y \in L^{\infty}(] 0, T[\times] 0,1[)
$$

Obviously $\partial_{x}\left\{\mathcal{F} E+U_{1}-U_{0}\right\}=\rho_{E} \in L^{\infty}(] 0, T[\times] 0,1[)$ and thus we obtain that $\mathcal{F} E+U_{1}-U_{0} \in W^{1, \infty}(] 0, T[\times] 0,1[)$.

Remark 5.4. We have

$$
\begin{aligned}
\mathcal{F} E(t, x)+U_{1}(t)-U_{0}(t)= & -\int_{0}^{t} j_{E}(s, x) d s+\int_{0}^{t} \int_{0}^{1} j_{E}(s, y) d s d y+\mathcal{F} E(0, x) \\
& +U_{1}(0)-U_{0}(0) \\
= & -\int_{0}^{t} j_{E}(s, x) d s+\int_{0}^{t} \int_{0}^{1} j_{E}(s, y) d s d y \\
& +\int_{0}^{x} \int_{\mathbb{R}_{v}} f_{0}(y, v) d y d v-\int_{0}^{1} \int_{\mathbb{R}_{v}}(1-y) f_{0}(y, v) d y d v
\end{aligned}
$$

By using the formula given above we can estimate $\mathcal{F} A-\mathcal{F} B$. This will be done in the following two propositions. One of the key points is the critical velocity change result (see Lemma 4.8).

Proposition 5.5. Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ are nondecreasing with respect to $x$ and the hypotheses $(H),\left(H_{1}\right),\left(H_{\infty}\right)$ hold. Then for $0 \leq t \leq T$ we have

$$
\left\|\int_{0}^{t} j_{A}(s, \cdot) d s-\int_{0}^{t} j_{B}(s, \cdot) d s\right\|_{L^{\infty}(] 0,1[)} \leq C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

where $C$ is a constant depending only on $\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)},\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}$, $T$ and the initial-boundary conditions.

Proof. Consider $\varphi \in L^{1}(] 0,1[)$ bounded and let us estimate $\int_{0}^{1} \int_{0}^{t}\left(j_{A}(s, x)-\right.$ $\left.j_{B}(s, x)\right) \varphi(x) d x d s$. By applying the mild formulation with $\psi(t, x, v)=\varphi(x) v$ (which is possible since $\left.|\psi(t, x, v)| \leq\|\varphi\|_{L^{\infty}}|v|\right)$ we have

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{t}\left(j_{A}(s, x)-j_{B}(s, x)\right) \varphi(x) d x d s \\
&= \int_{0}^{t} \int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{A}(s, x, v)-f_{B}(s, x, v)\right) v \varphi(x) d s d x d v \\
&= \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left[\int_{0}^{s_{A}^{i}} V_{A}^{i}(\tau) \varphi\left(X_{A}^{i}(\tau)\right) d \tau-\int_{0}^{s_{B}^{i}} V_{B}^{i}(\tau) \varphi\left(X_{B}^{i}(\tau)\right) d \tau\right] d x d v \\
&+\int_{0}^{t} \int_{v>0} v g_{0}(s, v)\left[\int_{s}^{s_{A}^{0}} V_{A}^{0}(\tau) \varphi\left(X_{A}^{0}(\tau)\right) d \tau-\int_{s}^{s_{B}^{0}} V_{B}^{0}(\tau) \varphi\left(X_{B}^{0}(\tau)\right) d \tau\right] d s d v \\
&-\int_{0}^{t} \int_{v<0} v g_{1}(s, v)\left[\int_{s}^{s_{A}^{1}} V_{A}^{1}(\tau) \varphi\left(X_{A}^{1}(\tau)\right) d \tau-\int_{s}^{s_{B}^{1}} V_{B}^{1}(\tau) \varphi\left(X_{B}^{1}(\tau)\right) d \tau\right] d s d v \\
&= \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left[\int_{x}^{X_{A}^{i}\left(s_{A}^{i}\right)} \varphi(u) d u-\int_{x}^{X_{B}^{i}\left(s_{B}^{i}\right)} \varphi(u) d u\right] d x d v \\
&+\int_{0}^{t} \int_{v>0} v g_{0}(s, v)\left[\int_{0}^{X_{A}^{0}\left(s_{A}^{0}\right)} \varphi(u) d u-\int_{0}^{X_{B}^{0}\left(s_{B}^{0}\right)} \varphi(u) d u\right] d s d v \\
&-\int_{0}^{t} \int_{v<0} v g_{1}(s, v)\left[\int_{1}^{X_{A}^{1}\left(s_{A}^{1}\right)} \varphi(u) d u-\int_{1}^{X_{B}^{1}\left(s_{B}^{1}\right)} \varphi(u) d u\right] d s d v \\
&= \mathcal{I}_{A B}^{i}+\mathcal{I}_{A B}^{0}+\mathcal{I}_{A B}^{1} .
\end{aligned}
$$

We introduce the notation $\Phi_{C}^{i}=\int_{x}^{X_{C}^{i}\left(s_{C}^{i}\right)} \varphi(u) d u, \Phi_{C}^{k}=\int_{k}^{X_{C}^{k}\left(s_{C}^{k}\right)} \varphi(u) d u, k \in\{0,1\}$, $C \in\{A, B\}$. Here $s_{C}^{i}, s_{C}^{k}$ represent the exit times associated with the domain $] 0, t[\times$ $] 0,1\left[\times \mathbb{R}_{v}\right.$, with $k \in\{0,1\}, C \in\{A, B\}$. The term $\mathcal{I}_{A B}^{i}$ is written

$$
\begin{aligned}
\mathcal{I}_{A B}^{i}= & \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left[\Phi_{A}^{i} \mathbf{1}_{\left\{v<v_{A}^{0}\right\}}-\Phi_{B}^{i} \mathbf{1}_{\left\{v<v_{B}^{0}\right\}}\right] d x d v \\
& +\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left[\Phi_{A}^{i} \mathbf{1}_{\left\{v_{A}^{0}<v<v_{A}^{1}\right\}}-\Phi_{B}^{i} \mathbf{1}_{\left\{v_{B}^{0}<v<v_{B}^{1}\right\}}\right] d x d v \\
& +\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left[\Phi_{A}^{i} \mathbf{1}_{\left\{v>v_{A}^{1}\right\}}-\Phi_{B}^{i} \mathbf{1}_{\left\{v>v_{B}^{1}\right\}}\right] d x d v \\
= & \mathcal{I}_{0}^{i}+\mathcal{I}_{t}^{i}+\mathcal{I}_{1}^{i}
\end{aligned}
$$

where $v_{C}^{k}=v_{C}^{k}(t ; 0, x)$ are the critical velocities corresponding to the domain $] 0, t[\times] 0,1[$, the point $(0, x)$, and the field $C$, with $k=0,1, C=A, B$. The first and third integrals are easy to estimate since for $v<v_{A}^{0}$ we have $X_{A}^{i}\left(s_{A}^{i}\right)=0$ and thus $\Phi_{A}^{i}=\int_{x}^{0} \varphi(u) d u$; for $v>v_{A}^{1}$ we have $X_{A}^{i}\left(s_{A}^{i}\right)=1$ and $\Phi_{A}^{i}=\int_{x}^{1} \varphi(u) d u$. By using the critical velocity change, we obtain

$$
\begin{aligned}
\left|\mathcal{I}_{0}^{i}\right| & \leq\|\varphi\|_{L^{1}(] 0,1[)}\left\|f_{0}\right\|_{L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)} \int_{0}^{1}\left|v_{A}^{0}(t ; 0, x)-v_{B}^{0}(t ; 0, x)\right| d x \\
& \leq\|\varphi\|_{L^{1}(] 0,1[)}\left\|f_{0}\right\|_{L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)} \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
\end{aligned}
$$

and also

$$
\left|\mathcal{I}_{1}^{i}\right| \leq\|\varphi\|_{L^{1}(] 0,1[)}\left\|f_{0}\right\|_{L^{\infty}(] 0, T[\times] 0,1\left[\times \mathbb{R}_{v}\right)} \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

Let us estimate now the second integral $\mathcal{I}_{t}^{i}$. We remark that when $v_{A}^{0}<v<v_{A}^{1}$ we have $s_{o u t}^{A}(0, x, v)=t$ and thus $\Phi_{A}^{i}=\int_{x}^{X_{A}(t)} \varphi(u) d u$. Similarly, $\Phi_{B}^{i}=\int_{x}^{X_{B}(t)} \varphi(u) d u$ when $v_{B}^{0}<v<v_{B}^{1}$. We can write

$$
\begin{aligned}
\left|\mathcal{I}_{t}^{i}\right| & \leq\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \Phi_{A}^{i} \mathbf{1}_{\left\{v_{A}^{0}<v<\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right\}} d x d v\right| \\
& +\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \Phi_{A}^{i} \mathbf{1}_{\left\{\min \left\{v_{A}^{1}, v_{B}^{1}\right\}<v<v_{A}^{1}\right\}} d x d v\right| \\
& +\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \Phi_{B}^{i} \mathbf{1}_{\left\{v_{B}^{0}<v<\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right\}} d x d v\right| \\
& +\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \Phi_{B}^{i} \mathbf{1}_{\left\{\min \left\{v_{A}^{1}, v_{B}^{1}\right\}<v<v_{B}^{1}\right\}} d x d v\right| \\
& +\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left(\Phi_{A}^{i}-\Phi_{B}^{i}\right) \mathbf{1}_{\left\{\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right\}} d x d v\right|
\end{aligned}
$$

By using Lemma 4.8 we deduce

$$
\max \left\{\left|v_{A}^{0}-\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right|,\left|v_{B}^{0}-\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right|\right\} \leq \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

and

$$
\max \left\{\left|v_{A}^{1}-\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right|,\left|v_{B}^{1}-\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right|\right\} \leq \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

The first four terms can be estimated by $4 \cdot\|\varphi\|_{L^{1}}\left\|f_{0}\right\|_{L^{\infty}} \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s$. When $\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}$ we have

$$
\begin{aligned}
\left|\Phi_{A}^{i}-\Phi_{B}^{i}\right| & =\left|\int_{X_{B}(t)}^{X_{A}(t)} \varphi(u) d u\right| \\
& \leq \int_{0}^{1}|\varphi(u)| \mathbf{1}_{\left\{\left|u-X_{A}(t)\right| \leq\left|X_{A}(t)-X_{B}(t)\right|\right\}} d u .
\end{aligned}
$$

Therefore, by using Proposition 4.9, we write the last term of $\mathcal{I}_{t}^{i}$ as

$$
\begin{align*}
\left|\mathcal{I}_{5}\right| & =\left|\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v)\left(\Phi_{A}^{i}-\Phi_{B}^{i}\right) \mathbf{1}_{\left\{\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right\}} d x d v\right| \\
& \leq \int_{0}^{1}|\varphi(u)| \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}(x, v) \mathbf{1}_{\left\{v_{A}^{0}<v<v_{A}^{1}\right\}} \mathbf{1}_{\left\{\left|u-X_{A}(t)\right| \leq C \int_{0}^{t}\|A(s)-B(s)\|_{L} \infty d s\right\}} d x d v d u \tag{5.2}
\end{align*}
$$

where $C=\exp \left(\int_{0}^{t}\left(1+\left\|\partial_{x} B(s)\right\|_{L^{\infty}(] 0,1[)}\right) d s\right)$. By the change of variables $y=X_{A}$ $(t ; 0, x, v), w=V_{A}(t ; 0, x, v)$ on $\{(x, v) \in] 0,1\left[\times \mathbb{R}_{v}: v_{A}^{0}(t ; 0, x)<v<v_{A}^{1}(t ; 0, x)\right\}$, one gets

$$
\begin{aligned}
\left|\mathcal{I}_{5}\right| & \leq \int_{0}^{1}|\varphi(u)| \int_{0}^{1} \int_{\mathbb{R}_{w}} f_{0}\left(X_{A}(0 ; t, y, w), V_{A}(0 ; t, y, w)\right) 1_{\left\{|u-y| \leq C \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty} d d}\right\}} d y d w d u \\
& \leq \int_{0}^{1}|\varphi(u)| \int_{0}^{1} \int_{\mathbb{R}_{w}} n_{0}^{R}(|w|) \mathbf{1}_{\left\{|u-y| \leq C \int_{0}^{t}\|A(s)-B(s)\|_{\left.L^{\infty} d s\right\}}\right.} d y d w d u \\
& \leq 2 \cdot C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s\left(2 \cdot R \cdot\left\|n_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+2 \cdot\left\|n_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}\right)\|\varphi\|_{\left.\left.L^{1}(] 0,1\right]\right)}
\end{aligned}
$$

where as usual $R=\int_{0}^{t}\|A(s)\|_{L^{\infty}(] 0,1[)} d s$. Finally, we proved that

$$
\begin{aligned}
\left|\mathcal{I}_{A B}^{i}\right| \leq & \left\{6\left\|f_{0}\right\|_{L^{\infty}}+4 C\left(\int_{0}^{t}\|A(s)\|_{L^{\infty}} d s\left\|n_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+\left\|n_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}\right)\right\} \\
& \times \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s \cdot\|\varphi\|_{L^{1}} \\
\leq & C^{i} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

Let us analyze the term $\mathcal{I}_{A B}^{0}$. As before, we have

$$
\begin{aligned}
\mathcal{I}_{A B}^{0}= & \int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v)\left[\Phi_{A}^{0} \mathbf{1}_{\left\{0<v<v_{A}^{0}\right\}}-\Phi_{B}^{0} \mathbf{1}_{\left\{0<v<v_{B}^{0}\right\}}\right] d s d v \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v)\left[\Phi_{A}^{0} \mathbf{1}_{\left\{v_{A}^{0}<v<v_{A}^{1}\right\}}-\Phi_{B}^{0} \mathbf{1}_{\left\{v_{B}^{0}<v<v_{B}^{1}\right\}}\right] d s d v \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v)\left[\Phi_{A}^{0} \mathbf{1}_{\left\{v>v_{A}^{1}\right\}}-\Phi_{B}^{0} \mathbf{1}_{\left\{v>v_{B}^{1}\right\}}\right] d s d v \\
= & \mathcal{I}_{0}^{0}+\mathcal{I}_{t}^{0}+\mathcal{I}_{1}^{0}
\end{aligned}
$$

Taking into account that for $0<v<v_{C}^{0}(t ; s, 0)$ we have $X_{C}^{0}\left(s_{o u t, C}^{0}\right)=0$, we deduce that $\Phi_{C}^{0}=0$ for $C=A, B$ and thus $\mathcal{I}_{0}^{0}=0$. By the other hand, for $v>v_{C}^{1}$ we have $X_{C}^{0}\left(s_{o u t, C}^{0}\right)=1$ and thus $\Phi_{C}^{0}=\int_{0}^{1} \varphi(u) d u$ for $C=A, B$. One gets
$\left|\mathcal{I}_{1}^{0}\right| \leq\left|\int_{0}^{t} \int_{v_{A}^{1}}^{v_{B}^{1}} v g_{0}(s, v) \int_{0}^{1} \varphi(u) d s d v d u\right| \leq t \cdot\left\|v g_{0}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)}\left|v_{A}^{1}-v_{B}^{1}\right| \cdot\|\varphi\|_{L^{1}(] 0,1[)}$.
By applying Lemma 4.8 we have

$$
\left|v_{A}^{1}(t ; s, 0)-v_{B}^{1}(t ; s, 0)\right| \leq \int_{s}^{t}\|A(\tau)-B(\tau)\|_{L^{\infty}(] 0,1[)} d \tau
$$

and therefore

$$
\left|\mathcal{I}_{1}^{0}\right| \leq t \cdot\left\|v g_{0}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)} \cdot\|\varphi\|_{L^{1}(] 0,1[)} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

The term $\mathcal{I}_{t}^{0}$ is written

$$
\begin{aligned}
\left|\mathcal{I}_{t}^{0}\right| \leq & \left|\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v) \Phi_{A}^{0} \mathbf{1}_{\left\{v_{A}^{0}<v<\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right\}} d s d v\right| \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v) \Phi_{A}^{0} \mathbf{1}_{\left\{\min \left\{v_{A}^{1}, v_{B}^{1}\right\}<v<v_{A}^{1}\right\}} d s d v\right| \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v) \Phi_{B}^{0} \mathbf{1}_{\left\{v_{B}^{0}<v<\max \left\{v_{A}^{0}, v_{B}^{0}\right\}\right\}} d s d v\right| \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v) \Phi_{B}^{0} \mathbf{1}_{\left\{\min \left\{v_{A}^{1}, v_{B}^{1}\right\}<v<v_{B}^{1}\right\}} d s d v\right| \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}_{v}} v g_{0}(s, v)\left(\Phi_{A}^{0}-\Phi_{B}^{0}\right) \mathbf{1}_{\left\{\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right\}} d s d v\right|
\end{aligned}
$$

The first four terms can be estimated as before by

$$
t \cdot\left\|v g_{0}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)} \cdot\|\varphi\|_{L^{1}(] 0,1[)} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

Since for $\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}$ we have $\Phi_{A}^{0}-\Phi_{B}^{0}=\int_{X_{B}(t)}^{X_{A}(t)} \varphi(u) d u$, the last term is written

$$
\begin{aligned}
\left|\mathcal{I}_{5}\right| \leq & \left|\int_{0}^{t} \int_{v>0} v g_{0}(s, v) \int_{X_{B}(t)}^{X_{A}(t)} \varphi(u) \mathbf{1}_{\left\{\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right\}} d s d v d u\right| \\
\leq & \int_{0}^{1}|\varphi(u)| \int_{0}^{t} \int_{v>0} v g_{0}(s, v) \mathbf{1}_{\left\{\left|u-X_{A}(t ; s, 0, v)\right|<\left|X_{A}(t ; s, 0, v)-X_{B}(t ; s, 0, v)\right|\right\}} \\
& \times \mathbf{1}_{\left\{\max \left\{v_{A}^{0}, v_{B}^{0}\right\}<v<\min \left\{v_{A}^{1}, v_{B}^{1}\right\}\right\}} \\
\leq & \int_{0}^{1}|\varphi(u)| \int_{0}^{t} \int_{v>0} v g_{0}(s, v) \mathbf{1}_{\left\{\left|u-X_{A}(t ; s, 0, v)\right|<C \cdot \int_{0}^{t}\|A(\tau)-B(\tau)\|_{L^{\infty} \infty} d \tau\right\}} \mathbf{1}_{\left\{v_{A}^{0}<v<v_{A}^{1}\right\}} d u d s d v
\end{aligned}
$$

This time we perform the change of variables $(y, w)=S(s, v)$, with $y=X_{A}(t ; s, 0, v)$, $w=V_{A}(t ; s, 0, v)$ on the set $D=\{(s, v) \in] 0, t\left[\times \mathbb{R}_{v}: v_{A}^{0}(t ; s, 0)<v<v_{A}^{1}(t ; s, 0)\right\}$. By standard computations one gets that

$$
\left|\frac{\partial(y, w)}{\partial(s, v)}\right|=|v|
$$

and thus

$$
\begin{aligned}
\left|\mathcal{I}_{5}\right| \leq & \leq \int_{0}^{1}|\varphi(u)| \int_{0}^{1} \int_{w>-R} \mathbf{1}_{\{(y, w) \in S(D)\}} g_{0}\left(s_{i n}(t, y, w),\right. \\
& \left.\cdot V\left(s_{i n}(t, y, w) ; t, y, w\right)\right) \mathbf{1}_{\left\{|u-y|<C \cdot \int_{0}^{t}\|A(\tau)-B(\tau)\|_{\left.L^{\infty} d \tau\right\}}\right.} \\
\leq & \int_{0}^{1}|\varphi(u)| \int_{0}^{1} \int_{w>-R} h_{0}^{R}(w) \mathbf{1}_{\left\{|u-y|<C \cdot \int_{0}^{t}\|A(\tau)-B(\tau)\|_{\left.L^{\infty} d \tau\right\}}\right.} d y d w d u \\
& \leq 2 C \int_{0}^{t}\|A(\tau)-B(\tau)\|_{L^{\infty}} d \tau \cdot\left(2 R\left\|h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+\left\|h_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}\right) \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

where $R=\int_{0}^{t}\|A(\tau)\|_{L^{\infty}} d \tau$. Finally, one gets

$$
\begin{aligned}
\left|\mathcal{I}_{A B}^{0}\right| \leq & \left\{5 \cdot t \cdot\left\|v h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+2 \exp \left(\int_{0}^{t}\left(1+\left\|\partial_{x} B(s)\right\|_{L^{\infty}(] 0,1[)}\right) d s\right)\right. \\
& \left.\cdot\left(2 \cdot\left\|h_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)} \cdot \int_{0}^{t}\|A(s)\|_{L^{\infty}(] 0,1[)} d s+\left\|h_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}\right)\right\} \\
& \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s \cdot\|\varphi\|_{L^{1}(] 0,1[)} \\
\leq & C^{0} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s \cdot\|\varphi\|_{L^{1}(] 0,1[)} .
\end{aligned}
$$

The same arguments apply for $\mathcal{I}_{A B}^{1}$, and we deduce that

$$
\begin{aligned}
\left|\int_{0}^{1}\left(\int_{0}^{t} j_{A}(s, x) d s-\int_{0}^{t} j_{B}(s, x) d s\right) \varphi(x) d x\right| \leq & \left|\mathcal{I}_{A B}^{i}\right|+\left|\mathcal{I}_{A B}^{0}\right|+\left|\mathcal{I}_{A B}^{1}\right| \\
\leq & \left(C^{i}+C^{0}+C^{1}\right) \int_{0}^{t} \| A(s) \\
& -B(s)\left\|_{L^{\infty}(\mathrm{J} 0,1[)} d s \cdot\right\| \varphi \|_{L^{1}}
\end{aligned}
$$

$\forall \varphi \in L^{1}(] 0,1[)$ bounded, in particular $\forall \varphi \in C_{0}(] 0,1[)$. Since $\int_{0}^{t} j_{A}(s, \cdot) d s-\int_{0}^{t} j_{B}(s, \cdot) d s$ belongs to $L^{\infty}(] 0,1[)$ we deduce by density that the previous inequality holds $\forall \varphi \in$ $L^{1}(] 0,1[)$, and we have the estimate

$$
\left\|\int_{0}^{t} j_{A}(s, \cdot) d s-\int_{0}^{t} j_{B}(s, \cdot) d s\right\|_{L^{\infty}(] 0,1[)} \leq C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s, \quad 0 \leq t \leq T
$$

with $C=C^{i}+C^{0}+C^{1}$ a constant which depends on $\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}$, $\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)},\left\|n_{0}\right\|_{L^{\infty}},\left\|h_{0}\right\|_{L^{\infty}},\left\|h_{1}\right\|_{L^{\infty}},\left\|n_{0}\right\|_{L^{1}},\left\|h_{0}\right\|_{L^{1}},\left\|h_{1}\right\|_{L^{1}}$ but not on $\left\|v n_{0}\right\|_{L^{1}},\left\|v h_{0}\right\|_{L^{1}},\left\|v h_{1}\right\|_{L^{1}}$ (note also that since $h_{k}$ are nonincreasing we have $\left.\left\|v h_{k}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)} \leq\left\|h_{k}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}, k=0,1\right)$.

Proposition 5.6. Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ are nondecreasing with respect to $x$ and that the hypotheses $(H),\left(H_{1}\right),\left(H_{\infty}\right)$ hold. Then $\forall 0 \leq t \leq T$ we have

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}(] 0,1[)} \leq 2 \cdot C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

with $C=C^{i}+C^{0}+C^{1}$ as before.
Proof. By Remark 5.4 we have

$$
\begin{aligned}
|\mathcal{F} A(t, x)-\mathcal{F} B(t, x)| \leq & \left|\int_{0}^{t} j_{A}(s, x) d s-\int_{0}^{t} j_{B}(s, x) d s\right|+\int_{0}^{1} \mid \int_{0}^{t} j_{A}(s, y) d s \\
& -\int_{0}^{t} j_{B}(s, y) d s \mid d y \\
\leq & 2 \cdot\left\|\int_{0}^{t} j_{A}(s, \cdot) d s-\int_{0}^{t} j_{B}(s, \cdot) d s\right\|_{L^{\infty}(] 0,1[)} \\
\leq & 2 \cdot C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{\left.\left.L^{\infty}(] 0,1\right]\right)} d s, \quad 0 \leq t \leq T
\end{aligned}
$$

### 5.3. Existence and uniqueness of the mild solution.

Theorem 5.7. Assume that the hypotheses $(H),\left(H_{1}\right),\left(H_{\infty}\right)$ hold and $U_{1}-U_{0} \in$ $L^{\infty}(] 0, T[)$. Then there is a unique mild solution $(f, E)$ for the 1D Vlasov-Poisson initial-boundary value problem. Moreover, we have the estimates

$$
\begin{gathered}
\left\|\rho_{E}\right\|_{L^{\infty}(] 0, T[\times] 0,1[)} \leq B(\exp (T A)-1)+C \\
\left\|\left|j_{E}\right|\right\|_{L^{\infty}(] 0, T[\times] 0,1[)} \leq \frac{B^{2}}{2 A}(\exp (T A)-1)^{2}+\frac{B C}{A}(\exp (T A)-1)+M_{1} \\
\|E\|_{L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)} \leq 2 B \exp (T A)+C-B
\end{gathered}
$$

where $A=6 \cdot M_{\infty}, B=M_{0}+\left\|U_{1}-U_{0}\right\|_{L^{\infty}(j 0, T[)}, C=M_{0}$.
Proof. Consider $X_{T}=\left\{E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right) \mid\left\|\partial_{x} E(t)\right\|_{L^{\infty}(] 0,1[)} \leq\right.$ $\left.B \exp (t A)+C-B,\|E(t)\|_{L^{\infty}([0,1[)} \leq B \exp (t A), 0 \leq t \leq T\right\}$. By Proposition 5.1 and Remark 5.2 we know that $\mathcal{F}: X_{T} \rightarrow X_{T}$ is well defined, and by Proposition 5.6 there is a constant $C_{1}=C_{1}\left(M_{0}, M_{\infty},\left\|U_{0}-U_{1}\right\|_{L^{\infty}(] 0, T[)}, T\right)$ such that

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}(] 0,1[)} \leq C_{1} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s, \quad A, B \in X_{T}
$$

We deduce that $\mathcal{F}$ has a unique fixed point $E \in X_{T}$, and therefore $\left(f_{E}, E\right)$ is the unique mild solution of the 1D Vlasov-Poisson initial-boundary value problem. The estimation $\left|j_{E}\right|$ follows by Proposition 5.3.
5.4. Existence and uniqueness of the mild solution in the general case. In this section we study the existence and uniqueness of the mild solution when assuming only the hypotheses $(H),\left(H_{0}\right),\left(H_{\infty}\right)$. In order to do this we need only prove that Proposition 5.6 still holds under the above hypotheses. For $\alpha>0$ let us consider the initial-boundary conditions given by

$$
\begin{aligned}
f_{0}^{\alpha}(x, v) & \left.=\frac{f_{0}(x, v)}{1+\alpha|v|}, \quad(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v}\right. \\
g_{0}^{\alpha}(t, v) & \left.=\frac{g_{0}(t, v)}{1+\alpha v}, \quad(t, v) \in\right] 0, T\left[\times \mathbb{R}_{v}^{+}\right. \\
g_{1}^{\alpha}(x, v) & \left.=\frac{g_{1}(t, v)}{1-\alpha v}, \quad(t, v) \in\right] 0, T\left[\times \mathbb{R}_{v}^{-}\right.
\end{aligned}
$$

It is easy to check that if $(H),\left(H_{0}\right),\left(H_{\infty}\right)$ hold, then the same hypotheses $\left(H^{\alpha}\right)$, $\left(H_{0}^{\alpha}\right),\left(H_{\infty}^{\alpha}\right)$, corresponding to the initial-boundary conditions $f_{0}^{\alpha}, g_{0}^{\alpha}, g_{1}^{\alpha}$, hold with the functions $n_{0}^{\alpha}(v):=\frac{n_{0}(v)}{1+\alpha v}, h_{k}^{\alpha}(v):=\frac{h_{k}(v)}{1+\alpha v}, v \in \mathbb{R}_{v}^{+}, k=0,1$, and we have $M_{0}^{\alpha} \leq$ $M_{0}<+\infty, M_{\infty}^{\alpha} \leq M_{\infty}<+\infty$. Moreover, note also that $\left(H_{1}^{\alpha}\right)$ is satisfied with $M_{1}^{\alpha} \leq \frac{M_{0}}{\alpha}<+\infty$. Since $n_{0}, h_{0}, h_{1} \in L^{1}\left(\mathbb{R}_{v}^{+}\right)$are nonincreasing we check easily that $n_{0}^{\alpha}, h_{0}^{\alpha}, h_{1}^{\alpha}$ are nonincreasing and

$$
\left\|v h_{k}^{\alpha}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)} \leq\left\|v h_{k}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)} \leq\left\|h_{k}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}, k=0,1, \alpha>0
$$

Proposition 5.8. Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ are nondecreasing with respect to $x$ and that $(H),\left(H_{0}\right),\left(H_{\infty}\right)$ hold. Then $\forall 0 \leq t \leq T$ we have

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}(] 0,1[)} \leq C \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s
$$

where $C$ depends only on $\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)},\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}, M_{0}, M_{\infty}, T$.

Proof. By Proposition 5.6 we have

$$
\begin{equation*}
\left\|\mathcal{F}^{\alpha} A(t)-\mathcal{F}^{\alpha} B(t)\right\|_{L^{\infty}(] 0,1[)} \leq C^{\alpha} \cdot \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}(] 0,1[)} d s \tag{5.3}
\end{equation*}
$$

where $\mathcal{F}^{\alpha}$ corresponds to the initial-boundary conditions $f_{0}^{\alpha}, g_{0}^{\alpha}, g_{1}^{\alpha}$. $\left(C^{\alpha}\right)_{\alpha>0}$ is bounded since we have

$$
\begin{aligned}
C^{\alpha} & =C\left(\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)},\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}, M_{0}^{\alpha}, M_{\infty}^{\alpha}, T\right) \\
& \leq C\left(\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)},\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}, M_{0}, M_{\infty}, T\right) .
\end{aligned}
$$

The conclusion follows by passing to the limit in inequality (5.3) for $\alpha \rightarrow 0$ and by using the monotone convergence theorem.

Now we can state the existence and uniqueness result in the general case.
Theorem 5.9. Assume that the hypotheses $(H),\left(H_{0}\right),\left(H_{\infty}\right)$ hold and $U_{1}-U_{0} \in$ $L^{\infty}(] 0, T[)$. Then there is a unique mild solution of the 1D Vlasov-Poisson initialboundary value problem $\left(f_{E}, E\right)$, which verifies the estimates

$$
\begin{aligned}
\left\|\partial_{x} E\right\|_{L^{\infty}}= & \left\|\rho_{E}\right\|_{L^{\infty}} \leq\left(M_{0}+\left\|U_{1}-U_{0}\right\|_{L^{\infty}}\right) \exp \left(6 \cdot T M_{\infty}\right)-\left\|U_{1}-U_{0}\right\|_{L^{\infty}} \\
& \|E\|_{L^{\infty}} \leq\left(M_{0}+\left\|U_{1}-U_{0}\right\|_{L^{\infty}}\right) \exp \left(6 \cdot T M_{\infty}\right)
\end{aligned}
$$

5.5. Continuity upon the initial-boundary conditions. The goal of this section is to estimate the difference between two mild solutions $\left(f^{k}, E^{k}\right), k=1,2$, with respect to the initial-boundary conditions. Consider two sets of initial-boundary conditions $f_{0}^{k}, g_{0}^{k}, g_{1}^{k}, U_{0}^{k}-U_{1}^{k} \in L^{\infty}$ verifying the hypotheses $\left(H^{k}\right),\left(H_{0}^{k}\right),\left(H_{\infty}^{k}\right), k=$ 1,2 . We define the applications $\mathcal{F}^{k}$ as before. We have for $t \in[0, T]$

$$
\left\|\partial_{x} \mathcal{F}^{k} E(t)\right\|_{L^{\infty}}=\left\|\rho_{E}^{k}\right\|_{L^{\infty}} \leq 6 \cdot M_{\infty}^{k} \int_{0}^{t}\|E(s)\|_{L^{\infty}} d s+M_{0}^{k}
$$

and

$$
\left\|\mathcal{F}^{k} E(t)\right\|_{L^{\infty}} \leq 6 \cdot M_{\infty}^{k} \int_{0}^{t}\|E(s)\|_{L^{\infty}} d s+M_{0}^{k}+\left|U_{0}^{k}(t)-U_{1}^{k}(t)\right|
$$

First of all let us assume the hypotheses $(H),\left(H_{1}\right)$, and $\left(H_{\infty}\right)$. We have the following proposition.

Proposition 5.10. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ is nondecreasing with respect to $x$ and that the hypotheses $\left(H^{k}\right),\left(H_{1}^{k}\right),\left(H_{\infty}^{k}\right)$ hold. We suppose also that the functions

$$
\left(H_{\mathrm{i}}\right) \quad l_{k}(v)=\sup _{0 \leq t \leq T}\left|g_{k}^{1}\left(t,(-1)^{k} v\right)-g_{k}^{2}\left(t,(-1)^{k} v\right)\right|, k=0,1,
$$

are nonincreasing with respect to $v \in \mathbb{R}_{v}^{+}$, or

$$
\left(H_{\mathrm{ii}}\right) \quad \int_{0}^{T} \int_{v>0} v\left|g_{0}^{1}(t, v)-g_{0}^{2}(t, v)\right| d t d v-\int_{0}^{T} \int_{v<0} v\left|g_{1}^{1}(t, v)-g_{1}^{2}(t, v)\right| d t d v<+\infty
$$

Then $\forall 0 \leq t \leq T$ we have

$$
\begin{aligned}
& \left\|\mathcal{F}^{1} E(t)-\mathcal{F}^{2} E(t)\right\|_{L^{\infty}} \leq C\left(\|E\|_{L^{1}(] 0, t\left[; L^{\infty}(] 0,1[)\right)}\right) \\
& \cdot\left(\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)} \quad+\sum_{k=0}^{1}\left(\left\|l_{k}\right\|_{L^{1}}+\left\|l_{k}\right\|_{L^{\infty}}\right)\right)+\left|U_{1}^{1}(t)-U_{0}^{1}(t)-U_{1}^{2}(t)+U_{0}^{2}(t)\right|
\end{aligned}
$$

in case (i) or

$$
\begin{aligned}
\left\|\mathcal{F}^{1} E(t)-\mathcal{F}^{2} E(t)\right\|_{L^{\infty}} \leq & 2\left(\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}\left(\left[0,1\left[\times \mathbb{R}_{v}\right)\right.\right.}+\sum_{k=0}^{1}\left\|v\left(g_{k}^{1}-g_{k}^{2}\right)\right\|_{L^{1}(] 0, t\left[\times \mathbb{R}_{v}^{+}\right)}\right) \\
& +\left|U_{1}^{1}(t)-U_{0}^{1}(t)-U_{1}^{2}(t)+U_{0}^{2}(t)\right|
\end{aligned}
$$

in case (ii).
Proof. Consider $\varphi \in L^{1}(] 0,1[)$ and calculate

$$
\begin{aligned}
\int_{0}^{1} & \int_{0}^{t}\left(j_{E}^{1}(s, x)-j_{E}^{2}(s, x)\right) \varphi(x) d x d s \\
= & \int_{0}^{t} \int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{E}^{1}-f_{E}^{2}\right) v \varphi(x) d s d x d v \\
= & \int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{0}^{1}(x, v)-f_{0}^{2}(x, v)\right) \int_{0}^{s_{o u t}^{i}} V^{i}(s) \varphi\left(X^{i}(s)\right) d x d v d s \\
& +\sum_{k=0}^{1}(-1)^{k} \int_{0}^{t} \int_{(-1)^{k} v>0} v\left(g_{k}^{1}-g_{k}^{2}\right) \int_{s}^{s_{o u t}^{k}} V^{k}(\tau) \varphi\left(X^{k}(\tau)\right) d s d v d \tau \\
= & \int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{0}^{1}(x, v)-f_{0}^{2}(x, v)\right) \int_{x}^{X^{i}\left(s_{o u t}^{i}\right)} \varphi(u) d x d v d u \\
& \quad+\sum_{k=0}^{1}(-1)^{k} \int_{0}^{t} \int_{(-1)^{k} v>0} v\left(g_{k}^{1}(s, v)-g_{k}^{2}(s, v)\right) \int_{k}^{X^{k}\left(s_{o u t}^{k}\right)} \varphi(u) d s d v d u \\
= & \mathcal{I}^{i}+\Sigma_{k=0}^{1} \mathcal{I}^{k} .
\end{aligned}
$$

Obviously we have

$$
\left|\mathcal{I}^{i}\right| \leq\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)} \cdot\|\varphi\|_{L^{1}(] 0,1[)}
$$

On the other hand, with the notation $\Phi^{k}=\int_{k}^{X^{k}\left(s_{o u t}^{k}\right)} \varphi(u) d u$, we have

$$
\begin{aligned}
\mathcal{I}^{0}= & \int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}(s, v)-g_{0}^{2}(s, v)\right) d s d v \Phi^{0} \mathbf{1}_{\left\{0<v<v_{E}^{0}\right\}} \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}(s, v)-g_{0}^{2}(s, v)\right) d s d v \Phi^{0} \mathbf{1}_{\left\{v_{E}^{0}<v<v_{E}^{1}\right\}} \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}(s, v)-g_{0}^{2}(s, v)\right) d s d v \Phi^{0} \mathbf{1}_{\left\{v>v_{E}^{1}\right\}} \\
= & \mathcal{I}_{0}^{0}+\mathcal{I}_{t}^{0}+\mathcal{I}_{1}^{0}
\end{aligned}
$$

where $v_{E}^{k}=v_{E}^{k}(t ; s, k)$ are the critical velocities corresponding to the domain $] 0, t[\times] 0,1[$, the point $(s, k)$, and the field $E$. Calculate now

$$
\begin{aligned}
& \int_{0}^{1}\left(\int_{0}^{1} \int_{0}^{t}\left(j_{E}^{1}(s, y)-j_{E}^{2}(s, y)\right) d s d y\right) \varphi(x) d x \\
& =\int_{0}^{t} \int_{0}^{1} \int_{\mathbb{R}_{v}} v\left(f_{E}^{1}(s, y, v)-f_{E}^{2}(s, y, v)\right) d s d y d v \cdot \int_{0}^{1} \varphi(u) d u \\
& =\int_{0}^{1} \varphi(u) d u \cdot\left\{\int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{0}^{1}-f_{0}^{2}\right) \int_{0}^{s_{o u t}^{i}} V^{i}(s) d x d v d s\right. \\
& \\
& \left.\quad+\sum_{k=0}^{1}(-1)^{k} \int_{0}^{t} \int_{(-1)^{k} v>0} v\left(g_{k}^{1}-g_{k}^{2}\right) \int_{s}^{s_{o u t}^{k}} V^{k}(\tau) d s d v d \tau\right\} \\
& =\int_{0}^{1} \varphi(u) d u \cdot\left\{\int_{0}^{1} \int_{\mathbb{R}_{v}}\left(f_{0}^{1}-f_{0}^{2}\right)\left(X^{i}\left(s_{o u t}^{i}\right)-x\right) d x d v\right. \\
& \\
& \left.\quad+\sum_{k=0}^{1}(-1)^{k} \int_{0}^{t} \int_{(-1)^{k} v>0} v\left(g_{k}^{1}-g_{k}^{2}\right)\left(X^{k}\left(s_{o u t}^{k}\right)-k\right) d s d v\right\}
\end{aligned}
$$

Obviously we have $\left|\mathcal{J}^{i}\right| \leq\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)} \cdot\|\varphi\|_{L^{1}(] 0,1[)}$. On the other hand, we have

$$
\begin{aligned}
\mathcal{J}^{0}= & \int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}-g_{0}^{2}\right)\left(X^{0}\left(s_{o u t}^{0}\right)-0\right) \mathbf{1}_{\left\{0<v<v_{E}^{0}\right\}} d s d v \int_{0}^{1} \varphi(u) d u \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}-g_{0}^{2}\right)\left(X^{0}\left(s_{o u t}^{0}\right)-0\right) \mathbf{1}_{\left\{v_{E}^{0}<v<v_{E}^{1}\right\}} d s d v \int_{0}^{1} \varphi(u) d u \\
& +\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(g_{0}^{1}-g_{0}^{2}\right)\left(X^{0}\left(s_{o u t}^{0}\right)-0\right) \mathbf{1}_{\left\{v>v_{E}^{1}\right\}} d s d v \int_{0}^{1} \varphi(u) d u \\
= & \mathcal{J}_{0}^{0}+\mathcal{J}_{t}^{0}+\mathcal{J}_{1}^{0} .
\end{aligned}
$$

For $0<v<v_{E}^{0}$ we have $X^{0}\left(s_{\text {out }}^{0}\right)=0$ and thus $\mathcal{I}_{0}^{0}=\mathcal{J}_{0}^{0}$. For $v>v_{E}^{1}$ we have $X^{0}\left(s_{\text {out }}^{0}\right)=1$ and thus $\mathcal{I}_{1}^{0}=\mathcal{J}_{1}^{0}$. In order to evaluate $\mathcal{I}_{t}^{0}$ and $\mathcal{J}_{t}^{0}$ we can perform the change of variables $(y, w)=S(s, v)$,

$$
y=X^{0}(t ; s, 0, v), \quad w=V^{0}(t ; s, 0, v), \quad\left|\frac{\partial(y, w)}{\partial(s, v)}\right|=|v|
$$

on $D=\{(s, v) \in] 0, t\left[\times \mathbb{R}_{v}^{+} \mid v_{E}^{0}(t ; s, 0)<v<v_{E}^{1}(t ; s, 0)\right\}$. In case (i) one gets

$$
\begin{aligned}
\left|\mathcal{I}_{t}^{0}\right| & \leq \int_{0}^{1}|\varphi(u)| d u \cdot \int_{0}^{t} \int_{\mathbb{R}_{v}} v\left|g_{0}^{1}(s, v)-g_{0}^{2}(s, v)\right| \mathbf{1}_{\left\{v_{E}^{0}<v<v_{E}^{1}\right\}} d s d v \\
& =\int_{0}^{1}|\varphi(u)| d u \cdot \int_{0}^{1} \int_{w>-R}\left|g_{0}^{1}-g_{0}^{2}\right|\left(s_{i n}^{0}(t, y, w), V^{0}\left(s_{i n}^{0}(t, y, w) ; t, y, w\right)\right) \mathbf{1}_{S(D)} d y d w \\
& \leq \int_{w>-R} l_{0}^{R}(w) d w \cdot\|\varphi\|_{L^{1}(] 0,1[)}=\left(2 R\left\|l_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}+\left\|l_{0}\right\|_{L^{1}\left(\mathbb{R}_{v}^{+}\right)}\right) \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

where $R=\int_{0}^{t}\|E(s)\|_{L^{\infty}(] 0,1[)} d s$. In a similar manner we find that

$$
\begin{aligned}
\left|\mathcal{J}_{t}^{0}\right| & \leq \int_{0}^{t} \int_{\mathbb{R}_{v}} v\left|g_{0}^{1}-g_{0}^{2}\right| \mathbf{1}_{\left\{v_{E}^{0}<v<v_{E}^{1}\right\}} d s d v \cdot\|\varphi\|_{L^{1}(] 0,1[)} \\
& \leq \int_{w>-R} h_{0}^{R}(w) d w \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

Finally, one gets that

$$
\begin{aligned}
|\mathcal{I}-\mathcal{J}| & =\left|\int_{0}^{1}\left(\int_{0}^{t}\left(j_{E}^{1}(s, x)-j_{E}^{2}(s, x)\right) d s-\int_{0}^{1} \int_{0}^{t}\left(j_{E}^{1}(s, y)-j_{E}^{2}(s, y)\right) d y d s\right) \varphi(x) d x\right| \\
& =\left|\mathcal{I}^{i}+\mathcal{I}^{0}+\mathcal{I}^{1}-\mathcal{J}^{i}-\mathcal{J}^{0}-\mathcal{J}^{1}\right| \\
& \leq\left|\mathcal{I}^{i}\right|+\left|\mathcal{J}^{i}\right|+\left|\mathcal{I}_{t}^{0}\right|+\left|\mathcal{J}_{t}^{0}\right|+\left|\mathcal{I}_{t}^{1}\right|+\left|\mathcal{J}_{t}^{1}\right| \\
& \leq C(R)\left(\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}}+\sum_{k=0}^{1}\left(\left\|l_{k}\right\|_{L^{\infty}}+\left\|l_{k}\right\|_{L^{1}}\right)\right) \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

and the conclusion follows in case (i) by using Remark 5.4. For case (ii) it is sufficient to remark that
$\max \left\{\left|\mathcal{I}_{t}^{k}\right|,\left|\mathcal{J}_{t}^{k}\right|\right\} \leq \int_{0}^{t} \int_{(-1)^{k} v>0}(-1)^{k} v\left|g_{k}^{1}(s, v)-g_{k}^{2}(s, v)\right| d s d v \cdot\|\varphi\|_{L^{1}(] 0,1[)}, \quad k=0,1$.
Remark 5.11. The conclusion of Proposition 5.10 still holds if we replace hypothesis $\left(H_{1}^{k}\right)$ with $\left(H_{0}^{k}\right), k=0,1$ (proceed as in the proof of Proposition 5.8).

Proposition 5.12. Assume that $E^{1}, E^{2} \in L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)$ are nondecreasing with respect to $x$ and that $\left(H^{k}\right),\left(H_{0}^{k}\right),\left(H_{\infty}^{k}\right)$ hold. We suppose also that $\left(H_{\mathrm{i}}\right)$ or $\left(H_{\mathrm{ii}}\right)$ is verified. Then $\forall 0 \leq t \leq T$ we have

$$
\left\|\mathcal{F}^{1} E^{1}(t)-\mathcal{F}^{2} E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} \leq C_{1}+C_{2} \int_{0}^{t}\left\|E^{1}(s)-E^{2}(s)\right\|_{\left.\left.L^{\infty}(] 0,1\right]\right)} d s
$$

where $C_{2}=C_{2}\left(\left\|E^{k}\right\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}, M_{0}^{k}, M_{\infty}^{k}, T\right)$ and

$$
\begin{aligned}
C_{1}= & C_{1}\left(\left\|E^{k}\right\|_{L^{1}(] 0, T\left[; L^{\infty}(] 0,1[)\right)}\right)\left(\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}}+\Sigma_{k=0}^{1}\left(\left\|l_{k}\right\|_{L^{1}}+\left\|l_{k}\right\|_{L^{\infty}}\right)\right) \\
& +\left|U_{1}^{1}-U_{0}^{1}-U_{1}^{2}+U_{0}^{2}\right|(t)
\end{aligned}
$$

in case (i) or

$$
\begin{aligned}
C_{1}= & 2\left(\left\|f_{0}^{1}-f_{0}^{2}\right\|_{L^{1}}+\left\|v\left(g_{0}^{1}-g_{0}^{2}\right)\right\|_{L^{1}}+\left\|v\left(g_{1}^{1}-g_{1}^{2}\right)\right\|_{L^{1}}\right) \\
& +\left|U_{1}^{1}-U_{0}^{1}-U_{1}^{2}+U_{0}^{2}\right|(t)
\end{aligned}
$$

in case (ii).
Proof. We can write

$$
\left\|\mathcal{F}^{1} E^{1}(t)-\mathcal{F}^{2} E^{2}(t)\right\|_{L^{\infty}} \leq\left\|\mathcal{F}^{1} E^{1}(t)-\mathcal{F}^{1} E^{2}(t)\right\|_{L^{\infty}}+\left\|\mathcal{F}^{1} E^{2}(t)-\mathcal{F}^{2} E^{2}(t)\right\|_{L^{\infty}}
$$

By using Proposition 5.5 we find

$$
\left\|\mathcal{F}^{1} E^{1}(t)-\mathcal{F}^{1} E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} \leq C_{2} \int_{0}^{t}\left\|E^{1}(s)-E^{2}(s)\right\|_{L^{\infty}(] 0,1[)} d s
$$

where $C_{2}$ depends on $\left\|E^{k}\right\|_{L^{1}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)}, M_{0}^{1}, M_{\infty}^{1}, T$. The conclusion follows by Proposition 5.10 and Remark 5.11.

Theorem 5.13. Assume that $f_{0}^{k}, g_{0}^{k}, g_{1}^{k}, U_{1}^{k}-U_{0}^{k} \in L^{\infty}(] 0, T[), k=1,2$, are two sets of initial-boundary conditions verifying the hypotheses $\left(H^{k}\right),\left(H_{0}^{k}\right),\left(H_{\infty}^{k}\right)$, and $\left(H_{\mathrm{i}}\right)$ or $\left(H_{\mathrm{ii}}\right)$. Denote by $\left(f^{k}, E^{k}\right), k=1,2$, the corresponding unique mild solutions. Then we have $\forall 0 \leq t \leq T$

$$
\begin{aligned}
\left\|E^{1}(t)-E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} \leq C\left\{\| f_{0}^{1}-\right. & f_{0}^{2} \|_{L^{1}}+\sum_{k=0}^{1}\left(\left\|l_{k}\right\|_{L^{1}}+\left\|l_{k}\right\|_{L^{\infty}}\right) \\
& \left.+\left|U_{1}^{1}-U_{0}^{1}-U_{1}^{2}+U_{0}^{2}\right|(t)\right\}
\end{aligned}
$$

in case (i) or

$$
\begin{aligned}
\left\|E^{1}(t)-E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} \leq C\left\{\| f_{0}^{1}-\right. & f_{0}^{2}\left\|_{L^{1}(] 0,1\left[\times \mathbb{R}_{v}\right)}+\sum_{k=0}^{1}\right\| v\left(g_{k}^{1}-g_{k}^{2}\right) \|_{L^{1}(] 0, T\left[\times \mathbb{R}_{v}^{+}\right)} \\
& \left.+\left|U_{1}^{1}-U_{0}^{1}-U_{1}^{2}+U_{0}^{2}\right|(t)\right\}
\end{aligned}
$$

in case (ii), where $C$ is a constant depending on $M_{0}^{k}, M_{\infty}^{k},\left\|U_{0}^{k}-U_{1}^{k}\right\|_{L^{\infty}}, T$.
Proof. Since $\left(f^{k}, E^{k}\right)$ are mild solutions, we have $\mathcal{F}^{k} E^{k}=E^{k}, E^{k}$ are nondecreasing with respect to $x$, and we know that

$$
\left\|E^{k}\right\|_{L^{\infty}(] 0, T\left[; W^{1, \infty}(] 0,1[)\right)} \leq C\left(M_{0}^{k}, M_{\infty}^{k},\left\|U_{1}^{k}-U_{0}^{k}\right\|_{L^{\infty}(] 0, T[)}, T\right)
$$

By Proposition 5.12 we have $\forall 0 \leq t \leq T$

$$
\begin{aligned}
\left\|E^{1}(t)-E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} & =\left\|\mathcal{F}^{1} E^{1}(t)-\mathcal{F}^{2} E^{2}(t)\right\|_{L^{\infty}(] 0,1[)} \\
& \leq C_{1}+C_{2} \int_{0}^{t}\left\|E^{1}(s)-E^{2}(s)\right\|_{L^{\infty}(] 0,1[)} d s
\end{aligned}
$$

with $C_{1}, C_{2}$ as before. The conclusion of the theorem follows by using the Gronwall lemma.
6. The 1D Vlasov-Maxwell system. In this section we study the 1D VlasovMaxwell system with initial conditions by adapting the method used previously. Since the proofs are quite similar we only sketch them. Moreover, as explained in the introduction, in this case we can consider different species of particles. Recall that results on the existence and uniqueness have already been obtained by Cooper and Klimas [7]. Let us introduce the equations

$$
\begin{align*}
\left.\partial_{t} f^{ \pm}+v \cdot \partial_{x} f^{ \pm} \pm E \cdot \partial_{v} f^{ \pm}=0, \quad(t, x, v) \in\right] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right.  \tag{6.1}\\
\begin{aligned}
\partial_{t} E & =-j(t, x):=-j^{+}+j^{-} \\
& \left.=-\int_{\mathbb{R}_{v}} v\left(f^{+}(t, x, v)-f^{-}(t, x, v)\right) d v, \quad(t, x) \in\right] 0, T\left[\times \mathbb{R}_{x}\right.
\end{aligned}
\end{align*}
$$

with the initial conditions

$$
\begin{align*}
f^{ \pm}(t=0, x, v) & =f_{0}^{ \pm}(x, v), \quad(x, v) \in \mathbb{R}_{x} \times \mathbb{R}_{v}  \tag{6.3}\\
E(t=0, x) & =E_{0}(x)=\int \rho_{0}(y) d y, \quad x \in \mathbb{R}_{x} \tag{6.4}
\end{align*}
$$

where $\rho_{0}=\rho_{0}^{+}-\rho_{0}^{-}=\int_{\mathbb{R}_{v}}\left(f_{0}^{+}-f_{0}^{-}\right) d v$ and $\int \rho_{0}(y) d y$ denotes an arbitrary primitive of $\rho_{0}$. Assume that $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$, $f_{0}^{ \pm} \in L_{l o c}^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)$. We denote by $\left(X^{ \pm}(s), V^{ \pm}(s)\right)$ the characteristics associated with $\pm E$. As usual we say that $f^{ \pm} \in L_{l o c}^{1}(] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ is a mild solution for the Vlasov problem (6.1), (6.3) iff

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f^{ \pm}(t, x, v) \psi(t, x, v) d t d x d v= & \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{ \pm} \int_{0}^{T} \psi\left(s, X^{ \pm}(s ; 0, x, v)\right. \\
& \left.\times V^{ \pm}(s ; 0, x, v)\right) d x d v d s
\end{aligned}
$$

for all test functions $\psi \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ compactly supported in $[0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{v}$. Assume now that $f_{0}^{ \pm} \in L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)$. We say that $\left(f^{ \pm}, E\right) \in L^{1}(] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right) \times$ $L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$ is a mild solution of the 1D Vlasov-Maxwell problem iff $f^{ \pm}$is a mild solution for the Vlasov problem (6.1), (6.3) corresponding to the electric field $\pm E$ such that

$$
\begin{aligned}
\int_{\mathbb{R}_{x}} E(t, x) \varphi(x) d x= & -\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) \int_{x}^{X^{+}(t ; 0, x, v)} \varphi(u) d u d x d v \\
& +\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) \int_{x}^{X^{-}(t ; 0, x, v)} \varphi(u) d u d x d v \\
& +\int_{\mathbb{R}_{x}} E_{0}(x) \varphi(x) d x \quad \forall \varphi \in L^{1}\left(\mathbb{R}_{x}\right)
\end{aligned}
$$

Remark 6.1. Note that the previous formula defines a unique function $E \in$ $L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)$. This definition can be derived formally from (6.2) by using the mild formulation

$$
\begin{aligned}
\int_{\mathbb{R}_{x}} E(t, x) \varphi(x)= & -\int_{0}^{t} \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} v\left(f^{+}(s, x, v)-f^{-}(s, x, v)\right) \varphi(x) d s d x d v+\int_{\mathbb{R}_{x}} E_{0}(x) \varphi(x) d x \\
= & -\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) \int_{0}^{t} V^{+}(s) \varphi\left(X^{+}(s)\right) d s d x d v+\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) \\
& \times \int_{0}^{t} V^{-}(s) \varphi\left(X^{-}(s)\right) d s d x d v+\int_{\mathbb{R}_{x}} E_{0}(x) \varphi(x) d x \\
= & -\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) \int_{x}^{X^{+}(t ; 0, x, v)} \varphi(u) d u d x d v \\
& +\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) \int_{x}^{X^{-}(t ; 0, x, v)} \varphi(u) d u d x d v+\int_{\mathbb{R}_{x}} E_{0}(x) \varphi(x) d x .
\end{aligned}
$$

As before we define the application $\mathcal{F}$ for $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$ by

$$
E \rightarrow f_{E}^{ \pm} \rightarrow E_{1}(t)=\mathcal{F} E(t)=E_{0}-\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(f_{E}^{+}-f_{E}^{-}\right) d s d v
$$

where $f_{E}^{ \pm}$are the mild solutions of the Vlasov problem (6.1), (6.3) associated with the field $\pm E, E_{0}$ is given by (6.4), and $-\int_{0}^{t} \int_{\mathbb{R}_{v}} v\left(f_{E}^{+}-f_{E}^{-}\right) d s d v$ is defined as in Remark 6.1.
6.1. Estimate of $\mathcal{F}$. We assume that there is $n_{0}^{ \pm}:[0,+\infty[\rightarrow[0,+\infty[$ nonincreasing, such that

$$
\begin{aligned}
\left(H^{ \pm}\right) f_{0}^{ \pm}(x, v) & \leq n_{0}^{ \pm}(|v|), \quad(x, v) \in \mathbb{R}_{x} \times \mathbb{R}_{v} \\
\left(H_{0}^{ \pm}\right) M_{0}^{ \pm} & :=\int_{\mathbb{R}_{v}} n_{0}^{ \pm}(|v|) d v<+\infty \\
\left(H_{\infty}^{ \pm}\right) M_{\infty}^{ \pm} & :=\left\|n_{0}^{ \pm}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{+}\right)}<+\infty \\
\left(H_{\rho_{0}}\right) M_{\rho_{0}} & :=\sup _{x \in \mathbb{R}_{x}}\left|\int_{0}^{x}\left(\rho_{0}^{+}(y)-\rho_{0}^{-}(y)\right) d y\right|<+\infty .
\end{aligned}
$$

Proposition 6.2. Assume that $f_{0}^{ \pm} \in L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ satisfy $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right),\left(H_{\infty}^{ \pm}\right)$. Then for every $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$ we have $f_{E}^{ \pm} \in L^{\infty}(] 0, T\left[; L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)\right)$, $\rho_{E}^{ \pm} \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right), \mathcal{F} E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$. Moreover, the following estimates hold:

$$
\begin{aligned}
\left\|f_{E}^{ \pm}\right\|_{L^{\infty}(] 0, T\left[; L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)\right)} & =\left\|\rho_{E}^{ \pm}\right\|_{L^{\infty}(] 0, T\left[; L^{1}\left(\mathbb{R}_{x}\right)\right)}=\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{ \pm}(x, v) d x d v \\
\left\|\rho_{E}^{ \pm}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} & \leq 2 M_{\infty}^{ \pm} \int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s+M_{0}^{ \pm} \\
\|\mathcal{F} E\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} & \leq C+M_{\rho_{0}}+\left\|f_{0}^{+}\right\|_{L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)}+\left\|f_{0}^{-}\right\|_{L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)} \\
\left\|\partial_{x} \mathcal{F} E\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} & \leq 2\left(M_{\infty}^{+}+M_{\infty}^{-}\right) \int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s+M_{0}^{+}+M_{0}^{-} \\
\lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}} f_{E}^{ \pm}(t, x, v) d v & =0 \text { uniformly with respect to }(t, x) \in] 0, T\left[\times \mathbb{R}_{x}\right.
\end{aligned}
$$

and the mild formulation of the Vlasov problem holds $\forall \psi \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right)$.
Proof. We have

$$
\begin{aligned}
\rho_{E}^{ \pm}(t, x) & =\int_{\mathbb{R}_{v}} f_{E}^{ \pm} d v=\int_{\mathbb{R}_{v}} f_{0}^{ \pm}\left(X^{ \pm}(0 ; t, x, v), V^{ \pm}(0 ; t, x, v)\right) d v \\
& \leq \int_{\mathbb{R}_{v}} n_{0}^{ \pm}\left(\left|V^{ \pm}(0 ; t, x, v)\right|\right) d v \leq \int_{\mathbb{R}_{v}} n_{0}^{ \pm, R}(|v|) d v \\
& =2 R M_{\infty}^{ \pm}+M_{0}^{ \pm}
\end{aligned}
$$

where $R=\int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s$. By the definition of $\mathcal{F} E$, taking into account that $E_{0}(x)=C+\int_{0}^{x} \rho_{0}(y) d y$, we deduce that

$$
\|\mathcal{F} E(t)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} \leq C+M_{\rho_{0}}+\left\|f_{0}^{+}\right\|_{o f L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)}+\left\|f_{0}^{-}\right\|_{L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)}, \quad 0 \leq t \leq T
$$

By using the definition of $\mathcal{F} E(t)$ and the mild formulation we check that $\partial_{x} \mathcal{F} E(t)=$ $\rho(t)$ in $\mathcal{D}^{\prime}\left(\mathbb{R}_{x}\right), 0 \leq t \leq T$, and we deduce that $\left\|\partial_{x} \mathcal{F} E\right\|_{L^{\infty}} \leq\left\|\rho_{E}^{+}\right\|_{L^{\infty}}+\left\|\rho_{E}^{-}\right\|_{L^{\infty}} \leq$ $2 R\left(M_{\infty}^{+}+M_{\infty}^{-}\right)+M_{0}^{+}+M_{0}^{-}$. The last two assertions follow by standard calculations as was done for the Vlasov-Poisson problem.

Remark 6.3. If we note $X_{T}=\left\{E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right) \mid\|E\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \leq\right.$ $\left.\left\|E_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}+\left\|f_{0}^{+}\right\|_{L^{1}}+\left\|f_{0}^{-}\right\|_{L^{1}}\right\}$, then $\mathcal{F}\left(X_{T}\right) \subset X_{T}$ and
$\left\|\partial_{x} \mathcal{F} E\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \leq 2\left(M_{\infty}^{+}+M_{\infty}^{-}\right) \cdot T \cdot\left(\left\|E_{0}\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}+\left\|f_{0}^{+}\right\|_{L^{1}}+\left\|f_{0}^{-}\right\|_{L^{1}}\right)+M_{0}^{+}+M_{0}^{-}$.

### 6.2. Estimate of $\mathcal{F}-\mathcal{F}$.

Proposition 6.4. Assume that $A, B \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$ and $f_{0}^{ \pm} \in L^{1}\left(\mathbb{R}_{x} \times\right.$ $\left.\mathbb{R}_{v}\right)$ verify the hypotheses $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right),\left(H_{\infty}^{ \pm}\right)$. Then $\forall 0 \leq t \leq T$ we have

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} \leq C \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s
$$

with $C$ a constant depending on $\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)}\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)}, M_{0}^{ \pm}$, $M_{\infty}^{ \pm}, T$.

Proof. Take $\varphi \in L^{1}\left(\mathbb{R}_{x}\right)$ and calculate

$$
\begin{aligned}
& \left|\int_{\mathbb{R}_{x}}(\mathcal{F} A(t, x)-\mathcal{F} B(t, x)) \varphi(x) d x\right| \\
& \quad=\left|-\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{+} \int_{X_{B}^{+}(t)}^{X_{A}^{+}(t)} \varphi(u) d u d x d v+\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{-} \int_{X_{B}^{-}(t)}^{X_{A}^{-}(t)} \varphi(u) d u d x d v\right| \\
& \quad \leq \sum_{k= \pm} \int_{\mathbb{R}_{u}}|\varphi(u)| \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{k}(x, v) \mathbf{1}_{\left\{\left|u-X_{A}^{k}(t)\right|<\left|X_{B}^{k}(t)-X_{A}^{k}(t)\right|\right\}} d u d x d v \\
& \quad \leq \sum_{k= \pm} \int|\varphi(u)| \iint f_{0}^{k}\left(X_{A}^{k}(0 ; t, y, w), V_{A}^{k}(0 ; t, y, w)\right) \mathbf{1}_{\{|u-y| \leq C \cdot R\}} \\
& \quad \leq\|\varphi\|_{L^{1}\left(\mathbb{R}_{x}\right)} 2 C R\left(M_{0}^{+}+M_{0}^{-}+2 \int_{0}^{t}\|A(s)\|_{L^{\infty}} d s\left(M_{\infty}^{+}+M_{\infty}^{-}\right)\right),
\end{aligned}
$$

where $C=\exp \left(\int_{0}^{t}\left(1+\left\|\partial_{x} B(s)\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}\right) d s\right)$ and $R=\int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}$ $d s$.

We can prove the following theorem by using the iterated approximations method.
THEOREM 6.5. Assume that $f_{0}^{ \pm} \in L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ verify the hypotheses $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right)$, $\left(H_{\infty}^{ \pm}\right)$. Then, for a fixed choice of primitive in (6.4), there is a unique mild solution for the 1D Vlasov-Maxwell initial value problem.

Remark 6.6. If in addition we assume that $|v|^{p} f_{0}^{ \pm} \in L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ and

$$
\left(H_{p}^{ \pm}\right) \quad M_{p}^{ \pm}:=\int_{\mathbb{R}_{v}}|v|^{p} n_{0}^{ \pm}(|v|) d v<+\infty
$$

for some integer $p \geq 1$ we can prove that

$$
|v|^{p} f^{ \pm} \in L^{\infty}(] 0, T\left[; L^{1}\left(\mathbb{R}_{x} \times \mathbb{R}_{v}\right)\right), \int_{\mathbb{R}_{v}}|v|^{p} f^{ \pm}(t, x, v) d v \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)
$$

In particular $j^{ \pm}=\int_{\mathbb{R}_{v}} v f^{ \pm} d v \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)$ and $\partial_{t} E=-j, \lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}}$ $|v|^{p} f^{ \pm} d v=0$ uniformly with respect to $\left.(t, x) \in\right] 0, T\left[\times \mathbb{R}_{x}\right.$ and the mild formulation of the Vlasov problem holds for all functions $|\psi(t, x, v)| \leq C\left(1+|v|^{p}\right)$.

Proof. Multiplying the Vlasov equation by $|v|^{p}$, we get

$$
\frac{d}{d t} \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f^{ \pm}(t, x, v)|v|^{p} d x d v= \pm \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} E f^{ \pm} p|v|^{p-2} v d x d v
$$

Therefore we deduce that

$$
\begin{aligned}
\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f^{ \pm}(t, x, v)|v|^{p} d x d v \leq & \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f_{0}^{ \pm}(x, v)|v|^{p} d x d v+p\|E\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \\
& \cdot \int_{0}^{t} \int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{v}} f^{ \pm}|v|^{p-1} d x d v d s
\end{aligned}
$$

and the conclusion follows by induction on $p$. On the other hand,

$$
\begin{aligned}
\int_{\mathbb{R}_{v}}|v|^{p} f^{ \pm}(t, x, v) d v & =\int_{\mathbb{R}_{v}}|v|^{p} f_{0}^{ \pm}\left(X^{ \pm}(0 ; t, x, v), V^{ \pm}(0 ; t, x, v)\right) d v \\
& \leq \int_{\mathbb{R}_{v}}|v|^{p} n_{0}^{ \pm R}(|v|) d v \\
& \leq C(R)\left(\left\|n_{0}^{ \pm}\right\|_{L^{\infty}\left(\mathbb{R}_{v}^{ \pm}\right)}+\left\|\left||v|^{p} n_{0}^{ \pm}(|v|) \|_{L^{1}\left(\mathbb{R}_{v}\right)}\right),\right.\right.
\end{aligned}
$$

with $R=\int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s$. In order to verify that $\partial_{t} E=-j$ in $\mathcal{D}^{\prime}(] 0, T\left[\times \mathbb{R}_{x}\right)$, take $\varphi \in C_{0}^{1}(] 0, T\left[\times \mathbb{R}_{x}\right)$ and use the mild formulation with the test function $\psi(t, x, v)=$ $v \varphi(t, x)$.
7. The periodic 1D Vlasov-Poisson problem. In this section we analyze the space periodic 1D Vlasov-Poisson problem:

$$
\begin{equation*}
\left.\partial_{t} f^{ \pm}+v \cdot \partial_{x} f^{ \pm} \pm E \cdot \partial_{v} f^{ \pm}=0, \quad(t, x, v) \in\right] 0, T[\times] 0,1\left[\times \mathbb{R}_{v},\right. \tag{7.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.\partial_{x} E=\rho(t, x):=\rho^{+}-\rho^{-}=\int_{\mathbb{R}_{v}}\left(f^{+}(t, x, v)-f^{-}(t, x, v)\right) d v, \quad(t, x) \in\right] 0, T[\times] 0,1[, \tag{7.2}
\end{equation*}
$$

with the space periodic initial conditions

$$
\begin{equation*}
\left.f^{ \pm}(t=0, x, v)=f_{0}^{ \pm}(x, v),(x, v) \in\right] 0,1\left[\times \mathbb{R}_{v} .\right. \tag{7.3}
\end{equation*}
$$

The electric field derives from a space periodic potential and thus $\int_{0}^{1} E(t, x) d x=0$. In this case the Poisson field can be written as

$$
\begin{equation*}
E(t, x)=\int_{0}^{x} \rho(t, y) d y-\int_{0}^{1}(1-y) \rho(t, y) d y, x \in[0,1], t \in[0, T] . \tag{7.4}
\end{equation*}
$$

We introduce the mild formulation as before by taking space periodic test functions. This time it is convenient to define the application $\mathcal{F}$ for 1-periodic with respect to $x$ fields $E \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)$ by

$$
E \rightarrow f_{E}^{ \pm} \rightarrow \rho_{E}^{ \pm} \rightarrow \int_{0}^{x} \rho_{E}(t, y) d y-\int_{0}^{1}(1-y) \rho_{E}(t, y) d y=\mathcal{F} E .
$$

Remark 7.1. $\mathcal{F} E$ is 1-periodic in $x$ iff $\int_{0}^{1} \rho_{E}(t, y) d y=0,0 \leq t \leq T$ and therefore, by the conservation of the total charge, iff $\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) d x d v=\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) d x d v$.
7.1. Estimate of $\mathcal{F}$. We assume that $f_{0}^{ \pm}$verify the hypotheses $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right)$, $\left(H_{\infty}^{ \pm}\right)$. We suppose also that the neutrality condition holds:

$$
(N) \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) d x d v=\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) d x d v .
$$

Proposition 7.2. Assume that $f_{0}^{ \pm}$are 1-periodic in $x$ and satisfy $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right)$, $\left(H_{\infty}^{ \pm}\right)$, and $(N)$. Then for every $E \in L^{\infty}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)$ 1-periodic in $x$ we have

$$
\begin{aligned}
&\left\|\rho_{E}^{ \pm}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \leq 2 M_{\infty}^{ \pm} \int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s+M_{0}^{ \pm}, \\
&\|\mathcal{F} E\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \leq \int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{+}(x, v) d x d v+\int_{0}^{1} \int_{\mathbb{R}_{v}} f_{0}^{-}(x, v) d x d v \leq M_{0}^{+}+M_{0}^{-}, \\
&\left\|\partial_{x} \mathcal{F} E\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} \leq 2\left(M_{\infty}^{+}+M_{\infty}^{-}\right) \int_{0}^{t}\|E(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s+M_{0}^{+}+M_{0}^{-} .
\end{aligned}
$$

Moreover, $\lim _{R_{1} \rightarrow+\infty} \int_{|v|>R_{1}} f_{E}^{ \pm}(t, x, v) d v=0$ uniformly with respect to $(t, x) \in$ $] 0, T\left[\times \mathbb{R}_{x}\right.$ and the mild formulation of the Vlasov problem holds for all functions $\psi \in L^{\infty}(] 0, T\left[\times \mathbb{R}_{x} \times \mathbb{R}_{v}\right)$ 1-periodic in $x$.

### 7.2. Estimate of $\mathcal{F}-\mathcal{F}$.

Proposition 7.3. Assume that $A, B \in L^{\infty}\left(10, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)\right.$ are 1-periodic in $x$ and the hypotheses $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right),\left(H_{\infty}^{ \pm}\right),(N)$ hold. Then $\forall 0 \leq t \leq T$ we have

$$
\|\mathcal{F} A(t)-\mathcal{F} B(t)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} \leq C \int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}\left(\mathbb{R}_{x}\right)} d s
$$

where the constant $C$ depends on $\|A\|_{L^{1}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)},\|B\|_{L^{1}(] 0, T\left[; W^{1, \infty}\left(\mathbb{R}_{x}\right)\right)}, M_{0}^{ \pm}$, $M_{\infty}^{ \pm}, T$.

Proof. Take $\varphi \in L_{l o c}^{1}\left(\mathbb{R}_{x}\right)$ and calculate

$$
\begin{aligned}
\mathcal{I}_{1}^{ \pm}= & \left|\int_{0}^{1} \varphi(x) \int_{0}^{x}\left(\rho_{A}^{ \pm}(t, y)-\rho_{B}^{ \pm}(t, y)\right) d y d x\right| \\
= & \mid \iint\left(f_{0}^{ \pm}\left(X_{A}^{ \pm}(0 ; t, y, v), V_{A}^{ \pm}(0 ; t, y, v)\right)-f_{0}^{ \pm}\left(X_{B}^{ \pm}(0 ; t, y, v), V_{B}^{ \pm}(0 ; t, y, v)\right)\right) \\
& \cdot \int_{y}^{1} \varphi(x) d x d y d v \mid \\
= & \left|\iint f_{0}^{ \pm}(\xi, \eta) \int_{X_{A}^{ \pm}(t ; 0, \xi, \eta)}^{X_{B}^{ \pm}(t ; 0, \xi, \eta)} \varphi(x) d x d \xi d \eta\right| \\
\leq & \int_{0}^{1}|\varphi(u)| \iint f_{0}^{ \pm}(\xi, \eta) \mathbf{1}_{\left\{\left|u-X_{A}^{ \pm}(t)\right|<\left|X_{A}^{ \pm}(t)-X_{B}^{ \pm}(t)\right|\right\}} d \xi d \eta d u \\
\leq & \int_{0}^{1}|\varphi(u)| \iint f_{0}^{ \pm}\left(X_{A}^{ \pm}(0 ; t, y, w), V_{A}^{ \pm}(0 ; t, y, w)\right) \mathbf{1}_{\{|u-y|<C R\}} d y d w \\
\leq & 2 C R\left(2 \int_{0}^{t}\|A(s)\|_{L^{\infty} d s} \cdot M_{\infty}^{ \pm}+M_{0}^{ \pm}\right) \cdot\|\varphi\|_{L^{1}(] 0,1[)}
\end{aligned}
$$

where $C=\exp \left(\int_{0}^{t}\left(1+\left\|\partial_{x} B(s)\right\|_{L^{\infty}}\right) d s\right)$ and $R=\int_{0}^{t}\|A(s)-B(s)\|_{L^{\infty}} d s$. In order to estimate $\mathcal{I}_{2}^{ \pm}=\left|\int_{0}^{1}(1-y)\left(\rho_{A}^{ \pm}(t, y)-\rho_{B}^{ \pm}(t, y)\right) d y\right|$ take $\varphi \equiv 1$ in the previous computation.

Finally we obtain the existence and uniqueness of the space periodic mild solution.
THEOREM 7.4. Assume that $f_{0}^{ \pm}$are 1-periodic in $x$ and satisfy the hypotheses $\left(H^{ \pm}\right),\left(H_{0}^{ \pm}\right),\left(H_{\infty}^{ \pm}\right),(N)$. Then there is a unique mild solution for the space periodic

1D Vlasov-Poisson problem. Moreover, we have the estimates

$$
\begin{aligned}
\left\|\rho^{ \pm}\right\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} & \leq 2 M_{\infty}^{ \pm} \cdot T \cdot\left(M_{0}^{+}+M_{0}^{-}\right)+M_{0}^{ \pm} \\
\|E\|_{L^{\infty}(] 0, T\left[\times \mathbb{R}_{x}\right)} & \leq M_{0}^{+}+M_{0}^{-}
\end{aligned}
$$

## REFERENCES

[1] A. Arseneev, Global existence of a weak solution of the Vlasov system of equations, U.R.S.S. Comput. Math. Phys., 15 (1975), pp. 131-143.
[2] J. Batt, Global symmetric solutions of the initial value problem of stellar dynamics, J. Differential Equations, 25 (1977), pp. 342-364.
[3] C. Bardos and P. Degond, Global existence for the Vlasov-Poisson equation in 3 space variables with small initial data, Ann. Inst. H. Poincaré Anal. Non Linéaire, 2 (1985), pp. 101-118.
[4] N. Ben Abdallah, Weak solutions of the initial-boundary value problem for the Vlasov-Poisson system, Math. Methods Appl. Sci., 17 (1994), pp. 451-476.
[5] M. Bostan, Solutions périodiques en temps des équations de Vlasov-Maxwell, C. R. Acad. Sci. Paris, 339 (2004), pp. 451-456.
[6] M. Bostan, Permanent regimes for the $1 D$ Vlasov-Poisson system with boundary conditions, SIAM J. Math. Anal., 35 (2003), pp. 922-948.
[7] J. Cooper and A. Klimas, Boundary value problem for the Vlasov-Maxwell equation in one dimension, J. Math. Anal. Appl., 75 (1980), pp. 306-329.
[8] P. Degond and P.-A. Raviart, An asymptotic analysis of the one-dimensional VlasovPoisson system: The Child-Langmuir law, Asymptotic Anal., 4 (1991) pp. 187-214.
[9] R. J. Diperna and P. L. Lions, Global weak solutions of Vlasov-Maxwell system, Comm. Pure Appl. Math., 42 (1989), pp. 729-757.
[10] R. Glassey and J. Schaeffer, The two and one-half dimensional relativistic Vlasov-Maxwell system, Comm. Math. Phys., 185 (1997), pp. 257-284.
[11] C. Greengard and P.-A. Raviart, A boundary value problem for the stationary VlasovPoisson equations: The plane diode, Comm. Pure Appl. Math., 43 (1990), pp. 473-507.
[12] Y. Guo, Global weak solutions of the Vlasov-Maxwell system with boundary conditions, Comm. Math. Phys., 154 (1993), pp. 245-263.
[13] Y. Guo, Singular solutions of the Vlasov-Maxwell system on a half line, Arch. Rational Mech. Anal., 131 (1995), pp. 241-304.
[14] Y. Guo, C.-W. Shu, and T. Zhou, The dynamics of a plane diode, SIAM J. Math. Anal., 35 (2004), pp. 1617-1635.
[15] E. Horst, On the classical solutions of the initial value problem for the unmodified nonlinear Vlasov equation, Math. Methods Appl. Sci., 3 (1981), pp. 229-248.
[16] E. Horst and R. Hunze, Weak solutions of the initial value problem for the unmodified nonlinear Vlasov equation, Math. Methods Appl. Sci., 6 (1984), pp. 262-279.
[17] P.-L. Lions and B. Perthame, Propagation of moments and regularity for the 3-dimensional Vlasov-Poisson system, Invent. Math., 105 (1991), pp. 415-430.
[18] K. Pfaffelmoser, Global classical solutions of the Vlasov-Poisson system in three dimensions for general initial data, J. Differential Equations, 95 (1992), pp. 281-303.
[19] F. Poupaud, Boundary value problems for the stationary Vlasov-Maxwell system, Forum Math., 4 (1992), pp. 499-527.
[20] R. Robert, Unicité de la solution faible à support compact de l'équation de Vlasov-Poisson, C. R. Acad. Sci. Paris Sér. I Math., 324 (1997), pp. 873-877.
[21] T. Ukai and S. Okabe, On the classical solution in the large time of the two dimensional Vlasov equations, Osaka J. Math., 15 (1978), pp. 245-261.

# THE NONLINEAR SCHRÖDINGER EQUATION WITH A STRONGLY ANISOTROPIC HARMONIC POTENTIAL* 

NAOUFEL BEN ABDALLAH ${ }^{\dagger}$, FLORIAN MÉHATS ${ }^{\dagger}$, CHRISTIAN SCHMEISER ${ }^{\ddagger}$, AND RADA M. WEISHÄUPL ${ }^{\S}$


#### Abstract

The nonlinear Schrödinger equation with general nonlinearity of polynomial growth and harmonic confining potential is considered. More precisely, the confining potential is strongly anisotropic; i.e., the trap frequencies in different directions are of different orders of magnitude. The limit as the ratio of trap frequencies tends to zero is carried out. A concentration of mass on the ground state of the dominating harmonic oscillator is shown to be propagated, and the lower-dimensional modulation wave function again satisfies a nonlinear Schrödinger equation. The main tools of the analysis are energy and Strichartz estimates, as well as two anisotropic Sobolev inequalities. As an application, the dimension reduction of the three-dimensional Gross-Pitaevskii equation is discussed, which models the dynamics of Bose-Einstein condensates.
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1. Introduction and main result. The main goal of the present work is the analysis of the space dimension reduction of the $(n+d)$-dimensional nonlinear Schrödinger equation with external confining potential. We are interested in the case where the external potential is anisotropic and strongly confining in $d$ directions. This work follows the approach used in [3] for analyzing a dimension reduction (from dimension 3 to dimension 2) for the Schrödinger-Poisson system and where asymptotics for strong partial confinement was introduced. In other words, we deal with the asymptotic behavior of solutions of the $(n+d)$-dimensional Schrödinger equation

$$
\begin{align*}
i \psi_{t} & =-\frac{1}{2} \Delta \psi+V^{\varepsilon}(x, z) \psi+f(\delta|\psi|) \psi  \tag{1}\\
\psi_{I}(x, z) & =\psi(0, x, z)  \tag{2}\\
V^{\varepsilon}(x, z) & =\frac{|x|^{2}}{2}+\frac{|z|^{2}}{2 \varepsilon^{4}}, \quad x \in R^{n}, \quad z \in R^{d},
\end{align*}
$$

[^10]as $\varepsilon \rightarrow 0$. Here $V^{\varepsilon}$ is the trapping harmonic potential and $\Delta=\Delta_{x}+\Delta_{z}$ is the Laplacian in $R^{n+d}$ and $\psi$ satisfies the normalization condition
\[

$$
\begin{equation*}
\int_{R^{n+d}}|\psi|^{2} d x d z=1 \tag{3}
\end{equation*}
$$

\]

which is preserved by (1). Since the sign of the function $f$ is not specified, we are dealing with both focusing and defocusing nonlinearities. Performing the limit $\varepsilon \rightarrow 0$ in this system will enable us to write a reduced model involving a nonlinear Schrödinger equation in dimension $n$. In section 4, an application to the dynamics of Bose-Einstein condensates is presented; we justify mathematically the effective models which can be found in the physics literature [13]. In this context, as was remarked in [1], the use of such approximate models significantly reduces the complexity of numerical simulations.

In order to balance the kinetic and potential energy terms in the $z$-direction, we introduce the rescaling $z \rightarrow \varepsilon z$. In order to keep the wavefunction normalized we have to rescale by $\psi \rightarrow \varepsilon^{-d / 2} \psi^{\varepsilon}(t, x, z)$. As we want to balance the nonlinearity with the terms of order 1 , we choose $\delta=\varepsilon^{d / 2}$; thus we consider weak nonlinearities. The rescaled problem reads

$$
\begin{align*}
& i \psi_{t}^{\varepsilon}=H^{\perp} \psi^{\varepsilon}+\frac{1}{\varepsilon^{2}} H \psi^{\varepsilon}+f\left(\left|\psi^{\varepsilon}\right|\right) \psi^{\varepsilon}  \tag{4}\\
& \psi^{\varepsilon}(t=0, x, z)=\psi_{I}(x, z)
\end{align*}
$$

with $H^{\perp}=-\frac{1}{2} \Delta_{x}+\frac{|x|^{2}}{2}$ and $H=-\frac{1}{2} \Delta_{z}+\frac{|z|^{2}}{2}$, harmonic oscillators in the $x$ - and $z$-directions, respectively.

We introduce a new time scale $\tau=t / \varepsilon^{2}$, so that we have the fast oscillations in $z$ corresponding to the fast time scale $\tau$. If we let $\varepsilon \rightarrow 0$, we formally obtain the equation

$$
i \Psi_{\tau}=H \Psi
$$

which we can solve explicitly in terms of the spectral decomposition of $H$ :

$$
\Psi=\sum_{k \geq 0} \phi_{k} e^{-i \mu_{k} \tau} \omega_{k}(z)
$$

Here $\left(\mu_{k}, \omega_{k}(z)\right)_{k \geq 0}$ are the eigenvalues and normalized (with respect to $L^{2}\left(R^{d}\right)$ ) eigenfunctions of $H$, and $\left(\phi_{k}\right)_{(k \geq 0)}$ are coefficients independent of $\tau$ and $z$. The eigenvalue problem can be solved explicitly with the eigenvalues $\mu_{k}=k+\frac{d}{2}$ (see [18, Theorem 8.4]). The eigenfunctions are products of a Gaussian with Hermite polynomials, and, in particular, the ground state eigenfunction is given by

$$
\omega_{0}(z)=\left(\frac{1}{\pi}\right)^{d / 4} e^{-\frac{|z|^{2}}{2}}
$$

By modulation, thus introducing the slow variables $x$ and $t$, we would have $\phi_{k}$ depending on $(t, x)$. This motivates us to expand $\psi^{\varepsilon}$ with respect to the eigenstates of $H$ :

$$
\begin{equation*}
\psi^{\varepsilon}(t, x, z)=\sum_{k \geq 0} e^{-i \mu_{k} t / \varepsilon^{2}} \phi_{k}^{\varepsilon}(t, x) \omega_{k}(z) \tag{5}
\end{equation*}
$$

Actually, our aim is to determine and justify approximations of the form

$$
\begin{equation*}
\psi^{\varepsilon}(t, x, z) \approx \varphi(t, x) e^{-i \mu_{0} t / \varepsilon^{2}} \omega_{0}(z) \tag{6}
\end{equation*}
$$

i.e., modulations of the ground state, under an assumption of well-prepared initial data (see (11) below). A formal analysis indicates that the general case, where the transport occurs on several modes, is more complicated and might involve coupling terms between the limiting $n$-dimensional Schrödinger equations (this is not the case for the Schrödinger-Poisson system [3], where the nonlinearity is weaker).

The projection $\Pi$ onto the eigenspace generated by the groundstate $\omega_{0}(z)$ is given by

$$
\Pi \psi^{\varepsilon}(t, x, z)=e^{-i \mu_{0} t / \varepsilon^{2}} \phi^{\varepsilon}(t, x) \omega_{0}(z)
$$

with

$$
\begin{equation*}
\phi^{\varepsilon}(x, t):=e^{i \mu_{0} t / \varepsilon^{2}} \int_{R^{d}} \psi^{\varepsilon}(t, x, z) \omega_{0}(z) d z \tag{7}
\end{equation*}
$$

It is obvious that the projection has the following properties:

$$
\partial_{t} \Pi=\Pi \partial_{t}, \quad \Pi H^{\perp}=H^{\perp} \Pi, \quad \Pi H=\mu_{0} \Pi
$$

By projecting (4) we obtain

$$
\begin{equation*}
i \phi_{t}^{\varepsilon}=H^{\perp} \phi^{\varepsilon}+e^{i \mu_{0} t / \varepsilon^{2}} \int_{R^{d}} f\left(\left|\psi^{\varepsilon}\right|\right) \psi^{\varepsilon} \omega_{0} d z \tag{8}
\end{equation*}
$$

The nonlinearity can be written as

$$
\begin{align*}
& e^{i \mu_{0} t / \varepsilon^{2}} \int_{R^{d}} f\left(\left|\psi^{\varepsilon}\right|\right) \psi^{\varepsilon} \omega_{0} d z=\bar{f}\left(\left|\phi^{\varepsilon}\right|\right) \phi^{\varepsilon}+h^{\varepsilon} \\
& \text { with } \quad \bar{f}(|\phi|)=\int_{R^{d}} f\left(|\phi| \omega_{0}\right) \omega_{0}^{2} d z \\
& \text { and } h^{\varepsilon}=e^{i \mu_{0} t / \varepsilon^{2}} \int_{R^{d}}\left[f\left(\left|\psi^{\varepsilon}\right|\right) \psi^{\varepsilon} \omega_{0}-f\left(\left|\phi^{\varepsilon}\right| \omega_{0}\right) e^{-i \mu_{0} t / \varepsilon^{2}} \phi^{\varepsilon} \omega_{0}^{2}\right] d z \tag{9}
\end{align*}
$$

Then the formal limit of (8) as $\varepsilon \rightarrow 0$ is the $n$-dimensional Schrödinger equation

$$
\begin{equation*}
i \varphi_{t}=H^{\perp} \varphi+\bar{f}(|\varphi|) \varphi \tag{10}
\end{equation*}
$$

When the initial data for the full problem (4) are chosen compatible with the ansatz (6), i.e.,

$$
\begin{equation*}
\psi_{I}(x, z)=\varphi_{I}(x) \omega_{0}(z) \tag{11}
\end{equation*}
$$

then appropriate initial conditions for the solution of (10) are

$$
\begin{equation*}
\varphi(0, x)=\varphi_{I}(x) \tag{12}
\end{equation*}
$$

The main result of this work is a justification of the limit problem (10), (12) under the following assumptions on the initial data and on the nonlinearity.

Assumption 1. The function $\varphi_{I}$ satisfies

$$
\int_{R^{n}}\left(\left|\nabla_{x} \varphi_{I}(x)\right|^{2}+\left|x \varphi_{I}(x)\right|^{2}\right) d x<\infty, \quad \int_{R^{n}}\left|\varphi_{I}(x)\right|^{2} d x=1
$$

Assumption 2. The nonlinearity $f$ satisfies

$$
\mid f(|u|) u-f(|v|) v)\left|\leq C\left(|u|^{\alpha}+|v|^{\alpha}\right)\right| u-v \mid,
$$

where either $f \geq 0$ (defocusing case) and $0 \leq \alpha<\frac{4}{n+d-2}$, or $0 \leq \alpha<\min \left\{\frac{4}{n+d-2}, \frac{4}{n}\right\}$. Additionally, $\alpha \leq \frac{2}{n-2}$ if $n>2$.

Remark. The assumptions are sufficient for proving existence and uniqueness of local solutions of both the full problem (4), (11) and the limit problem (10), (12) (see $[6,15,5]$ ). Note that the property of $f$ required in Assumption 2 carries over to $\bar{f}$. In the repulsive case, global existence is a straightforward consequence of energy conservation (see section 2). Without sign assumptions on the nonlinearity, the additional requirement $\alpha<4 / n$ leads to global solvability of the limit problem [15]. Here, however, it is used for proving $\varepsilon$-independent estimates for the full problem on finite time intervals.

Theorem 1. Let Assumptions 1 and 2 be satisfied and let $\psi^{\varepsilon}$ and $\varphi$ be the unique solutions of (4), (11) and (10), (12), respectively. Then for every $T<\infty$ there exists a constant $c_{T}$ such that

$$
\left.\sup _{t \in(0, T)} \| \psi^{\varepsilon}(t, \cdot, \cdot)\right)-e^{-i \mu_{0} t / \varepsilon^{2}} \varphi(t, \cdot) \omega_{0} \|_{L^{2}\left(R^{n+d}\right)} \leq c_{T} \varepsilon
$$

The rest of the paper is organized as follows. In the following section, conservation of energy is used to derive uniform estimates of $H^{1}$-norms of the solution of the $(n+d)$-dimensional problem and its ground state contribution. Whereas for repulsive nonlinearities these results follow directly from the energy conservation, in the general case the nonlinearity needs to be controlled by an anisotropic generalization of the Gagliardo-Nirenberg inequality. Also the difference between the full solution and its projection to the ground state is shown to be small. In section 3, the difference between the ground state contribution and its formal limit is estimated. The main tools are Strichartz estimates $[6,10,17]$ and an anisotropic Sobolev inequality.

Section 4 deals with an application, the Gross-Pitaevskii equation, which has a cubic nonlinearity and models the dynamics of Bose-Einstein condensates. In this case, dimension reduction means obtaining disk-shaped or cigar-shaped condensates. Finally, in the appendix the anisotropic Sobolev embedding and the anisotropic Gagliardo-Nirenberg inequality are proved.
2. Uniform estimates. In this section we derive some $\varepsilon$-independent estimates from energy conservation. The energy is defined by

$$
E^{\varepsilon}\left[\psi^{\varepsilon}(t)\right]:=\left\langle H^{\perp} \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle+\frac{1}{\varepsilon^{2}}\left\langle H \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle+2 \mathcal{F}\left[\psi^{\varepsilon}(t)\right]
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $L^{2}\left(R^{n+d}\right)$ and

$$
\mathcal{F}[\psi]=\int_{R^{n+d}} F(|\psi|) d x d z, \quad \text { with } F(s)=\int_{0}^{s} f(\sigma) \sigma d \sigma
$$

Note that the first two terms in the energy are nonnegative quadratic forms controlling the $H^{1}$-norms in the $x$ - and $z$-directions, respectively.

With Assumption 1, the initial data (11) satisfy $E^{\varepsilon}\left[\psi_{I}\right]<\infty$ for fixed $\varepsilon$. From [6] (Theorem 9.2.5 and Remark 9.2.7) and Assumption 2 we obtain local-in-time existence for the $(n+d)$-dimensional problem (4) as well as energy and mass conservation:

$$
\begin{equation*}
E^{\varepsilon}\left[\psi^{\varepsilon}(t)\right]=E^{\varepsilon}\left[\psi_{I}\right], \quad\left\|\psi^{\varepsilon}(t)\right\|_{2,2}=\left\|\psi_{I}\right\|_{2,2}=\left\|\varphi_{I}\right\|_{2} \tag{13}
\end{equation*}
$$

Considering the limit of $\varepsilon^{2} E^{\varepsilon}$ when $\varepsilon \rightarrow 0$, we immediately obtain uniform bounds for the dominant term. The main difficulty consists in finding uniform bounds on $\left\langle H^{\perp} \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle$. Once we have this, we can derive uniform bounds on the $H^{1}$-norm of $\psi^{\varepsilon}(t)$.

For the notation of norms we use the following conventions.
Definition 2. Let $0<T \leq \infty, 1 \leq p, q, r \leq \infty$, and $u(t, x)$, $v(t, x, z)$ functions of $t \in(0, T), x \in R^{n}$, and $z \in R^{d}$. Then we define the norms

$$
\begin{aligned}
\|u(t)\|_{p} & :=\|u(t, \cdot)\|_{L^{p}\left(R^{n}\right)} \\
\|u\|_{r(p)} & :=\| \| u(\cdot)\left\|_{p}\right\|_{L^{r}((0, T))} \\
\|v(t)\|_{q, p} & :=\| \| v(t, \cdot)\left\|_{p}\right\|_{L^{q}\left(R^{d}\right)} \\
\|v\|_{r(q, p)} & :=\| \| v(\cdot)\left\|_{q, p}\right\|_{L^{r}((0, T))}
\end{aligned}
$$

and the corresponding Banach spaces are denoted by $L_{x}^{p}, L_{t}^{r} L_{x}^{p}, L_{z}^{q} L_{x}^{p}$, and $L_{t}^{r} L_{z}^{q} L_{x}^{p}$.
Taking into account the expansion (5) of the $(n+d)$-dimensional wavefunction $\psi^{\varepsilon}$ with respect to the orthonormal basis $\left(\omega_{k}\right)_{k \geq 0}$ of eigenfunctions gives

$$
\begin{align*}
\left\|\psi^{\varepsilon}(t)\right\|_{2,2}^{2} & =\sum_{k=0}^{\infty}\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2}  \tag{14}\\
\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{2} & =\sum_{k=0}^{\infty}\left\|\nabla_{x} \phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \tag{15}
\end{align*}
$$

At first sight, the energy equation seems to be of limited use, since it is dominated by the contributions in the $z$-direction. However, with the mass conservation this part can be written as

$$
\begin{align*}
\left\langle H \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle & =\sum_{k=0}^{\infty} \mu_{k}\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \\
& =\sum_{k=1}^{\infty}\left(\mu_{k}-\mu_{0}\right)\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2}+\mu_{0}\left\|\varphi_{I}\right\|_{2}^{2} \tag{16}
\end{align*}
$$

and, on the other hand,

$$
\begin{equation*}
\left\langle H \psi_{I}, \psi_{I}\right\rangle=\mu_{0}\left\|\varphi_{I}\right\|_{2}^{2} \tag{17}
\end{equation*}
$$

By using (16) and (17) we can rewrite the energy conservation as

$$
\begin{align*}
& \left\langle H^{\perp} \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle+\frac{1}{\varepsilon^{2}} \sum_{k=1}^{\infty}\left(\mu_{k}-\mu_{0}\right)\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2}+2 \mathcal{F}\left[\psi^{\varepsilon}(t)\right] \\
& =\left\langle H^{\perp} \psi_{I}, \psi_{I}\right\rangle+2 \mathcal{F}\left[\psi_{I}\right] \tag{18}
\end{align*}
$$

In the case of defocusing nonlinearities all terms in this equation are nonnegative, and we immediately obtain uniform boundedness of $\psi^{\varepsilon}(t)$ in $H^{1}\left(R^{n+d}\right)$, as well as the statement that the mass remains concentrated to the ground state as $\varepsilon \rightarrow 0$. The rest of this section is devoted to proving the same results (Lemmas 3 and 4) without sign assumption on the nonlinearity.

By applying Lemma 5 from the appendix with $r=\alpha+2$, we can control the term coming from the nonlinearity:

$$
\begin{equation*}
\left|\mathcal{F}\left[\psi^{\varepsilon}(t)\right]\right| \leq\left\|\psi^{\varepsilon}(t)\right\|_{2+\alpha, 2+\alpha}^{2+\alpha} \leq c\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{n \alpha / 2}\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{d \alpha / 2} \tag{19}
\end{equation*}
$$

where here and in the following $c$ denotes possibly different $\varepsilon$-independent, positive constants. Consequently, the energy conservation multiplied by $\varepsilon^{2}$ yields

$$
\varepsilon^{2}\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{2}+\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{2} \leq c+c \varepsilon^{2}\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{n \alpha / 2}\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{d \alpha / 2},
$$

and, from the Young inequality,

$$
\varepsilon^{2}\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{2}+\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{2} \leq c+\varepsilon^{2} \eta\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{2}+\varepsilon^{2} C(\eta)\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{\frac{2 d \alpha}{4-n \alpha}}
$$

Remark. The constraint $\alpha<\frac{4}{n}$ in Assumption 2 guarantees that the exponent remains positive.

With the choice $\eta=\frac{1}{2}$ we deduce

$$
\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{2} \leq c+\varepsilon^{2} c\left\|\nabla_{z} \psi^{\varepsilon}(t)\right\|_{2,2}^{\frac{2 d \alpha}{4-n \alpha}}
$$

In the case $\theta=\frac{2 d \alpha}{4-n \alpha}<2$ we conclude that

$$
\begin{equation*}
\left\|\nabla_{z} \psi^{\varepsilon}\right\|_{\infty(2,2)} \leq c \tag{20}
\end{equation*}
$$

For $\theta>2$ we obtain the result by the standard bootstrap argument, since $\left\|\nabla_{z} \psi_{I}\right\|_{2,2}$ is independent of $\varepsilon$ (see [4, Lemma 2.9]). Using (19) with (20) in (18), we get

$$
\begin{equation*}
\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{2}+\left\|x \psi^{\varepsilon}(t)\right\|_{2,2}^{2}+\frac{1}{\varepsilon^{2}} \sum_{k=1}^{\infty}\left(\mu_{k}-\mu_{0}\right)\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \leq c+c\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}^{n \alpha / 2} \tag{21}
\end{equation*}
$$

Since, by $\alpha<4 / n$, the exponent in the last term is smaller than 2 , uniform boundedness of $\left\|\nabla_{x} \psi^{\varepsilon}(t)\right\|_{2,2}$ follows.

It is now easy to prove the following two results on uniform boundedness and on the uniform smallness of the contributions from excited states.

Lemma 3. Let the assumptions of Theorem 1 be satisfied, let $\psi^{\varepsilon}$ be the solution of (4), (11), let $\phi^{\varepsilon}$ be defined by (7), and let $\varphi$ be the solution of (10), (12). Then

$$
\psi^{\varepsilon} \in L^{\infty}\left((0, \infty) ; H^{1}\left(R^{n+d}\right)\right), \quad \phi^{\varepsilon}, \varphi \in L^{\infty}\left((0, \infty) ; H^{1}\left(R^{n}\right)\right)
$$

uniformly in $\varepsilon$.
Proof. From (16) and (21) it is immediately clear that $\left\langle H^{\perp} \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle+$ $\left\langle H \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle$ is uniformly bounded with respect to $\varepsilon$ and $t$. The observation that this term dominates the $H^{1}\left(R^{n+d}\right)$-norm completes the proof of the first statement of the lemma.

The representation of $\psi^{\varepsilon}$ in terms of the eigenstates shows

$$
\left\langle H^{\perp} \psi^{\varepsilon}(t), \psi^{\varepsilon}(t)\right\rangle \geq \frac{1}{2}\left(\left\|\nabla_{x} \phi^{\varepsilon}\right\|_{2}^{2}+\left\|x \phi^{\varepsilon}\right\|_{2}^{2}\right)
$$

which proves the statement for $\phi^{\varepsilon}$. Finally, the statement for the $\varepsilon$-independent $\varphi$ is a consequence of the existence theory.

Lemma 4. With the assumptions of the previous lemma,

$$
\left\|(I-\Pi) \psi^{\varepsilon}\right\|_{\infty(p, 2)} \leq c \varepsilon
$$

holds with an $\varepsilon$-independent constant $c$ and with $p \in\left[2, \frac{2 d}{d-2}\right]$ if $d \geq 3, p \in[2, \infty)$ if $d=2$, and $p \in[2, \infty]$ if $d=1$.

Proof. Using (21) we obtain

$$
\begin{aligned}
\left\|(I-\Pi) \psi^{\varepsilon}(t)\right\|_{2,2}^{2} & =\sum_{k=1}^{\infty}\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \\
& \leq \frac{1}{\mu_{1}-\mu_{0}} \sum_{k=1}^{\infty}\left(\mu_{k}-\mu_{0}\right)\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \leq c \varepsilon^{2}
\end{aligned}
$$

i.e., the statement of the lemma with $p=2$. On the other hand we estimate

$$
\begin{aligned}
& \left\|\nabla_{z}(I-\Pi) \psi^{\varepsilon}(t)\right\|_{2,2}^{2} \leq\left\langle H(I-\Pi) \psi^{\varepsilon}(t),(I-\Pi) \psi^{\varepsilon}(t)\right\rangle=\sum_{k=1}^{\infty} \mu_{k}\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2} \\
& \quad=\sum_{k=1}^{\infty}\left(\mu_{k}-\mu_{0}\right)\left\|\phi_{k}^{\varepsilon}(t)\right\|_{2}^{2}+\mu_{0}\left\|(I-\Pi) \psi^{\varepsilon}(t)\right\|_{2,2}^{2} \leq c \varepsilon^{2}
\end{aligned}
$$

The result is now a consequence of the Sobolev embedding $H^{1}\left(R^{d}\right) \hookrightarrow L^{p}\left(R^{d}\right)$ in $z$-space.
3. Proof of the main result. The approximation error in Theorem 1 can be split into two parts:

$$
\begin{aligned}
\left\|\psi^{\varepsilon}-\varphi \omega_{0} e^{-i \mu_{0} t / \varepsilon^{2}}\right\|_{\infty(2,2)} & \leq\left\|(I-\Pi) \psi^{\varepsilon}\right\|_{\infty(2,2)}+\left\|\omega_{0} e^{-i \mu_{0} t / \varepsilon^{2}}\left(\phi^{\varepsilon}-\varphi\right)\right\|_{\infty(2,2)} \\
& =\left\|(I-\Pi) \psi^{\varepsilon}\right\|_{\infty(2,2)}+\left\|\phi^{\varepsilon}-\varphi\right\|_{\infty(2)}
\end{aligned}
$$

The first term is taken care of by Lemma 4. The difference $\chi^{\varepsilon}:=\phi^{\varepsilon}-\varphi$ solves the problem

$$
\begin{align*}
& i \chi_{t}^{\varepsilon}=H^{\perp} \chi^{\varepsilon}+g^{\varepsilon}+h^{\varepsilon}  \tag{22}\\
& \chi^{\varepsilon}(t=0)=0
\end{align*}
$$

where

$$
g^{\varepsilon}=\bar{f}\left(\left|\phi^{\varepsilon}\right|\right) \phi^{\varepsilon}-\bar{f}(|\varphi|) \varphi
$$

and $h^{\varepsilon}$ given by (9).
For the nonlinear Schrödinger equation (22) with harmonic potential, a local dispersion result can be established (see [8, 9], [6, Lemma 9.2.4]). This property allows us to use Strichartz estimates (see [6, Theorem 3.4.1], [5, 12]), and we obtain the following for any admissible pair $\left(q^{*}, q\right)$ and a bounded time interval $T<\infty$ :

$$
\begin{equation*}
\left\|\chi^{\varepsilon}\right\|_{\infty(2)} \leq c_{T}\left(\left\|g^{\varepsilon}\right\|_{q^{*}(q)}+\left\|h^{\varepsilon}\right\|_{q^{*}(q)}\right) \tag{23}
\end{equation*}
$$

A pair $\left(q, q^{*}\right)$ is admissible iff

$$
\begin{align*}
& \frac{2 n}{n+2} \leq q \leq 2 \text { for } n \geq 3, \quad 1<q \leq 2 \text { for } n=2, \quad 1 \leq q \leq 2 \text { for } n=1  \tag{24}\\
& q^{*}=\frac{4}{4-n(2 / q-1)}
\end{align*}
$$

Note that the definition of admissible pair is not the usual one.
Remark. We need a bounded time interval because the constant depends on the length of the time interval. For more details, see [6].

Assumption 2 implies the pointwise estimate

$$
\left|g^{\varepsilon}\right| \leq c\left(\left|\phi^{\varepsilon}\right|^{\alpha}+|\varphi|^{\alpha}\right)\left|\chi^{\varepsilon}\right| .
$$

Applying the Hölder inequality, we obtain

$$
\left\|g^{\varepsilon}(t)\right\|_{q} \leq c\left(\left\|\phi^{\varepsilon}\right\|_{2 \alpha q /(2-q)}^{\alpha}+\|\varphi\|_{2 \alpha q /(2-q)}^{\alpha}\right)\left\|\chi^{\varepsilon}\right\|_{2}
$$

The assumption $\alpha \leq 2 /(n-2)$ for $n \geq 3$ allows us to choose $q$ such that both (24) is satisfied and $H^{1}\left(R^{n}\right) \hookrightarrow L_{x}^{2 \alpha q /(2-q)}$. Therefore we can use Lemma 3 to obtain

$$
\begin{equation*}
\left\|g^{\varepsilon}(t)\right\|_{q^{*}(q)} \leq c\left\|\chi^{\varepsilon}\right\|_{q^{*}(2)} \tag{26}
\end{equation*}
$$

For $h^{\varepsilon}$ we also employ Assumption 2 to obtain a pointwise estimate:

$$
\left|h^{\varepsilon}\right| \leq c \int_{R^{d}}\left(\left|\psi^{\varepsilon}\right|^{\alpha}+\left|\Pi \psi^{\varepsilon}\right|^{\alpha}\right)\left|(I-\Pi) \psi^{\varepsilon}\right| \omega_{0} d z
$$

Computing the $L^{q}\left(R^{n}\right)$-norm and applying the Hölder inequality twice (to the $x$ - and $z$-integrals, respectively) lead to

$$
\left\|h^{\varepsilon}\right\|_{q} \leq c\left(\left\|\psi^{\varepsilon}\right\|_{\alpha p^{\prime}, 2 \alpha q /(2-q)}^{\alpha}+\left\|\phi^{\varepsilon}\right\|_{2 \alpha q /(2-q)}^{\alpha}\right)\left\|(I-\Pi) \psi^{\varepsilon}\right\|_{p, 2},
$$

whereby $p^{\prime}=\frac{p}{p-1}$.
Let us recall all the conditions on $p$ and $q$ :
(i) the assumptions of Lemma 4 for $p$ and condition (24) for $q$ are satisfied;
(ii) the embeddings $H^{1}\left(R^{n}\right) \hookrightarrow L_{x}^{2 \alpha q /(2-q)}$ and $H^{1}\left(R^{n+d}\right) \hookrightarrow L_{z}^{\alpha p^{\prime}} L_{x}^{2 \alpha q /(2-q)}$ (see Lemma 5 in the appendix) hold.
All this is possible since $\alpha \leq 4 /(n+d-2)$ and $\alpha \leq 2 /(n-2)$ for $n \geq 3$. As a consequence of Lemmas 3 and 4 we obtain

$$
\begin{equation*}
\left\|h^{\varepsilon}\right\|_{\infty(q)} \leq c \varepsilon . \tag{27}
\end{equation*}
$$

With (26) and (27), the Strichartz estimate (23) becomes

$$
\left\|\chi^{\varepsilon}\right\|_{\infty(2)} \leq c_{T}\left(\left\|\chi^{\varepsilon}\right\|_{q^{*}(2)}+\varepsilon\right)
$$

Using this estimate on the time interval $(0, t)$ with $t \leq T$ gives

$$
\left\|\chi^{\varepsilon}(t)\right\|_{2}^{q^{*}} \leq \tilde{c}_{T}\left(\int_{0}^{t}\left\|\chi^{\varepsilon}(s)\right\|_{2}^{q^{*}} d s+\varepsilon^{q^{*}}\right)
$$

Now, an application of the Gronwall lemma concludes the proof of Theorem 1.
4. Application: The Gross-Pitaevskii equation. The three-dimensional nonlinear Schrödinger equation with cubic nonlinearity and an external potential is called the Gross-Pitaevskii equation. It models the temporal evolution of BoseEinstein condensates at temperatures much smaller than the critical condensation temperature $[7,14,16]$. In dimensional form, the Gross-Pitaevskii equation reads

$$
\begin{equation*}
i \hbar \psi_{t}=-\frac{\hbar^{2}}{2 m} \Delta \psi+\frac{m}{2}\left(\omega_{x}^{2}|x|^{2}+\omega_{z}^{2}|z|^{2}\right) \psi+N g|\psi|^{2} \psi \tag{28}
\end{equation*}
$$

where $m$ is the atomic mass, $\hbar$ is the Planck constant, $N$ is the number of atoms in the condensate, and $\omega_{x}, \omega_{z}$ are the trap frequencies in $x$ - and $z$-directions, respectively. The parameter $g$ describes the interaction between the atoms in the condensate and has the form $g=\hbar^{2} a / m$, where $a$ is the scattering length, positive for repulsive interactions and negative for attractive interactions. We consider the cases $n=1$ and $n=2$ with $d=3-n$. Characteristic lengths of the condensate in the $x$ - and $z$-directions are $a_{x}=\sqrt{\hbar /\left(m \omega_{x}\right)}$ and $a_{z}=\sqrt{\hbar /\left(m \omega_{z}\right)}$, respectively.

Let us write (28) in dimensionless form. With the scaling

$$
x=a_{x} \tilde{x}, \quad z=a_{z} \tilde{z}, \quad \psi=\frac{\tilde{\psi}}{\sqrt{a_{x}^{n} a_{z}^{3-n}}}, \quad t=\frac{\tilde{t}}{\omega_{x}},
$$

and skipping the tildes, we obtain

$$
i \psi_{t}=-\frac{1}{2} \Delta_{x} \psi+\frac{|x|^{2}}{2} \psi+\frac{\omega_{z}}{\omega_{x}}\left(-\frac{1}{2} \Delta_{z} \psi+\frac{|z|^{2}}{2} \psi\right)+N \frac{a}{a_{z}^{3-n} a_{x}^{n-2}}|\psi|^{2} \psi
$$

In experiments it is observed that in a strongly anisotropic confinement the motion of particles is quenched in one or two directions. This means that by changing the shape of the confining potential, lower-dimensional Bose-Einstein condensates are obtained. They are called disk-shaped or cigar-shaped condensates, respectively. This is the motivation to consider the Gross-Pitaevskii equation with strongly anisotropic confining harmonic potential; thus

$$
\varepsilon^{2}:=\frac{\omega_{x}}{\omega_{z}} \ll 1
$$

Furthermore we assume the case of weak coupling, namely,

$$
\gamma:=\frac{N a}{a_{z}^{3-n} a_{x}^{n-2}}=\mathcal{O}(1) .
$$

We then have the equation

$$
i \psi_{t}=-\frac{1}{2} \Delta_{x} \psi+\frac{|x|^{2}}{2} \psi+\frac{1}{\varepsilon^{2}}\left(-\frac{1}{2} \Delta_{z} \psi+\frac{|z|^{2}}{2} \psi\right)+\gamma|\psi|^{2} \psi
$$

where $\gamma|\psi|^{2}=f(|\psi|)$ with $\gamma$ positive, if we consider repulsive interactions, e.g., for ${ }^{23} \mathrm{Na}$ and ${ }^{87} \mathrm{Rb}$, or negative for attractive interactions, e.g., for ${ }^{7} \mathrm{Li}$. Obviously, Assumption 2 on $f$ holds with $\alpha=2$.

For repulsive interactions $(\gamma>0)$ we have global existence of the solution of the $(n+d)$-dimensional Schrödinger equation if $\alpha<4 /(n+d-2)$. Since $\alpha=2$ we obtain
the condition $n+d<4$, which includes the physically interesting case $n+d=3$. The limiting lower-dimensional Gross-Pitaevskii equation is

$$
i \varphi_{t}=H^{\perp} \varphi+\gamma_{0}|\varphi|^{2} \varphi \quad \text { with } \gamma_{0}=\gamma \int_{R^{d}} \omega_{0}^{4}(z) d z
$$

On the one hand, if we consider the strong confinement in one direction $(d=1)$, we obtain a two-dimensional approximate equation $(n=2)$. In this case we speak about a disk-shaped condensate. On the other hand, we consider a strong confinement in 2 dimensions $(d=2)$. Accordingly, the approximate equation is one-dimensional $(n=1)$ and we call the condensate a cigar-shaped condensate. Theorem 1 can be applied in both cases.

In the case of attractive interactions, thus for $\gamma<0$, we get stronger constraints on the dimensions, namely, $n=1$ and $d<3$. Thus, Theorem 1 can only be applied for the reduction from three dimensions to one (cigar-shaped condensate).

Appendix. Anisotropic Sobolev inequalities. In this section, we state anisotropic Sobolev embeddings and a generalized Gagliardo-Nirenberg inequality. The proof of this lemma, rather straightforward, is skipped. It uses standard Sobolev embeddings and Gagliardo-Nirenberg inequalities, combined with interpolation estimates. We generalize here a result of [2] (see also [11], where a similar Sobolev embedding is obtained). Recall that in this paper the whole dimension is $n+d$ and the space variable is written $(x, z)$, where $x \in R^{n}$ and $z \in R^{d}$.

Lemma 5 . Let $2 \leq p, q \leq \infty$ be such that

$$
\frac{n}{p(n+d)}+\frac{d}{q(n+d)} \geq \frac{1}{2}-\frac{1}{n+d}
$$

(with $q<\infty$ if $d=2 ; p<\infty$ if $n=2$; and strict inequality if $n=d=1$ ). Then

$$
H^{1}\left(R^{n+d}\right) \hookrightarrow L_{z}^{q}\left(R^{d} ; L_{x}^{p}\left(R^{n}\right)\right)
$$

Furthermore, for any $r \in\left[2, \frac{2(n+d)}{n+d-2}\right]$ we have

$$
\|u\|_{L_{x, z}^{r}} \leq C\|u\|_{L_{x, z}^{2}}^{1-(n+d)\left(\frac{1}{2}-\frac{1}{r}\right)}\left\|\nabla_{x} u\right\|_{L_{x, z}^{2}}^{n\left(\frac{1}{2}-\frac{1}{r}\right)}\left\|\nabla_{z} u\right\|_{L_{x, z}^{2}}^{d\left(\frac{1}{2}-\frac{1}{r}\right)}
$$
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#### Abstract

We deal with the problem of determining an inclusion within an electrical conductor from electrical boundary measurements. Under mild a priori assumptions we establish an optimal stability estimate.
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1. Introduction. In this paper we deal with an inverse boundary value problem which is a special instance of the well-known Calderón's inverse conductivity problem [C]. Given a bounded domain $\Omega$ in $\mathbb{R}^{n}, n \geq 2$, with reasonably smooth boundary, an open set $D$, compactly contained in $\Omega$, and a constant $k>0, k \neq 1$, consider, for any $f \in H^{1 / 2}(\partial \Omega)$, the weak solution $u \in H^{1}(\Omega)$ to the Dirichlet problem

$$
\begin{align*}
\operatorname{div}\left(\left(1+(k-1) \chi_{D}\right) \nabla u\right) & =0 & & \text { in } \Omega,  \tag{1.1}\\
u & =f & & \text { on } \partial \Omega, \tag{1.2}
\end{align*}
$$

where $\chi_{D}$ denotes the characteristic function of the set $D$. We will denote by $\Lambda_{D}$ : $H^{1 / 2}(\partial \Omega) \rightarrow H^{-1 / 2}(\partial \Omega)$ the so-called Dirichlet-to-Neumann map, that is the operator which maps the Dirichlet data onto the corresponding Neumann data $\left.\frac{\partial u}{\partial \nu} \right\rvert\, \partial \Omega$. The inverse problem that we examine here is to determine $D$ when $\Lambda_{D}$ is given.

In 1988 Isakov [I1] proved the uniqueness. The purpose of the present paper is to prove a result of stability. In fact we prove that, under mild a priori assumptions on the regularity and topology of $D$, there is a continuous dependence of $D$ (in the Hausdorff metric) from $\Lambda_{D}$ with a modulus of continuity of logarithmic type; see Theorem 2.4. Let us stress that, indeed, this rate of continuity is the optimal one, as it was shown by examples in the recent paper [DC-R] by the second author and Luca Rondi.

We wish to mention here a closely related, but different, problem which attracted a lot of attention starting with the papers of Friedman [F] and Friedman and Gustafsson [F-G]. That is the one of determining $D$ when, instead of full knowledge of the Dirichlet-to-Neumann map, only one, or few, pairs of Dirichlet and Neumann data are available; see [A-I], [I2] for extended bibliographical accounts. Unfortunately, for such a problem, the uniqueness question, not to mention stability, remains a largely open issue.

Let us illustrate briefly the main steps of our arguments. We must recall that Isakov's approach to uniqueness is essentially based on two arguments,

[^11](a) the Runge approximation theorem,
(b) the use of solutions with Green's function type singularities.

Also, here we shall use singular solutions, and indeed we shall need an accurate study of their asymptotic behavior when the singularity gets close to the set of discontinuity $\partial D$ of the conductivity coefficient $1+(k-1) \chi_{D}$ in (1.1); see Proposition 3.4. On the other hand, it seems that Runge's theorem, in its whole generality, is typically based on nonconstructive arguments (Lax [L], Kohn and Vogelius [K-V]) and thus, is not suited for stability estimates. We wish to mention here that a constructive version of a Runge type theorem, for special geometrical configurations and for Helmholtz equation, has indeed been used by Potthast [P1, P2] for the purpose of stability estimates in the different, but related, inverse problem of obstacle scattering. Unfortunately, by this approach, very restrictive geometrical assumptions on the unknown obstacle are required. In this paper we introduce a different approach based on quantitative estimates of unique continuation (see Proposition 3.5) which avoids the use of Runge type arguments and allows one to treat a wide generality of inclusions.

In section 2 we formulate our main hypotheses and state the stability result, Theorem 2.4. In section 3 we prove Theorem 2.4 on the basis of some auxiliary propositions, whose proofs are deferred to in section 4.
2. The main result. Let us introduce our regularity and topological assumptions on the conductor $\Omega$ and on the unknown inclusion $D$. To this purpose we shall need the following definitions. In places, we shall denote a point $x \in \mathbb{R}^{n}$ by $x=\left(x^{\prime}, x_{n}\right)$, where $x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \in \mathbb{R}$.

Definition 2.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$. Given $\alpha$, $0<\alpha \leq 1$, we shall say that a portion $S$ of $\partial \Omega$ is of class $C^{1, \alpha}$ with constants $\bar{r}, L>0$ if, for any $P \in S$, there exists a rigid transformation of coordinates under which we have $P=0$ and

$$
\Omega \cap B_{\bar{r}}(0)=\left\{x \in B_{\bar{r}}: x_{n}>\varphi\left(x^{\prime}\right)\right\}
$$

where $\varphi$ is a $C^{1, \alpha}$ function on $B_{\bar{r}}(0) \subset \mathbb{R}^{n-1}$ satisfying $\varphi(0)=|\nabla \varphi(0)|=0$ and $\|\varphi\|_{C^{1, \alpha}\left(B_{\bar{r}}(0)\right)} \leq L \bar{r}$.

Definition 2.2. We shall say that a portion $S$ of $\partial \Omega$ is of Lipschitz class with constants $\bar{r}, L>0$ if for any $P \in S$, there exists a rigid transformation of coordinates under which we have $P=0$ and

$$
\Omega \cap B_{\bar{r}}(0)=\left\{x \in B_{\bar{r}}: x_{n}>\varphi\left(x^{\prime}\right)\right\}
$$

where $\varphi$ is a Lipschitz continuous function on $B_{\bar{r}}(0) \subset \mathbb{R}^{n-1}$ satisfying $\varphi(0)=0$ and $\|\varphi\|_{C^{0,1}\left(B_{\bar{r}}(0)\right)} \leq L \bar{r}$.

Remark 2.3. We have chosen to scale all norms in a such a way that they are dimensionally equivalent to their argument. For instance, for any $\varphi \in C^{1, \alpha}\left(B_{\bar{r}}(0)\right)$ we set

$$
\|\varphi\|_{C^{1, \alpha}\left(B_{\bar{r}}(0)\right)}=\|\varphi\|_{L^{\infty}\left(B_{\bar{r}}(0)\right)}+\bar{r}\|\nabla \varphi\|_{L^{\infty}\left(B_{\bar{r}}(0)\right)}+\bar{r}^{1+\alpha}|\nabla \varphi|_{\alpha, B_{\bar{r}}(0)}
$$

For given numbers $\bar{r}, M, \widetilde{\delta}, L>0,0<\alpha<1$, we shall assume
(H1) the domain $\Omega$ satisfies the following conditions:

$$
\begin{equation*}
|\Omega| \leq M \bar{r}^{n} \tag{2.1}
\end{equation*}
$$

where $|\cdot|$ denotes the Lebesgue measure of $\Omega$,

$$
\begin{equation*}
\partial \Omega \text { is of class } C^{1, \alpha} \text { with constants } \bar{r}, L \tag{2.2}
\end{equation*}
$$

(H2) the inclusion $D$ satisfies the following conditions:

$$
\begin{equation*}
\Omega \backslash \bar{D} \text { is connected } \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{dist}(D, \partial \Omega) \geq \widetilde{\delta} \tag{2.4}
\end{equation*}
$$

$\partial D$ is of class $C^{1, \alpha}$ with constants $\bar{r}, L$.
In what follows, we shall refer to numbers $k, n, \bar{r}, M, \widetilde{\delta}, L, \alpha$ as to the a priori data. We shall denote by $D_{1}$ and $D_{2}$ two possible inclusions in $\Omega$, both satisfying the properties mentioned. We shall denote by $\Lambda_{D_{i}}, i=1,2$, the Dirichlet-to-Neumann $\operatorname{map} \Lambda_{D}$ when $D=D_{i}$. We can now state the main theorem.

Theorem 2.4. Let $\Omega \subset \mathbb{R}^{n}$, $n \geq 2$, satisfy (H1). Let $k>0, k \neq 1$ be given. Let $D_{1}$ and $D_{2}$ be two inclusions in $\Omega$ satisfying (H2). If, given $\varepsilon>0$, we have

$$
\begin{equation*}
\left\|\Lambda_{D_{1}}-\Lambda_{D_{2}}\right\|_{\mathcal{L}\left(H^{1 / 2}, H^{-1 / 2}\right)} \leq \varepsilon \tag{2.6}
\end{equation*}
$$

then

$$
d_{\mathcal{H}}\left(\partial D_{1}, \partial D_{2}\right) \leq \omega(\varepsilon)
$$

where $\omega$ is an increasing function on $[0,+\infty)$, which satisfies

$$
\omega(t) \leq C|\log t|^{-\eta}, \quad \text { for every } \quad 0<t<1
$$

and $C, \eta, C>0,0<\eta \leq 1$, are constants only depending on the a priori data.
Here $d_{\mathcal{H}}$ denotes the Hausdorff distance between bounded closed sets of $\mathbb{R}^{n}$ and $\|\cdot\|_{\mathcal{L}\left(H^{1 / 2} H^{-1 / 2}\right)}$ denotes the operator norm on the space of bounded linear operators between $H^{1 / 2}(\partial \Omega)$ and $H^{-1 / 2}(\partial \Omega)$.

Remark 2.5. It should be emphasized that in this statement the unknown inclusion may be disconnected.

Remark 2.6. Several variations of the above results could be devised with minor adaptations on the arguments. Just to mention one, an analogous result would be obtained if the Neumann-to-Dirichlet maps $N_{D_{i}}$ are available instead of the Dirichlet-to-Neumann maps $\Lambda_{D_{i}}$.
3. Proof of Theorem 2.4. Before proving Theorem 2.4, we shall state some auxiliary propositions, whose proofs are collected in section 4. Here and in what follows, we shall deal with various sets associated to $\Omega, D_{1}$, and $D_{2}$. We shall use the following notation.

DEFINITION 3.1. We denote by $\mathcal{G}$ the connected component of $\Omega \backslash\left(D_{1} \cup D_{2}\right)$, whose boundary contains $\partial \Omega, \Omega_{D}=\Omega \backslash \overline{\mathcal{G}}, \Omega_{\bar{r}}=\{x \in \mathcal{C} \Omega: \operatorname{dist}(x, \Omega) \leq \bar{r}\}$ and $\mathcal{S}_{2 \bar{r}}=\left\{x \in \mathbb{R}^{n}: \bar{r} \leq \operatorname{dist}(x, \Omega) \leq 2 \bar{r}\right\}$.

We introduce a variation of the Hausdorff distance which we call modified distance.
Definition 3.2. We shall call the modified distance between $D_{1}$ and $D_{2}$ the number

$$
\begin{equation*}
d_{\mu}\left(D_{1}, D_{2}\right)=\max \left\{\sup _{x \in \partial D_{1} \cap \partial \Omega_{D}} \operatorname{dist}\left(x, D_{2}\right), \sup _{x \in \partial D_{2} \cap \partial \Omega_{D}} \operatorname{dist}\left(x, D_{1}\right)\right\} \tag{3.1}
\end{equation*}
$$

This notion is an adaptation of the one introduced in [A-B-R-V], which was also called modified distance. In order to distinguish such notions, we call $d_{\mu}$ the present
one, whereas the one in $[\mathrm{A}-\mathrm{B}-\mathrm{R}-\mathrm{V}]$ was denoted by $d_{m}$. On the other hand, we need to stress the common peculiarities: such modified distances do not satisfy the axioms of a metric and in general do not dominate the Hausdorff distance (see section 3 in $[\mathrm{A}-\mathrm{B}-\mathrm{R}-\mathrm{V}]$ for related arguments). The following proposition provides sufficient conditions under which $d_{\mu}$ dominates $d_{\mathcal{H}}$; see [A-B-R-V, Proposition 3.6] for a related statement.

Proposition 3.3. Let $\Omega$ be an open set in $\mathbb{R}^{n}$ satisfying (H1). Let $D_{1}, D_{2}$ be two bounded open inclusions of $\Omega$ satisfying (H2). Then

$$
\begin{equation*}
d_{\mathcal{H}}\left(\partial D_{1}, \partial D_{2}\right) \leq c d_{\mu}\left(D_{1}, D_{2}\right) \tag{3.2}
\end{equation*}
$$

where $c$ depends only on the a priori assumptions.
With no loss of generality, we can assume that there exists a point $O$ of $\partial D_{1} \cap \partial \Omega_{D}$, where the maximum in Definition 3.1 is attained, that is

$$
\begin{equation*}
d_{\mu}=d_{\mu}\left(D_{1}, D_{2}\right)=\operatorname{dist}\left(O, D_{2}\right) \tag{3.3}
\end{equation*}
$$

As is well known, the Dirichlet-to-Neumann map $\Lambda_{D}$ associated to problem (1.1), (1.2) is defined by

$$
\begin{equation*}
<\Lambda_{D} u, v>=\int_{\Omega}\left(1+(k-1) \chi_{D}\right) \nabla u \cdot \nabla v \tag{3.4}
\end{equation*}
$$

for every $u \in H^{1}(\Omega)$ solution to (1.1) and for every $v \in H^{1}(\Omega)$. Here $<\cdot, \cdot>$ denotes the dual pairing between $H^{-1 / 2}(\partial \Omega)$ and $H^{1 / 2}(\partial \Omega)$. With a slight abuse of notation we shall write

$$
<g, f>=\int_{\partial \Omega} g f d \sigma
$$

for any $f \in H^{1 / 2}(\partial \Omega)$ and $g \in H^{-1 / 2}(\partial \Omega)$. Let $\Gamma_{D}(x, y)$ be the fundamental solution for the operator $\operatorname{div}\left(\left(1+(k-1) \chi_{D}\right) \nabla \cdot\right)$, thus

$$
\begin{equation*}
\operatorname{div}\left(\left(1+(k-1) \chi_{D}\right) \nabla \Gamma_{D}(\cdot, y)\right)=-\delta(\cdot-y) \tag{3.5}
\end{equation*}
$$

where $y, w \in \mathbb{R}^{n}, \delta$ denotes the Dirac distribution. We shall denote by $\Gamma_{D_{1}}, \Gamma_{D_{2}}$ such fundamental solutions when $D=D_{1}, D_{2}$, respectively. Recalling the well-known identity
$\int_{\Omega}\left(1+(k-1) \chi_{D_{1}}\right) \nabla u_{1} \cdot \nabla u_{2}-\int_{\Omega}\left(1+(k-1) \chi_{D_{2}}\right) \nabla u_{1} \cdot \nabla u_{2}=\int_{\partial \Omega} u_{1}\left[\Lambda_{D_{1}}-\Lambda_{D_{2}}\right] u_{2}$,
which holds for every $u_{i} \in H^{1}(\Omega), i=1,2$, solutions to (1.1) when $D=D_{i}$, respectively (see [I2] formula (5.0.4), section 5.0), we have

$$
\begin{align*}
& \int_{\Omega}\left(1+(k-1) \chi_{D_{1}}\right) \nabla \Gamma_{D_{1}}(\cdot, y) \cdot \nabla \Gamma_{D_{2}}(\cdot, w) \\
& -\int_{\Omega}\left(1+(k-1) \chi_{D_{2}}\right) \nabla \Gamma_{D_{1}}(\cdot, y) \cdot \nabla \Gamma_{D_{2}}(\cdot, w)  \tag{3.6}\\
= & \int_{\partial \Omega} \Gamma_{D_{1}}(\cdot, y)\left[\Lambda_{D_{1}}-\Lambda_{D_{2}}\right]\left(\Gamma_{D_{2}}(\cdot, w)\right) d \sigma \quad \forall y, w \in \mathcal{C} \bar{\Omega}
\end{align*}
$$

Let us define, for $y, w \in \mathcal{G} \cup \mathcal{C} \Omega$

$$
\begin{align*}
S_{D_{1}}(y, w) & =(k-1) \int_{D_{1}} \nabla \Gamma_{D_{1}}(\cdot, y) \cdot \nabla \Gamma_{D_{2}}(\cdot, w)  \tag{3.7}\\
S_{D_{2}}(y, w) & =(k-1) \int_{D_{2}} \nabla \Gamma_{D_{1}}(\cdot, y) \cdot \nabla \Gamma_{D_{2}}(\cdot, w)  \tag{3.8}\\
f(y, w) & =S_{D_{1}}(y, w)-S_{D_{2}}(y, w) \tag{3.9}
\end{align*}
$$

Thus (3.6) can be rewritten as

$$
\begin{equation*}
f(y, w)=\int_{\partial \Omega} \Gamma_{D_{1}}(\cdot, y)\left[\Lambda_{D_{1}}-\Lambda_{D_{2}}\right]\left(\Gamma_{D_{2}}(\cdot, w)\right) d \sigma \quad \forall y, w \in \mathcal{C} \bar{\Omega} \tag{3.10}
\end{equation*}
$$

From now on we shall consider the dimension $n \geq 3$, since the case $n=2$ can be treated similarly through minor adaptations regarding the fundamental solutions. Up to a transformation of coordinates, we can assume that $O$, defined in (3.3), is the origin of the coordinate system. Let $\nu(O)$ be the outer unit normal vector to $\partial \Omega_{D}$ in the origin $O$. Such a normal is indeed well defined since we are assuming that $O$ realizes the modified distance between $D_{1}$ and $D_{2}$; therefore, in a small neighborhood of $O, \partial \Omega_{D}$ is made of a part of $\partial D_{1}$, which is known to be $C^{1, \alpha}$. We will rotate the coordinate system in such a way that $\nu(O)=(0, \ldots, 0,-1)$. Taking $y=w=h \nu(O)$, with $h>0$, we want to evaluate $f(y, y)$ and $S_{D_{1}}(y, y)$ in term of $h$, for $h$ small. Then, evaluating $S_{D_{2}}$ in term of $d_{\mu}$, we will get the stability estimate for the modified distance and thus, using Proposition 3.3, for the Hausdorff distance. An important ingredient for evaluating $f$ and $S_{D_{1}}$ is the behavior of the fundamental solution. We state now a proposition that collects all the results on $\Gamma_{D_{i}}, i=1,2$, that we will need throughout the paper. For $x=\left(x^{\prime}, x_{n}\right)$, where $x^{\prime} \in \mathbb{R}^{n-1}$ and $x_{n} \in \mathbb{R}$, we set $x^{\star}=\left(x^{\prime},-x_{n}\right)$. We shall denote with $\chi^{+}$the characteristic function of the half-space $\left\{x_{n}>0\right\}$ and with $\Gamma_{+}$the fundamental solution of the operator $\operatorname{div}\left(\left(1+(k-1) \chi^{+}\right) \nabla \cdot\right)$. If $\Gamma$ is the standard fundamental solution of the Laplace operator, we have that (see, for instance, [A-I-P], Theorem 4)

$$
\Gamma_{+}(x, y)= \begin{cases}\frac{1}{k} \Gamma(x, y)+\frac{k-1}{k(k+1)} \Gamma\left(x, y^{\star}\right) & \text { for } x_{n}>0, y_{n}>0  \tag{3.11}\\ \frac{2}{k+1} \Gamma(x, y) & \text { for } x_{n} y_{n}<0 \\ \Gamma(x, y)-\frac{k-1}{k+1} \Gamma\left(x, y^{\star}\right) & \text { for } x_{n}<0, y_{n}<0\end{cases}
$$

The following proposition holds.
Proposition 3.4. Let $D \subset \mathbb{R}^{n}$ be an open set whose boundary is of class $C^{1, \alpha}$, with constants $\bar{r}, L$.
(i) There exists a constant $c_{1}>0$ depending on $k, n, \alpha$ and $L$ only, such that

$$
\begin{equation*}
\left|\nabla_{x} \Gamma_{D}(x, y)\right| \leq c_{1}|x-y|^{1-n} \tag{3.12}
\end{equation*}
$$

for every $x, y \in \mathbb{R}^{n}$,
(ii) There exist constants $c_{2}, c_{3}>0$ depending on $k, n, \alpha$ and $L$ only, such that

$$
\begin{align*}
& \left|\Gamma_{D}(x, y)-\Gamma_{+}(x, y)\right| \leq \frac{c_{2}}{\bar{r}^{\alpha}}|x-y|^{2-n+\alpha}  \tag{3.13}\\
& \left|\nabla_{x} \Gamma_{D}(x, y)-\nabla_{x} \Gamma_{+}(x, y)\right| \leq \frac{c_{3}}{\bar{r}^{\alpha^{2}}}|x-y|^{1-n+\alpha^{2}} \tag{3.14}
\end{align*}
$$

for every $x \in D \cap B_{r}(O)$, and for every $y=h \nu(O)$, with $0<r<\bar{r}_{0}$, $0<h<\bar{r}_{0}$, where $\bar{r}_{0}=\left(\min \left\{\frac{1}{2}(8 L)^{-1 / \alpha}, \frac{1}{2}\right\}\right) \frac{\bar{r}}{2}$.
The next two propositions give us quantitative estimates on $f$ and $S_{D_{1}}$ when we move $y$ towards $O$, along $\nu(O)$. Proposition 3.5 makes use of quantitative estimates of unique continuation, whereas Proposition 3.6 is mainly based on the asymptotic estimates of fundamental solutions obtained in Proposition 3.4.

Proposition 3.5. Let $\Omega$ be an open set in $\mathbb{R}^{n}$ satisfying (H1). Let $D_{1}, D_{2}$ be two inclusions in $\Omega$ verifying (H2) and let $y=h \nu(O)$, with $O$ defined in (3.3). If,
given $\varepsilon>0$, we have

$$
\left\|\Lambda_{D_{1}}-\Lambda_{D_{2}}\right\|_{\mathcal{L}\left(H^{1 / 2}, H^{-1 / 2}\right)} \leq \varepsilon
$$

then for every $h, 0<h<\bar{c} \bar{r}$, where $0<\bar{c}<1$, depends on $L$,

$$
\begin{equation*}
|f(y, y)| \leq C \frac{\varepsilon^{B h^{F}}}{h^{A}} \tag{3.15}
\end{equation*}
$$

where $0<A<1$ and $C, B, F>0$ are constants that depend only on the a priori data.

Proposition 3.6. Let $\Omega$ be an open set in $\mathbb{R}^{n}$ satisfying (H1). Let $D_{1}, D_{2}$ be two inclusions in $\Omega$ verifying (H2) and $y=h \nu(O)$. Then for every $h, 0<h<\bar{r}_{0} / 2$,

$$
\begin{equation*}
\left|S_{D_{1}}(y, y)\right| \geq c_{1} h^{2-n}-c_{2} d_{\mu}^{2-2 n}+c_{3} \tag{3.16}
\end{equation*}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are positive constants depending only on the a priori data. Here $\bar{r}_{0}$ is the number introduced in Proposition 3.4.

Now we have all the tools that we need to prove Theorem 2.4.
Proof of Theorem 2.4. Let $O \in \partial D_{1}$ satisfying (3.3), that is

$$
d_{\mu}\left(D_{1}, D_{2}\right)=\operatorname{dist}\left(O, D_{2}\right)=d_{\mu}
$$

Then, for $y=h \nu(O)$, with $0<h<h_{1}$, where $h_{1}=\min \left\{d_{\mu}, \bar{c} \bar{r}, \bar{r}_{0} / 2\right\}$, using (3.12), we have

$$
\begin{equation*}
\left|S_{D_{2}}(y, y)\right| \leq c \int_{D_{2}} \frac{1}{\left(d_{\mu}-h\right)^{n-1}} \frac{1}{\left(d_{\mu}-h\right)^{n-1}} d x=c \frac{1}{\left(d_{\mu}-h\right)^{2 n-2}}\left|D_{2}\right| \tag{3.17}
\end{equation*}
$$

Using Proposition 3.5, we have

$$
\begin{aligned}
& \left|S_{D_{1}}(y, y)\right|-\left|S_{D_{2}}(y, y)\right| \leq\left|S_{D_{1}}(y, y)-S_{D_{2}}(y, y)\right| \\
= & |f(y, y)| \leq c \frac{\varepsilon^{B h^{F}}}{h^{A}} .
\end{aligned}
$$

On the other hand, by Proposition 3.6 and (3.17)

$$
\left|S_{D_{1}}(y, y)\right|-\left|S_{D_{2}}(y, y)\right| \geq c_{1} h^{2-n}-c_{2}\left(d_{\mu}-h\right)^{2-2 n}
$$

Thus we have

$$
c_{3} h^{2-n}-c_{4}\left(d_{\mu}-h\right)^{2-2 n} \leq \frac{\varepsilon^{B h^{F}}}{h^{A}}
$$

That is

$$
\begin{align*}
c_{4}\left(d_{\mu}-h\right)^{2-2 n} & \geq c_{3} h^{2-n}-\frac{\varepsilon^{B h^{F}}}{h^{A}}=h^{2-n}\left(c_{3}-\varepsilon^{B h^{F}} h^{\notin}\right) \\
& \geq c_{5} h^{2-n}\left(1-\varepsilon^{B h^{F}} h^{\not A}\right) \tag{3.18}
\end{align*}
$$

where $\widetilde{A}=n-2-A, \widetilde{A}>0$. Let $h=h(\varepsilon)$ where $h(\varepsilon)=\min \left\{|\ln \varepsilon|^{-\frac{1}{2 F}}, d_{\mu}\right\}$, for $0<\varepsilon \leq \varepsilon_{1}$, with $\varepsilon_{1} \in(0,1)$ such that $\exp \left(-B\left|\ln \varepsilon_{1}\right|^{1 / 2}\right)=1 / 2$. If $d_{\mu} \leq|\ln \varepsilon|^{-\frac{1}{2 F}}$ the theorem follows using Proposition 3.3. In the other case we have

$$
\varepsilon^{B h(\varepsilon)^{F}} h(\varepsilon)^{\mathcal{A}} \leq \varepsilon^{B|\ln \varepsilon|^{-1 / 2}} \leq \exp \left(-B|\ln \varepsilon|^{1 / 2}\right)
$$

Then, for any $\varepsilon, 0<\varepsilon<\varepsilon_{1}$,

$$
\left(d_{\mu}-h(\varepsilon)\right)^{2-2 n} \geq c_{6} h(\varepsilon)^{2-n}
$$

that is, solving for $d_{\mu}$, and recalling that, in this case, $h(\varepsilon)=|\ln \varepsilon|^{-\frac{1}{2 F}}$,

$$
\begin{equation*}
d_{\mu} \leq c_{7}|\ln \varepsilon|^{-\delta \frac{n-2}{2 n-2}} \tag{3.19}
\end{equation*}
$$

where $\delta=1 /(2 F)$. When $\varepsilon \geq \varepsilon_{1}$, then

$$
d_{\mu} \leq \operatorname{diam} \Omega
$$

and, in particular, when $\varepsilon_{1} \leq \varepsilon<1$

$$
d_{\mu} \leq \operatorname{diam} \Omega \frac{|\ln \varepsilon|^{-\frac{1}{2 F}}}{\left|\ln \varepsilon_{1}\right|^{-\frac{1}{2 F}}}
$$

Finally, using Proposition 3.3, the theorem follows.
4. Proofs of the auxiliary propositions. We premise the proof of Proposition 3.3 with one lemma.

Lemma 4.1. Let $\Omega$ be an open set in $\mathbb{R}^{n}$ satisfying (H1). Let $D$ be a bounded open inclusion of $\Omega$ satisfying (H2). Then for every $P \in \partial D$, there exists a continuous path $\gamma$ in $\Omega \backslash \bar{D}$ with one endpoint in $P$ and the other on $\partial \Omega$, such that for every $z \in \gamma$

$$
\begin{equation*}
|z-P| \leq c \operatorname{dist}(z, D) \tag{4.1}
\end{equation*}
$$

where $c$ is a positive constant depending on the a priori data only.
Proof. Using Lemma 5.2 of [A-B-R-V], (which adapted arguments due to Lieberman $[\mathrm{Li}])$, we approximate $\operatorname{dist}(\cdot, \partial D)$ with a regularized distance $\tilde{d}$ such that $\tilde{d} \in$ $C^{2}(\Omega \backslash D) \cup C^{1, \alpha}(\overline{\Omega \backslash D})$ and the following facts hold:

$$
\begin{aligned}
& \gamma_{0} \leq \frac{\operatorname{dist}(x, \partial D)}{\tilde{d}(x)} \leq \gamma_{1} \\
& |\nabla \tilde{d}(y)| \geq c_{1} \quad \text { for every } y \in \Omega \text { s.t. } \operatorname{dist}(y, \partial D)<b \bar{r} \\
& \|\tilde{d}\|_{1, \alpha} \leq c_{2} \bar{r}
\end{aligned}
$$

where $\gamma_{0}, \gamma_{1}, b, c_{1}$ and $c_{2}$ are positive constants only depending on $L$ and $\alpha$. We define for $0<h<a \bar{r}$, with $a$ depending on $L$ and $\alpha$ only,

$$
E_{h}=\{x \in \Omega \backslash \bar{D}: \tilde{d}(x)>h\}
$$

Arguing as in Lemma 5.3 of [A-B-R-V], $E_{h}$ is connected with boundary of class $C^{1}$ and

$$
\begin{equation*}
\widetilde{c}_{1} h \leq \operatorname{dist}(x, \partial D) \leq \widetilde{c}_{2} h \quad \forall x \in \partial E_{h} \cap \Omega \tag{4.2}
\end{equation*}
$$

where $\widetilde{c}_{1}, \widetilde{c}_{2}$ are positive constants depending on $L$ and $\alpha$ only. Let us fix $P \in \partial D$. Let $\nu(P)$ be the outer unit normal to $\partial D$ in $P$ (we recall that $\partial D$ is $C^{1, \alpha}$ ). Since (4.2),
 $\widetilde{c}_{1} h<\tilde{h}<\widetilde{c}_{2} h$. We denote by $\overline{P P^{\prime}}$ the segment whose endpoints are $P$ and $P^{\prime}$. Since $E_{h}$ is connected, there exists a continuous path $\gamma^{\prime} \subset E_{h}$ with one endpoint $P^{\prime}$ and the other on $\partial \Omega$. Since $\gamma^{\prime} \subset E_{h}$ we have that for every $x \in \gamma^{\prime}$, $\operatorname{dist}(x, \partial D) \geq c h$, where $c$ is a positive constant. We then define $\gamma=\gamma^{\prime} \cup \overline{P P^{\prime}}$ and the lemma follows.

Proof of Proposition 3.3. Let us fix $P \in \partial D_{1}$. We distinguish the following two cases:
(i) $P \in \partial D_{1} \cap \partial \mathcal{G}$,
(ii) $P \in \partial D_{1} \backslash \partial \mathcal{G}$.

If case (i) occurs then,

$$
\operatorname{dist}\left(P, \partial D_{2}\right)=\operatorname{dist}\left(P, \bar{D}_{2}\right) \leq d_{\mu}
$$

Let us consider case (ii). Let $\gamma$ be the continuous path constructed in Lemma 4.1 from $P$ to $\partial \Omega$. Since $P \notin \partial \mathcal{G}$, there exists $z \in \gamma \cap \partial D_{2} \cap \partial \Omega_{D}$.

$$
\operatorname{dist}\left(z, D_{1}\right) \leq \sup _{x \in \partial D_{2} \cap \partial \Omega_{D}}\left\{\operatorname{dist}\left(x, D_{1}\right)\right\} \leq d_{\mu}\left(D_{1}, D_{2}\right)
$$

Thus

$$
|z-P| \leq c d_{\mu}\left(D_{1}, D_{2}\right)
$$

where $c>0$ is the constant appearing in (4.1). On the other hand,

$$
\operatorname{dist}\left(P, \partial D_{2}\right) \leq|z-P|
$$

So we obtain that for every $P \in \partial D_{1}$,

$$
\operatorname{dist}\left(P, \partial D_{2}\right) \leq c d_{\mu}\left(D_{1}, D_{2}\right)
$$

Similarly, one can show that for every $Q \in \partial D_{2}$

$$
\operatorname{dist}\left(Q, \partial D_{1}\right) \leq c d_{\mu}\left(D_{1}, D_{2}\right)
$$

Then we conclude that

$$
d_{\mathcal{H}}\left(\partial D_{1}, \partial D_{2}\right) \leq c d_{\mu}\left(D_{1}, D_{2}\right)
$$

Proof of Proposition 3.4. Let us prove (i).
Let us consider the case $x \in D$ and $y \in \partial D$. The cases in which $x, y \in D$ or $x, y \in \mathcal{C} D$ are trivial. Let $h=|x-y|$. Let $c$ be a positive number less than $\frac{1}{1+2 \sqrt{n}}$. We distinguish the following two cases:
(a) $\operatorname{dist}(x, \partial D)<c h$,
(b) $\operatorname{dist}(x, \partial D) \geq c h$.

Let us consider the case (a). Let $P \in \partial D$ be such that $|P-x|=\operatorname{dist}(x, \partial D)$. For every $r>0$, let $Q_{r}(P)$ be the cube centered at $P$, with sides of length $2 r$ and parallel to the coordinates axes. We have that the ball $B_{r}(P)$ is inscribed into $Q_{r}(P)$; in particular, $x \in Q_{c h}(P)$. On the other hand,

$$
|P-y| \geq|y-x|-|P-x| \geq h(1-c)
$$

Then, due to our choice of $c,|P-y|>(2 c h) \sqrt{n}$, that is $y \notin Q_{2 c h}(P)$. Thus

$$
\operatorname{div}_{z}\left(\left(1+(k-1) \chi_{D}\right) \nabla_{z} \Gamma_{D}(z, y)\right)=0 \quad \text { in } Q_{\frac{3}{2} c h}(P)
$$

and for the piecewise $C^{1, \alpha}$ regularity of $\Gamma_{D}$, proved in [DB-E-F], see also [L-V], we have

$$
\begin{equation*}
\left\|\nabla \Gamma_{D}(\cdot, y)\right\|_{L^{\infty}\left(Q_{c h}(P)\right)} \leq \frac{\bar{c}_{1}}{h}\left\|\Gamma_{D}(\cdot, y)\right\|_{L^{\infty}\left(Q_{\frac{3}{2} c h}(P)\right)} \tag{4.3}
\end{equation*}
$$

where $\bar{c}_{1}$ depends on $L, k, n$, and $\alpha$ only. Using the pointwise bound of $\Gamma_{D}$ with $\Gamma$ (see [L-S-W]), we have

$$
\begin{equation*}
\left\|\Gamma_{D}(\cdot, y)\right\|_{L^{\infty}} Q_{Q_{\frac{3}{2} c h}(P)} \leq \bar{c}_{2}\left(\frac{c h}{2}\right)^{2-n} \tag{4.4}
\end{equation*}
$$

where $\bar{c}_{2}$ depends on $n$ and $k$ only. Hence, by (4.3) and (4.4) we get

$$
\begin{equation*}
\left|\nabla_{x} \Gamma_{D}(x, y)\right| \leq\left\|\nabla \Gamma_{D}(\cdot, y)\right\|_{L^{\infty}\left(Q_{c h}(P)\right)} \leq \bar{c}_{3} h^{1-n}=\bar{c}_{3}|x-y|^{1-n} \tag{4.5}
\end{equation*}
$$

where $\bar{c}_{3}$ depends on $L, k, n$, and $\alpha$ only.
If case (b) occurs, then $Q_{\frac{c h}{\sqrt{n}}}(x) \subset D$. Hence

$$
\begin{aligned}
& \left|\nabla_{x} \Gamma_{D}(x, y)\right| \leq\left\|\nabla \Gamma_{D}(\cdot, y)\right\|_{L^{\infty}\left(Q_{\frac{c h}{2 \sqrt{n}}}(x)\right)} \leq \frac{\bar{c}_{4}}{h}\left\|\Gamma_{D}(\cdot, y)\right\|_{L^{\infty}} Q_{\frac{c}{\sqrt{n}}}(P) \\
& \leq \frac{\bar{c}_{4}}{h}(h(1-c))^{2-n}=\bar{c}_{4}^{\prime} h^{1-n}=\bar{c}_{4}^{\prime}|x-y|^{1-n}
\end{aligned}
$$

where $\bar{c}_{4}, \bar{c}_{4}^{\prime}$ depend on $L, k, n$, and $\alpha$ only.
Let us prove (ii).
Let us fix $r_{1}=\min \left\{\frac{1}{2}(8 L)^{-1 / \alpha} \bar{r}, \frac{\bar{r}}{2}\right\}$. Recalling Definition 2.1, we have that

$$
\partial D \cap B_{\bar{r}}(0)=\left\{x \in B_{\bar{r}}(0): x_{n}=\varphi\left(x^{\prime}\right)\right\}
$$

where $\varphi \in C^{1, \alpha}\left(\mathbb{R}^{n-1}\right)$ satisfying $\varphi(0)=|\nabla \varphi(0)|=0$. Let $\theta \in C^{\infty}(\mathbb{R})$ be such that $0 \leq \theta \leq 1, \theta(t)=1$, for $|t|<1, \theta(t)=0$, for $|t|>2$ and $\left|\frac{d \theta}{d t}\right| \leq 2$. We consider the following change of variables $\xi=\Phi(x)$ defined by

$$
\left\{\begin{array}{l}
\xi^{\prime}=x^{\prime} \\
\xi_{n}=x_{n}-\varphi\left(x^{\prime}\right) \theta\left(\frac{\left|x^{\prime}\right|}{r_{1}}\right) \theta\left(\frac{x_{n}}{r_{1}}\right)
\end{array}\right.
$$

It can be verified that, with the given choice of $r_{1}$, the following properties of $\Phi$ hold:

$$
\begin{align*}
& \Phi\left(Q_{2 r_{1}}(0)\right)=Q_{2 r_{1}}(0)  \tag{4.6}\\
& \Phi\left(Q_{r_{1}}(0) \cap D\right)=Q_{r_{1}}^{+}(0),  \tag{4.7}\\
& c^{-1}\left|x_{1}-x_{2}\right| \leq\left|\Phi\left(x_{1}\right)-\Phi\left(x_{2}\right)\right| \leq c\left|x_{1}-x_{2}\right| \quad \forall x_{1}, x_{2} \in \mathbb{R}^{n}  \tag{4.8}\\
& |\Phi(x)-x| \leq \frac{c}{\bar{r}^{\alpha}}|x|^{1+\alpha} \quad \forall x \in \mathbb{R}^{n}  \tag{4.9}\\
& |D \Phi(x)-I| \leq \frac{c}{\bar{r}^{\alpha}}|x|^{\alpha} \quad \forall x \in \mathbb{R}^{n} \tag{4.10}
\end{align*}
$$

where $Q_{r_{1}}^{+}(0)=\left\{x \in Q_{r_{1}}(0): x_{n}>0\right\}$ and $c \geq 1$ depends on $L$ and $\alpha$ only. $\Phi$ is a $C^{1, \alpha}$ diffeomorphism from $\mathbb{R}^{n}$ into itself. Let us define the cylinder $C_{r_{1}}$ as

$$
C_{r_{1}}=\left\{x \in \mathbb{R}^{n}:\left|x^{\prime}\right|<r_{1},\left|x_{n}\right|<r_{1}\right\} .
$$

For $x, y \in C_{r_{1}}$, we have that $\widetilde{\Gamma}_{D}(\xi, \eta)=\Gamma_{D}(x, y)$, where $\xi=\Phi(x), \eta=\Phi(y)$, is solution of

$$
\begin{equation*}
\operatorname{div}_{\xi}\left(\left(1+(k-1) \chi^{+}\right) B(\xi) \nabla_{\xi} \widetilde{\Gamma}_{D}(\xi, \eta)\right)=-\delta(\xi-\eta) \tag{4.11}
\end{equation*}
$$

where $B=\frac{J J^{T}}{\operatorname{det} J}$, with $J=\frac{\partial \xi}{\partial x}\left(\Phi^{-1}(\xi)\right)$. We observe that $B$ is of class $C^{\alpha}$ and $B(0)=I$. Let us consider

$$
\widetilde{R}(x, y)=\widetilde{\Gamma}_{D}(x, y)-\Gamma_{+}(x, y),
$$

where we keep the notation $x, y$ to indicate $\xi, \eta$. By the properties of $\Gamma_{+}$and by (4.11), $\widetilde{R}$ satisfies

$$
\operatorname{div}_{x}\left(\left(1+(k-1) \chi^{+}\right) \nabla_{x} \widetilde{R}(x, y)\right)=\operatorname{div}_{x}\left(\left(1+(k-1) \chi^{+}\right)(I-B) \nabla_{x} \widetilde{\Gamma}_{D}(x, y)\right) .
$$

Let $\widetilde{L}>0$, depending on the a priori data only, be such that $\bar{\Omega} \subset B_{⿷}(0)$. Thus, using the fundamental solution $\Gamma_{+}$we obtain

$$
\begin{aligned}
& -\widetilde{R}(x, y)=\int_{B_{\mathcal{E}}(0)}\left(1+(k-1) \chi^{+}\right)(B-I) \nabla_{z} \Gamma_{+}(z, y) \cdot \nabla_{z} \widetilde{\Gamma}_{D}(z, x) d z \\
& +\int_{\partial B_{\mathbb{E}}(0)}\left(1+(k-1) \chi^{+}\right)\left[\widetilde{R}(x, z) \frac{\partial \Gamma_{+}}{\partial \nu}(z, y)-\Gamma_{+}(z, y) \frac{\partial \widetilde{R}}{\partial \nu}(x, z)\right] d \sigma(z) \\
& =\int_{B_{E}(0) \cap C_{r_{1}}}\left(1+(k-1) \chi^{+}\right)(B-I) \nabla_{z} \Gamma_{+}(z, y) \cdot \nabla_{z} \widetilde{\Gamma}_{D}(z, x) d z \\
& +\int_{B_{E}(0) \backslash C_{r_{1}}}\left(1+(k-1) \chi^{+}\right)(B-I) \nabla_{z} \Gamma_{+}(z, y) \cdot \nabla_{z} \widetilde{\Gamma}_{D}(z, x) d z \\
& +\int_{\partial B_{\mathbb{E}}(0)}\left[\widetilde{R}(x, z) \frac{\partial \Gamma_{+}}{\partial \nu}(z, y)-\Gamma_{+}(z, y) \frac{\partial \widetilde{R}}{\partial \nu}(x, z)\right] d \sigma(z) .
\end{aligned}
$$

For $|x|,|y|<r_{1} / 2$, the last two integrals are bounded. Using (3.12) we obtain

$$
\begin{aligned}
|\widetilde{R}(x, y)| & \leq c\left(1+\int_{C_{r_{1}}}|z|^{\alpha}|x-z|^{1-n}|y-z|^{1-n} d z\right) \\
& =c\left(1+I_{1}+I_{2}\right),
\end{aligned}
$$

where $c$ depends on $L, \alpha, k$, and $n$ and

$$
\begin{aligned}
& I_{1}=\int_{\{|z|<4 h\} \cap C_{r_{1}}}|z|^{\alpha}|x-z|^{1-n}|y-z|^{1-n} d z, \\
& I_{2}=\int_{\{|z|>4 h\} \cap C_{r_{1}}}|z|^{\alpha}|x-z|^{1-n}|y-z|^{1-n} d z .
\end{aligned}
$$

Now

$$
\begin{aligned}
I_{1} & \leq \int_{|w|<4} h^{\alpha}|w|^{\alpha} h^{1-n}\left|\frac{x}{h}-w\right|^{1-n} h^{1-n}\left|\frac{y}{h}-w\right|^{1-n} h^{n} d w \\
& =h^{\alpha+2-n} \int_{|w|<4}|w|^{\alpha}\left|\frac{x}{h}-w\right|^{1-n}\left|\frac{y}{h}-w\right|^{1-n} d w \\
& \leq h^{\alpha+2-n} F(\xi, \eta),
\end{aligned}
$$

where $h=|x-y|$ and

$$
F(\xi, \eta)=4^{\alpha} \int_{|w|<4}|\xi-w|^{1-n}|\eta-w|^{1-n} d w
$$

and $\xi=x / h$ and $\eta=y / h$. From standard bounds (see, for instance, [M, Chapter 2, section 11]) it is not difficult to see that

$$
F(\xi, \eta) \leq \text { const. }<\infty
$$

for all $\xi, \eta \in \mathbb{R}^{n},|\xi-\eta|=1$. Thus

$$
I_{1} \leq c|x-y|^{\alpha+2-n}
$$

Let us now consider $I_{2}$. Since $|y|=-y_{n} \leq|x-y|=h$, we can deduce and $|z| \leq \frac{4}{3}|y-z|$ and $|z| \leq 2|x-z|$ and thus obtain that

$$
I_{2} \leq c \int_{|z|>4 h}|z|^{\alpha+1-n+1-n} d z \leq c h^{\alpha+2-n}
$$

Then we conclude that

$$
\begin{equation*}
|\widetilde{R}(x, y)| \leq c|x-y|^{\alpha+2-n} \tag{4.12}
\end{equation*}
$$

for every $|x|,|y|<r_{1} / 2$, where $c$ depends on $L, \alpha, k$, and $n$ only. Let us go back to the original coordinates system. We observe that if $x \in \Phi^{-1}\left(B_{r_{1} / 2}^{+}(0)\right)$ and $y=e_{n} y_{n}$, with $y_{n} \in\left(-r_{1} / 2,0\right)$, then $|\Phi(x)-x|$ is bounded by $c|x-y|^{1+\alpha}$. Namely, since $\Phi(x) \cdot y \leq 0$ and $\Phi(y)=y$, by (4.8) we have

$$
\begin{equation*}
c^{-1}|x| \leq|\Phi(x)| \leq|\Phi(x)-y| \leq c|x-y| \tag{4.13}
\end{equation*}
$$

On the other hand, by (4.9) and (4.13)

$$
\begin{equation*}
|\Phi(x)-x| \leq \frac{c}{\bar{r}^{\alpha}}|x|^{1+\alpha} \leq \frac{c^{\prime}}{\bar{r}^{\alpha}}|x-y|^{1+\alpha} \tag{4.14}
\end{equation*}
$$

We have

$$
\begin{aligned}
& R(x, y)=\Gamma_{D}(x, y)-\Gamma_{+}(x, y) \\
= & \Gamma_{D}(x, y)-\Gamma_{+}(x, y)+\Gamma_{+}(\Phi(x), \Phi(y))-\Gamma_{+}(\Phi(x), \Phi(y)) \\
= & \widetilde{R}(\Phi(x), \Phi(y))+\Gamma_{+}(\Phi(x), y)-\Gamma_{+}(x, y)
\end{aligned}
$$

Using (4.8), (4.9), (4.12), and (4.14) we obtain

$$
\begin{aligned}
& \left|\Gamma_{D}(x, y)-\Gamma_{+}(x, y)\right| \\
\leq & \frac{c}{\bar{r}^{\alpha}}|x-y|^{\alpha+2-n}+\frac{c}{\bar{r}^{\alpha}}\left\|\nabla \Gamma_{+}(\cdot, y)\right\|_{L^{\infty}\left(Q_{r_{1}}\right)}|x-\Phi(x)| \\
\leq & \frac{c}{\bar{r}^{\alpha}}|x-y|^{\alpha+2-n}+\frac{c^{\prime}}{\bar{r}^{\alpha}}|x-y|^{1+\alpha} h^{1-n} \\
\leq & \frac{c^{\prime \prime}}{\bar{r}^{\alpha}}|x-y|^{\alpha+2-n}
\end{aligned}
$$

where $c^{\prime \prime}$ depends on $k, n, \alpha$, and $L$ only. We estimate now the first derivative of $R$. To estimate the first derivative of $\widetilde{R}$ let us consider a cube $Q \subset B_{r_{1} / 4}^{+}(x)$ of side $c r_{1} / 4$, with $0<c<1$, such that $x \in \partial Q$. The following interpolation inequality holds:

$$
\|\nabla \widetilde{R}(\cdot, y)\|_{L^{\infty}(Q)} \leq c\|\widetilde{R}(\cdot, y)\|_{L^{\infty}(Q)}^{1-\delta}|\nabla \widetilde{R}(\cdot, y)|_{\alpha, Q}^{\delta},
$$

where $\delta=\frac{1}{1+\alpha}, c$ depends on $L$ only, and

$$
|\nabla \widetilde{R}|_{\alpha, Q}=\sup _{x, x^{\prime} \in Q, x \neq x^{\prime}} \frac{\left|\nabla \widetilde{R}(x, y)-\nabla \widetilde{R}\left(x^{\prime}, y\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}} .
$$

Since, from the piecewise Hölder continuity of $\nabla \Gamma_{D}$ (see (4.3)), and also of $\nabla \Gamma_{+}$, (see (3.11)), we have that

$$
|\nabla \widetilde{R}(\cdot, y)|_{\alpha, Q} \leq\left|\nabla \widetilde{\Gamma}_{D}(\cdot, y)\right|_{\alpha, Q}+\left|\nabla \Gamma_{+}(\cdot, y)\right|_{\alpha, Q} \leq c h^{-\alpha+1-n}
$$

where $c$ depends on $L$ only, thus we conclude that

$$
\left|\nabla_{x} \widetilde{R}(x, y)\right| \leq \frac{c}{\bar{r}^{\eta}} h^{(\alpha+2-n)(1-\delta)} h^{(-\alpha+1-n) \delta}=\frac{c}{\bar{r}^{\eta}} h^{1-n+\eta}
$$

where $\eta=\frac{\alpha^{2}}{1+\alpha}$. Thus

$$
\begin{equation*}
\left|\nabla_{x} \widetilde{R}(x, y)\right| \leq \frac{c}{\bar{r}^{\eta}}|x-y|^{\eta+1-n} \tag{4.15}
\end{equation*}
$$

where $\eta=\frac{\alpha^{2}}{1+\alpha}$ and $c$ depends on $L$ only. Concerning $\Gamma_{+}$we have

$$
\begin{aligned}
& \left|\nabla_{x} \Gamma_{+}(\Phi(x), y)-\nabla_{x} \Gamma_{+}(x, y)\right| \\
= & \left|D \Phi(x)^{T} \nabla \Gamma_{+}(\cdot, y)_{\mid \Phi(x)}-\nabla_{x} \Gamma_{+}(x, y)\right| \\
\leq & \left|\left(D \Phi(x)^{T}-I\right) \nabla \Gamma_{+}(\cdot, y)_{\mid \Phi(x)}\right| \\
& +\left|\nabla \Gamma_{+}(\cdot, y)_{\mid \Phi(x)}-\nabla_{x} \Gamma_{+}(x, y)\right| \\
\leq & \frac{c}{\bar{r}^{\alpha}}\left\|\nabla \Gamma_{+}(\cdot, y)\right\|_{L^{\infty}\left(Q_{r_{1}}\right)}|x-\Phi(x)|+\left|\nabla \Gamma_{+}(\cdot, y)\right|_{\alpha, Q}|\Phi(x)-x|^{\alpha} \\
\leq & \frac{c^{\prime}}{\bar{r}^{\alpha}} h^{1+\alpha} h^{1-n}+\frac{c}{\bar{r}^{\alpha^{2}}} h^{-\alpha+1-n} h^{(1+\alpha) \alpha} \\
\leq & \frac{c}{\bar{r}^{\alpha^{2}}} h^{1-n+\alpha^{2}}
\end{aligned}
$$

where $c$ depends on $k, n, \alpha$, and $L$ only.
Proof of Proposition 3.5. Let us fix $\bar{y} \in \mathcal{S}_{2 \bar{r}}$, where $\mathcal{S}_{2 \bar{r}}$ is the set introduced in Definition 3.1, and let us consider $f(\bar{y}, \cdot)$. We have that

$$
\begin{equation*}
\Delta_{w} f(\bar{y}, w)=0 \quad \text { in } \mathcal{C} \bar{\Omega}_{D} \tag{4.16}
\end{equation*}
$$

For $w \in \mathcal{S}_{2 \bar{r}}$, by (2.6), (3.10), and (3.12) we have

$$
\begin{equation*}
|f(\bar{y}, w)| \leq C(\bar{r}, L, M)\left\|\Lambda_{D_{1}}-\Lambda_{D_{2}}\right\|=\widetilde{\varepsilon} \tag{4.17}
\end{equation*}
$$

Let us now estimate $f(\bar{y}, w)$ when $w \in \mathcal{G}$. Again recalling Definition 3.1, we define $\mathcal{G}^{h}=\left\{x \in \mathcal{G}: \operatorname{dist}\left(x, \Omega_{D}\right) \geq h\right\}$. For every $w \in \mathcal{G}^{h}$, we have that

$$
\begin{align*}
\left|S_{D_{1}}(\bar{y}, w)\right| & \leq|k-1| \int_{D_{1}}\left|\nabla_{x} \Gamma_{D_{1}}(x, \bar{y})\right|\left|\nabla_{x} \Gamma_{D_{2}}(x, w)\right| d x \\
& \leq c \int_{D_{1}}|x-w|^{1-n} d x \leq c h^{1-n} \tag{4.18}
\end{align*}
$$

Similarly, $\left|S_{D_{2}}(\bar{y}, w)\right| \leq c h^{1-n}$. Then we conclude that

$$
|f(\bar{y}, w)| \leq c h^{1-n} \quad \text { in } \mathcal{G}^{h}
$$

At this stage we shall make use of the three spheres inequality for supremum norms of harmonic functions $v$; see, for instance, $[\mathrm{K}-\mathrm{M}]$, $[\mathrm{K}]$. For every $l_{1}, l_{2}, 1<l_{1}<l_{2}$ and for every $x \in \mathcal{G} \cup \mathcal{S}_{2 \bar{r}} \cup \Omega_{\bar{r}}$ there exists $\tau \in(0,1]$, depending only on $l_{1}, l_{2}$ and $n$ such that

$$
\|v\|_{L^{\infty}\left(B_{l_{1} r}(x)\right)} \leq\|v\|_{L^{\infty}\left(B_{r}(x)\right)}^{\tau}\|v\|_{L^{\infty}\left(B_{l_{2} r}(x)\right)}^{1-\tau}
$$

We apply it for $v(\cdot)=f(\bar{y}, \cdot)$ in the ball $B_{\bar{r}}(\bar{x})$, where $\bar{x} \in \mathcal{S}_{2 \bar{r}}$ be such that $\operatorname{dist}(\bar{x}, \Gamma)=$ $\bar{r} / 2$, where $\Gamma=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega)=\bar{r}\right\} \subset \partial \mathcal{S}_{2 \bar{r}}, l_{1}=3 r=3 \bar{r} / 2$, and $l_{2}=4 r=2 \bar{r}$, then we obtain

$$
\begin{equation*}
\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{3 \bar{r} / 2}(\bar{x})\right)} \leq\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{\bar{r} / 2}(\bar{x})\right)}^{\tau}\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{2 \bar{r}}(\bar{x})\right)}^{1-\tau} \tag{4.19}
\end{equation*}
$$

For every $\bar{w} \in \mathcal{G}^{h}$, we denote with $\gamma$ a simple arc in $\overline{\mathcal{G}} \cup \bar{\Omega}_{\bar{r}} \cup \overline{\mathcal{S}}_{2 \bar{r}}$ joining $\bar{x}$ to $\bar{w}$. Let us define $\left\{x_{i}\right\}, i=1, \ldots, s$ as follows $x_{1}=\bar{x}, x_{i+1}=\gamma\left(t_{i}\right)$, where $t_{i}=$ $\max \left\{t:\left|\gamma(t)-x_{i}\right|=\bar{r}\right\}$ if $\left|x_{i}-\bar{w}\right|>\bar{r}$, otherwise let $i=s$ and stop the process. By construction, the balls $B_{\bar{r} / 2}\left(x_{i}\right)$ are pairwise disjoint, $\left|x_{i+1}-x_{i}\right|=\bar{r}$ for $i=1, \ldots, s-1$, $\left|x_{s}-\bar{w}\right| \leq \bar{r}$. For (2.1), there exists $\beta$ such that $s \leq \beta$. An iterated application of the three spheres inequality (4.19) for $f(\bar{y}, \cdot)$ (see, for instance, [A-B-R-V, pg. 780], [A-DB, Appendix E]) gives that for any $r, 0<r<\bar{r}$,

$$
\begin{equation*}
\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{r / 2}(\bar{w})\right)} \leq\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{r / 2}(\bar{x})\right)}^{\tau^{s}}\|f(\bar{y}, \cdot)\|_{L^{\infty}(\mathcal{G})}^{1-\tau^{s}} \tag{4.20}
\end{equation*}
$$

We can now estimate the right-hand side of (4.20) by (4.17) and (4.18) and obtain, for any $r, 0<r<\bar{r}$

$$
\begin{equation*}
\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{r / 2}(\bar{w})\right)} \leq c\left(h^{1-n}\right)^{1-\tau^{s}} \varepsilon^{\tau^{s}} \leq c\left(h^{1-n}\right)^{A} \varepsilon^{\beta} \tag{4.21}
\end{equation*}
$$

where $\widetilde{\beta}=\tau^{\beta}$ and $A=1-\widetilde{\beta}$. Let $O \in \partial D_{1}$, as defined in (3.3), that is

$$
d\left(O, D_{2}\right)=d_{\mu}\left(D_{1}, D_{2}\right)
$$

There exists a $C^{1, \alpha}$ neighborhood $U$ of $O$ in $\partial \Omega_{D}$ with constants $\bar{r}$ and $L$. Thus there exists a nontangential vector field $\widetilde{\nu}$, defined on $U$ such that the truncated cone

$$
\begin{equation*}
C(O, \widetilde{\nu}(O), \theta, \bar{r})=\left\{x \in \mathbb{R}^{n}: \frac{(x-O) \cdot \widetilde{\nu}(O)}{|x-O|}>\cos \theta,|x-O|<\bar{r}\right\} \tag{4.22}
\end{equation*}
$$

satisfies

$$
C(O, \widetilde{\nu}(O), \theta, \bar{r}) \subset \mathcal{G}
$$

where $\theta=\arctan (1 / \bar{L})$. Let us define

$$
\begin{aligned}
& \lambda_{1}=\min \left\{\frac{\bar{r}}{1+\sin \theta}, \frac{\bar{r}}{3 \sin \theta}\right\} \\
& \theta_{1}=\arcsin \left(\frac{\sin \theta}{4}\right) \\
& w_{1}=O+\lambda_{1} \nu \\
& \rho_{1}=\lambda_{1} \sin \theta_{1}
\end{aligned}
$$

We have that $B_{\rho_{1}}\left(w_{1}\right) \subset C\left(O, \widetilde{\nu}(O), \theta_{1}, \bar{r}\right), B_{4 \rho_{1}}\left(w_{1}\right) \subset C(O, \widetilde{\nu}(O), \theta, \bar{r})$. Let $\bar{w}=w_{1}$, since $\rho_{1} \leq \bar{r} / 2$, we can use (4.21) in the ball $B_{\rho_{1}}(\bar{w})$ and we can approach $O \in \partial D_{1}$ by constructing a sequence of balls contained in the cone $C\left(O, \widetilde{\nu}(O), \theta_{1}, \bar{r}\right)$. We define, for $k \geq 2$

$$
w_{k}=O+\lambda_{k} \nu, \quad \lambda_{k}=\chi \lambda_{k-1}, \quad \rho_{k}=\chi \rho_{k-1}, \quad \text { with } \chi=\frac{1-\sin \theta_{1}}{1+\sin \theta_{1}}
$$

Hence $\rho_{k}=\chi^{k-1} \rho_{1}, \lambda_{k}=\chi^{k-1} \lambda_{1}$, and

$$
B_{\rho_{k+1}}\left(w_{k+1}\right) \subset B_{\rho_{3 k}}\left(w_{k}\right) \subset B_{\rho_{4 k}}\left(w_{k}\right) \subset C(O, \nu, \theta, \bar{r})
$$

Denoting $d(k)=\left|w_{k}-O\right|-\rho_{k}=\lambda_{k}-\rho_{k}$, we have $d(k)=\chi^{k-1} d(1)$, with $d(1)=$ $\lambda_{1}(1-\sin \theta)$. For any $r, 0<r \leq d(1)$, let $k(r)$ be the smallest integer such that $d(k) \leq r$, that is

$$
\frac{\left|\log \frac{r}{d(1)}\right|}{|\log \chi|} \leq k(r)-1 \leq \frac{\left|\log \frac{r}{d(1)}\right|}{|\log \chi|}+1
$$

By an iterated application of the three spheres inequality over the chain of balls $B_{\rho_{1}}\left(w_{1}\right), \ldots, B_{\rho_{k(r)}}\left(w_{k(r)}\right)$, we have

$$
\begin{align*}
\|f(\bar{y}, \cdot)\|_{L^{\infty}\left(B_{\rho_{k(r)}}\left(w_{k(r)}\right)\right)} & \leq c\left(h^{1-n}\right)^{A\left(1-\tau^{k(r)-1}\right)} \varepsilon^{\beta \tau^{k(r)-1}} \\
& \leq c\left(h^{1-n}\right)^{A} \varepsilon^{\beta \tau^{k(r)-1}} \tag{4.23}
\end{align*}
$$

for $0<r<c \bar{r}$, where $0<c<1$ depends on $L$ only.
Let us now consider $f(y, w)$ as a function of $y$. First observe that

$$
\Delta_{y} f(y, w)=0 \quad \text { in } \mathcal{C} \Omega_{D}, \quad \forall w \in \mathcal{C} \Omega_{D}
$$

For $y, w \in \mathcal{G}^{h}, y \neq w$, using (3.12), we have

$$
\left|S_{D_{1}}(y, w)\right| \leq c \int_{D_{1}}|x-y|^{1-n}|x-w|^{1-n} d x \leq c h^{2-n}
$$

similarly, for $S_{D_{2}}$. Therefore

$$
|f(y, w)| \leq c h^{2-2 n} \quad \text { with } y, w \in \mathcal{G}^{h}
$$

Finally, for $y \in \mathcal{S}_{2 \bar{r}}$ and $w \in \mathcal{G}^{h}$, using (4.23), we have

$$
|f(y, w)| \leq c\left(h^{1-n}\right)^{A} \varepsilon^{\beta \tau^{k(h)-1}}
$$

Proceeding as before, let us fix $w \in \mathcal{G}$ such that $\operatorname{dist}\left(w, \partial \Omega_{D}\right)=h$ and $\widetilde{y} \in \mathcal{S}_{2 \bar{r}}$ such that $\operatorname{dist}(\widetilde{y}, \Gamma)=\bar{r} / 2$. Taking $r=\bar{r} / 2, l_{1}=3 r, l_{2}=4 r, y_{1}=O+\lambda_{1} \nu$, and using iteratively the three spheres inequality, we have

$$
\|f(y, w)\|_{L^{\infty}\left(B_{\bar{r} / 2}\left(y_{1}\right)\right)} \leq\|f(y, w)\|_{L^{\infty}\left(B_{\bar{\tau} / 2}(g)\right)}^{\tau^{s}}\|f(y, w)\|_{L^{\infty}(\mathcal{G})}^{1-\tau^{s}}
$$

where $\tau$ and $s$ are the same number established previously. Therefore

$$
\begin{aligned}
\|f(y, w)\|_{L^{\infty}\left(B_{\bar{\tau} / 2}\left(y_{1}\right)\right)}^{\tau^{s}} & \leq c\left(h^{2-2 n}\right)^{1-\tau^{s}}\left(h^{1-n}\right)^{A \tau^{s}}\left(\varepsilon^{\beta \tau^{k(h)-1}}\right)^{\tau^{s}} \\
& \leq c\left(h^{2-2 n}\right)^{1-\gamma}\left(h^{1-n}\right)^{A \tau^{s}}\left(\varepsilon^{\beta \tau^{k(h)-1}}\right)^{\gamma} \\
& \leq c\left(h^{2-2 n}\right)^{A^{\prime}}\left(\varepsilon^{\beta \tau^{k(h)-1}}\right)^{\gamma}
\end{aligned}
$$

where $\gamma=\tau^{\beta}$, with $\beta$ as before, so $0<\gamma<1$, and $A^{\prime}=A \tau^{s}+1-\gamma$. Once more, let us apply iteratively the three spheres inequality over a chain of balls contained in a cone with vertex in $O$ and we obtain

$$
\begin{equation*}
\|f(y, w)\|_{L^{\infty}\left(B_{\rho_{k}}\left(y_{k(h)}\right)\right)} \leq c\left(h^{2-2 n}\right)^{A^{\prime}\left(1-\tau^{k(h)-1}\right)}\left(\varepsilon^{\beta \tau^{k(h)-1}}\right)^{\gamma \tau^{k(h)-1}} \tag{4.24}
\end{equation*}
$$

Now, from (4.24), choosing $y=w=h \nu(O)$, where $\nu(O)$ is the exterior unit normal to $\partial \Omega_{D}$ in $O$, we obtain

$$
\begin{equation*}
|f(y, y)| \leq c h^{A^{\prime \prime}}\left(\varepsilon^{\beta \tau^{k(h)-1}}\right)^{\gamma \tau^{k(h)-1}} \tag{4.25}
\end{equation*}
$$

where $A^{\prime \prime}=-(2-2 n) \beta A^{\prime}>0$. We observe that, for $0<h<c \bar{r}$, where $0<c<1$ depends on $L, k(h) \leq c|\log h|=-c \log h$, so we can write

$$
\tau^{k(h)}=\mathrm{e}^{-c \log h \log (\tau)}=h^{-c \log \tau}=h^{c|\log \tau|}=h^{F}
$$

with $F=c|\log \tau|$. Therefore

$$
\begin{aligned}
|f(y, y)| & \leq h^{-A^{\prime \prime}} \varepsilon^{B \tau^{k(h)}} \\
& =\mathrm{e}^{-A^{\prime \prime} \log h} \mathrm{e}^{B \tau^{k(h)} \log \varepsilon} \\
& =\mathrm{e}^{-A^{\prime \prime} \log h+B^{\prime} h^{F} \log \varepsilon}
\end{aligned}
$$

Then in (4.25) we obtain that

$$
|f(y, y)| \leq \mathrm{e}^{-A^{\prime} \log h+B^{\prime} h^{F} \log \varepsilon}=\frac{\varepsilon^{B^{\prime} h^{F}}}{h^{A^{\prime}}}
$$

Proof of Proposition 3.6. Let us consider $y=h \nu(O)$, where $\nu(O)$ is the exterior outer normal to $\partial \Omega_{D}$ in $O$ with $O$ defined as in (3.3), $0<h<\bar{r}_{0}$, where $\bar{r}_{0}$ is the number introduced in Proposition 3.4 and $x \in D_{1}$ such that $|x-y|<r$, with $0<r<\bar{r}_{0}$. Let us first observe that since $O \in \partial D_{1}$ and $x \in D_{1}$, for $\Gamma_{D_{1}}$ we have the asymptotic formula (3.14), which says that

$$
\left|\nabla_{x} \Gamma_{D_{1}}(x, y)-\nabla_{x} \Gamma_{+}(x, y)\right| \leq c_{1}|x-y|^{1-n+\delta}
$$

Furthermore, since we are in the situation in which $x \in D_{1}$ and $y \notin D_{1}$, for (3.11), $\Gamma_{+}(x, y)=2 /(k+1) \Gamma(x, y)$, where $\Gamma(x, y)$ denotes the standard fundamental solution
of the Laplace operator. Let us now consider $\Gamma_{D_{2}}(x, y)$. With our choice of $O, x$ and $y$, we know that $y \notin D_{2}$ but we do not have any information on $x$; that is, we do not know in which side of the interface $\partial D_{2}$ it is. Thus we have to distinguish different situations.

If $x \in B_{r}(O) \cap D_{1} \cap D_{2}$, then we have the asymptotic formula (3.11) for $\Gamma_{D_{2}}$ and from Lemma 3.1 of [A] the following formula holds:

$$
\begin{equation*}
\nabla_{x} \Gamma_{D_{1}}(x, y) \cdot \nabla_{x} \Gamma_{D_{2}}(x, y) \geq c|x-y|^{2-2 n} \tag{4.26}
\end{equation*}
$$

Now consider the case $x \in\left(D_{1} \backslash D_{2}\right) \cap B_{r}(O)$. In this region let us consider a smaller ball $B_{\rho}(O)$ centered in $O$ with radius $\rho$ where $0<\rho<d_{\mu}$. Since the definition of $d_{\mu}$, we have $B_{\rho} \cap D_{2}=\emptyset$. If $x$ and $y$ are in $B_{\rho}(O)$, we have

$$
\left\{\begin{array}{l}
\Delta_{x}\left(\Gamma_{D_{2}}(x, y)-\Gamma(x, y)\right)=0 \quad \text { in } B_{\rho}(O)  \tag{4.27}\\
{\left[\Gamma_{D_{2}}(x, y)-\Gamma(x, y)\right]_{\mid \partial B_{\rho}(O)} \leq c \rho^{2-n}}
\end{array}\right.
$$

Thus by the maximum principle

$$
\begin{equation*}
\left|\Gamma_{D_{2}}(x, y)-\Gamma(x, y)\right| \leq c_{1} \rho^{2-n} \quad \forall x, y \in B_{\rho}(O) \tag{4.28}
\end{equation*}
$$

and by interior gradient bound

$$
\begin{equation*}
\left|\nabla_{x} \Gamma_{D_{2}}(x, y)-\nabla_{x} \Gamma(x, y)\right| \leq c_{2} \rho^{1-n} \quad \forall x \in B_{\rho / 2}(O), \forall y \in B_{\rho}(O) \tag{4.29}
\end{equation*}
$$

Thus, using Lemma 3.1 of [A], in $B_{\rho / 2}(O)$ we obtain the formula

$$
\begin{equation*}
\nabla_{x} \Gamma_{D_{1}}(x, y) \cdot \nabla_{x} \Gamma_{D_{2}}(x, y) \geq c_{3}|x-y|^{2-2 n}-c_{4} \rho^{2-2 n} \tag{4.30}
\end{equation*}
$$

Let us consider $h \leq \bar{r}_{0} / 2$ and $B_{r}(O)=\left\{x \in \mathbb{R}^{n}:|x-O|<r\right\}$, with $0<r<\bar{r}_{0}$. Then we have

$$
\begin{aligned}
& \left|S_{D_{1}}(y, y)\right| \\
= & |k-1|\left|\int_{D_{1} \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x+\int_{D_{1} \backslash B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right| \\
\geq & |k-1|\left|\int_{D_{1} \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right|-|k-1|\left|\int_{D_{1} \backslash B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right|
\end{aligned}
$$

The first term can be estimated as follows:

$$
\begin{aligned}
& \left|\int_{D_{1} \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right| \\
= & \left|\int_{\left(D_{1} \cap D_{2}\right) \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x+\int_{\left(D_{1} \backslash D_{2}\right) \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right| \\
\geq & \left|\int_{\left(D_{1} \cap D_{2}\right) \cap B_{r}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x+\int_{\left(D_{1} \backslash D_{2}\right) \cap B_{\rho}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right| \\
& -\left|\int_{\left[\left(D_{1} \backslash D_{2}\right) \cap B_{r}(O)\right] \backslash B_{\rho}(O)} \nabla \Gamma_{D_{1}} \cdot \nabla \Gamma_{D_{2}} d x\right| .
\end{aligned}
$$

In conclusion, choosing $\rho=d_{\mu} / 2$ and using (4.26) and (3.12) we obtain

$$
\begin{aligned}
&\left|S_{D}(y, y)\right| \geq c_{1} \int_{\left[\left(D_{1} \cap D_{2}\right) \cap B_{r}(O)\right] \cup\left[\left(D_{1} \backslash D_{2}\right) \cap B_{d_{\mu} / 2}(O)\right]}|x-y|^{2-2 n} d x \\
&-c_{2} \int_{\left[\left(D_{1} \backslash D_{2}\right) \cap B_{r}(O)\right] \backslash B_{d_{\mu} / 2}(O)}|x-y|^{1-n}|x-y|^{1-n} d x \\
&-c_{3} \int_{D_{1} \backslash B_{r}(O)}|x-y|^{1-n}|x-y|^{1-n} d x \\
& \geq c_{4} h^{2-n}-c_{5} d_{\mu}^{2-2 n}-c_{7} .
\end{aligned}
$$
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#### Abstract

We extend and improve earlier work on the existence of positive solutions $u \in$ $H_{0}^{1}(0, \infty)$ of the nonlinear eigenvalue problem $$
u^{\prime \prime}(r)-\frac{3}{4 r^{2}} u(r)+g\left(r, \frac{u(r)}{\sqrt{r}}\right) u(r)-k^{2} u(r)=0 \quad \text { for } r>0,
$$ where $g \in C\left([0, \infty)^{2}\right)$ is such that (i) $0<A \leq g(r, s) \leq B<\infty$ for all $r, s \geq 0$, and (ii) $g(r, s)$ is a nondecreasing function of $s$ for each $r \geq 0$.

This problem is central to the study of guided TE-modes propagating in an axisymmetric, selffocusing dielectric such as an optical fiber. The function $g$ is a nonlinear refractive index and we are now able to dispense with unnecessary restrictions about its behavior.
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1. Introduction. This paper is concerned with the existence of positive solutions $u \in H_{0}^{1}(0, \infty)$ of the nonlinear eigenvalue problem

$$
\begin{equation*}
u^{\prime \prime}(r)-\frac{3}{4 r^{2}} u(r)+g\left(r, \frac{u(r)}{\sqrt{r}}\right) u(r)-k^{2} u(r)=0 \quad \text { for } r>0 \tag{1.1}
\end{equation*}
$$

where $g \in C\left([0, \infty)^{2}\right)$ is such that
(i) $0<A \leq g(r, s) \leq B<\infty$ for all $r, s \geq 0$, and
(ii) $g(r, s)$ is a nondecreasing function of $s$ for each $r \geq 0$.

As was shown in [9], this problem is central to the study of guided transverse electric field modes (TE-modes) propagating in an axisymmetric, self-focusing dielectric such as an optical fiber. These modes are typical examples of what are more generally known as spatial solitons [8]. The derivation of (1.1) from Maxwell's equation as a model for guided waves in a self-focusing dielectric medium is reviewed in section 2.

The present contribution extends and improves our earlier work [12] on (1.1), which dealt only with the case of a homogeneous medium, $g(r, s)=g(s)$. In this situation, our main result, Theorem 5.2 in section 5 , shows that (1.1) has a solution, provided that $g(0)<k^{2}<\lim _{s \rightarrow \infty} g(s)$. In [12], we obtained the same conclusion, but the function $g$ was required to satisfy several additional technical conditions, namely, (H1)-(H3) in Theorem 2.1 of [12], which we are now able to avoid. This improvement has been made possible by recent progress on several related problems $[1,4,5,13,15]$, which will be discussed presently.

[^12]Our approach to (1.1) is based on the characterization of solutions of (1.1) as critical points of an energy functional $\Phi_{k}: H_{0}^{1}(0, \infty) \rightarrow \mathbb{R}$. For the values of $k$ for which there are positive solutions, this functional is indefinite in the sense that $\inf \Phi_{k}=$ $-\infty$ and $\sup \Phi_{k}=\infty$, and the critical points which we discuss, are saddle points of mountain pass type. Furthermore, by (i), all the terms in $\Phi_{k}(u)$ have quadratic growth as $u \rightarrow \infty$ in $H_{0}^{1}(0, \infty)$. As we pointed out in [12], this means that the main difficulty, which has to be overcome in using a mountain pass method, is to establish the boundedness in $H_{0}^{1}(0, \infty)$ of the Palais-Smale sequences, which are found due to the mountain pass geometry of $\Phi_{k}$. It was for this step in [12] that we required the undesirable additional hypotheses about $g$ mentioned above. Later, using an argument from [4], we were able to establish the boundedness of Palais-Smale sequences for a similar energy functional in [13] without such assumptions about $g$. We now return to the physical problem (1.1) and, by following the same approach, we are able to avoid the unnecessary restrictions on $g$ and also to extend the discussion to inhomogeneous media. Compared to our work in [13], there is a further improvement here in that we are now able to avoid any assumptions about the behavior of $g(r, s)$ as $r \rightarrow \infty$. In [13] we assumed that $g(r, 0)$ is independent of $r$ and that $\lim _{r \rightarrow \infty} g_{\infty}(r)$ exists, where $g_{\infty}(r)=\lim _{s \rightarrow \infty} g(r, s)$. Again, this kind of situation has been treated recently in a similar type of problem [5].

In (1.1) the lack of compactness in the embeddings of $H_{0}^{1}(0, \infty)$ into spaces such as $L^{p}(0, \infty)$ is compensated for by the radial symmetry of the underlying problem, which means that $g$ depends on $r^{-1 / 2} u(r)$ rather than simply on $u(r)$. The related work in $[1,4,5]$ deals with elliptic equations without such radial symmetry and the lack of compactness is handled by arguments of the concentration-compactness type.

Finally, let us mention that (1.1) was first treated by a constrained variational principle in which $k^{2}$ occurs as a Lagrange multiplier [9]. In that method the constraint is the power of the guided mode and so it has the advantage of establishing the existence of such modes with prescribed power. On the other hand, it does not yield the existence of guided modes for all wave numbers in the admissible range. We have restricted our attention to positive solutions of (1.1) since they lead to the fundamental TE-mode but, as Ruppen has shown [7], an infinity of higher modes exist under suitable assumptions about $g$. Guided TE-modes can also propagate in a defocusing axisymmetric medium under appropriate conditions [6].

The rest of this paper is organized as follows. In the next section we show how (1.1) is related to TE-modes as special solutions of Maxwell's equations in a nonlinear dielectric. The variational formulation on which our work is based is set out in section 3 and the mountain pass structure of the associated energy functional is established in section 4. The main result is Theorem 5.2, which asserts the existence of solutions of (1.1) provided that $-\Lambda_{0}<k^{2}<-\Lambda_{\infty}$, where $\Lambda_{0}$ and $\Lambda_{\infty}$ are numbers determined by the functions $g_{0}(r)=g(r, 0)$ and $g_{\infty}(r)=\lim _{s \rightarrow \infty} g(r, s)$, respectively, in (4.2), (4.3). This result is established by showing that any Palais-Smale sequence (4.4), which arises from the mountain pass geometry of $\Phi_{k}$, has a strongly convergent subsequence. Finally, we show that, if $k^{2} \notin\left[-\Lambda_{0},-\Lambda_{\infty}\right]$, then (1.1) has no positive solutions in $H_{0}^{1}(0, \infty)$.
2. Guided TE-modes. In a medium without free charges, Maxwell's equations can be written as
(1) $\partial_{t} B=-c \nabla \wedge E$,
(2) $\partial_{t} D=c \nabla \wedge H$,
(3) $\nabla \cdot B=0$,
(4) $\nabla \cdot D=0$,
where $c>0$ is the speed of light in a vacuum.
A field $F: \mathbb{R}^{4} \rightarrow \mathbb{R}^{3}$ is monochromatic if it has the form

$$
\begin{equation*}
F(x, t)=F_{1}(x) \cos \omega t+F_{2}(x) \sin \omega t \text { for } x \in \mathbb{R}^{3} \text { and } t \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

for some frequency $\omega>0$ and functions $F_{1}, F_{2}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$. We are concerned with solutions of (2.1) in which all the fields are monochromatic.

In this case, the constitutive assumptions used in the study of wave propagation in optical fibers can be expressed in the form

$$
\begin{equation*}
H=B \text { and } D(x, t)=\epsilon\left(\omega, x, \frac{1}{2}\left[\left|E_{1}(x)\right|^{2}+\left|E_{2}(x)\right|^{2}\right]\right) E(x, t) \tag{2.3}
\end{equation*}
$$

when $E(x, t)=E_{1}(x) \cos \omega t+E_{2}(x) \sin \omega t$, where the function $\epsilon: J \times \mathbb{R}^{3} \times[0, \infty) \rightarrow$ $(0, \infty)$ is the dielectric response for an isotropic dielectric medium without absorption for frequencies $\omega$ in the interval $J$.

When the medium is axisymmetric (as in an optical fiber), it is convenient to use cylindrical polar coordinates $(r, \theta, z)$, where the $z$-axis is chosen to be the axis of symmetry of the medium and we use the standard notation

$$
i_{r}=(\cos \theta, \sin \theta, 0), \quad i_{\theta}=(-\sin \theta, \cos \theta, 0), \quad i_{z}=(0,0,1)
$$

Then the response has the following properties:

$$
\text { (A) }\left\{\begin{array}{l}
\text { For } \omega \in J, \text { there is a function } \varepsilon(\omega, \cdot, \cdot):[0, \infty) \times[0, \infty) \rightarrow(0, \infty) \\
\text { such that } \epsilon(\omega, x, s)=\varepsilon(\omega, r, s), \text { where } \varepsilon(\omega, \cdot) \in C\left([0, \infty)^{2}\right) \text { and } \\
\text { there are constants } a(\omega) \text { and } b(\omega) \text { such that } \\
\qquad 0<a(\omega) \leq \varepsilon(\omega, r, s) \leq b(\omega)<\infty \text { for all } r, s \geq 0 \\
\text { Furthermore, } \varepsilon(\omega, r, s) \rightarrow \varepsilon(\omega, r, 0) \text { as } s \rightarrow 0, \text { uniformly for } r \geq 0
\end{array}\right.
$$

A self-focusing medium is characterized by the following further property of the dielectric response:
(AS) For $\omega \in J$ and $r \geq 0$ fixed, $\varepsilon(\omega, r, s)$ is a nondecreasing function of $s$.
A field $F: \mathbb{R}^{4} \rightarrow \mathbb{R}^{3}$ is a traveling wave if it has the form

$$
\begin{equation*}
F(x, t)=w(x-t \xi) \text { for } x \in \mathbb{R}^{3} \text { and } t \in \mathbb{R} \tag{2.4}
\end{equation*}
$$

for some nonzero vector $\xi \in \mathbb{R}^{3}$ and function $w: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$. Here $|\xi|$ is the wave speed and $\xi /|\xi|$ is the direction of propagation. For waves propagating in the direction of the axis of symmetry, we can suppose that $\xi=(0,0, s)$ for some wave speed $s>0$.

A field $F: \mathbb{R}^{4} \rightarrow \mathbb{R}^{3}$ is axisymmetric (with respect to the $x_{3}$-axis) if

$$
F\left(\Gamma_{\theta} x, t\right)=\Gamma_{\theta} F(x, t) \text { for } x \in \mathbb{R}^{3} \text { and } t \in \mathbb{R}
$$

for all rotations $\Gamma_{\theta}$ around the $x_{3}$-axis.
A TE-mode is a solution of Maxwell's equations in which the electric field is an axisymmetric, monochromatic traveling wave which is everywhere transverse to the direction of propagation. In such modes, the electric field can be expressed as

$$
\begin{equation*}
E(x, t)=v(r) i_{\theta} \cos (k z-\omega t) \tag{2.5}
\end{equation*}
$$

where $v:[0, \infty) \rightarrow \mathbb{R}$ is the amplitude and $k>0$ is the wave number, related to the wave speed by $s=\omega / k$. To ensure that (2.5) defines a field which is continuously differentiable on $\mathbb{R}^{4}$, we must suppose that $v$ has the properties

$$
\begin{equation*}
v \in C^{1}([0, \infty)) \quad \text { and } \quad v(0)=0 \tag{2.6}
\end{equation*}
$$

To establish the existence of TE-modes, one must show that there exist functions $v \not \equiv 0$ satisfying (2.6) and constants $k>0$ and $\omega \in J$ such that (2.1), (2.3) are satisfied by electromagnetic fields, where $E$ has the form (2.5). As is shown in [9], this reduces to satisfying the second order differential equation

$$
\begin{array}{r}
v^{\prime \prime}(r)+\frac{1}{r} v^{\prime}(r)-\frac{1}{r^{2}} v(r)+\left(\frac{\omega}{c}\right)^{2} \varepsilon\left(\omega, r, \frac{1}{2} v(r)^{2}\right) v(r)-k^{2} v(r)=0 \quad \text { for } r>0 \\
\text { where } \quad v \in C^{2}((0, \infty)) \text { and } v(0)=0 \tag{2.7}
\end{array}
$$

In fact, if $v$ satisfies (2.7) and $E$ is defined by (2.5), a complete solution of (2.1) and (2.3) is obtained by setting

$$
\begin{align*}
D(x, t) & =\varepsilon\left(\omega, r, \frac{1}{2} v(r)^{2}\right) v(r) i_{\theta} \cos (k z-\omega t) \text { and }  \tag{2.8}\\
B(x, t) & =H(x, t) \\
& =\frac{c}{\omega}\left\{\frac{1}{r}[r v(r)]^{\prime} i_{z} \sin (k z-\omega t)-k v(r) i_{r} \cos (k z-\omega t)\right\}
\end{align*}
$$

A guided TE-mode must also satisfy the following guidance conditions, which ensure that the electromagnetic energy is finite and that all the fields decay to zero as the distance from the axis of symmetry becomes infinite. As is shown in [9], these physical boundary conditions reduce to

$$
\begin{gather*}
\int_{0}^{\infty}\left\{v(r)^{2}+v^{\prime}(r)^{2}\right\} r d r<\infty  \tag{2.9}\\
v(r) \rightarrow 0 \text { and } v^{\prime}(r) \rightarrow 0 \text { as } r \rightarrow \infty \tag{2.10}
\end{gather*}
$$

for TE-modes in the form (2.5).
From now on we fix a value of $\omega$ in $J$ and try to find pairs $(k, v)$ such that (2.7)-(2.10) are satisfied. To simplify the notation we set

$$
\begin{equation*}
g(r, s)=\left(\frac{\omega}{c}\right)^{2} \varepsilon\left(\omega, r, \frac{1}{2} s^{2}\right) \text { for } r \geq 0 \text { and } s \in \mathbb{R} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
u(r)=r^{1 / 2} v(r) \tag{2.12}
\end{equation*}
$$

Equation (2.7) becomes

$$
\begin{equation*}
u^{\prime \prime}(r)-\frac{3}{4 r^{2}} u(r)+g\left(r, \frac{u(r)}{\sqrt{r}}\right) u(r)-k^{2} u(r)=0 \quad \text { for } r>0 \tag{2.13}
\end{equation*}
$$

and, as we verify in Theorem 5.2, the other conditions in (2.7)-(2.10) are all satisfied provided that $u$ belongs to the Sobolev space

$$
\begin{equation*}
H=H_{0}^{1}(0, \infty)=\left\{u \in H^{1}(0, \infty): u(0)=0\right\} \tag{2.14}
\end{equation*}
$$

More precisely, if $(k, u) \in(0, \infty) \times H$ and (2.13) is satisfied in the weak sense, namely,
$\int_{0}^{\infty} u^{\prime}(r) \varphi^{\prime}(r) d r=\int_{0}^{\infty}\left\{g\left(r, \frac{u(r)}{\sqrt{r}}\right)-k^{2}-\frac{3}{4 r^{2}}\right\} u(r) \varphi(r) d r$ for all $\varphi \in C_{0}^{\infty}((0, \infty))$,
then the function $v$ defined by (2.12) satisfies (2.7)-(2.10) and, consequently, it generates a guided TE-mode through the formulae (2.5) and (2.8).

The remainder of the paper deals with problem (2.13) so, for future reference, we recall some basic properties of elements of $H$.

We reserve $\langle\cdot, \cdot\rangle$ and $|\cdot|_{2}$ as notation for the usual scalar product and norm on $L^{2}(0, \infty)$ and, more generally, $|\cdot|_{p}$ denotes the usual norm on $L^{p}(0, \infty)$ for $1 \leq p \leq \infty$. Then $H$ is a Hilbert space with scalar product

$$
\begin{equation*}
\langle u, v\rangle_{1}=\left\langle u^{\prime}, v^{\prime}\right\rangle+\langle u, v\rangle=\int_{0}^{\infty}\left[u^{\prime} v^{\prime}+u v\right] d r \tag{2.16}
\end{equation*}
$$

and norm

$$
\begin{equation*}
\|u\|_{1}=\left\{\left|u^{\prime}\right|_{2}^{2}+|u|_{2}^{2}\right\}^{1 / 2} \tag{2.17}
\end{equation*}
$$

An element $z \in H$ is, after modification on a set of measure zero, continuous on $[0, \infty)$ and satisfies the inequalities

$$
\begin{gather*}
|z|_{\infty}^{2} \leq|z|_{2}\left|z^{\prime}\right|_{2}  \tag{2.18}\\
r^{-1 / 2}|z(r)| \leq\left|z^{\prime}\right|_{2} \text { for all } r>0  \tag{2.19}\\
\lim _{r \rightarrow 0} r^{-1 / 2} z(r)=0  \tag{2.20}\\
|z / r|_{2} \leq 2\left|z^{\prime}\right|_{2} \quad \text { (Hardy's inequality) } \tag{2.21}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left[z^{\prime}+\frac{z}{2 r}\right]^{2} d r=\int_{0}^{\infty}\left\{\left(z^{\prime}\right)^{2}+\frac{3 z^{2}}{4 r^{2}}\right\} d r \leq 4\left|z^{\prime}\right|_{2}^{2} \tag{2.22}
\end{equation*}
$$

3. Variational formulation. Positive solutions of (2.15) are the critical points of a functional $\Phi_{k}: H \rightarrow \mathbb{R}$, which we now introduce. With $g$ defined by (2.11) for a response satisfying conditions (A) and (AS), we set

$$
\begin{align*}
g_{0}(r) & =g(r, 0) \text { and } g_{\infty}(r)=\lim _{s \rightarrow \infty} g(r, s)  \tag{3.1}\\
\widetilde{g}(r, s) & =g(r, s)-g_{0}(r) \tag{3.2}
\end{align*}
$$

and then

$$
\begin{align*}
\bar{G}(r, s)=\int_{0}^{s} g\left(r, \tau^{+}\right) \tau d \tau & =\frac{1}{2} g_{0}(r) s^{2}+\widetilde{G}(r, s) \text { with } \widetilde{G}(r, s)=\int_{0}^{s} \widetilde{g}\left(r, \tau^{+}\right) \tau d \tau \\
\text { and } \quad G(r, s) & =\int_{0}^{s} g\left(r, r^{-1 / 2} \tau^{+}\right) \tau d \tau=r \bar{G}\left(r, r^{-1 / 2} s\right)  \tag{3.3}\\
& =\frac{1}{2} g_{0}(r) s^{2}+r \widetilde{G}\left(r, r^{-1 / 2} s\right) . \tag{3.4}
\end{align*}
$$

Note that, for all $r>0, G(r, \cdot) \in C^{1}(\mathbb{R})$ with

$$
\partial_{s} G(r, s)=g\left(r, r^{-1 / 2} s^{+}\right) s
$$

and

$$
\begin{equation*}
\frac{1}{2} A(\omega) s^{2} \leq \frac{1}{2} g_{0}(r) s^{2} \leq G(r, s) \leq \frac{1}{2} g_{\infty}(r) s^{2} \leq \frac{1}{2} B(\omega) s^{2} \tag{3.5}
\end{equation*}
$$

for all $r>0$ and $s \in \mathbb{R}$, where $A(\omega)=\left(\frac{\omega}{c}\right)^{2} a(\omega)$ and $B(\omega)=\left(\frac{\omega}{c}\right)^{2} b(\omega)$.
Recalling (2.21), we can now define a functional $\Phi_{k}$ on $H$ by setting

$$
\Phi_{k}(u)=\frac{1}{2} \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\frac{3}{4 r^{2}} u(r)^{2}+k^{2} u(r)^{2}\right\} d r-\int_{0}^{\infty} G(r, u(r)) d r
$$

for $u \in H$.
Lemma 3.1. Under assumptions (A) and (AS), we have the following:
(a) $\Phi_{k} \in C^{1}(H, \mathbb{R})$ and

$$
\begin{equation*}
\Phi_{k}^{\prime}(u) v=\int_{0}^{\infty} u^{\prime}(r) v^{\prime}(r) d r-\int_{0}^{\infty}\left\{g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right)-k^{2}-\frac{3}{4 r^{2}}\right\} u(r) v(r) d r \tag{3.6}
\end{equation*}
$$

for all $u, v \in H$.
(b) Furthermore, for $t>0$ and $u \in H$,

$$
\Phi_{k}(t u) \leq \frac{1}{2}\left(t^{2}-1\right) \Phi_{k}^{\prime}(u) u+\Phi_{k}(u)
$$

Remark 3.1. It follows from (3.6) that if $\Phi_{k}^{\prime}(u)=0$ and $u \geq 0$, then $(k, u)$ satisfies (2.15).

Proof. (a) First, we note that $G:(0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ is a function of Carathéodory type having the following properties:
(i) $G(r, \cdot) \in C^{1}(\mathbb{R})$ for all $r>0$.
(ii) $0 \leq G(r, s) \leq \frac{1}{2} B(\omega) s^{2}$ for all $s \in \mathbb{R}$.
(iii) $\left|\partial_{s} G(r, s)\right| \leq B(\omega)|s|$ for all $s \in \mathbb{R}$.

Using standard results about Nemytskii operators [14], it follows easily that

$$
u \longmapsto \int_{0}^{\infty} G(r, u(r)) d r
$$

is a continuously Fréchet differentiable mapping of $L^{2}(0, \infty)$ into $\mathbb{R}$. (See Theorem 2.8 of [2], for example.) Since $H$ is continuously embedded in $L^{2}(0, \infty)$, the same is true when it is considered as mapping from $H$ into $\mathbb{R}$.

Using (2.21), it follows immediately that

$$
\int_{0}^{\infty}\left\{u^{\prime} v^{\prime}+\frac{3}{4 r^{2}} u v+k^{2} u v\right\} d r
$$

is a bounded, symmetric bilinear form on $H$. Thus

$$
u \longmapsto \int_{0}^{\infty}\left\{u^{\prime}(r)^{2}+\frac{3}{4 r^{2}} u(r)^{2}+k^{2} u(r)^{2}\right\} d r
$$

is a continuously Fréchet differentiable mapping of $H$ into $\mathbb{R}$.

Combining these observations we see that $\Phi_{k} \in C^{1}(H, \mathbb{R})$.
(b) For $t>0$ and $u \in H$,

$$
\begin{aligned}
\Phi_{k}(t u) & =\frac{t^{2}}{2} \int_{0}^{\infty}\left\{u^{\prime}(r)^{2}+\frac{3}{4 r^{2}} u(r)^{2}+k^{2} u(r)^{2}\right\} d r-\int_{0}^{\infty} G(r, t u(r)) d r \\
& =\frac{t^{2}}{2}\left[\Phi_{k}^{\prime}(u) u+\int_{0}^{\infty} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) u(r)^{2} d r\right]-\int_{0}^{\infty} G(r, t u(r)) d r \\
& =\frac{t^{2}}{2} \Phi_{k}^{\prime}(u) u+\int_{0}^{\infty}\left\{\frac{1}{2} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) t^{2} u(r)^{2}-G(r, t u(r))\right\} d r
\end{aligned}
$$

For $r>0$ fixed, set

$$
h(t)=\frac{1}{2} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) t^{2} u(r)^{2}-G(r, t u(r))
$$

Then

$$
\begin{aligned}
h^{\prime}(t) & =g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) t u(r)^{2}-\left[\partial_{s} G(r, t u(r))\right] u(r) \\
& =g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) t u(r)^{2}-g\left(r, r^{-1 / 2} t u(r)^{+}\right) t u(r)^{2} \\
& =t u(r)^{2}\left\{g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right)-g\left(r, \frac{t u(r)^{+}}{\sqrt{r}}\right)\right\} .
\end{aligned}
$$

The monotonicity of $g(r, \cdot)$ shows that $h^{\prime}(t) \geq 0$ for $0<t \leq 1$ and $h^{\prime}(t) \leq 0$ for $t>1$. Consequently, $h(t) \leq h(1)$ for all $t>0$ and so

$$
\frac{1}{2} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) t^{2} u(r)^{2}-G(r, t u(r)) \leq \frac{1}{2} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) u(r)^{2}-G(r, u(r))
$$

Thus

$$
\begin{aligned}
\Phi_{k}(t u) & \leq \frac{t^{2}}{2} \Phi_{k}^{\prime}(u) u+\int_{0}^{\infty}\left\{\frac{1}{2} g\left(r, \frac{u(r)^{+}}{\sqrt{r}}\right) u(r)^{2}-G(r, u(r))\right\} d r \\
& =\frac{t^{2}}{2} \Phi_{k}^{\prime}(u) u+\Phi_{k}(u)-\frac{1}{2} \Phi_{k}^{\prime}(u) u
\end{aligned}
$$

4. Mountain pass geometry. Recalling (3.5), we set

$$
\begin{equation*}
\Lambda_{0}=\inf \left\{\int_{0}^{\infty}\left(\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u(r)^{2}\right) d r: u \in H \text { and } \int_{0}^{\infty} u(r)^{2} d r=1\right\} \tag{4.1}
\end{equation*}
$$

$\Lambda_{\infty}=\inf \left\{\int_{0}^{\infty}\left(\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u(r)^{2}\right) d r: u \in H\right.$ and $\left.\int_{0}^{\infty} u(r)^{2} d r=1\right\}$
and observe that

$$
\left(k^{2}+\Lambda_{\infty}\right) \int_{0}^{\infty} u(r)^{2} d r \leq \Phi_{k}(u) \leq\left(k^{2}+\Lambda_{0}\right) \int_{0}^{\infty} u(r)^{2} d r
$$

for all $u \in H$. Furthermore, since

$$
\inf \left\{\int_{0}^{\infty}\left(\left|u^{\prime}(r)\right|^{2}+\frac{3}{4 r^{2}} u(r)^{2}\right) d r: u \in H \text { and } \int_{0}^{\infty} u(r)^{2} d r=1\right\}=0
$$

as is easily seen using (2.21), it follows from (3.5) that

$$
\begin{equation*}
-\frac{1}{2} B(\omega) \leq \Lambda_{\infty} \leq \Lambda_{0} \leq-\frac{1}{2} A(\omega)<0 . \tag{4.3}
\end{equation*}
$$

Lemma 4.1. Consider $k^{2}>-\Lambda_{0}$. Then
(a) $\left(\int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u(r)^{2}\right\} d r\right)^{1 / 2}$
defines a norm, denoted by $\|u\|_{0}$, which is equivalent to the usual norm $\|u\|_{1}$ on $H$ defined by (2.17).
(b) There exist constants $\alpha, \rho>0$ such that

$$
\Phi_{k}(u) \geq \alpha>0 \text { for all } u \in S_{\rho}=\left\{u \in H:\|u\|_{0}=\rho\right\} .
$$

Remark 4.1. The norm $\|u\|_{0}$ is derived from a scalar product on $H$ which we denote by $\langle\cdot, \cdot\rangle_{0}$.

Proof. (a) First we note that

$$
\begin{aligned}
& \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
& \quad \leq \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+3\left|u^{\prime}(r)\right|^{2}+k^{2} u(r)^{2}\right\} d r \\
& \quad \leq \max \left\{4, k^{2}\right\}\|u\|_{1}^{2} \text { for all } u \in H
\end{aligned}
$$

by (2.21) and $g_{0} \geq 0$.
On the other hand, for $t \in(0,1)$,

$$
\begin{aligned}
\int_{0}^{\infty} & \left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
= & k^{2} \int_{0}^{\infty} u(r)^{2} d r+t \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
& +(1-t) \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
\geq & \left(k^{2}+t \Lambda_{0}\right) \int_{0}^{\infty} u(r)^{2} d r+(1-t) \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
\geq & \left\{k^{2}+t \Lambda_{0}-(1-t)\left|g_{0}\right|_{\infty}\right\} \int_{0}^{\infty} u(r)^{2} d r+(1-t) \int_{0}^{\infty}\left|u^{\prime}(r)\right|^{2} d r
\end{aligned}
$$

for all $u \in H$. Since $k^{2}+\Lambda_{0}>0$, we can choose $t_{k} \in(0,1)$ such that $k^{2}+t_{k} \Lambda_{0}-(1-$ $\left.t_{k}\right)\left|g_{0}\right|_{\infty}>0$, and then

$$
\begin{aligned}
& \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u(r)^{2}\right\} d r \\
& \geq \min \left\{k^{2}+t \Lambda_{0}-(1-t)\left|g_{0}\right|_{\infty}, 1-t_{k}\right\}\|u\|_{1}^{2} \text { for all } u \in H
\end{aligned}
$$

(b) By (2.19) and part (a), there is a constant $C$ such that

$$
r^{-1 / 2}|u(r)| \leq\|u\|_{1} \leq C\|u\|_{0} \text { for all } r>0 \text { and } u \in H .
$$

It follows from (A) that, given any $\eta>0$, there exists $\gamma>0$ such that

$$
g\left(r, \frac{u(r)}{\sqrt{r}}\right) \leq g(r, 0)+\eta=g_{0}(r)+\eta
$$

for all $r>0$ and all $u \in H$ with $\|u\|_{0}<\gamma$. Hence

$$
G(r, u(r))=r \int_{0}^{u(r) / \sqrt{r}} g\left(r, \tau^{+}\right) \tau d \tau \leq \frac{1}{2}\left\{g_{0}(r)+\eta\right\} u(r)^{2}
$$

and so, for $\|u\|_{0}<\gamma$,

$$
\begin{aligned}
\Phi_{k}(u) & =\frac{1}{2} \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}\right] u(r)^{2}\right\} d r-\int_{0}^{\infty} G(r, u(r)) d r \\
& \geq \frac{1}{2} \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\frac{3}{4 r^{2}} u(r)^{2}+\left[k^{2}-g_{0}(r)-\eta\right] u(r)^{2}\right\} d r \\
& =\frac{1}{2}\|u\|_{0}^{2}-\frac{\eta}{2}|u|_{2}^{2} \\
& \geq \frac{1}{2}\|u\|_{0}^{2}-\frac{\eta C^{2}}{2}\|u\|_{0}^{2}=\frac{1}{2}\left(1-\eta C^{2}\right)\|u\|_{0}^{2} .
\end{aligned}
$$

Choosing $\eta=1 / 2 C^{2}$, it suffices to set $\rho=\gamma / 2$ and $\alpha=\rho^{2} / 4$.
Lemma 4.2. Suppose that $-\Lambda_{0}<k^{2}<-\Lambda_{\infty}$. There exists $e \in H$ such that

$$
\|e\|_{0}>\rho \text { and } \Phi_{k}(e)<0,
$$

where $\rho$ is given by Lemma 4.1(b).
Proof. Choose $\varepsilon>0$ such that $k^{2}+\Lambda_{\infty}+\varepsilon<0$. By the definition of $\Lambda_{\infty}$, there exists an element $w \in H, w \not \equiv 0$ such that

$$
\int_{0}^{\infty}\left\{\left|w^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] w(r)^{2}\right\} d r<\left(\Lambda_{\infty}+\varepsilon\right) \int_{0}^{\infty} w(r)^{2} d r
$$

and, replacing $w$ by $|w|$, we may assume that $w \geq 0$. Now, for $t>0$,

$$
\frac{\Phi_{k}(t w)}{t^{2}}=\frac{1}{2} \int_{0}^{\infty}\left\{\left|w^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}\right] w(r)^{2}\right\} d r-t^{-2} \int_{0}^{\infty} G(r, t w(r)) d r,
$$

where

$$
0 \leq t^{-2} G(r, t w(r)) \leq \frac{1}{2} B(\omega) w(r)^{2}
$$

by (3.5). The dominated convergence theorem implies that
$\lim _{t \rightarrow \infty} \frac{\Phi_{k}(t w)}{t^{2}}=\frac{1}{2} \int_{0}^{\infty}\left\{\left|w^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}\right] w(r)^{2}\right\} d r-\int_{0}^{\infty} \lim _{t \rightarrow \infty} t^{-2} G(r, t w(r)) d r$.
For $r, s>0$,

$$
s^{-2} G(r, s)=r s^{-2} \int_{0}^{s / \sqrt{r}} g(r, \tau) \tau d \tau=\int_{0}^{1} g\left(r, \frac{s \sigma}{\sqrt{r}}\right) \sigma d \sigma \rightarrow g_{\infty}(r) \int_{0}^{1} \sigma d \sigma=\frac{1}{2} g_{\infty}(r)
$$

as $s \rightarrow \infty$ by dominated convergence. Hence

$$
\lim _{t \rightarrow \infty} t^{-2} G(r, t w(r))=\lim _{t \rightarrow \infty}[t w(r)]^{-2} G(r, t w(r)) w(r)^{2}=\frac{1}{2} g_{\infty}(r) w(r)^{2}
$$

if $w(r)>0$, whereas $\lim _{t \rightarrow \infty} t^{-2} G(r, t w(r))=0$ if $w(r)=0$. Thus, since $w \geq 0$, we have that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \frac{\Phi_{k}(t w)}{t^{2}} & =\frac{1}{2} \int_{0}^{\infty}\left\{\left|w^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}\right] w(r)^{2}\right\} d r-\int_{0}^{\infty}\left[\frac{1}{2} g_{\infty}(r) w(r)^{2}\right] d r \\
& =\frac{1}{2} \int_{0}^{\infty}\left\{\left|w^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] w(r)^{2}\right\} d r+\frac{1}{2} k^{2} \int_{0}^{\infty} w(r)^{2} d r \\
& <\frac{1}{2}\left(\Lambda_{\infty}+\varepsilon+k^{2}\right) \int_{0}^{\infty} w(r)^{2} d r<0
\end{aligned}
$$

by the choice of $w$ and $\varepsilon$. It suffices to set $e=t w$ for $t$ large enough.
Lemmas 4.1 and 4.2 show that for $-\Lambda_{0}<k^{2}<-\Lambda_{\infty}$, the functional $\Phi_{k}$ has what is called the mountain pass geometry. Indeed, setting

$$
\begin{aligned}
c & =\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \Phi_{k}(\gamma(t)), \text { where } \\
\Gamma & =\{\gamma \in C([0,1], H): \gamma(0)=0 \text { and } \gamma(1)=e\}
\end{aligned}
$$

the mountain pass geometry described in Lemmas 4.1 and 4.2 implies that
there exists a sequence $\left\{u_{n}\right\} \subset H$ such that

$$
\begin{gather*}
\Phi_{k}\left(u_{n}\right) \xrightarrow{n} c>0,  \tag{4.5}\\
\Phi_{k}^{\prime}\left(u_{n}\right) u_{n} \xrightarrow{n} 0  \tag{4.6}\\
\Phi_{k}^{\prime}\left(u_{n}\right) \varphi \xrightarrow{n} 0, \text { for all } \varphi \in H .
\end{gather*}
$$

The properties (4.5) and (4.7) follow from the existence of what is often called a Palais-Smale sequence at level $c$, and the fact that the additional property (4.6) is also available was first shown by Cerami; see [3, Chapter IV], for example. If $\left\{u_{n}\right\}$ has a subsequence converging strongly $u$ in $H$,

$$
\Phi_{k}^{\prime}\left(u_{n}\right) \varphi \xrightarrow{n} 0 \text { for all } \varphi \in H
$$

and we have a critical point of $\Phi_{k}$ with $\Phi_{k}(u)=c$, so $u \not \equiv 0$. In the next section we show that $\left\{u_{n}\right\}$ has such a subsequence.
5. Existence of a ground state. We begin by establishing some further properties of the sequence (4.4)-(4.7). The main problems are to show that
(i) $\quad\left\{u_{n}\right\}$ is bounded in $H_{0}^{1}$, and then
(ii) $\quad u_{n} \xrightarrow{n} u$ weakly in $H \Longrightarrow u_{n} \xrightarrow{n} u$ strongly in $H$.

Lemma 5.1. The sequence (4.4)-(4.7) is bounded in $H$.
Proof. If $\left\{u_{n}\right\}$ is not bounded in $H$, there is a subsequence, which we can still denote by $\left\{u_{n}\right\}$, such that $\left\|u_{n}\right\|_{0} \xrightarrow{n} \infty$.

Next we set

$$
\begin{equation*}
w_{n}=2 \sqrt{c} \frac{u_{n}}{\left\|u_{n}\right\|_{0}} \text { and } t_{n}=\frac{2 \sqrt{c}}{\left\|u_{n}\right\|_{0}} \tag{5.1}
\end{equation*}
$$

By passing to a further subsequence, we can assume that $w_{n} \stackrel{n}{\sim} w$ weakly in $H$. The rest of the proof is split into the following steps. First we show that $w \not \equiv 0$, and then we deduce that $w>0$. Finally we obtain a contradiction, showing that $\left\{u_{n}\right\}$ must be bounded in $H$.

Step $1(w \neq 0)$. By Lemma 3.1(b),

$$
\Phi_{k}\left(w_{n}\right)=\Phi_{k}\left(t_{n} u_{n}\right) \leq \frac{1}{2}\left(t_{n}^{2}-1\right) \Phi_{k}^{\prime}\left(u_{n}\right) u_{n}+\Phi_{k}\left(u_{n}\right)
$$

and so

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \Phi_{k}\left(w_{n}\right) \leq c \tag{5.2}
\end{equation*}
$$

by (4.5) and (4.6) since $t_{n} \rightarrow 0$.
On the other hand, in the notation (3.4),

$$
\begin{aligned}
\Phi_{k}(u) & =\frac{1}{2} \int_{0}^{\infty}\left\{\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u(r)^{2}\right\} d r-\int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right) d r \\
& =\frac{1}{2}\|u\|_{0}^{2}-\int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right) d r
\end{aligned}
$$

where

$$
\begin{aligned}
0 & \leq r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right)=r \int_{0}^{u(r) / \sqrt{r}}\left\{g\left(r, \tau^{+}\right)-g_{0}(r)\right\} \tau d \tau \\
& \leq r\left\{g_{\infty}(r)-g_{0}(r)\right\} \int_{0}^{u(r) / \sqrt{r}} \tau d \tau \leq \frac{1}{2} B(\omega) u(r)^{2}
\end{aligned}
$$

Hence for any $R>0$,

$$
\begin{aligned}
0 & \leq \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right) d r \\
& \leq \int_{0}^{R} \frac{1}{2} B(\omega) u(r)^{2} d r+\int_{R}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right) d r
\end{aligned}
$$

and for $r \geq R$,

$$
\begin{aligned}
0 & \leq r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right)=r \int_{0}^{u(r) / \sqrt{r}} \widetilde{g}\left(r, \tau^{+}\right) \tau d t \\
& \leq r \widetilde{g}\left(r, r^{-1 / 2} u(r)^{+}\right) \int_{0}^{u(r) / \sqrt{r}} \tau d t \leq \frac{1}{2} \widetilde{g}\left(r, r^{-1 / 2}|u|_{\infty}\right) u(r)^{2}
\end{aligned}
$$

by the monotonicity of the function $\widetilde{g}(r, s)=g(r, s)-g_{0}(r)$ in $s$.
Hence

$$
\begin{align*}
0 & \leq \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} u(r)\right) d r \\
& \leq \int_{0}^{R} \frac{1}{2} B(\omega) u(r)^{2} d r+\int_{R}^{\infty} \frac{1}{2} \widetilde{g}\left(r, r^{-1 / 2}|u|_{\infty}\right) u(r)^{2} d r \\
& \leq \frac{1}{2} B(\omega) \int_{0}^{R} u(r)^{2} d r+\frac{1}{2} \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2}|u|_{\infty}\right) \int_{R}^{\infty} u(r)^{2} d r . \tag{5.3}
\end{align*}
$$

Since $\left\|w_{n}\right\|_{0}=2 \sqrt{c}$ for all $n$, there is a constant $K>0$ such that $\left|w_{n}\right|_{2} \leq K$ and $\left|w_{n}\right|_{\infty} \leq K$. Thus putting $u=w_{n}$ in (5.3),

$$
\begin{aligned}
0 & \leq \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} w_{n}(r)\right) d r \\
& \leq \frac{1}{2} B(\omega) \int_{0}^{R} w_{n}(r)^{2} d r+\frac{1}{2} \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right) K^{2}
\end{aligned}
$$

for all $n$. If $w_{n} \xrightarrow{n} 0$ weakly in $H, \int_{0}^{R} w_{n}(r)^{2} d r \xrightarrow{n} 0$ for any $R>0$, and so

$$
\limsup _{n \rightarrow \infty} \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} w_{n}(r)\right) d r \leq \frac{1}{2} \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right) K^{2}
$$

for all $R>0$. But it follows from (A) that

$$
\lim _{R \rightarrow \infty} \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right)=0,
$$

so in fact,

$$
\limsup _{n \rightarrow \infty} \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} w_{n}(r)\right) d r=0
$$

Finally,

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \Phi_{k}\left(w_{n}\right) & =\liminf _{n \rightarrow \infty}\left\{\frac{1}{2}\left\|w_{n}\right\|_{0}^{2}-\int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} w_{n}(r)\right) d r\right\} \\
& =2 c-\limsup _{n \rightarrow \infty}^{\infty} \int_{0}^{\infty} r \widetilde{G}\left(r, r^{-1 / 2} w_{n}(r)\right) d r \\
& \geq 2 c,
\end{aligned}
$$

contradicting (5.2). Hence $w \not \equiv 0$.
Step $2(w>0)$. For all $\varphi \in C_{0}^{\infty}((0, \infty))$,

$$
\begin{aligned}
\left\langle w_{n}, \varphi\right\rangle_{0} & =\int_{0}^{\infty}\left\{w_{n}^{\prime} \varphi^{\prime}+\left[k^{2}+\frac{3}{4 r^{2}}-g_{0}(r)\right] w_{n} \varphi\right\} d r \\
& =t_{n} \int_{0}^{\infty}\left\{u_{n}^{\prime} \varphi^{\prime}+\left[k^{2}+\frac{3}{4 r^{2}}-g_{0}(r)\right] u_{n} \varphi\right\} d r \\
& =t_{n}\left\{\Phi_{k}^{\prime}\left(u_{n}\right) \varphi+\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n} \varphi d r\right\} \\
& =t_{n} \Phi_{k}^{\prime}\left(u_{n}\right) \varphi+\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) w_{n} \varphi d r .
\end{aligned}
$$

By (4.7), $t_{n} \Phi_{k}^{\prime}\left(u_{n}\right) \varphi \rightarrow 0$ since $t_{n} \rightarrow 0$. Furthermore,

$$
\begin{aligned}
\widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) w_{n}(r) & =\widetilde{g}\left(r, \frac{w_{n}(r)^{+}}{t_{n} \sqrt{r}}\right) w_{n}(r) \\
& \rightarrow\left\{\begin{array}{cl}
{\left[g_{\infty}(r)-g_{0}(r)\right] w(r)} & \text { if } w(r)>0, \\
0 & \text { if } w(r) \leq 0
\end{array}\right.
\end{aligned}
$$

as $n \rightarrow \infty$ and

$$
\left|\tilde{g}\left(r, \frac{w_{n}(r)^{+}}{t_{n} \sqrt{r}}\right) w_{n}(r)\right| \leq B(\omega) K \text { for all } r>0 .
$$

Hence, by dominated convergence we have that

$$
\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) w_{n} \varphi d r \xrightarrow{n} \int_{0}^{\infty}\left[g_{\infty}(r)-g_{0}(r)\right] w(r)^{+} \varphi(r) d r
$$

and, consequently,

$$
\begin{equation*}
\langle w, \varphi\rangle_{0}=\int_{0}^{\infty}\left[g_{\infty}(r)-g_{0}(r)\right] w(r)^{+} \varphi(r) d r \tag{5.4}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}((0, \infty))$. But $C_{0}^{\infty}((0, \infty))$ is dense in $H$ and it follows easily that (5.4) holds for all $\varphi \in H$. Putting $\varphi=w^{-}$in (5.4), we obtain

$$
\left\|w^{-}\right\|_{0}=\left\langle w, w^{-}\right\rangle_{0}=0
$$

showing that $w^{-} \equiv 0$. Hence $w \equiv w^{+}$and (5.4) can be written as

$$
\begin{equation*}
\int_{0}^{\infty}\left\{w^{\prime} \varphi^{\prime}+\left[k^{2}+\frac{3}{4 r^{2}}-g_{\infty}(r)\right] w \varphi\right\} d r=0 \text { for all } \varphi \in C_{0}^{\infty}((0, \infty)) . \tag{5.5}
\end{equation*}
$$

It follows that $w^{\prime}$ has a generalized derivative on $(0, \infty)$ and that

$$
\begin{equation*}
w^{\prime \prime}(r)=\left\{k^{2}+\frac{3}{4 r^{2}}-g_{\infty}(r)\right\} w(r) \text { on }(0, \infty) . \tag{5.6}
\end{equation*}
$$

Since $w \geq 0$ on $(0, \infty)$, but $w \not \equiv 0$, the maximum principle implies that $w>0$ on $(0, \infty)$.

Step 3 ( $\left\{u_{n}\right\}$ is bounded). We show that, for $k^{2}>-\Lambda_{\infty}$, (5.5) cannot have a positive solution.

For $R>0$, set

$$
\begin{array}{r}
m(R)=\inf \left\{\int_{0}^{R}\left(\left|u^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u(r)^{2}\right) d r: u \in H_{0}^{1}(0, R)\right. \\
\text { and } \left.\int_{0}^{R} u(r)^{2} d r=1\right\}
\end{array}
$$

Recalling that $g_{\infty} \in L^{\infty}$ and that $H_{0}^{1}(0, R)$ is compactly embedded in $L^{2}(0, R)$, it follows easily that there exists an element $u_{R} \in H_{0}^{1}(0, R) \backslash\{0\}$ such that

$$
\int_{0}^{R}\left\{\left|u_{R}^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u_{R}(r)^{2}\right\} d r=m(R) \int_{0}^{R} u_{R}(r)^{2} d r
$$

and, replacing $u_{R}$ by $\left|u_{R}\right|$, we can suppose that $u_{R} \geq 0$ on $[0, R]$. But there is a Lagrange multiplier $\lambda$ such that

$$
\int_{0}^{R}\left\{u_{R}^{\prime} \varphi^{\prime}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u_{R} \varphi\right\} d r=\lambda \int_{0}^{R} u_{R} \varphi d r \text { for all } \varphi \in H_{0}^{1}(0, R)
$$

and, putting $\varphi=u_{R}$, we have $\lambda=m(R)$. Thus, $u_{R}$ has a generalized derivative on $(0, R)$ and

$$
\begin{align*}
-u_{R}^{\prime \prime}(r)+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u_{R}(r) & =m(R) u_{R}(r) \text { on }(0, R)  \tag{5.7}\\
u_{R}(0)=u_{R}(R) & =0 \tag{5.8}
\end{align*}
$$

It follows that $u_{R} \in H^{2}(\delta, R)$ for all $\delta \in(0, R)$. We do not claim that $u_{R} \in H^{2}(0, R)$ but we can assume that $u_{R} \in C^{1}((0, R])$. Since $k^{2}<-\Lambda_{\infty}$, we can choose $\varepsilon>0$ such that $k^{2}+2 \varepsilon<-\Lambda_{\infty}$. By the definition of $\Lambda_{\infty}$, there exists $z \in H \backslash\{0\}$ such that

$$
\int_{0}^{\infty}\left\{\left|z^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] z(r)^{2}\right\} d r \leq\left(\Lambda_{\infty}+\varepsilon\right) \int_{0}^{\infty} z(r)^{2} d r
$$

and then, by (2.21) and the density of $C_{0}^{\infty}((0, \infty))$ there exists an element $v \in$ $C_{0}^{\infty}((0, \infty))$ such that

$$
\int_{0}^{\infty}\left\{\left|v^{\prime}(r)\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] v(r)^{2}\right\} d r \leq\left(\Lambda_{\infty}+2 \varepsilon\right) \int_{0}^{\infty} v(r)^{2} d r
$$

Now choose $R$ such that supp $v \subset(0, R)$. It follows that $m(R) \leq \Lambda_{\infty}+2 \varepsilon$. From (5.7) we obtain
$-u_{R}^{\prime}(R) w(R)+u_{R}^{\prime}(\delta) w(\delta)+\int_{\delta}^{R} u_{R}^{\prime} w^{\prime}+\left\{\frac{3}{4 r^{2}}-g_{\infty}(r)\right\} u_{R} w d r=m(R) \int_{\delta}^{R} u_{R} w d r$
for any $\delta \in(0, R)$. Hence

$$
\lim _{\delta \rightarrow 0} u_{R}^{\prime}(\delta) w(\delta)=u_{R}^{\prime}(R) w(R)-\int_{0}^{R} u_{R}^{\prime} w^{\prime}+\left\{\frac{3}{4 r^{2}}-g_{\infty}(r)-m(R)\right\} u_{R} w d r
$$

since $r^{-2} u_{R}(r) w(r)$ is integrable on $(0, R)$ by $(2.21)$.
By (2.21) and the density of $C_{0}^{\infty}((0, \infty))$ in $H$, it follows that (5.5) holds for all $\varphi \in H$. We denote by $\widetilde{u_{R}}$ the function obtained by extending $u_{R}$ by zero for all $r \geq R$. Setting $\varphi=\widetilde{u_{R}}$ in (5.5), we have that

$$
\int_{0}^{R} u_{R}^{\prime} w^{\prime} d r+\int_{0}^{R}\left\{\frac{3}{4 r^{2}}-g_{\infty}(r)\right\} u_{R} w d r=-k^{2} \int_{0}^{R} u_{R} w d r
$$

Hence,

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} u_{R}^{\prime}(\delta) w(\delta) & =u_{R}^{\prime}(R) w(R)+\left\{m(R)+k^{2}\right\} \int_{0}^{R} u_{R} w d r \\
& \leq u_{R}^{\prime}(R) w(R)+\left\{\Lambda_{\infty}+2 \varepsilon+k^{2}\right\} \int_{0}^{R} u_{R} w d r \\
& <u_{R}^{\prime}(R) w(R)
\end{aligned}
$$

by the positivity of $w$ and $u_{R}$ and the choice of $\varepsilon$ and $R$. Since $u_{R} \geq 0$ on $[0, R]$ and $u_{R}(R)=0$, we have $u_{R}^{\prime}(R) w(R) \leq 0$ and, consequently, there exists $\delta_{0}>0$ such that $u_{R}^{\prime}(r) w(r)<0$ for all $r \in\left(0, \delta_{0}\right)$. Recalling that $u_{R} \in H_{0}^{1}(0, R)$ and that $w>0$ on $(0, R)$, this yields

$$
u_{R}\left(\delta_{0}\right)=\int_{0}^{\delta_{0}} u_{R}^{\prime}(r) d r<0
$$

contradicting the positivity of $u_{R}$ on $(0, R)$.
Thus the initial assumption that the sequence $\left\{u_{n}\right\}$ is unbounded implies the existence of an element $w$ whose properties lead to a contradiction. This establishes the boundedness of $\left\{u_{n}\right\}$.

We are now ready to prove the main result of this paper.
THEOREM 5.2. Let the dielectric response satisfy the assumptions (A) and (AS). Let $\omega \in J$ be such that $\Lambda_{\infty}<\Lambda_{0}$. Then for every wave number $k>0$ such that $\Lambda_{\infty}<-k^{2}<\Lambda_{0}$ there is a positive solution $u \in H \backslash\{0\}$ of (2.15). Furthermore, the function $v$ defined by (2.12) has the following properties:
(i) $v \in C^{2}([0, \infty))$ with $v(0)=v^{\prime \prime}(0)=0$ and $v>0$ on $(0, \infty)$.
(ii) $v$ satisfies (2.9) and (2.10).

Remark 5.1. Observe that the conditions (A) and (AS) are satisfied by a linear dielectric response,

$$
\varepsilon(\omega, r, s)=\varepsilon_{0}(\omega, r) \text { for all } r, s \geq 0
$$

provided that $\varepsilon_{0}(\omega, \cdot) \in C([0, \infty))$ and $0<a(\omega) \leq \varepsilon_{0}(\omega, r) \leq b(\omega)<\infty$ for all $r, s \geq 0$. In this case, $\Lambda_{\infty}=\Lambda_{0}$. Thus the requirement that $\Lambda_{\infty}<\Lambda_{0}$ in Theorem 5.2 ensures that the dielectric response is in fact nonlinear.

Remark 5.2. In a homogeneous medium, $\varepsilon(\omega, r, s)=\varepsilon(\omega, 0, s)$ for all $r, s \geq 0$, and so

$$
\Lambda_{0}=\left(\frac{\omega}{c}\right)^{2} \varepsilon(\omega, 0,0) \text { and } \Lambda_{\infty}=\lim _{s \rightarrow \infty}\left(\frac{\omega}{c}\right)^{2} \varepsilon(\omega, 0, s)
$$

Thus for a homogeneous self-focusing material, $\Lambda_{\infty}=\Lambda_{0}$ if and only if the dielectric response is linear.

Proof. We fix $k>0$ such that $\Lambda_{\infty}<-k^{2}<\Lambda_{0}$ and consider the sequence (4.4)(4.7). By Lemma 5.1 this sequence is bounded in $H$ and so we can suppose that $u_{n} \stackrel{n}{\rightharpoonup} u$ weakly in $H$.

Putting $\varphi=u$ in (3.6) we get

$$
\begin{aligned}
& \Phi_{k}^{\prime}\left(u_{n}\right) u=\int_{0}^{\infty}\left\{u_{n}^{\prime}(r)+\left[\frac{3}{4 r^{2}}+k^{2}\right] u_{n}(r)\right\} u(r) d r-\int_{0}^{\infty} g\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u(r) d r \\
& =\int_{0}^{\infty}\left\{u_{n}^{\prime}(r)+\left[\frac{3}{4 r^{2}}+k^{2}-g_{0}(r)\right] u_{n}(r)\right\} u(r) d r-\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u(r) d r \\
& =\left\langle u_{n}, u\right\rangle_{0}-\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u(r) d r
\end{aligned}
$$

Similarly,

$$
\Phi_{k}^{\prime}\left(u_{n}\right) u_{n}=\left\|u_{n}\right\|_{0}^{2}-\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u_{n}(r) d r
$$

and hence,

$$
\begin{aligned}
& \left\|u_{n}-u\right\|_{0}^{2}=\left\|u_{n}\right\|_{0}^{2}-\left\langle u_{n}, u\right\rangle_{0}-\left\langle u, u_{n}-u\right\rangle_{0} \\
& =\Phi_{k}^{\prime}\left(u_{n}\right) u_{n}+\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u_{n}(r) d r \\
& \\
& \quad-\Phi_{k}^{\prime}\left(u_{n}\right) u-\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r) u(r) d r-\left\langle u, u_{n}-u\right\rangle_{0} \\
& = \\
& \Phi_{k}^{\prime}\left(u_{n}\right) u_{n}-\Phi_{k}^{\prime}\left(u_{n}\right) u-\left\langle u, u_{n}-u\right\rangle_{0}+\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right] d r
\end{aligned}
$$

From the properties of (4.4)-(4.7) and the weak convergence of $\left\{u_{n}\right\}$, we see that $\left\|u_{n}-u\right\|_{0} \xrightarrow{n} 0$ provided that

$$
\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right] d r \xrightarrow{n} 0 .
$$

For any $R>0$,

$$
\begin{aligned}
& \left|\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right] d r\right| \\
& \leq \int_{0}^{R}\left|\widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r \\
& \quad+\int_{R}^{\infty}\left|\widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r \\
& \leq \int_{0}^{R} B(\omega)\left|u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r+\int_{R}^{\infty} \widetilde{g}\left(r, r^{-1 / 2}\left|u_{n}\right|_{\infty}\right)\left|u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r
\end{aligned}
$$

by the monotonicity of $\widetilde{g}(r, \cdot)$. The boundedness of $\left\{u_{n}\right\}$ in $H$ ensures that there is a constant $K>0$ such that $\left|u_{n}\right|_{2} \leq K$ and $\left|u_{n}\right|_{\infty} \leq K$ for all $n$. Hence

$$
\begin{aligned}
& \int_{R}^{\infty} \widetilde{g}\left(r, r^{-1 / 2}\left|u_{n}\right|_{\infty}\right)\left|u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r \\
& \quad \leq \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right) \int_{R}^{\infty}\left|u_{n}(r)\left[u_{n}(r)-u(r)\right]\right| d r \\
& \quad \leq \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right) 2 K^{2} \text { for all } n
\end{aligned}
$$

Since $u_{n} \xrightarrow{n} u$ uniformly on $[0, R]$, we have that

$$
\limsup _{n \rightarrow \infty}\left|\int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right] d r\right| \leq \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right) 2 K^{2}
$$

for all $R$. But it follows from (A) that

$$
\lim _{R \rightarrow \infty} \sup _{r \geq R} \widetilde{g}\left(r, r^{-1 / 2} K\right)=0
$$

and consequently,

$$
\lim _{n \rightarrow \infty} \int_{0}^{\infty} \widetilde{g}\left(r, r^{-1 / 2} u_{n}(r)^{+}\right) u_{n}(r)\left[u_{n}(r)-u(r)\right] d r=0
$$

Hence $\left\|u_{n}-u\right\|_{0} \xrightarrow{n} 0$ and Lemma 3.1, together with properties (4.5) and (4.7), imply that $\Phi_{k}(u)=c>0$ and $\Phi_{k}^{\prime}(u) \varphi=0$ for all $\varphi \in H$. Thus $u \not \equiv 0$ and, choosing $\varphi=u^{-}$, we have that

$$
0=\Phi_{k}^{\prime}(u) u^{-}=\left\|u^{-}\right\|_{0}^{2}
$$

Thus $u \geq 0$, and $u$ satisfies (2.15). This implies that $u^{\prime}$ has a generalized derivative on $(0, \infty)$ and that $(2.13)$ is satisfied. Thus $u \in C^{2}((0, \infty))$. Setting

$$
h(r)=\frac{3}{4 r^{2}}+k^{2}-g\left(r, \frac{u(r)}{\sqrt{r}}\right) \text { for } r>0
$$

we have that $h \in C((0, \infty))$ and $u^{\prime \prime}(r)=h(r) u(r)$ for all $r>0$. Since $u \geq 0$, but $u \not \equiv 0$ on $(0, \infty)$, we must have that $u(r)>0$ for all $r>0$.

Setting $v(r)=r^{-1 / 2} u(r)$ for $r>0$, we have that $v \in C^{2}((0, \infty))$ and, by $(2.20)$, $\lim _{r \rightarrow 0} v(r)=0$. Setting $v(0)=0$, this means that $v \in C([0, \infty))$. Furthermore, $v$ satisfies (2.7), which can be written as

$$
\begin{equation*}
\left[v^{\prime}+\frac{v}{r}\right]^{\prime}=\left\{k^{2}-g(r, v(r))\right\} v(r) \tag{5.9}
\end{equation*}
$$

showing that

$$
\lim _{r \rightarrow 0}\left[v^{\prime}+\frac{v}{r}\right]^{\prime}=0
$$

since $A(\omega) \leq g(r, s) \leq B(\omega)$ for all $r, s \geq 0$ and $v(0)=0$. This implies that there exists $L \in \mathbb{R}$ such that $\lim _{r \rightarrow 0}\left[v^{\prime}+\frac{v}{r}\right]=L$. But $v^{\prime}+\frac{v}{r}=\frac{1}{r}(r v)^{\prime}$ and, using L'Hospital's rule,

$$
\lim _{r \rightarrow 0} \frac{v(r)}{r}=\lim _{r \rightarrow 0} \frac{r v(r)}{r^{2}}=\lim _{r \rightarrow 0} \frac{(r v)^{\prime}}{2 r}=\frac{1}{2} \lim _{r \rightarrow 0}\left[v^{\prime}+\frac{v}{r}\right]=\frac{L}{2}
$$

This proves that $v$ is differentiable at 0 with $v^{\prime}(0)=\frac{L}{2}$. Also,

$$
\begin{aligned}
\lim _{r \rightarrow 0} v^{\prime}(r) & =\lim _{r \rightarrow 0}\left\{v^{\prime}(r)+\frac{v(r)}{r}-\frac{v(r)}{r}\right\} \\
& =\lim _{r \rightarrow 0}\left\{v^{\prime}+\frac{v}{r}\right\}-\lim _{r \rightarrow 0} \frac{v(r)}{r}=L-\frac{L}{2} \\
& =\frac{L}{2}
\end{aligned}
$$

and we have shown that $v \in C^{1}([0, \infty))$.
Setting $w(r)=v(r) / r$, we find that (5.9) can be written as

$$
\begin{equation*}
\left[r^{3} w^{\prime}\right]^{\prime}=r^{3} h(r) w, \text { where } h(r)=\left\{k^{2}-g(r, v(r))\right\} \text { for } r>0 \tag{5.10}
\end{equation*}
$$

and hence,

$$
r^{3} w^{\prime}(r)-s^{3} w^{\prime}(s)=\int_{s}^{r} t^{3} h(t) w(t) d t \text { for } 0<s<r
$$

Since $r^{3} w^{\prime}(r)=r^{2} v^{\prime}(r)-r v(r) \rightarrow 0$ as $r \rightarrow 0$, we have that

$$
w^{\prime}(r)=r^{-3} \int_{0}^{r} t^{3} h(t) w(t) d t \text { for } r>0
$$

where $h(t) w(t)$ remains bounded as $t \rightarrow 0$. Thus $\lim _{r \rightarrow 0} w^{\prime}(r)=0$. But then,

$$
\begin{aligned}
\lim _{r \rightarrow 0} v^{\prime \prime}(r) & =\lim _{r \rightarrow 0}\left\{\left[v^{\prime}+\frac{v}{r}\right]^{\prime}-w^{\prime}\right\} \\
& =\lim _{r \rightarrow 0}\left[v^{\prime}+\frac{v}{r}\right]^{\prime}-\lim _{r \rightarrow 0} w^{\prime}=0
\end{aligned}
$$

from which it follows that $v \in C^{2}([0, \infty))$ with $v^{\prime \prime}(0)=0$.

Since $u \in H$ and $A(\omega) \leq g(r, s) \leq B(\omega)$ for all $r, s \geq 0$, it follows from (2.13) that $u \in H^{2}(1, \infty)$. This implies that $\lim _{r \rightarrow \infty} u(r)=\lim _{r \rightarrow \infty} u^{\prime}(r)=0$, and hence that

$$
\lim _{r \rightarrow \infty} v(r)=\lim _{r \rightarrow \infty} v^{\prime}(r)=0
$$

Straightforward substitution shows that

$$
\int_{0}^{\infty} v(r)^{2} r d r=\int_{0}^{\infty} u(r)^{2} d r \text { and } \int_{0}^{\infty} v^{\prime}(r)^{2} r d r=\int_{0}^{\infty}\left[u^{\prime}-\frac{u}{2 r}\right]^{2} d r
$$

and it follows from (2.21) that $u^{\prime}-\frac{u}{2 r} \in L^{2}(0, \infty)$ since $u \in H$. Thus $v$ satisfies (2.9). This completes the proof.

Finally, we show that the restrictions imposed on $k$ in Theorem 5.2 are quite sharp.

ThEOREM 5.3. Let the dielectric response satisfy assumptions (A) and (AS). If the wave number $k$ is such that $-k^{2} \notin\left[\Lambda_{\infty}, \Lambda_{0}\right]$, then there is no nonnegative solution $u$ of (2.15) in $H \backslash\{0\}$.

Proof. Suppose that $u \in H \backslash\{0\}$ satisfies (2.15) and that $u \geq 0$ on ( $0, \infty$ ). As in the proof of Theorem 5.2, it follows that $u \in C^{2}((0, \infty))$ and $u(r)>0$ for all $r>0$.

Putting $\varphi=u$ in (2.15), we find that

$$
\int_{0}^{\infty}\left|u^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}+k^{2}\right] u^{2} d r=\int_{0}^{\infty} g\left(r, \frac{u(r)}{\sqrt{r}}\right) u^{2} d r \leq \int_{0}^{\infty} g_{\infty}(r) u^{2} d r
$$

since $g(r, \cdot)$ is nondecreasing for all $r>0$. Hence

$$
\int_{0}^{\infty}\left|u^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u^{2} d r=-k^{2} \int_{0}^{\infty} u^{2} d r
$$

But the definition of $\Lambda_{\infty}$ implies that

$$
\int_{0}^{\infty}\left|u^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{\infty}(r)\right] u^{2} d r \geq \Lambda_{\infty} \int_{0}^{\infty} u^{2} d r
$$

so we must have $-k^{2} \geq \Lambda_{\infty}$.
Suppose now that $-k^{2}>\Lambda_{0}$. We can choose $\varepsilon>0$ such that $-k^{2}>\Lambda_{0}+2 \varepsilon$ and then, by the definition of $\Lambda_{0}$, there exists $v \in H \backslash\{0\}$ such that

$$
\int_{0}^{\infty}\left|v^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] v^{2} d r \leq\left[\Lambda_{0}+\varepsilon\right] \int_{0}^{\infty} v^{2} d r
$$

Using (2.21), it follows from the density of $C_{0}^{\infty}((0, \infty))$ in $H$ that there exists $w \in$ $C_{0}^{\infty}((0, \infty)) \backslash\{0\}$ such that

$$
\int_{0}^{\infty}\left|w^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] w^{2} d r \leq\left[\Lambda_{0}+2 \varepsilon\right] \int_{0}^{\infty} w^{2} d r
$$

For $R>0$, we now set

$$
m(R)=\inf \left\{\int_{0}^{R}\left|z^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] z^{2} d r: z \in H_{0}^{1}((0, R)) \text { and } \int_{0}^{R} z^{2} d r=1\right\}
$$

and observe that, for any $R$ such that supp $w \subset(0, R)$, we must have $m(R) \leq \Lambda_{0}+2 \varepsilon$. For any $R \in(0, \infty)$, it follows from the compactness of the embedding of $H_{0}^{1}((0, R))$
in $L^{2}((0, R))$ and the weak sequential lower semicontinuity of $\int_{0}^{R}\left|z^{\prime}\right|^{2}+\frac{3}{4 r^{2}} z^{2} d r$ on $H_{0}^{1}((0, R))$ that there exists $u_{R} \in H_{0}^{1}((0, R))$ such that $\int_{0}^{R} u_{R}^{2} d r=1$ and

$$
\int_{0}^{R}\left|u_{R}^{\prime}\right|^{2}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u_{R}^{2} d r=m(R)
$$

We may assume that $u_{R} \geq 0$ on $(0, R)$ and that

$$
\int_{0}^{R} u_{R}^{\prime} z^{\prime}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u_{R} z d r=m(R) \int_{0}^{R} u_{R} z d r \text { for all } z \in H_{0}^{1}((0, R))
$$

This implies that $u_{R} \in H^{2}((\delta, R))$ for any $\delta \in(0, R)$ with

$$
-u_{R}^{\prime \prime}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u_{R}=m(R) u_{R} \text { on }(0, R)
$$

so we can suppose that $u_{R} \in C^{1}((0, R])$. Multiplying by $u$ and integrating we get

$$
-u_{R}^{\prime}(R) u(R)+u_{R}^{\prime}(\delta) u(\delta)+\int_{\delta}^{R} u_{R}^{\prime} u^{\prime}+\left[\frac{3}{4 r^{2}}-g_{0}(r)\right] u_{R} u d r=m(R) \int_{\delta}^{R} u_{R} u d r
$$

for any $\delta \in(0, R)$. Hence

$$
\lim _{\delta \rightarrow 0} u_{R}^{\prime}(\delta) u(\delta)=u_{R}^{\prime}(R) u(R)-\int_{0}^{R} u_{R}^{\prime} u^{\prime}+\left[\frac{3}{4 r^{2}}-g_{0}(r)-m(R)\right] u_{R} u d r
$$

since $r^{-2} u_{R}(r) u(r)$ is integrable on $(0, R)$ by $(2.21)$. On the other hand, if $\widetilde{u_{R}}$ is the function obtained by extending $u_{R}$ by zero for $r \geq R$, we can set $\varphi=\widetilde{u_{R}}$ in (2.15), and this yields

$$
\int_{0}^{R} u^{\prime} u_{R}^{\prime}+\left[\frac{3}{4 r^{2}}+k^{2}-g\left(r, \frac{u(r)}{\sqrt{r}}\right)\right] u_{R} u d r=0
$$

Thus we have that

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} u_{R}^{\prime}(\delta) u(\delta) & =u_{R}^{\prime}(R) u(R)-\int_{0}^{R}\left[g\left(r, \frac{u(r)}{\sqrt{r}}\right)-k^{2}-g_{0}(r)-m(R)\right] u_{R} u d r \\
& \leq u_{R}^{\prime}(R) u(R)+\left[k^{2}+m(R)\right] \int_{0}^{R} u_{R} u d r \\
& \leq u_{R}^{\prime}(R) u(R)+\left[k^{2}+\Lambda_{0}+2 \varepsilon\right] \int_{0}^{R} u_{R} u d r
\end{aligned}
$$

for $R>0$ such that supp $w \subset(0, R)$. But $u>0$ and $u_{R} \geq 0$ on $(0, R)$ with $u_{R}(R)=0$, so $u_{R}^{\prime}(R) u(R) \leq 0$. Also $\int_{0}^{R} u_{R} u d r>0$ since $u_{R} \not \equiv 0$ on $(0, R)$. Hence

$$
\lim _{\delta \rightarrow 0} u_{R}^{\prime}(\delta) u(\delta) \leq\left[k^{2}+\Lambda_{0}+2 \varepsilon\right] \int_{0}^{R} u_{R} u d r<0
$$

since $k^{2}+\Lambda_{0}+2 \varepsilon<0$ by the choice of $\varepsilon$. But this means that there exists $\delta_{0}>0$ such that $u_{R}^{\prime}(r) u(r)<0$ for all $r \in\left(0, \delta_{0}\right)$. Recalling that $u_{R} \in H_{0}^{1}((0, R))$, we now have that

$$
u_{R}\left(\delta_{0}\right)=\int_{0}^{\delta_{0}} u_{R}^{\prime}(r) d r<0
$$

contradicting the fact that $u_{R} \geq 0$ on $(0, R)$. Hence we must have $-k^{2} \leq \Lambda_{0}$, completing the proof.

Remark 5.3. The proceeding result concerns positive solutions, but the first part of the proof shows that, in fact, (2.15) has no solutions at all in $H \backslash\{0\}$ for $-k^{2}<\Lambda_{\infty}$. By strengthening slightly the assumptions on the dielectric response, arguments similar to those used for planar waveguides in Theorem 3.1 of [10] show that (2.15) may have no solutions in $H \backslash\{0\}$ if $-k^{2}>\Lambda_{0}$. See also Theorems 4.2 and 4.4 in [11] for other nonexistence results of this kind used in a related problem concerning cylindrical waveguides.
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#### Abstract

A polynomial of degree $n$ in two variables is shown to be uniquely determined by its Radon projections taken over $[n / 2]+1$ parallel lines in each of the $(2[(n+1) / 2]+1)$ equidistant directions along the unit circle.
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1. Introduction. Let $f$ be a function defined on the unit disk $B^{2}$ on the plane. A Radon projection of $f$ is the integral of $f$ over a line segment inside $B^{2}$. More precisely, for any given pair $(\theta, t)$ of a real number $t \in[-1,1]$ and any angle $\theta$, let $I(\theta, t)$ denote the line segment inside the unit disk $B^{2}$, where the line passes through the point $(t \cos \theta, t \sin \theta)$ and is perpendicular to the vector $(\cos \theta, \sin \theta)$. Then

$$
\begin{equation*}
\mathcal{R}_{\theta}(f ; t):=\int_{I(\theta, t)} f(x, y) d x d y \tag{1.1}
\end{equation*}
$$

defines the Radon projection of $f$ on the line segment $I(\theta, t)$.
The Radon transform $f \mapsto\left\{\mathcal{R}_{\theta}(f ; t)\right\}$ associates with $f$ a family of univariate functions of $t$ parameterized by $\theta$. The problem of reconstructing $f$ from full or partial knowledge of $\left\{\mathcal{R}_{\theta}(f ; t)\right\}$ has been studied by many authors. It plays an essential role in computer tomography. It is well known that the set of Radon projections $\left\{\mathcal{R}_{\theta}(f ; t): 0 \leq t \leq 1,0 \leq \theta \leq 2 \pi\right\}$ determines $f$ completely. Furthermore, it is known that if $f$ has compact support in $B^{2}$, then $f$ is uniquely determined by any infinite set of Radon projections [16]. In practice, however, the data set is usually finite. Thus, the main problem is to obtain a good approximation to the function from a large collection of its Radon projections. See [13] for background and detailed discussions. Using a finite data set, one may determine a polynomial whose Radon projections agree with the given data. Such an approach has been considered in [10, 11, 12] in connection with computer tomography.

The present paper is concerned with the problem of whether a polynomial of degree $n$ in two variables can be uniquely determined from a set of $(n+1)(n+2) / 2$ distinct Radon projections. The solution depends on the arrangement of the lines on which the projections are taken. One early solution was given in [12], in which the Radon projections are taken over all possible line segments $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right.$ ] joining $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$, where $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n+1}$ are $n+2$ equally spaced points on the boundary of the unit disk

[^13]$B^{2}$. In $[7]$ (see also $[4,5]$ ), a more general result was proved, in which $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n+1}$ are $n+2$ distinct points on the boundary of a convex set, and the result was extended in [8] to higher dimensions. Recently the problem was considered in [1], in which the lines are taken in $(n+1)$ directions, with one line in the first direction, two lines in the second direction, etc. This set has the drawback of lacking symmetry.

The main result of the present paper shows that a set of Radon projections taken over $2\lfloor n / 2\rfloor+1$ parallel lines on each of the $2\lfloor(n+1) / 2\rfloor+1$ equidistant directions can determine a polynomial of degree $n$ uniquely. The set of the corresponding line segments possesses a rotation symmetry. If $n=2 m$ is a fixed positive integer, then our method requires the Radon data in $2 m+1$ directions, which are taken to be in equally spaced angles along the unit circle, and in each direction we take $m+1$ parallel lines associated with $t_{0}, t_{1}, \ldots, t_{m}$. We prove that for almost all choices of $\left\{t_{k}\right\}$ a polynomial $P_{n}$ of degree $n=2 m$ in two variables is uniquely determined by the set of its Radon projections over these line segments; more precisely, for any given $f$, $P_{n}$ is uniquely determined such that

$$
\begin{equation*}
\mathcal{R}_{\phi_{j}}\left(P_{n} ; t_{k}\right)=\mathcal{R}_{\phi_{j}}\left(f ; t_{k}\right), \quad 0 \leq j \leq 2 m, \quad 0 \leq k \leq m \tag{1.2}
\end{equation*}
$$

A similar construction works for $n=2 m-1$. Several examples of the sets of points $\left\{t_{k}\right\}$ that define regular interpolation are given. Furthermore, the polynomial $P_{n}$ can be easily computed. Thus, the result appears to offer a simple way to recover a polynomial from its Radon data.

The number of conditions (1.2) is equal to $(n+1)(n+2) / 2$, which is the dimension of the space of bivariate polynomials of total degree at most $n$. Hence, (1.2) can be interpreted as an interpolation problem by polynomials based on line integrals. As in the case of interpolation based on points, this bivariate problem is not always regular. The only general configurations in the literature that hold for every integer $n$ are that of Hakopian [8], mentioned above, and the nonsymmetric configuration given recently in [1]. The result of the present paper provides another family of examples. The proof is based on an observation that recovering polynomials from their Radon projections can be reduced, using a formula in [12], to a family of univariate interpolation problems that uses certain special classes of algebraic polynomials. In the case of [1], the strategy of solving the interpolation problem resembles the approach that uses the Bezout theorem for pointwise interpolation. The approach in the present paper follows the strategy of [2], which uses equally spaced points on circles for pointwise interpolation and allows one to step beyond the limitation of the Bezout theorem.

The paper is organized as follows. In the following section we prove the existence and uniqueness of the reconstructing problem. In section 3 we show how to construct the polynomial and we give an outline of the algorithm.

## 2. Existence and uniqueness of the solution.

2.1. Preliminary. Let $B^{2}=\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$ denote the unit disk on the plane. Let $\theta$ be the angle in the polar coordinates

$$
x=r \cos \theta, \quad y=r \sin \theta, \quad r \geq 0, \quad 0 \leq \theta \leq 2 \pi
$$

A line $\ell$ whose slope is $-\cot \theta$ is defined by the equation

$$
\ell(x, y):=x \cos \theta+y \sin \theta-t=0
$$

where $t$ is a real number. Clearly the line $\ell$ passes through the point $(t \cos \theta, t \sin \theta)$ and is perpendicular to the vector $\xi=(\cos \theta, \sin \theta)$. Since, for a fixed $t$, the line
corresponding to $(\theta, t)$ coincides with the line corresponding to $(\pi+\theta,-t)$, we could assume $\theta \in[0, \pi)$. Alternatively, we could assume that $\theta \in[0,2 \pi)$ and $t \geq 0$.

We will also use $\ell$ to denote the set of points on the line $\ell$ and introduce the notation

$$
I(\theta, t)=\ell \cap B^{2}, \quad 0 \leq \theta<\pi, \quad-1 \leq t \leq 1
$$

to denote the line segment of $\ell$ inside $B^{2}$. The points on $I(\theta, t)$ can be represented as

$$
x=t \cos \theta-s \sin \theta, \quad y=t \sin \theta+s \cos \theta
$$

for $s \in\left[-\sqrt{1-t^{2}}, \sqrt{1-t^{2}}\right]$.
The Radon projection of a function $f$ in the direction $\theta$ with a parameter $t \in$ $[-1,1]$ is denoted by $\mathcal{R}_{\theta}(f ; t)$,

$$
\begin{aligned}
\mathcal{R}_{\theta}(f ; t) & :=\int_{I(\theta, t)} f(x, y) d x d y \\
& =\int_{-\sqrt{1-t^{2}}}^{\sqrt{1-t^{2}}} f(t \cos \theta-s \sin \theta, t \sin \theta+s \cos \theta) d s
\end{aligned}
$$

In the literature it is also called an $X$-ray. It is clear that $\mathcal{R}_{\theta}(f ; t)=\mathcal{R}_{\pi+\theta}(f ;-t)$, so we can assume, for the sake of definiteness, either $0 \leq \theta<\pi$ or $0 \leq t \leq 1$.
2.2. Polynomial bases. Let $\Pi_{n}^{2}$ denote the space of polynomials of total degree $n$ in two variables, which has dimension $\operatorname{dim} \Pi_{n}^{2}=(n+1)(n+2) / 2$. If $P \in \Pi_{n}^{2}$, then

$$
P(\mathbf{x})=\sum_{k=0}^{n} \sum_{j=0}^{k} c_{k, j} x^{j} y^{k-j}, \quad \mathbf{x}=(x, y)
$$

Let $U_{k}$ denote the Chebyshev polynomial of the second kind [15],

$$
U_{k}(x)=\frac{\sin (k+1) \theta}{\sin \theta}, \quad x=\cos \theta
$$

For $\xi=(\cos \theta, \sin \theta)$ and $\mathbf{x}=(x, y)$, the ridge polynomial $U_{k}(\theta ; \cdot)$ is defined by

$$
U_{k}(\theta ; \mathbf{x}):=U_{k}(\langle\mathbf{x}, \xi\rangle)=U_{k}(x \cos \theta+y \sin \theta)
$$

Clearly, $U_{k}$ is an element of $\Pi_{k}^{2}$ and it is constant on every line that is perpendicular to $\xi$. The Radon projection of this function in any direction can be easily computed. This is a result due to Marr [12] and it plays a central role in our discussion below.

Lemma 2.1. For each $t \in(-1,1), 0 \leq \theta, \phi \leq 2 \pi$,

$$
\mathcal{R}_{\phi}\left(U_{k}(\theta ; \cdot) ; t\right)=\frac{2}{k+1} \sqrt{1-t^{2}} U_{k}(t) U_{k}(\cos (\phi-\theta))
$$

The following useful relation follows easily from Marr's formula [11]:

$$
\begin{equation*}
\frac{1}{\pi} \int_{B^{2}} U_{k}(\theta ; \mathbf{x}) U_{k}(\phi ; \mathbf{x}) d \mathbf{x}=\frac{1}{k+1} U_{k}(\cos (\phi-\theta)) \tag{2.1}
\end{equation*}
$$

Let $\mathcal{V}_{n}$ denote the space of orthogonal polynomials of degree $n$ on $B^{2}$ with respect to the unit weight function; that is, $P \in \mathcal{V}_{n}$ if $P$ is of degree $n$ and

$$
\int_{B^{2}} P(\mathbf{x}) Q(\mathbf{x}) d \mathbf{x}=0 \quad \text { for all } Q \in \Pi_{n-1}^{2}
$$

For special choices of $\theta$ and $\phi$, (2.1) becomes an orthogonal relation. Indeed, for $k \in \mathbb{N}$, let

$$
\xi_{j, k}=\left(\cos \theta_{j, k}, \sin \theta_{j, k}\right), \quad \theta_{j, k}:=\frac{j \pi}{k+1}, \quad 0 \leq j \leq k
$$

For fixed $k$, the points $\cos \theta_{j, k}, 1 \leq j \leq k$, are zeros of $U_{k}$. The ridge polynomials $U_{k}(\theta ; \mathbf{x})$ have the remarkable orthogonal property that $U_{k}(\theta ; \cdot) \in \mathcal{V}_{k}$. Since the dimension of $\mathcal{V}_{k}$ is $k+1$, it follows from (2.1) that the set

$$
\mathbb{P}_{k}:=\left\{U_{k}\left(\theta_{j, k} ; \mathbf{x}\right): 0 \leq j \leq k\right\}
$$

is a basis for $\mathcal{V}_{k}$. In particular, this shows that the set $\left\{\mathbb{P}_{k}: 0 \leq k \leq n\right\}$ is a basis for $\Pi_{n}^{2}$. Together with Lemma 2.1, this proves the following result.

Lemma 2.2. Every polynomial $P_{n} \in \Pi_{n}^{2}$ can be written uniquely as

$$
\begin{equation*}
P_{n}(\mathbf{x})=\sum_{k=0}^{n} \sum_{j=0}^{k} c_{j, k} U_{k}\left(\theta_{j, k} ; \mathbf{x}\right) \tag{2.2}
\end{equation*}
$$

Furthermore, for each $\phi$ and $t$,

$$
\begin{equation*}
\mathcal{R}_{\phi}\left(P_{n} ; t\right)=\sqrt{1-t^{2}} \sum_{k=0}^{n} \frac{2}{k+1} U_{k}(t) \sum_{j=0}^{k} c_{j, k} U_{k}\left(\cos \left(\phi-\theta_{j, k}\right)\right) \tag{2.3}
\end{equation*}
$$

There are several other explicit orthogonal bases for $\mathcal{V}_{n}$; see, for example, [6]. If $\left\{Q_{j}^{k}: 0 \leq k \leq n\right\}$ is an orthogonal basis of $\mathcal{V}_{n}$, then, as was shown in [17],

$$
\begin{equation*}
U_{k}\left(\theta_{j, k} ; \mathbf{x}\right)=\frac{1}{k+1} \sum_{l=0}^{k} Q_{l}^{k}(x, y) Q_{l}^{k}\left(\cos \theta_{j, k}, \sin \theta_{j, k}\right) \tag{2.4}
\end{equation*}
$$

One explicit basis of $\mathcal{V}_{n}$, denoted by $Q_{j, i}(\mathbf{x})$, is given in terms of polar coordinates as (cf. [6])

$$
\begin{array}{ll}
Q_{j, 1}(x, y)=h_{n-2 j, 1} P_{j}^{(0, n-2 j)}\left(2 r^{2}-1\right) r^{n-2 j} \cos (n-2 j) \theta, & 0 \leq 2 j \leq n \\
Q_{j, 2}(x, y)=h_{n-2 j, 2} P_{j}^{(0, n-2 j)}\left(2 r^{2}-1\right) r^{n-2 j} \sin (n-2 j) \theta, & 0 \leq 2 j \leq n-1
\end{array}
$$

where $P_{j}^{(\alpha, \beta)}$ denotes the usual Jacobi polynomial, $h_{0,1}=1 /(n+1)$, and $h_{j, 1}=h_{j, 2}=$ $1 /(2 n+2)$ for $1 \leq 2 j \leq n-1$. Using this basis and restricting $\mathbf{x}$ to the boundary of $B^{2}$, (2.4) becomes

$$
\begin{gather*}
U_{2 k}\left(\cos \left(\phi-\theta_{j, 2 k}\right)\right)=1+2 \sum_{l=1}^{k}\left(\cos 2 l \theta_{j, 2 k} \cos 2 l \phi+\sin 2 l \theta_{j, 2 k} \sin 2 l \phi\right) \\
U_{2 k-1}\left(\cos \left(\phi-\theta_{j, 2 k-1}\right)\right)=2 \sum_{l=1}^{k}\left(\cos (2 l-1) \theta_{j, 2 k-1} \cos (2 l-1) \phi\right.  \tag{2.5}\\
\left.+\sin (2 l-1) \theta_{j, 2 k-1} \sin (2 l-1) \phi\right)
\end{gather*}
$$

The above equations also follow from the elementary trigonometric identities

$$
1+2 \sum_{j=1}^{k} \cos 2 j \theta=\frac{\sin (2 k+1) \theta}{\sin \theta} \quad \text { and } \quad 2 \sum_{j=1}^{k} \cos (2 j-1) \theta=\frac{\sin 2 k \theta}{\sin \theta}
$$

with $\theta$ replaced by $\phi-\theta_{j, 2 k}$ and $\phi-\theta_{j, 2 k-1}$, respectively. These relations allow us to rewrite (2.3) in a form that is easier to work with. In the following we use $\lfloor x\rfloor$ to denote the integer part of $x$.

Lemma 2.3. Let $P_{n}$ be given as in (2.2). Then

$$
\begin{align*}
& \frac{\mathcal{R}_{\phi}\left(P_{n} ; t\right)}{\sqrt{1-t^{2}}}=\sum_{l=0}^{\lfloor n / 2\rfloor} U_{2 l}(t)\left[a_{0,2 l}+2 \sum_{j=1}^{l}\left(a_{j, 2 l} \cos 2 j \phi+b_{j, 2 l} \sin 2 j \phi\right)\right]  \tag{2.6}\\
& \quad+\sum_{l=1}^{\lfloor(n+1) / 2\rfloor} U_{2 l-1}(t)\left[2 \sum_{j=1}^{l}\left(a_{j, 2 l-1} \cos (2 j-1) \phi+b_{j, 2 l-1} \sin (2 j-1) \phi\right)\right]
\end{align*}
$$

in which the coefficients $c_{j, k}$ in (2.2) and $a_{j, k}, b_{j, k}$ are related by

$$
\begin{equation*}
c_{j, 2 l}=\frac{1}{2} a_{0,2 l}+\sum_{k=1}^{l}\left(a_{k, 2 l} \cos 2 k \theta_{j, 2 l}+b_{k, 2 l} \sin 2 k \theta_{j, 2 l}\right) \tag{2.7}
\end{equation*}
$$

for $0 \leq j \leq 2 l, 0 \leq l \leq\lfloor n / 2\rfloor$, and

$$
\begin{equation*}
c_{j, 2 l-1}=\sum_{k=1}^{l}\left(a_{k, 2 l-1} \cos (2 k-1) \theta_{j, 2 l-1}+b_{k, 2 l-1} \sin (2 k-1) \theta_{j, 2 l-1}\right) \tag{2.8}
\end{equation*}
$$

for $0 \leq j \leq 2 l-1,1 \leq l \leq\lfloor(n+1) / 2\rfloor$.
Proof. We prove only the case of $n=2 m$. Comparing (2.3) and (2.6) shows that

$$
\begin{aligned}
\frac{1}{2 l+1} \sum_{j=0}^{2 l} c_{j, 2 l} U_{2 l}\left(\cos \left(\phi-\theta_{j, 2 l}\right)\right) & =\frac{1}{2} a_{0,2 l}+\sum_{j=1}^{l}\left(a_{j, 2 l} \cos 2 j \phi+b_{j, 2 l} \sin 2 j \phi\right), \\
\frac{1}{2 l} \sum_{j=0}^{2 l-1} c_{j, 2 l-1} U_{2 l-1}\left(\cos \left(\phi-\theta_{j, 2 l-1}\right)\right) & =\sum_{j=1}^{l}\left(a_{j, 2 l-1} \cos (2 j-1) \phi+b_{j, 2 l-1} \sin (2 j-1) \phi\right) .
\end{aligned}
$$

Using (2.5) we can rewrite the left-hand side in the form of the right-hand side, which leads to

$$
a_{j, 2 l}=\frac{2}{2 l+1} \sum_{k=0}^{2 l} c_{k, 2 l} \cos 2 j \theta_{k, 2 l}, \quad b_{j, 2 l}=\frac{2}{2 l+1} \sum_{k=0}^{2 l} c_{k, 2 l} \sin 2 j \theta_{k, 2 l}
$$

for $1 \leq j \leq l$, and $2 a_{0,2 l}$ satisfies the above formula with $j=0$, and

$$
\begin{aligned}
a_{j, 2 l-1} & =\frac{1}{l} \sum_{k=0}^{2 l-1} c_{k, 2 l-1} \cos (2 j-1) \theta_{k, 2 l-1} \\
b_{j, 2 l-1} & =\frac{1}{l} \sum_{k=0}^{2 l-1} c_{k, 2 l-1} \sin (2 j-1) \theta_{k, 2 l-1}
\end{aligned}
$$

for $1 \leq j \leq l$. For fixed $l$, the above linear relations can be written in the matrix form. After a proper normalization, the coefficient matrix turns out to be an orthogonal
matrix. For example, for the even indices, we have

$$
\frac{1}{\sqrt{2 l+1}}\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\sqrt{2} & \sqrt{2} \cos \frac{2 \pi}{2 l+1} & \cdots & \sqrt{2} \cos \frac{2 l \pi}{2 l+1} \\
0 & \sqrt{2} \sin \frac{2 \pi}{2 l+1} & \cdots & \sqrt{2} \sin \frac{2 l \pi}{2 l+1} \\
\vdots & \vdots & \cdots & \vdots \\
\sqrt{2} & \sqrt{2} \cos 2 l \frac{2 \pi}{2 l+1} & \cdots & \sqrt{2} \cos 2 l \frac{2 l \pi}{2 l+1} \\
0 & \sqrt{2} \sin 2 l \frac{2 \pi}{2 l+1} & \cdots & \sqrt{2} \sin 2 l \frac{2 l \pi}{2 l+1}
\end{array}\right] \cdot\left[\begin{array}{c}
c_{0,2 l} \\
c_{1,2 l} \\
\vdots \\
c_{2 l, 2 l}
\end{array}\right]=\frac{1}{\sqrt{2 l+1}}\left[\begin{array}{c}
a_{0,2 l} \\
\frac{a_{1,2 l}}{\sqrt{2}} \\
\frac{b_{1,2 l}}{\sqrt{2}} \\
\vdots \\
\frac{a_{l, 2 l}}{\sqrt{2}} \\
\frac{b_{l, 2 l}}{\sqrt{2}}
\end{array}\right] .
$$

The $(l+1) \times(l+1)$ matrix in the left-hand side, including the factor $1 / \sqrt{2 l+1}$, is orthogonal. Hence, the linear system of equations can be easily reversed, which leads to the stated relations, (2.7) and (2.8). The formulas can also be verified directly by inserting (2.7) and (2.8) into the equations of $a_{j, k}$ and $b_{j, k}$ and using the well-known trigonometric identities

$$
\frac{1}{m+1} \sum_{k=0}^{m} \cos 2 j \theta_{k, m}+i \frac{1}{m+1} \sum_{k=0}^{m} \sin 2 j \theta_{k, m}=\frac{1}{m+1} \sum_{k=0}^{m} e^{2 i j \theta_{k, m}}=\delta_{0, j}
$$

for $0 \leq j \leq m$, where $\delta_{0, j}=1$ if $j \neq 0$ and $\delta_{0, j}=0$ otherwise, and using the elementary trigonometric identities $2 \cos \theta \cos \phi=\cos (\theta+\phi)+\cos (\theta-\phi)$.

To reconstruct the polynomial, we will determine the coefficients $a_{j, k}$ and $b_{j, k}$ and use them in (2.7) and (2.8) to determine $c_{j, k}$ in (2.2). The following representation is useful.

Lemma 2.4. Let $n=2 m$ or $n=2 m-1$. Let $P_{n}$ be given as in (2.2). Then

$$
\begin{equation*}
\frac{\mathcal{R}_{\phi}\left(P_{n} ; t\right)}{\sqrt{1-t^{2}}}=A_{0}(t)+\sum_{j=1}^{n}\left[A_{j}(t) \cos j \phi+B_{j}(t) \sin j \phi\right] \tag{2.9}
\end{equation*}
$$

where

$$
A_{0}(t)=\sum_{l=0}^{\lfloor n / 2\rfloor} a_{0,2 l} U_{2 l}(t)
$$

and for $1 \leq j \leq m$,

$$
\begin{array}{rlrl}
A_{2 j}(t) & =2 \sum_{l=j}^{\lfloor n / 2\rfloor} a_{j, 2 l} U_{2 l}(t), & B_{2 j}(t) & =2 \sum_{l=j}^{\lfloor n / 2\rfloor} b_{j, 2 l} U_{2 l}(t),  \tag{2.10}\\
A_{2 j-1}(t)=2 \sum_{l=j}^{\lfloor n / 2\rfloor} a_{j, 2 l-1} U_{2 l-1}(t), & B_{2 j-1}(t) & =2 \sum_{l=j}^{\lfloor n / 2\rfloor} b_{j, 2 l-1} U_{2 l-1}(t) .
\end{array}
$$

Proof. The proof is obtained from changing the order of summations in (2.6).
2.3. Existence and uniqueness of the solution. We now state the Radon projections from which the polynomial $P_{n}$ can be uniquely recovered. These are given by

$$
\begin{equation*}
\mathcal{R}_{\phi_{j, m}}\left(P_{n} ; t_{k}\right), \quad 0 \leq k \leq\lfloor n / 2\rfloor, \quad 0 \leq j \leq 2 m, \quad m=\lfloor(n+1) / 2\rfloor \tag{2.12}
\end{equation*}
$$

which has a total of $(\lfloor n / 2\rfloor+1)(2\lfloor(n+1) / 2\rfloor+1)=(n+1)(n+2) / 2$ projections, which is the same as the dimension of $\Pi_{n}^{2}$. The angles are chosen to be equidistant,

$$
\begin{equation*}
\Theta_{m}:=\left\{\phi_{j, m}=\frac{2 j \pi}{2 m+1}: \quad 0 \leq j \leq 2 m\right\} \tag{2.13}
\end{equation*}
$$

The reason that we choose the equidistant angles lies in the lemma below, which plays a key role in our study. Such a lemma appeared first in [2] and has been used in [3] and [18].

Lemma 2.5. For $\phi \in \Theta_{m}$ and $P_{n} \in \Pi_{n}^{2}$ with $n=2 m$ or $n=2 m-1$,

$$
\begin{aligned}
& \frac{\mathcal{R}_{\phi}\left(P_{n} ; t\right)}{\sqrt{1-t^{2}}}=A_{0}(t) \\
& \quad \quad+\sum_{j=1}^{m}\left[\left(A_{j}(t)+A_{2 m-j+1}(t)\right) \cos j \phi+\left(B_{j}(t)-B_{2 m-j+1}(t)\right) \sin j \phi\right]
\end{aligned}
$$

where we assume that $A_{2 m}=B_{2 m}=0$ if $n=2 m-1$.
Proof. Using the expression in the previous lemma, the proof follows from the fact that

$$
\cos (2 m-j+1) \phi=\cos j \phi \quad \text { and } \quad \sin (2 m-j+1) \phi=-\sin j \phi
$$

for $\phi \in \Theta_{m}$.
For the expression in this lemma, the variable $t$ is in $(-1,1)$. We can also state the result for $\phi \in \widetilde{\Theta}_{m}=\{(2 j+1) \pi /(2 m+1): 0 \leq j \leq 2 m\}$, for which the sign before $A_{2 m-j+1}$ and $B_{2 m-j+1}$ will be reversed. It is easy to see that $\widetilde{\Theta}_{m}=\Theta_{m}+\pi$ modulus $2 \pi$. The two expressions are consistent with the fact that $\mathcal{R}_{\theta}(f ; t)=\mathcal{R}_{\pi+\theta}(f ;-t)$.

We are now ready to prove our main result, which shows that the polynomial $P_{n}$ can be uniquely determined by the data (2.12). We need the following function classes: For $n=2 m$ define

$$
X_{j}(t)=\left\{U_{2 m}(t), U_{2 m-2}(t), \ldots, U_{2 j}(t), U_{2 m-1}(t), U_{2 m-3}(t), \ldots, U_{2 m-2 j+1}(t)\right\}
$$

for $1 \leq j \leq m-1$. We also consider $X_{j}$ as a column vector in $\mathbb{R}^{m+1}$ and regard

$$
\Xi_{j}(\mathbf{t})=\left[X_{j}\left(t_{0}\right), X_{j}\left(t_{1}\right), \ldots, X_{j}\left(t_{m}\right)\right]
$$

as an $(m+1) \times(m+1)$ matrix.
A set of points $\mathbf{t}=\left\{t_{0}, t_{1}, \ldots, t_{m}\right\}$ in $(-1,1)$ is said to be asymmetric if $t$ and $-t$ do not both belong to $\mathbf{t}$.

THEOREM 2.1. Let $\mathbf{t}:=\left\{t_{0}, t_{1}, \ldots, t_{m}\right\}$ be a set of asymmetric distinct points in $(-1,1)$ such that the matrices $\Xi_{1}(\mathbf{t}), \Xi_{2}(\mathbf{t}), \ldots, \Xi_{m-1}(\mathbf{t})$ are all nonsingular; then the polynomial $P \in \Pi_{2 m}^{2}$ is uniquely determined by the set (2.12) of its Radon projections.

Proof. In order to prove that there is a unique solution, it is sufficient to show that if $\mathcal{R}_{\phi_{j, m}}\left(P ; t_{k}\right)=0$ for $0 \leq j \leq 2 m$ and $0 \leq k \leq m$, then $P(\mathbf{x}) \equiv 0$.

Setting its left-hand side to zero, the expression in Lemma 2.5 shows that

$$
A_{0}\left(t_{k}\right)+\sum_{j=1}^{m}\left[\left(A_{j}\left(t_{k}\right)+A_{2 m-j+1}\left(t_{k}\right)\right) \cos j \phi+\left(B_{j}\left(t_{k}\right)-B_{2 m-j+1}\left(t_{k}\right)\right) \sin j \phi\right]=0
$$

for $0 \leq k \leq m$ and $\phi \in \Theta_{m}$. The left-hand side is a trigonometric polynomial of degree $m$ and it vanishes on $2 m+1$ points. Hence, it follows from the uniqueness of the trigonometric interpolation that the coefficients have to be zero, that is,

$$
\begin{array}{ll}
A_{0}\left(t_{k}\right)=0, & A_{j}\left(t_{k}\right)+A_{2 m-j+1}\left(t_{k}\right)=0,  \tag{2.14}\\
& B_{j}\left(t_{k}\right)-B_{2 m-j+1}\left(t_{k}\right)=0, \quad 1 \leq j \leq m
\end{array}
$$

for $0 \leq k \leq m$. Since $A_{j}$ and $A_{2 m-j+1}$ have different parities, the coefficients in $A_{j}(t)+A_{2 m-j+1}(t)$ will not combine, and there are exactly $m+1$ terms in this polynomial, which are written as a linear combination of the Chebyshev polynomials $\left\{U_{k}\right\}$. Let $Y_{0}(t)=\left\{U_{2 m}(t), U_{2 m-2}(t), \ldots, U_{2}(t), U_{0}(t)\right\}$ and let

$$
\begin{aligned}
Y_{2 j}(t) & =\left\{U_{2 m}(t), U_{2 m-2}(t), \ldots, U_{2 j}(t), U_{2 m-1}(t), U_{2 m-3}(t), \ldots, U_{2 m-2 j+1}(t)\right\}, \\
Y_{2 j-1}(t) & =\left\{U_{2 m-1}(t), U_{2 m-3}(t), \ldots, U_{2 j+1}(t), U_{2 m}(t), U_{2 m-2}(t), \ldots, U_{2 m-2 j}(t)\right\} .
\end{aligned}
$$

Furthermore, let $\Xi_{Y_{j}}$ denote the matrix $\Xi_{Y_{j}}=\left[Y_{j}\left(t_{0}\right), Y_{j}\left(t_{1}\right), \ldots, Y_{j}\left(t_{m}\right)\right]$. The coefficients of the linear systems of equations in (2.14) are $\Xi_{Y_{0}}, \Xi_{Y_{2 j}}$ for $1 \leq j \leq m / 2$, and $\Xi_{Y_{2 j-1}}$ for $1 \leq j \leq(m+1) / 2$. Hence, in order to prove that (2.14) implies $A_{0}(t) \equiv 0, A_{j}(t)=B_{j}(t) \equiv 0$ for $1 \leq j \leq m$, we need to show that these matrices are all invertible. However, it is easy to see that we have the relation $\Xi_{Y_{2(m-j)-1}}=\Xi_{Y_{2 j}}$, which shows, in particular, that $\Xi_{Y_{m}}=\Xi_{Y_{m-1}}$. Thus, we can deal with $\Xi_{Y_{2 j}}$ for $0 \leq j \leq m-1$. Furthermore, $Y_{0}$ contains only even polynomials $U_{2 l}, 0 \leq l \leq m$. Using the notation $s=t^{2}$, it follows that $U_{2 l}(\sqrt{s})$ is a polynomial of degree $l$ so that the matrix $\Xi_{Y_{0}}$ is always invertible as $\mathbf{t}$ is a set of asymmetric distinct points. Thus, since $\Xi_{Y_{2 j}}=\Xi_{j}(\mathbf{t})$, our assumption on $\mathbf{t}$ implies that all matrices are invertible.

A similar theorem holds in the case of $n=2 m-1$. First, we need to define for $n=2 m-1$,

$$
X_{j}(t)=\left\{U_{2 m-2}(t), U_{2 m-4}(t), \ldots, U_{2 j}(t), U_{2 m-1}(t), U_{2 m-3}(t), \ldots, U_{2 m-2 j+1}(t)\right\}
$$

for $1 \leq j \leq m-1$ and

$$
X_{m}(t)=\left\{U_{2 m-1}(t), U_{2 m-3}(t), \ldots, U_{3}(t), U_{1}(t)\right\}
$$

We will keep the notion $\Xi_{j}(\mathbf{t})$ for the matrix built upon from the columns of $X_{j}$, which is an $m \times m$ matrix.

Theorem 2.6. Let $\mathbf{t}=\left\{t_{0}, t_{1}, \ldots, t_{m-1}\right\}$ be a set of asymmetric distinct points in $(-1,0) \cup(0,1)$ such that the matrices $\Xi_{1}(\mathbf{t}), \Xi_{2}(\mathbf{t}), \ldots, \Xi_{m}(\mathbf{t})$ are all nonsingular. Then the polynomial $P \in \Pi_{2 m-1}^{2}$ is uniquely determined by the set (2.12) of its Radon projections.

That the points $t_{0}, t_{1}, \ldots, t_{m}$ are all in $(-1,0) \cup(0,1)$ means that none of the points can be zero. In fact, since $U_{2 k-1}$ is an odd polynomial, $\Xi_{m}(\mathbf{t})$ contains only odd polynomials, which vanish at the origin. Otherwise, the proof of this theorem is similar to that of the previous theorem. In the case of $n=2 m$, the set $X_{0}=$ $\left\{U_{2 m}, U_{2 m-2}, \ldots, U_{0}\right\}$ does not appear in the conditions of the theorem since the interpolation at distinct points in $[0,1)$ by $X_{0}$ is always regular. Such a reduction of conditions does not appears to happen for $n=2 m-1$.

For each fixed $j$, the determinant of $\Xi_{j}(\mathbf{t})$ can be considered as a polynomial function in $\mathbf{t}=\left(t_{0}, t_{1}, \ldots, t_{m}\right)$ so that $\operatorname{det} \Xi_{j}(\mathbf{t})=0$ defines a hypersurface of dimension $m$. Hence, the determinant is not zero for almost all choices of $\mathbf{t} \in \mathbb{R}^{m+1}$. Evidently, the same holds true for $m+1$ matrices. Hence, we have the following corollary.

Corollary 2.7. For $n=2 m$ or $2 m-1$, and for almost all choices of distinct points $t_{0}, t_{1}, \ldots, t_{m}$ in $(-1,1)$ for $n=2 m$ or in $(-1,0) \cup(0,1)$ for $n=2 m-1$, the polynomial $P_{n} \in \Pi_{n}^{2}$ is uniquely determined by the set (2.12) of its Radon projections.
2.4. Choices of . We have shown that almost all choices of $\mathbf{t}=\left\{t_{0}, t_{1}, \ldots, t_{m}\right\}$ will lead to the unique solution of recovering the polynomial. One may ask if any choice of $\mathbf{t} \subset(-1,1)^{m+1}$ will work. The answer, however, is negative, as the following example shows.

Example: $m=2$. By Theorem 2.1 we have only to choose $t_{0}, t_{1}, t_{2}$ in $(0,1)$ such that the set $X_{2}=\left\{U_{2}, U_{3}, U_{4}\right\}$ has nonsingular determinant $\Xi_{2}(\mathbf{t})$. Recall that

$$
U_{2}(t)=4 t^{2}-1, \quad U_{3}(t)=8 t^{3}-4 t, \quad U_{4}(t)=16 t^{4}-12 t^{2}+1
$$

We can compute the determinant $\Xi_{2}(\mathbf{t})$ explicitly, and the result is

$$
\begin{aligned}
\operatorname{det} \Xi_{2}(\mathbf{t})=32 & \prod_{1 \leq i<j \leq 3}\left(t_{i}-t_{j}\right) \\
& \times\left[8 t_{1}^{2} t_{2}^{2} t_{3}^{2}+4 t_{1} t_{2} t_{3}\left(t_{1}+t_{2}+t_{3}\right)+\left(2 t_{1}^{2}-1\right)\left(2 t_{2}^{2}-1\right)\left(2 t_{3}^{2}-1\right)\right]
\end{aligned}
$$

Since $t_{i} \in(0,1)$, the first two terms in the square brackets are positive, while the third term could be negative. This shows, in particular, that $\operatorname{det} \Xi_{2}(\mathbf{t}) \neq 0$ if one of the $t_{i}$ 's is $\sqrt{2} / 2$, or if two of $t_{1}, t_{2}, t_{3}$ are less than $\sqrt{2} / 2$ and one is greater than $\sqrt{2} / 2$. However, $\operatorname{det} \Xi_{2}(\mathbf{t})$ can be zero for some choices of $t_{0}, t_{1}, t_{2}$.

On the positive side, we give two results that provide sets of points that will ensure the uniqueness of the reconstruction. The first result uses the following theorem due to Obrechkoff [14].

LEMMA 2.8. Let $d \mu$ be a nonnegative weight function on an interval and let $P_{0}, P_{1}$, $P_{2}, \ldots$ be the orthogonal polynomials with respect to $d \mu$. Denote by $\alpha_{n}$ the largest zero of $P_{n}$. Then the number of zeros of the polynomial $a_{0} P_{0}+a_{1} P_{2}+\cdots+a_{n} P_{n}$, where $a_{0}, a_{1}, \ldots, a_{n}$ are real numbers, in the interval $\left(\alpha_{n},+\infty\right)$ is at most the number of sign changes in the sequence of the coefficients $a_{0}, a_{1}, \ldots, a_{n}$.

The Chebyshev polynomials $U_{0}, U_{1}, U_{2}, \ldots$ are orthogonal with respect to the weight function $\sqrt{1-x^{2}}$ on $[-1,1]$ so that the above lemma implies the following.

Proposition 2.9. Let $\mathbf{t}=\left\{t_{0}, t_{1}, \ldots, t_{m}\right\}$ be a set of numbers that satisfies

$$
\begin{equation*}
\cos \frac{\pi}{2 m+1}<t_{0}<t_{1}<\cdots<t_{m}<1 \tag{2.15}
\end{equation*}
$$

Then the matrices $\Xi_{1}(\mathbf{t}), \ldots, \Xi_{m-1}(\mathbf{t})$ are all nonsingular.
Proof. If one of the matrices, say $\Xi_{j}(\mathbf{t})$, were singular, there would be a nonzero polynomial $P \in \operatorname{span} X_{j}$ that vanishes on $\mathbf{t}$. This means that the number of zeros of $P$ in $\left(\alpha_{n}, \infty\right)$ would be $m+1$. However, each set $\Xi_{j}$ has cardinality $m+1$ so that the number of sign changes in the sequence of the coefficients of $P$ is at most $m$. This is a contradiction to the conclusion of the lemma.

The set of points given in this proposition ensures the uniqueness of determining a polynomial by the set of its Radon projections. Condition (2.15) implies that all points are clustered toward one end of the interval $[-1,1]$. This appears to be neither a practical nor a good choice for computation. In fact, the numerical test indicates that some of the matrices $\Xi_{j}$ tend to have very large condition numbers.

Our second positive result is more interesting. Here the points $\left\{t_{k}\right\}$ are based on the zeros of the Chebyshev polynomials $U_{2 m}$. It is well known that these zeros are given by

$$
\eta_{j, 2 m}:=\cos \frac{j \pi}{2 m+1}, \quad j=1,2, \ldots, 2 m
$$

We state the result for $n=2 m$ first.
Theorem 2.10. Let $t_{0}$ be any point in $(-1,1)$ such that $U_{2 m}\left(t_{0}\right) \neq 0$. Let $t_{j}=\eta_{2 j, 2 m}$ for $j=1,2, \ldots, m$. Then the matrices $\Xi_{1}(\mathbf{t}), \Xi_{2}(\mathbf{t}), \ldots, \Xi_{m-1}(\mathbf{t})$ in Theorem 2.1 are all nonsingular. Consequently, the polynomial $P \in \Pi_{2 m}^{2}$ is uniquely determined by the set (2.12) of its Radon projection.

Proof. It is easy to see that the set $\mathbf{t}$ is asymmetric. Hence, according to Theorem 2.1, we need only show that $\Xi_{j}(\mathbf{t})$ is invertible for each $j=1,2, \ldots, m-1$. Using the explicit expression of $U_{2 m}(t)$, it is easy to see that

$$
\begin{equation*}
U_{2 m-2 j}\left(t_{k}\right)=U_{2 m-2 j}\left(\eta_{2 k, 2 m}\right)=-U_{2 j-1}\left(\eta_{2 k, 2 m}\right)=-U_{2 j-1}\left(t_{k}\right) \tag{2.16}
\end{equation*}
$$

Indeed, since $\sin (2 m+1) \eta_{2 k, 2 m}=0$ and $\cos (2 m+1) \eta_{2 k, 2 m}=1$, it follows from the addition formula that $\sin (2 m-2 j+1) \eta_{2 k, 2 m}=-\sin 2 j \eta_{2 k, 2 m}$, from which the equation follows.

Since $U_{2 m}\left(t_{1}\right)=\cdots=U_{2 m}\left(t_{m}\right)=0$, we evidently have

$$
\operatorname{det} \Xi_{j}(\mathbf{t})=U_{2 m}\left(t_{0}\right) \operatorname{det} \widetilde{\Xi}_{j}(\mathbf{t})
$$

where $\widetilde{\Xi}_{j}(\mathbf{t})$ is a submatrix of $\Xi_{j}(\mathbf{t})$ with the column $X_{j}\left(t_{0}\right)$ and the row containing $U_{2 m}\left(t_{j}\right)$ of $\Xi_{j}(\mathbf{t})$ removed. Using (2.16), we can replace all rows of $\widetilde{\Xi}_{j}(\mathbf{t})$ that contain even Chebyshev polynomials with rows that contain odd Chebyshev polynomials. More precisely, we replace the rows $\left(U_{2 i}\left(t_{1}\right), \ldots, U_{2 i}\left(t_{m}\right)\right)$ for $i=j, j+1, \ldots, m-1$ with rows $\left(U_{2 m-2 i-1}\left(t_{1}\right), \ldots, U_{2 m-2 i-1}\left(t_{m}\right)\right)$, respectively. The new matrix has all elements given in terms of the Chebyshev polynomials of the odd degree; hence,

$$
\operatorname{det} \widehat{\Xi}_{j}(\mathbf{t})=\varepsilon \operatorname{det}\left(U_{2 i-1}\left(t_{k}\right)\right)_{i=1, k=1}^{m, m}
$$

where $\varepsilon= \pm 1$. Assume now that this determinant is zero. Then there exists a nonzero polynomial $Q$ of the form

$$
Q(x)=\sum_{i=1}^{m} b_{i} U_{2 i-1}(x),
$$

which vanishes at $t_{1}, \ldots, t_{m}$. Since $Q$ is odd, it vanishes also at $-t_{1}, \ldots,-t_{m}$. Observe that the sets $\left(-t_{1}, \ldots,-t_{m}\right)$ and $\left(t_{1}, \ldots, t_{m}\right)$ do not overlap. We conclude that the polynomial $Q$ of degree $2 m-1$ vanishes at $2 m$ distinct points and, consequently, it vanishes identically, which is a contradiction.

A similar theorem holds for $n=2 m-1$, which we state below.
Theorem 2.11. Let $t_{j}=\eta_{2 j, 2 m}$ for $j=1,2, \ldots, m$. Then the matrices $\Xi_{1}(\mathbf{t})$, $\Xi_{2}(\mathbf{t}), \ldots, \Xi_{m}(\mathbf{t})$ in Theorem 2.6 are all nonsingular. Consequently, the polynomial $P \in \Pi_{2 m-1}^{2}$ is uniquely determined by the set (2.12) of its Radon projection.

The proof is similar to that of Theorem 2.10 and uses

$$
U_{2 m-2 j}\left(\eta_{2 k-1,2 m}\right)=U_{2 j-1}\left(\eta_{2 k-1,2 m}\right),
$$

which can be verified using elementary trigonometric identities.
We have conducted some numerical tests for identifying other sets of $t_{k}$, for which the matrices $\Xi_{1}(\mathbf{t}), \ldots, \Xi_{m-1}(\mathbf{t})$ are nonsingular, so that the reconstruction of a polynomial from the set (2.12) of its Radon projections is unique. For $n \leq 20$, it turns out that both the equidistant points in $(0,1)$ and the Chebyshev points in $(0,1)$ work out. See, however, the discussion at the end of the next section.
3. Reconstruction of polynomials. In this section we set up the algorithm that can be used to compute $P_{n}$ from the Radon projections. We consider only the case $n=2 m$. Let $\gamma_{j, k}$ be the data

$$
\begin{equation*}
\gamma_{j, k}=\mathcal{R}_{\phi_{j}}\left(f ; t_{k}\right) / \sqrt{1-t_{k}^{2}}, \quad 0 \leq j \leq 2 m, \quad 0 \leq k \leq m \tag{3.1}
\end{equation*}
$$

where $\phi_{j, m}$ are given as in (2.13) and $t_{k}$ are distinct numbers in $[0,1)$, chosen in advance, such that the linear systems of equations (3.2) and (3.3) below have unique solutions for all $j$.

Recall that the Lagrange interpolation by trigonometric polynomials is used in the proof of Theorem 2.1. The Lagrange interpolation based on the points in (2.13) is given explicitly by (see, for example, [19])

$$
L_{n} f(\phi)=\sum_{j=0}^{2 m} f\left(\phi_{j, m}\right) \ell_{j}(\phi), \quad \ell_{j}(\phi)=\frac{\sin \left(m+\frac{1}{2}\right)\left(\phi-\phi_{j, m}\right)}{(2 m+1) \sin \frac{1}{2}\left(\phi-\phi_{j, m}\right)}
$$

where we assume that $f$ is the function being interpolated; that is, $L_{n} f\left(\phi_{j, m}\right)=$ $f\left(\phi_{j, m}\right)$ for $0 \leq j \leq 2 m$. Using the well-known formula

$$
1+2 \cos \phi+\cdots+2 \cos m \phi=\frac{\sin \left(m+\frac{1}{2}\right) \phi}{\sin \frac{\phi}{2}}
$$

we can write $L_{n} f$ in the standard form of a trigonometric polynomial,

$$
L_{n} f(\phi)=m_{0}(f)+2 \sum_{j=1}\left(m_{j}^{C}(f) \cos j \phi+m_{j}^{S}(f) \sin j \phi\right)
$$

where

$$
\begin{aligned}
m_{j}^{C}(f) & =\frac{1}{2 m+1} \sum_{l=0}^{2 m} f\left(\phi_{l, m}\right) \cos j \phi_{l, m} \\
m_{j}^{S}(f) & =\frac{1}{2 m+1} \sum_{l=0}^{2 m} f\left(\phi_{l, m}\right) \sin j \phi_{l, m}
\end{aligned}
$$

For each $k, 0 \leq k \leq m$, we will use the above formulas with $f\left(\phi_{j, m}\right)=\gamma_{j, k}$ and write $m_{j, k}^{C}=m_{j}^{C}(f)$ and $m_{j, k}^{S}=m_{j}^{S}(f)$ for this particular $f$. This will allow us to determine the values $A_{0}\left(t_{k}\right), A_{j}\left(t_{k}\right)+A_{2 m-j+1}\left(t_{k}\right)$, and $B_{j}\left(t_{k}\right)-B_{2 m-j+1}\left(t_{k}\right)$ for $1 \leq j \leq m$.

The next step is to fix $j$ and use the values of $A_{0}\left(t_{k}\right)$, or $A_{j}\left(t_{k}\right)+A_{2 m-j+1}\left(t_{k}\right)$, or $B_{j}\left(t_{k}\right)-B_{2 m-j+1}\left(t_{k}\right)$ for $k=0,1, \ldots, m$ to determine the coefficients of $A_{j}$ and $B_{j}$. For this purpose we consider the following linear systems of equations: For $1 \leq j \leq m / 2$,

$$
\begin{equation*}
\sum_{l=j}^{m} d_{j, 2 l} U_{2 l}\left(t_{k}\right)+\sum_{l=m-j+1}^{m} d_{m-j+1,2 l} U_{2 l-1}\left(t_{k}\right)=m_{2 j, k}, \quad 0 \leq k \leq m \tag{3.2}
\end{equation*}
$$

and for $1 \leq j \leq(m+1) / 2$,

$$
\begin{equation*}
\sum_{l=j}^{m} d_{j, 2 l-1} U_{2 l-1}\left(t_{k}\right)+\sum_{l=m-j+1}^{m} d_{m-j+1,2 l} U_{2 l}\left(t_{k}\right)=m_{2 j-1, k}, \quad 0 \leq k \leq m \tag{3.3}
\end{equation*}
$$

The quantities $m_{j, k}$ will be specified later. It is easy to see that the coefficient matrix of these systems of equations is $\Xi_{j}$ as in Theorem 2.1. There are a total of $m$ systems of linear equations, each of size $(m+1) \times(m+1)$. Solving these equations with proper $m_{j, k}$ will determine the coefficients of $A_{j}$ and $B_{j}$.

The last step is to use (2.7) and (2.8) to get $c_{j, k}$, which are the coefficients of $P_{n}$ in (2.2).

Algorithm.
Step 1. For $1 \leq l \leq m$ and $0 \leq k \leq m$, compute

$$
\begin{equation*}
m_{l, k}^{C}=\frac{1}{2 m+1} \sum_{j=0}^{2 m} \gamma_{j, k} \cos l \theta_{j} \quad \text { and } \quad m_{l, k}^{S}=\frac{1}{2 m+1} \sum_{j=0}^{2 m} \gamma_{j, k} \sin l \theta_{j} \tag{3.4}
\end{equation*}
$$

Step 2. Solve the systems of equations (3.2) and (3.3) to get the coefficients $a_{j, k}$ and $b_{k, j}$ in (2.6):

Case 1. Solve the $m$ systems of (3.2) and (3.3) for $m_{j, k}=m_{j, k}^{C}$ to get

$$
a_{j, k}:=d_{j, k}, \quad 1 \leq j \leq m, \quad 0 \leq k \leq 2 m
$$

Case 2. Solve the $m$ systems of (3.2) and (3.3) for $m_{j, k}=m_{j, k}^{S}$ to get

$$
\begin{gathered}
b_{j, 2 l}:=d_{j, 2 l}, \quad 1 \leq j \leq m / 2 \quad \text { and } \quad b_{j, 2 l}:=-d_{j, 2 l}, \quad \frac{m+2}{2} \leq j \leq m \\
b_{j, 2 l-1}:=d_{j, 2 l-1}, \quad 1 \leq j \leq \frac{m+1}{2} \quad \text { and } \quad b_{j, 2 l-1}:=-d_{j, 2 l-1}, \quad \frac{m+1}{2} \leq j \leq m
\end{gathered}
$$

where $1 \leq l \leq m$.
Step 3. Substitute the outputs $a_{j, k}$ and $b_{j, k}$ from Step 2 into (2.7) and (2.8) to get $c_{j, k}$. Then the polynomial $P$ is given by (2.2).

The output of this algorithm is the polynomial $P$ that satisfies (1.2). The main computation appears to be Step 2. Initial numerical experiments indicate that the linear systems of equations (3.2) and (3.3) are ill-conditioned. However, among the set of points that we tested, the largest condition number of the matrices corresponding to the equidistant points $t_{k}=(k+1) /(m+2), 0 \leq k \leq m$ of $(0,1)$ is smaller than that corresponding to the Chebyshev points $t_{k}=\cos (k+1) \pi /(2 m+4), 0 \leq k \leq m$, or the points in Theorem 2.10.

As pointed out by a referee, it is perhaps not surprising that the matrices of the linear systems (3.2) and (3.3) are ill-conditioned. Solving these linear systems means inverting the Radon transform while it is known that the Radon reconstruction problem is ill posed. Thus, for $m$ large, the algorithm may not be useful for practical computation. On the other hand, our result shows that it is possible to determine a polynomial of degree $n$ uniquely from a set of $(n+1)(n+2) / 2$ Radon data that concurs with the parallel geometry. This appears to be of independent interest.
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#### Abstract

By appealing to the theory of global attractors on complete metric spaces, we obtain weaker sufficient conditions for the existence of interior global attractors for uniformly persistent dynamical systems, and hence generalize the earlier results on coexistence steady states. We also provide examples to show applicability of our interior fixed point theorem in the case of convex $\kappa$-contracting maps, and to prove the existence of discrete- and continuous-time dynamical systems that admit global attractors, but no strong global attractors, which gives an affirmative answer to an open question presented by Sell and You [Dynamics of Evolutionary Equations, Springer-Verlag, New York, 2002] in the case of continuous-time semiflows.
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1. Introduction. Uniform persistence is an important concept in population dynamics since it characterizes the long-term survival of some or all interacting species in an ecosystem. There have been extensive investigations on uniform persistence for discrete- and continuous-time dynamical systems. We refer to [13, 27, 30] for surveys and reviews. Looked at abstractly, uniform persistence is the notion that a closed subset of the state space (e.g., the set of extinction for one or more populations) is repelling for the dynamics on the complementary set. A natural question concerns the existence of "interior" global attractors and "coexistence" steady states for uniformly persistent dynamical systems. The existence of interior global attractors was addressed by Hale and Waltman [10], and the existence of coexistence steady states under a general setting was investigated by Zhao [29]. In [10, 29] the traditional concept of global attractors was employed: a global attractor is a compact, invariant set which attracts every bounded set in the phase space (see, e.g., Hale [7], Temam [24], and Raugel [20]).

Recently, the following weaker concept of global attractors was introduced by Hirsch, Smith, and Zhao [11] and Sell and You [22]: a global attractor is a compact, invariant set which attracts some neighborhood of itself and every point in the phase space. For convenience, we refer to a traditional global attractor as a strong global attractor. With the concept of strong global attractor, Zhao [29, Theorem 2.3] assumed more conditions than necessary for the existence of a coexistence fixed point. However, the proof of [29, Theorem 2.3] needs only the property that the interior attractor attracts every compact set, and hence actually implies a general fixed point theorem that, if a continuous and $\kappa$-condensing map $T$ has an interior global attractor, then it has a coexistence fixed point (see Theorem 4.1). So an important problem is to obtain sufficient conditions for the existence of interior global attractors for uniformly

[^14]persistent dynamical systems. This is a nontrivial problem since the phase space $M_{0}$ is an open subset of a complete metric space $(M, d)$.

The main purpose of this paper is to establish the existence of the interior global attractor (i.e., the global attractor for $\left.T:\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)\right)$ and a fixed point in $M_{0}$.

There is the following open question on the weaker concept of global attractor (see pages 55 and 56 of [22]): Does there exist an example of a $\kappa$-contracting semiflow that is point dissipative on a complete metric space $W$ in which the global attractor does not attract every bounded set in $W$ ? In other words, we expect to find a dynamical system which has a global attractor, but no strong global attractor. In the case of discrete-time semiflows (i.e., maps), such a question has already been answered positively by Cholewa and Hale [4] (see also Raugel [20]) who developed an original result of Cooperman [5] and introduced an appropriate $\kappa$-contraction map on the Hilbert space of square summable series. As a byproduct of our investigations on interior global attractors, we will provide examples of both discrete- and continuoustime semiflows to give an affirmative answer to Sell and You's question (see sections 5.2 and 5.3). It is worth pointing out that our continuous-time dynamical systems are solution semiflows associated with a class of evolutionary equations with age structure.

It is obvious that we should start with the development of the theory of strong global attractors into that of global attractors on complete metric spaces. Note that the metric space $\left(M_{0}, d\right)$ is not complete since $M_{0}$ is an open subset of the complete metric space $(M, d)$. In order to apply the theory of global attractors to $T:\left(M_{0}, d\right) \rightarrow$ ( $M_{0}, d$ ), we introduce a new metric $d_{0}(x, y)$ on $M_{0}$ (see equation (2) for its definition) so that $\left(M_{0}, d_{0}\right)$ is a complete metric space. It turns out that the strongly bounded sets introduced in [10] correspond to the bounded sets in $\left(M_{0}, d_{0}\right)$. This metric function $d_{0}(x, y)$ is the key tool for both the existence of a global attractor for $T:\left(M_{0}, d\right) \rightarrow$ $\left(M_{0}, d\right)$ and four counterexamples of dynamical systems on the complete metric space $\left(M_{0}, d_{0}\right)$. The theory of global attractors was already developed for continuous-time semiflows in the book [22], where the concept of $\kappa$-contracting maps was introduced (i.e., for each bounded set $B \subset M, \kappa\left(T^{n}(B)\right) \rightarrow 0$ as $n \rightarrow+\infty$ ). It seems that this strong notion may not be applied to $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$. In fact, if $T:\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$ is $\kappa$-contracting, then $T^{n}(B)$ is strongly bounded for all sufficiently large integers $n$ whenever $B$ is a strongly bounded subset of $M_{0}$. But this property may not be satisfied in general in the applications (see the first example in section 5.1). So we will use the concept of asymptotically smooth maps introduced in [7] to establish the existence of global attractors.

Using our established theory of global attractor in $M_{0}$, we further investigate the existence of a fixed point of $T$ in $M_{0}$. We also generalize the aforementioned coexistence fixed point theorem for $\kappa$-condensing maps to convex $\kappa$-contracting maps (see Definition 4.3), a new concept motivated by the fixed point theorem of Hale and Lopes [9] and the Poincaré maps associated with periodic age-structured population models. In terms of uniform persistence, our fixed point theorem (see Theorem 4.5) and its corollary (see Corollary 4.6) generalize earlier results due to Browder [2], Nussbaum [18, 19], Zhao [29], and Magal and Arino [15]. Clearly, there are analogues of interior global attractors and fixed point results for continuous-time semiflows (see Remark 3.10 and Theorem 4.7).

This paper is organized as follows. In section 2, we recall some basic concepts and results for dissipative dynamical systems based on the book of Hale [7] and establish sufficient conditions for the existence of global attractors and strong global
attractors. In section 3 , we prove the existence of a global attractor for $T:\left(M_{0}, d\right) \rightarrow$ $\left(M_{0}, d\right)$. In section 4 , we present the fixed point theorems and their corollaries. In section 5, we provide four examples to show the existence of discrete- and continuoustime dynamical systems that admit global attractors, but no strong global attractors. A simple periodic age-structured model is also studied in this section to illustrate applicability of Theorem 4.5 in the case of convex $\kappa$-contracting maps.
2. Preliminaries. Let $(M, d)$ be a complete metric space. Recall that a set $U$ in $M$ is said to be a neighborhood of another set $V$ provided $V$ is in the interior $\operatorname{int}(U)$ of $U$. For any subsets $A, B \subset M$ and any $\epsilon>0$, we define

$$
\begin{gathered}
d(x, A):=\inf _{y \in A} d(x, y), \quad \delta(B, A):=\sup _{x \in B} d(x, A) \\
N(A, \epsilon):=\{x \in M: d(x, A)<\epsilon\} \text { and } \bar{N}(A, \epsilon):=\{x \in M: d(x, A) \leq \epsilon\} .
\end{gathered}
$$

The Kuratowski measure of noncompactness, $\kappa$, is defined by

$$
\kappa(B)=\inf \{r: B \text { has a finite open cover of diameter } \leq r\}
$$

for any bounded set $B$ of $M$. We set $\kappa(B)=+\infty$ whenever $B$ is unbounded.
For various properties of Kuratowski's measure of noncompactness, we refer to [17, 6] and [22, Lemma 22.2]. The proof of the following lemma is straightforward.

Lemma 2.1. The following statements are valid:
(a) Let $I \subset[0,+\infty)$ be unbounded, and let $\left\{A_{t}\right\}_{t \in I}$ be a nonincreasing family of nonempty closed subsets (i.e., $t \leq s$ implies $A_{s} \subset A_{t}$ ). Assume that $\kappa\left(A_{t}\right) \rightarrow 0$, as $t \rightarrow+\infty$. Then $A_{\infty}=\cap_{t \geq 0} A_{t}$ is nonempty and compact, and $\delta\left(A_{t}, A_{\infty}\right) \rightarrow 0$, as $t \rightarrow+\infty$.
(b) For each $A \subset M$ and $B \subset M$, we have $\kappa(B) \leq \kappa(A)+\delta(B, A)$.

Let $T: M \rightarrow M$ be a continuous map. We consider the discrete-time dynamical system $T^{n}: M \rightarrow M \forall n \geq 0$, where $T^{0}=I d$ and $T^{n}=T \circ T^{n-1} \forall n \geq 1$. We denote for each subset $B \subset M, \gamma^{+}(B)=\cup_{m \geq 0} T^{m}(B)$ the positive orbit of $B$ for $T$, and denote

$$
\omega(B)=\bigcap_{n \geq 0} \overline{\bigcup_{m \geq n} T^{m}(B)}
$$

the omega-limit set of $B$. A subset $A \subset M$ is positively invariant for $T$ if $T(A) \subset A$. $A$ is invariant for $T$ if $T(A)=A$. We say that a subset $A \subset M$ attracts a subset $B \subset M$ for $T$ if $\lim _{n \rightarrow \infty} \delta\left(T^{n}(B), A\right)=0$.

It is easy to see that $B$ is precompact (i.e., $\bar{B}$ is compact) if and only if $\kappa(B)=0$. A continuous mapping $T: X \rightarrow X$ is said to be compact (completely continuous) if $T$ maps any bounded set to a precompact set in $M$.

The theory of attractors is based on the following fundamental result, which is related to [7, Lemmas 2.1.1 and 2.1.2].

Lemma 2.2. Let $B$ be a subset of $M$, and assume that there exists a compact subset $C \subset M$, which attracts $B$ for $T$. Then $\omega(B)$ is nonempty, compact, invariant for $T$, and attracts $B$.

Proof. Let $I=N$, the set of all nonnegative integers, and

$$
A_{n}=\overline{\bigcup_{m \geq n} T^{m}(B)} \forall n \geq 0
$$

Since $C$ attracts $B$, from Lemma 2.1(b) we deduce that

$$
\kappa\left(A_{n}\right) \leq \kappa(C)+\delta\left(A_{n}, C\right)=\delta\left(A_{n}, C\right) \rightarrow 0 \text { as } n \rightarrow+\infty
$$

So the family $\left\{A_{n}\right\}_{n \geq 0}$ satisfies the conditions of assertion (a) in Lemma 2.1, and we deduce that $\omega(B)$ is nonempty, compact, and $\delta\left(A_{n}, \omega(B)\right) \rightarrow 0$, as $n \rightarrow+\infty$. So $\omega(B)$ attracts $B$ for $T$. Moreover, we have

$$
T\left(\bigcup_{m \geq n} T^{m}(B)\right)=\bigcup_{m \geq n+1} T^{m}(B) \forall n \geq 0
$$

and since $T$ is continuous, we obtain

$$
T\left(A_{n}\right) \subset A_{n+1}, \text { and } A_{n+1} \subset \overline{T\left(A_{n}\right)} \forall n \geq 0
$$

Finally, since $\delta\left(A_{n}, \omega(B)\right) \rightarrow 0$, as $n \rightarrow+\infty$, we have $T(\omega(B))=\omega(B)$.
Definition 2.3. A continuous mapping $T: M \rightarrow M$ is said to be point (compact, bounded) dissipative if there is a bounded set $B_{0}$ in $M$ such that $B_{0}$ attracts each point (compact set, bounded set) in M; T is $\kappa$-condensing ( $\kappa$-contraction of order $k, 0 \leq k<$ 1) if $T$ takes bounded sets to bounded sets and $\kappa(T(B))<\kappa(B)(\kappa(T(B)) \leq k \kappa(B))$ for any nonempty closed bounded set $B \subset M$ with $0<\kappa(B)<+\infty ; T$ is asymptotically smooth if, for any nonempty closed bounded set $B \subset M$ for which $T(B) \subset B$, there is a compact set $J \subset B$ such that $J$ attracts $B$.

Clearly, a compact map is a $\kappa$-contraction of order 0 , and a $\kappa$-contraction of order $k$ is $\kappa$-condensing. It is well known that $\kappa$-condensing maps are asymptotically smooth (see, e.g., [7, Lemma 2.3.5]). By Lemma 2.1, it follows that $T: M \rightarrow M$ is asymptotically smooth if and only if $\lim _{n \rightarrow \infty} \kappa\left(T^{n}(B)\right)=0$ for any nonempty closed bounded subset $B \subset M$ for which $T(B) \subset B$.

A positively invariant subset $B \subset M$ for $T$ is said to be stable if for any neighborhood $V$ of $B$ there exists a neighborhood $U \subset V$ of $B$ such that $T^{n}(U) \subset V \forall n \geq 0$. We say that $A$ is globally asymptotically stable for $T$ if, in addition, $A$ attracts points of $M$ for $T$.

By the proof that (i) implies (ii) in [7, Theorem 2.2.5], we have the following result.

Lemma 2.4. Let $B \subset M$ be compact and positively invariant for $T$. If $B$ attracts compact subsets of one of its neighborhoods, then $B$ is stable.

Definition 2.5. A nonempty, compact, and invariant set $A \subset M$ is said to be an attractor for $T$ if $A$ attracts one of its neighborhoods; a global attractor for $T$ if $A$ is an attractor that attracts every point in $M$; and a strong global attractor for $T$ if $A$ attracts every bounded subset of $M$.

We remark that the notions of attractor and global attractor were used in [11, $22,30]$. The strong global attractor was defined as a global attractor in [7, 24, 20]. The following result is essentially the same as [8, Theorem 3.2]. Note that the proof of this result was not provided in [8]. For completeness, we state it in terms of global attractors and give an elementary proof below.

THEOREM 2.6. Let $T$ be a continuous map on a complete metric space $(M, d)$. Assume that
(a) $T$ is point dissipative and asymptotically smooth;
(b) positive orbits of compact subsets of $M$ for $T$ are bounded.

Then $T$ has a global attractor $A \subset M$. Moreover, for each subset $B$ of $M$, if there exists $k \geq 0$ such that $\gamma^{+}\left(T^{k}(B)\right)$ is bounded, then $A$ attracts $B$ for $T$.

Proof. Assume that (a) is satisfied. Since $T$ is point dissipative, we can find a closed and bounded subset $B_{0}$ in $(M, d)$ such that, for each $x \in M$, there exists $k=k(x) \geq 0, T^{n}(x) \in B_{0} \forall n \geq k$. Define

$$
J\left(B_{0}\right):=\left\{y \in B_{0}: T^{n}(y) \in B_{0} \forall n \geq 0\right\}
$$

Thus, $T\left(J\left(B_{0}\right)\right) \subset J\left(B_{0}\right)$, and for every $x \in M$, there exists $k=k(x) \geq 0$ such that $T^{k}(x) \in J\left(B_{0}\right)$. Since $J\left(B_{0}\right)$ is closed and bounded, and $T$ is asymptotically smooth, Lemma 2.2 implies that $\omega\left(J\left(B_{0}\right)\right)$ is compact invariant and attracts points of $M$.

Assume, in addition, that (b) is satisfied. We claim that there exists an $\varepsilon>0$ such that $\gamma^{+}\left(N\left(\omega\left(J\left(B_{0}\right)\right), \varepsilon\right)\right)$ is bounded. Assume, by contradiction, that $\gamma^{+}\left(N\left(\omega\left(J\left(B_{0}\right)\right)\right.\right.$, $\left.\frac{1}{n+1}\right)$ ) is unbounded for each $n>0$. Let $z \in M$ be fixed. Then we can find a sequence $x_{n} \in N\left(\omega\left(J\left(B_{0}\right)\right), \frac{1}{n+1}\right)$, and a sequence of integers $m_{n} \geq 0$ such that $d\left(z, T^{m_{n}}\left(x_{n}\right)\right) \geq$ $n$. Since $\omega\left(J\left(B_{0}\right)\right)$ is compact, we can always assume that $x_{n} \rightarrow x \in \omega(J(B))$ as $n \rightarrow+\infty$. Since $H:=\left\{x_{n}: n \geq 0\right\} \cup\{x\}$ is compact, assumption (b) implies that $\gamma^{+}(H)$ is bounded, which is a contradiction. Let $D=\overline{\gamma^{+}\left(N\left(\omega\left(J\left(B_{0}\right)\right), \varepsilon\right)\right)}$. Then $D$ is closed, bounded, and positively invariant for $T$. Since $\omega\left(J\left(B_{0}\right)\right)$ attracts points of $M$ for $T$, and $\omega\left(J\left(B_{0}\right)\right) \subset N\left(\omega\left(J\left(B_{0}\right)\right), \varepsilon\right) \subset \operatorname{int}(D)$, we deduce that, for each $x \in M$, there exists $k=k(x) \geq 0$ such that $T^{k}(x) \in \operatorname{int}(D)$. It then follows that, for each compact subset $C$ of $M$, there exists an integer $k \geq 0$ such that $T^{k}(C) \subset D$. Thus, the set $A:=\omega(D)$ attracts every compact subset of $M$. Fix a bounded neighborhood $V$ of $A$. By Lemma 2.4, it follows that $A$ is stable, and hence, there is a neighborhood $W$ of $A$ such that $T^{n}(W) \subset V \forall n \geq 0$. Clearly, the set $U:=\cup_{n \geq 0} T^{n}(W)$ is a bounded neighborhood of $A$, and $T(\bar{U}) \subset \bar{U}$. Since $T$ is asymptotically smooth, there is a compact set $J \subset \bar{U}$ such that $J$ attracts $\bar{U}$. By Lemma $2.2, \omega(\bar{U})$ is nonempty, compact, invariant for $T$, and attracts $\bar{U}$. Since $A$ attracts $\omega(\bar{U})$, then $\omega(\bar{U}) \subset A$. Thus, $A$ is a global attractor for $T$.

To prove the last part of the theorem, without loss of generality we assume that $B$ is a bounded subset of $M$ and $\gamma^{+}(B)$ is bounded. We set $K=\overline{\gamma^{+}(B)}$. Then $T(K) \subset K$. Since $K$ is bounded and $T$ is asymptotically smooth, there exists a compact $C$ which attracts $K$ for $T$. Note that $T^{k}(B) \subset T^{k}\left(\gamma^{+}(B)\right) \subset T^{k}(K) \forall k \geq 0$. Thus, $C$ attracts $B$ for $T$. By Lemma 2.2 , we deduce that $\omega(B)$ is nonempty, compact, invariant for $T$, and attracts $B$. Since $A$ is a global attractor for $T$, it follows that $A$ attracts compact subsets of $M$. By the invariance of $\omega(B)$ for $T$, we deduce that $\omega(B) \subset A$, and hence, $A$ attracts $B$ for $T$.

Remark 2.7. From the first part of the proof of Theorem 2.6, it is easy to see that if $T$ is point dissipative and asymptotically smooth, then there exists a nonempty, compact, and invariant subset $C$ of $M$ for $T$ such that $C$ attracts every point in $M$ for $T$.

The following lemma provides sufficient conditions for the positive orbit of a compact set to be bounded.

Lemma 2.8. Assume that $T$ is point dissipative. If $C$ is a compact subset of $M$ with the property that, for every bounded sequence $\left\{x_{n}\right\}_{n \geq 0}$ in $\gamma^{+}(C),\left\{x_{n}\right\}_{n \geq 0}$ or $\left\{T\left(x_{n}\right)\right\}_{n \geq 0}$ has a convergent subsequence, then $\gamma^{+}(C)$ is bounded in $M$.

Proof. Since $T$ is point dissipative, we can choose a bounded and open subset $V$ of $M$ such that for each $x \in M$ there exists $n_{0}=n_{0}(x) \geq 0$ such that $T^{n}(x) \in V \forall n \geq n_{0}$. By the continuity of $T$ and the compactness of $C$, it follows that there exists a positive integer $r=r(C)$ such that for any $x \in C$ there exists an integer $k=k(x) \leq r$ such that $T^{k}(x) \in V$. Let $z \in M$ be fixed. Assume, by contradiction, that $\gamma^{+}(C)$ is
unbounded. Then there exists a sequence $\left\{x_{p}\right\}$ in $\gamma^{+}(C)$ such that

$$
x_{p}=T^{m_{p}}\left(z_{p}\right), z_{p} \in C, \text { and } \lim _{p \rightarrow \infty} d\left(z, x_{p}\right)=\infty
$$

Since $T$ is continuous and $C$ is compact, without loss of generality we can assume that

$$
\lim _{p \rightarrow \infty} m_{p}=\infty, \text { and } m_{p}>r, x_{p} \notin V \forall p \geq 1
$$

For each $z_{p} \in C$, there exists an integer $k_{p} \leq r$ such that $T^{k_{p}}\left(z_{p}\right) \in V$. Since $x_{p}=T^{m_{p}}\left(z_{p}\right) \notin V$, there exists an integer $n_{p} \in\left[k_{p}, m_{p}\right)$ such that

$$
y_{p}=T^{n_{p}}\left(z_{p}\right) \in V, \quad \text { and } T^{l}\left(y_{p}\right) \notin V \forall 1 \leq l \leq l_{p}=m_{p}-n_{p}
$$

Clearly, $x_{p}=T^{l_{p}}\left(y_{p}\right) \forall p \geq 1$, and $\left\{y_{p}\right\}$ is a bounded sequence in $\gamma^{+}(C)$.
We consider only the case where $\left\{y_{p}\right\}$ has a convergent subsequence, since the proof for the case where $\left\{T\left(y_{p}\right)\right\}$ has a convergent subsequence is similar. Thus, without loss of generality we can assume that $\lim _{p \rightarrow \infty} y_{p}=y \in \bar{V}$. In the case where the sequence $\left\{l_{p}\right\}$ is bounded, there exist an integer $\hat{l}$ and sequence $p_{k} \rightarrow \infty$ such that $l_{p_{k}}=\hat{l} \forall k \geq 1$, and hence,

$$
d\left(z, T^{\hat{l}}(y)\right)=\lim _{k \rightarrow \infty} d\left(z, T^{\hat{l}}\left(y_{p_{k}}\right)\right)=\lim _{k \rightarrow \infty} d\left(z, x_{p_{k}}\right)=\infty
$$

which is impossible. In the case where the sequence $\left\{l_{p}\right\}$ is unbounded, there exists a subsequence $l_{p_{k}} \rightarrow \infty$ as $k \rightarrow \infty$. Then for each fixed $m \geq 1$ there exists an integer $k_{m}$ such that $m \leq l_{p_{k}} \forall k \geq k_{m}$, and hence,

$$
T^{m}\left(y_{p_{k}}\right) \in M \backslash V \forall k \geq k_{m}
$$

Letting $k \rightarrow \infty$, we obtain

$$
T^{m}(y) \in M \backslash V \forall m \geq 1
$$

which contradicts the definition of $V$.
The following result on the existence of strong global attractors is implied by [8, Theorems 3.1 and 3.4]. Since the proof of this result was not provided in [8], we include a simple proof of it.

Theorem 2.9. Let $T$ be a continuous map on a complete metric space ( $M, d$ ). Assume that $T$ is point dissipative on $M$, and one of the following conditions holds:
(a) $T^{n_{0}}$ is compact for some integer $n_{0} \geq 1$, or
(b) $T$ is asymptotically smooth and, for each bounded set $B \subset M$, there exists $k=k(B) \geq 0$ such that $\gamma^{+}\left(T^{k}(B)\right)$ is bounded.

## Then there is a strong global attractor $A$ for $T$.

Proof. The conclusion in case (b) is an immediate consequence of Theorem 2.6. In the case of (a), since $T^{n_{0}}$ is compact for some integer $n_{0} \geq 1$, it suffices to show that for each compact subset $C \subset M, \cup_{n \geq 0} T^{n}(C)$ is bounded. By applying Lemma 2.8 to $\widetilde{T}=T^{n_{0}}$, we deduce that for each compact subset $C \subset M, \cup_{n \geq 0} \widetilde{T}^{n}(C)$ is bounded. So Theorem 2.6 implies that $\widetilde{T}$ has a global attractor $\widetilde{A} \subset M$. We set $\widetilde{B}=\cup_{0 \leq k \leq n_{0}-1} T^{k}(\widetilde{A})$. By the continuity of $T$, it then follows that $\widetilde{B}$ is compact and attracts every compact subset of $M$ for $T$, and hence, the result follows from Theorem 2.6.

Remark 2.10. It is easy to see that a metric space $(M, d)$ is complete if and only if for any subset $B$ of $M, \kappa(B)=0$ implies that $\bar{B}$ is compact. However, we can prove that Lemmas 2.2 and 2.4 also hold for noncomplete metric spaces by employing the equivalence between the compactness and the sequential compactness for metric spaces. It then follows that Theorems 2.6 and 2.9 are still valid for any metric space. We refer to $[3,20]$ for the existence of strong global attractors of continuous-time semiflows on a metric space.
3. Persistence and attractors. Let $(M, d)$ be a complete metric space, and let $\rho: M \rightarrow[0,+\infty)$ be a continuous function. We define

$$
M_{0}:=\{x \in M: \rho(x)>0\} \text { and } \partial M_{0}:=\{x \in M: \rho(x)=0\} .
$$

A subset $B \subset M_{0}$ is said to be $\rho$-strongly bounded if $B$ is bounded in $(M, d)$ and $\inf _{x \in B} \rho(x)>0$. Throughout this section, we always assume that $T: M \rightarrow M$ is a continuous map with $T\left(M_{0}\right) \subset M_{0}$.

Definition 3.1. T is said to be $\rho$-uniformly persistent if there exists $\varepsilon>0$ such that $\lim \inf _{n \rightarrow+\infty} \rho\left(T^{n}(x)\right) \geq \varepsilon, \forall x \in M_{0}$; weakly $\rho$-uniformly persistent if there exists $\varepsilon>0$ such that $\lim _{n \rightarrow+\infty} \sup \rho\left(T^{n}(x)\right) \geq \varepsilon \forall x \in M_{0}$. The set $\partial M_{0}$ is said to be $\rho$-ejective for $T$ if there exists $\varepsilon>0$ such that for every $x \in M$ with $0<\rho(x)<\varepsilon$ there is $n_{0}=n_{0}(x) \geq 0$ such that $\rho\left(T^{n_{0}}(x)\right) \geq \varepsilon$.

For a given open subset $M_{0} \subset M$, let $\partial M_{0}:=M \backslash M_{0}$. Then we can use the continuous function $\rho: M \rightarrow[0, \infty)$, defined by $\rho(x)=d\left(x, \partial M_{0}\right) \forall x \in M$, to obtain the traditional definition of persistence.

Proposition 3.2. Assume that there is a compact subset $C$ of $M$ that attracts every point in $M$ for $T$. Then the following statements are equivalent:
(1) $T$ is weakly $\rho$-uniformly persistent.
(2) $T$ is $\rho$-uniformly persistent.
(3) $\partial M_{0}$ is $\rho$-ejective for $T$.

Proof. The observations $(1) \Leftrightarrow(3)$ and $(2) \Rightarrow(1)$ are obvious. Let us prove that $(1) \Rightarrow(2)$. Let $\varepsilon>0$ be fixed such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup \rho\left(T^{n}(x)\right) \geq \varepsilon \forall x \in M_{0} . \tag{1}
\end{equation*}
$$

Then for each $x \in M_{0}$, and each $n \geq 0$, there exists $p \geq 0$ such that $\rho\left(T^{n+p}(x)\right) \geq$ $\varepsilon / 2$. Assume that $T$ is not $\rho$-uniformly persistent. Then we can find a sequence $\left\{x_{m}\right\}_{m \geq 0} \subset M_{0}$ such that

$$
\lim _{n \rightarrow+\infty} \inf \rho\left(T^{n}\left(x_{m}\right)\right) \leq \frac{1}{m+1} \forall m \geq 0
$$

So there exist $l_{m} \geq 1$ and $n_{m} \geq 0$ such that

$$
\begin{aligned}
d\left(T^{n_{m}}\left(x_{m}\right), C\right) & \leq \frac{1}{m+1}, \rho\left(T^{n_{m}}\left(x_{m}\right)\right) \geq \varepsilon / 2, \\
\rho\left(T^{n_{m}+k}\left(x_{m}\right)\right) & \leq \varepsilon / 2 \forall k=1, \ldots, l_{m}, \text { and } \\
\rho\left(T^{n_{m}+l_{m}}\left(x_{m}\right)\right) & \leq \frac{1}{m+1} .
\end{aligned}
$$

Since $C$ is compact, by taking a subsequence that we denote with the same index, we can always assume that $y_{m}=T^{n_{m}}\left(x_{m}\right) \rightarrow y \in C$. Since $\rho$ and $T$ are continuous, we deduce that

$$
\rho(y) \geq \varepsilon / 2, \text { and } \rho\left(T^{k}(y)\right) \leq \varepsilon / 2 \quad \forall k=1, \ldots, l,
$$

where $l=\lim _{m \rightarrow+\infty} \inf l_{m}$. If $l<+\infty$, we have $\rho\left(T^{l}(y)\right)=0$, which is impossible because $T\left(M_{0}\right) \subset M_{0}$. If $l=+\infty$, we have

$$
\lim _{n \rightarrow+\infty} \sup \rho\left(T^{n}(y)\right) \leq \varepsilon / 2<\varepsilon
$$

which contradicts (1).
We note that the concept of general $\rho$-persistence was used in [27, 23, 30]. It was also shown in [27] that the $\rho$-uniform persistence implies the weak $\rho$-uniform persistence for nonautonomous semiflows under appropriate conditions. The following result shows that the notion of $\rho$-uniform persistence is independent of the choice of continuous function $\rho$.

Proposition 3.3. Let $\xi: M \rightarrow[0,+\infty)$ be a continuous function such that $\partial M_{0}=\{x \in M: \xi(x)=0\}$. Assume that there is a compact subset of $M$ that attracts every point in $M$. Then $T$ is $\rho$-uniformly persistent if and only if $T$ is $\xi$ uniformly persistent.

Proof. It suffices to prove that $\rho$-uniform persistence implies $\xi$-uniform persistence since the problem is symmetric. Let us first remark that $T$ is $\rho$-uniformly persistent if and only if there exists $\varepsilon>0$ such that

$$
\inf _{x \in M_{0}} \inf _{y \in \omega(x)} \rho(y) \geq \varepsilon
$$

where $\omega(x)$ is the omega-limit set of the positive orbit of $x$. Define

$$
A_{\omega}=\cup_{x \in M_{0}} \omega(x) \text { and } V=\{y \in M: \rho(y) \geq \varepsilon\}
$$

Then

$$
\inf _{x \in M_{0}} \inf _{y \in \omega(x)} \rho(y)=\inf _{x \in A_{\omega}} \rho(x) \geq \varepsilon
$$

Clearly, $A_{\omega} \subset C$, so $\bar{A}_{\omega}$ is compact. Since $A_{\omega}$ is included in $V \subset M_{0}$, which is closed, we deduce that $\bar{A}_{\omega} \subset V \cap C \subset M_{0}$. So $\bar{A}_{\omega} \subset M_{0}$ is compact, and hence, there exists $\eta>0$ such that $\inf _{x \in \overline{A_{\omega}}} \xi(x) \geq \eta$, which implies that $T$ is $\xi$-uniformly persistent.

Let $A$ be a nonempty subset of $M . A$ is said to be ejective for $T$ if there exists a neighborhood $V$ of $A$ such that for every $x \in(M \backslash A) \cap V$ there is $n_{0}=n_{0}(x) \geq 0$ such that $T^{n_{0}}(x) \in M \backslash V$.

Proposition 3.4. Assume that $\partial M_{0} \neq \emptyset$ and that there is a compact subset $C$ of $M$ which attracts every point in $M$ for $T$. Then the following statements are equivalent:
(1) $T$ is $\rho$-uniformly persistent.
(2) $\partial M_{0}$ is ejective for $T$.

Proof. Assume first that (1) is true. Let $\varepsilon>0$ be fixed such that

$$
\lim _{n \rightarrow+\infty} \sup \rho\left(T^{n}(x)\right) \geq \varepsilon \forall x \in M_{0}
$$

Then it is clear that $\partial M_{0}$ is ejective for $T$, with $V=\{x \in M: \rho(x) \leq \varepsilon / 2\}$.
Conversely, assume that $\partial M_{0}$ is ejective for $T$. Let $V$ be a neighborhood of $\partial M_{0}$ such that for every $x \in M_{0} \cap V$ there is $n_{0}=n_{0}(x) \geq 0$ such that $T^{n_{0}}(x) \in M \backslash V$. By Proposition 3.3, it is sufficient to prove that $T$ is $\rho$-uniformly persistent when
$\rho(x)=d\left(x, \partial M_{0}\right)$. Assume, by contradiction, that $T$ is not $\rho$-uniformly persistent. Then for each $n \geq 1$ there exists $x_{n} \in M_{0}$, such that

$$
\lim _{m \rightarrow+\infty} \sup \rho\left(T^{m}\left(x_{n}\right)\right) \leq \frac{1}{n}
$$

By the attractivity of $C$, it follows that for each $n \geq 1$ there exists $l_{n} \geq 0$ such that each $y_{n}:=T^{l_{n}}\left(x_{n}\right) \in M_{0}$ satisfies

$$
d\left(T^{k}\left(y_{n}\right), C\right) \leq \frac{2}{n} \text { and } d\left(T^{k}\left(y_{n}\right), \partial M_{0}\right) \leq \frac{2}{n} \forall k \geq 0
$$

Since $C$ is compact and $V$ is a neighborhood of $\partial M_{0}$, there exists $\delta>0$ such that

$$
\left\{x \in M: d(x, C) \leq \delta \text { and } d\left(x, \partial M_{0}\right) \leq \delta\right\} \subset V
$$

Let $n_{0} \geq 2 / \delta$ be fixed. Then we have $y_{n_{0}} \in M_{0}$, and

$$
d\left(T^{k}\left(y_{n_{0}}\right), C\right) \leq \delta \text { and } d\left(T^{k}\left(y_{n}\right), \partial M_{0}\right) \leq \delta \forall k \geq 0
$$

Thus, we obtain

$$
y_{n_{0}} \in M_{0} \cap V \text { and } T^{k}\left(y_{n_{0}}\right) \in V \forall k \geq 0
$$

which is a contradiction.
Observe that $M_{0}$ is an open subset in $(M, d)$. In order to make $M_{0}$ become a complete metric space, we define a new metric function $d_{0}$ on $M_{0}$ by

$$
\begin{equation*}
d_{0}(x, y)=\left|\frac{1}{\rho(x)}-\frac{1}{\rho(y)}\right|+d(x, y) \forall x, y \in M_{0} \tag{2}
\end{equation*}
$$

Lemma 3.5. $\left(M_{0}, d_{0}\right)$ is a complete metric space.
Proof. It is easy to see that $d_{0}$ is a metric function. Let $\left\{x_{n}\right\}_{n>0}$ be a Cauchy sequence in $\left(M_{0}, d_{0}\right)$. Since $d(x, y) \leq d_{0}(x, y) \forall x, y \in M_{0}$, we deduce that $\left\{x_{n}\right\}_{n \geq 0}$ is a Cauchy sequence in $(M, d)$, and there exists $x \in M$, such that $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow$ $+\infty$. To prove that $d_{0}\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow+\infty$, it is sufficient to show that $x \in M_{0}$. Given $\varepsilon>0$, since $\left\{x_{n}\right\}_{n \geq 0}$ is a Cauchy sequence in $\left(M_{0}, d_{0}\right)$, there exists $n_{0} \geq 0$ such that $d_{0}\left(x_{n}, x_{p}\right) \leq \varepsilon \forall n, p \geq n_{0}$. In particular, we have $d_{0}\left(x_{n}, x_{n_{0}}\right) \leq \varepsilon \forall n \geq n_{0}$. Then

$$
\left|\frac{1}{\rho\left(x_{n}\right)}-\frac{1}{\rho\left(x_{n_{0}}\right)}\right| \leq \varepsilon \forall n \geq n_{0}
$$

So there exists $r>0$ such that $\inf _{n \geq 0} \rho\left(x_{n}\right) \geq r$. Since $\rho$ is continuous and $d\left(x_{n}, x\right) \rightarrow$ 0 as $n \rightarrow+\infty$, we deduce that $\rho(x) \geq r$, and hence $x \in M_{0}$. Thus, $\left(M_{0}, d_{0}\right)$ is complete.

For any two subsets $A, B \subset M$, we denote

$$
\delta(B, A)=\sup _{x \in B} \inf _{y \in A} d(x, y)
$$

and if $A, B \subset M_{0}$, we denote

$$
\delta_{0}(B, A)=\sup _{x \in B} \inf _{y \in A} d_{0}(x, y)
$$

Lemma 3.6. The following two statements are valid:
(1) Let $\left\{B_{t}\right\}_{t \in I}$ be a family of subsets of $M_{0}$, where $I$ is a unbounded subset of $[0,+\infty)$. If $A \subset M_{0}$ is compact in $(M, d)$ and $\lim _{t \rightarrow \infty} \delta\left(B_{t}, A\right)=0$, then $\lim _{t \rightarrow \infty} \delta_{0}\left(B_{t}, A\right)=0$.
(2) If $T$ is asymptotically smooth, then $T$ is asymptotically smooth in $\left(M_{0}, d_{0}\right)$.

Proof. (1) We denote $k:=\frac{1}{2} \inf _{x \in A} \rho(x)>0$. Assume, by contradiction, that $\lim _{t \rightarrow+\infty} \sup \delta_{0}\left(B_{t}, A\right)>\varepsilon>0$. Then we can find a sequence $\left\{t_{p}\right\}_{p \geq 0} \subset I$ such that $t_{p} \rightarrow+\infty, p \rightarrow+\infty$, and a sequence $\left\{x_{t_{p}}\right\}_{p \geq 0} \subset M_{0}$ such that $x_{t_{p}} \in \bar{B}_{t_{p}}, d_{0}\left(x_{t_{p}}, A\right) \geq$ $\varepsilon \forall p \geq 0$. Since $d\left(x_{t_{p}}, A\right) \rightarrow 0$, as $p \rightarrow+\infty$, without loss of generality we can assume that there exists $x \in A$ such that $d\left(x_{t_{p}}, x\right) \rightarrow 0$, as $p \rightarrow+\infty$. Since $\rho$ is continuous and $\rho(x)>k$, there exists $p_{0} \geq 0$ such that $\rho\left(x_{t_{p}}\right) \geq k \forall p \geq p_{0}$. Thus, we have

$$
0<\varepsilon \leq d_{0}\left(x_{t_{p}}, x\right) \leq k^{-2}\left|\rho\left(x_{t_{p}}\right)-\rho(x)\right|+d\left(x_{t_{p}}, x\right) \rightarrow 0 \text { as } p \rightarrow+\infty
$$

which is a contradiction.
(2) It is easy to see that $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ is continuous. Let $B$ be a bounded subset in $\left(M_{0}, d_{0}\right)$ such that $T(B) \subset B$. Since $T$ is asymptotically smooth, there exists a compact subset $C \subset M$ that attracts $B$ for $T$. So $C_{0}=C \cap \bar{B} \subset M_{0}$ is compact and attracts $B$ for $T$. It easily follows that $C_{0}$ is also compact in $\left(M_{0}, d_{0}\right)$. Since $C_{0}$ attracts $B$ for $T$, statement (1) implies that $C_{0}$ attracts $B$ for $T:\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$.

The main result of this section is the following theorem.
Theorem 3.7. Assume that $T$ is asymptotically smooth and $\rho$-uniformly persistent, and that $T$ has a global attractor $A$. Then $T:\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)$ has a global attractor $A_{0}$. Moreover, for each subset $B$ of $M_{0}$, if there exists $k \geq 0$ such that $\gamma^{+}\left(T^{k}(B)\right)$ is $\rho$-strongly bounded, then $A_{0}$ attracts $B$ for $T$.

Proof. We consider the continuous map $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$. Since $T$ is point dissipative and $\rho$-uniformly persistent, $T$ is point dissipative in $\left(M_{0}, d_{0}\right)$. Moreover, Lemma 3.6 implies that $T$ is asymptotically smooth in $\left(M_{0}, d_{0}\right)$. Let $C$ be a compact subset in $\left(M_{0}, d_{0}\right)$, and $\left\{x_{p}\right\}$ a bounded sequence in $\gamma^{+}(C)$ in $\left(M_{0}, d_{0}\right)$. Then $x_{p}=$ $T^{m_{p}}\left(z_{p}\right), z_{p} \in C \forall p \geq 1$, and the sequence $\left\{x_{p}\right\}$ is $\rho$-strongly bounded in $(M, d)$. Since $C$ is also compact in $(M, d)$, we have $\lim _{m \rightarrow \infty} \delta\left(T^{m}(C), A\right)=0$. Thus, $\left\{x_{p}\right\}$ has a convergent subsequence $x_{p_{k}} \rightarrow x$ in $(M, d)$ as $k \rightarrow \infty$. By the continuity of $\rho$ and the $\rho$-strong boundedness of $\left\{x_{p}\right\}$, it follows that $\rho(x)>0$, i.e., $x \in M_{0}$, and hence, $x_{p_{k}} \rightarrow x$ in $\left(M_{0}, d_{0}\right)$ as $k \rightarrow \infty$. Thus, Lemma 2.8 implies that positive orbits of compact sets are bounded for $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$. Then the conclusion for $T:\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)$ follows from Theorem 2.6, as applied to $T:\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$.

ThEOREM 3.8. Assume that $T$ is point dissipative on $M$ and $\rho$-uniformly persistent, and that one of the following conditions holds:
(a) There exists some integer $n_{0} \geq 1$ such that $T^{n_{0}}$ is compact on $M$, and $T^{n_{0}}$ maps $\rho$-strongly bounded subsets of $M_{0}$ onto $\rho$-strongly bounded sets in $M_{0}$, or
(b) $T$ is asymptotically smooth on $M$, and for every $\rho$-strongly bounded subset $B \subset M_{0}$, there exists $k=k(B) \geq 0$ such that $\gamma^{+}\left(T^{k}(B)\right)$ is $\rho$-strongly bounded in $M_{0}$.
Then $T:\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)$ has a global attractor $A_{0}$, and $A_{0}$ attracts every $\rho$-strongly bounded subset in $M_{0}$ for $T$.

Proof. Clearly, $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ is point dissipative. It is easy to see that condition (a) implies that $T^{n_{0}}:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ is compact, and that condition (b) implies that condition (b) of Theorem 2.9 holds for $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$.

By Theorem 2.9, there is a strong global attractor $A_{0}$ for $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$. Consequently, $A_{0}$ is a global attractor for $T:\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)$, and $A_{0}$ attracts every $\rho$-strongly bounded subset in $M_{0}$ for $T$.

Remark 3.9. A result similar to Theorem 3.8 was already presented for discreteand continuous-time dynamical systems in [29] and [10], respectively. The only difference, compared with the earlier results, is that we add a $\rho$-boundedness assumption for case (a). In fact, this assumption is necessary for the existence of a strong global attractor in $M_{0}$ for $T$ (see two examples in section 5.1).

Remark 3.10. A family of mappings $\Phi(t): M \rightarrow M, t \geq 0$, is called a continuoustime semiflow if $(x, t) \rightarrow \Phi(t) x$ is continuous, $\Phi(0)=I d$, and $\Phi(t) \circ \Phi(s)=\Phi(t+s)$ for $t, s \geq 0$. By similar arguments we can prove the analogues of Theorems 3.7 and 3.8 for a continuous-time semiflow $\Phi(t)$ on $M$ with $\Phi(t)\left(M_{0}\right) \subset M_{0} \forall t \geq 0$.
4. Coexistence steady states. In this section, we establish the existence of a coexistence steady state (i.e., the fixed point in $M_{0}$ ) for uniformly persistent dynamical systems.

Throughout this section we always assume that $M$ is a closed and convex subset of a Banach space $(X,\|\cdot\|)$, that $\rho: M \rightarrow[0,+\infty)$ is a continuous function such that $M_{0}=\{x \in M: \rho(x)>0\}$ is nonempty and convex, and that $T: M \rightarrow M$ is a continuous map with $T\left(M_{0}\right) \subset M_{0}$. For convenience, we set $\partial M_{0}:=M \backslash M_{0}$.

Assume that $T: M_{0} \rightarrow M_{0}$ has a global attractor $A_{0}$. By Definition 2.5, it easily follows that for every compact set $K \subset M_{0}$ there exists an open neighborhood of $K$ which is attracted by $A_{0}$. This property of $A_{0}$ is enough to support the arguments in the proof of [29, Theorem 2.3] (see also [30, Theorem 1.3.6]) instead of the property that $A_{0}$ attracts $\rho$-strongly bounded sets in $M_{0}$. Thus, the proof of [29, Theorem 2.3] actually implies the following fixed point theorem.

Theorem 4.1. Assume that $T$ is $\kappa$-condensing. If $T: M_{0} \rightarrow M_{0}$ has a global attractor $A_{0}$, then $T$ has a fixed point $x_{0} \in A_{0}$.

Note that a fixed point theorem for $\kappa$-condensing maps in [9] was used in the proof of [29, Theorem 2.3]. To generalize Theorem 4.1 to another class of maps, we need the following fixed point theorem, which is a combination of Theorems 3 and 5 in [9] (see also [7, Lemma 2.6.5]).

Lemma 4.2 (Hale-Lopes fixed point theorem). Assume that $K \subset B \subset S$ are convex subsets of a Banach space $X$, with $K$ compact, $S$ closed and bounded, and $B$ open in $S$. If $T: S \rightarrow X$ is continuous, $T^{n} B \subset S \forall n \geq 0$, and $K$ attracts compact subsets of $B$, then there exists a closed bounded and convex subset $C \subset S$ such that $C=\overline{c o}\left(\cup_{j \geq 1} T^{j}(B \cap C)\right)$. Moreover, if $C$ is compact, then $T$ has a fixed point in $B$.

We should point out that in the above fixed point theorem the claim that $T$ has a fixed point in $B$ follows from the proof of [7, Lemma 2.6.5], where Horn's fixed point theorem [12] was used.

Motivated by Lemma 4.2 and the Poincaré maps associated with age-structured population models, we give the following definition.

Definition 4.3. Let $M$ be a closed and convex subset of a Banach space $X$, and let $T: M \rightarrow M$ be a continuous map. Define $\widehat{T}(B)=\overline{c o}(T(B))$ for each $B \subset M . T$ is said to be convex $\kappa$-contracting if $\lim _{n \rightarrow \infty} \kappa\left(\widehat{T}^{n}(B)\right)=0$ for each bounded subset $B \subset M$.

Now we are ready to generalize Theorem 4.1 to convex $\kappa$-contracting maps.
Theorem 4.4. Assume that $T$ is convex $\kappa$-contracting. If $T: M_{0} \rightarrow M_{0}$ has a global attractor $A_{0}$, then $T$ has a fixed point $x_{0} \in A_{0}$.

Proof. Since $A_{0}$ is a global attractor for $T: M_{0} \rightarrow M_{0}$, the proof of [29, Theorem
2.3] (see also [30, Theorem 1.3.6]) implies that there are three convex subsets, $K \subset$ $B \subset S \subset M$, such that $K \subset M_{0}, B \subset M_{0}$, and the assumptions of Lemma 4.2 hold for $T$. Let $C$ be defined in Lemma 4.2. Define $\widehat{C}:=\cup_{j \geq 1} T^{j}(B \cap C)$. Then we have

$$
\widehat{C}=T(B \cap C) \cup T(\widehat{C}) \text { and } C=\overline{c o}(\widehat{C}),
$$

and hence, $\widehat{C} \subset T(C)$. Thus, we further obtain

$$
C \subset \widehat{T}(C) \subset \widehat{T}^{2}(C) \subset \cdots \subset \widehat{T}^{n}(C) \forall n \geq 0
$$

Since $T$ is convex $\kappa$-contracting, it follows that $\kappa(C) \leq \kappa\left(\widehat{T}^{n}(C)\right) \rightarrow 0$ as $n \rightarrow \infty$. Then $\kappa(C)=0$, and hence, $C$ is compact. Now Lemma 4.2 implies the existence of a fixed point of $T$ in $A_{0}$. $\quad$

Combining Theorems $2.6,2.9,3.7,4.1$, and 4.4 we have the following result on the existence of coexistence steady states for uniformly persistent systems, which is a generalization of [29, Theorem 2.3].

Theorem 4.5. Assume that
(1) $T$ is point dissipative and $\rho$-uniformly persistent.
(2) One of the following two conditions holds:
(2a) $T^{n_{0}}$ is compact for some integer $n_{0} \geq 1$, or
(2b) for each compact subset $C \subset M, \gamma^{+}(C)$ is bounded.
(3) Either $T$ is $\kappa$-condensing or $T$ is convex $\kappa$-contracting.

Then $T: M_{0} \rightarrow M_{0}$ admits a global attractor $A_{0}$, and $T$ has a fixed point in $A_{0}$.
Let $A \subset M$ and $B \subset M \backslash A . A$ is said to be ejective for $T$ in $B$ if there exists a neighborhood $V$ of $A$ such that for each $x \in V \cap B$ there exists $n=n(x) \geq 0$ such that $T^{n}(x) \in M \backslash V . A$ is said to be ejective for $T$ if $A$ is ejective for $T$ in $M \backslash A$.

The following corollary is a generalization of [15, Theorem 4.1] on semi-ejective fixed points.

Corollary 4.6. Assume that $T\left(\partial M_{0}\right) \subset \partial M_{0}$ and that there exists $\bar{x}_{\partial} \in \partial M_{0}, a$ fixed point of $T$, which is globally asymptotically stable for $T: \partial M_{0} \rightarrow \partial M_{0}$. Assume, in addition, that
(1) $T$ is point dissipative and $\bar{x}_{\partial}$ is ejective for $T$ in $M_{0}$.
(2) One of the following two conditions holds:
(2a) $T^{n_{0}}$ is compact for some integer $n_{0} \geq 1$, or
(2b) positive orbits of compact subsets of $M$ are bounded.
(3) Either $T$ is $\kappa$-condensing or convex $\kappa$-contracting.

Then $T: M_{0} \rightarrow M_{0}$ admits a global attractor $A_{0}$, and $T$ has a fixed point in $A_{0}$.
Proof. By [29, Theorem 2.2] (see also [30, Theorem 1.3.1]), we deduce that $T$ is $\rho$-uniformly persistent with $\rho(x)=d\left(x, \partial M_{0}\right)$. Now Theorem 4.5 completes the proof.

We remark that when $\partial M_{0}=\left\{\bar{x}_{\partial}\right\}$ in Corollary 4.6, we obtain a generalization of the classical Browder [2] ejective fixed point theorem.

A point $e \in M$ is said to be an equilibrium of a continuous-time semiflow $\Phi(t)$ on $M$ if $\Phi(t) e=e \forall t \geq 0$. As a consequence of Theorems 4.1 and 4.4 and the proof of [29, Theorem 2.4] (see also [30, Theorem 1.3.7]), we have the following result on the existence of equilibrium in $M_{0}$ for $\Phi(t)$.

THEOREM 4.7. Let $\Phi(t)$ be a continuous-time semiflow on $M$ with $\Phi(t)\left(M_{0}\right) \subset$ $M_{0} \forall t \geq 0$. Assume that either $\Phi(t)$ is $\kappa$-condensing for each $t>0$, or $\Phi(t)$ is convex $\kappa$-contracting for each $t>0$, and that $\Phi(t): M_{0} \rightarrow M_{0}$ has a global attractor $A_{0}$. Then $\Phi(t)$ has an equilibrium $x_{0} \in A_{0}$.

In the rest of this section, we establish sufficient conditions for $T$ to be convex $\kappa$-contracting.

Lemma 4.8. Let $M$ be a closed and convex subset of a Banach space $X$, and let $T: M \rightarrow M$ be a continuous map which takes bounded sets to bounded sets. Assume that there exists a sequence of bounded linear operators $\left\{P_{k}\right\}_{k \geq 1} \in \mathcal{L}(X, X)$ such that
(1) for each bounded subset $B \subset M,\left(I d-P_{1}\right) T(B)$ is relatively compact;
(2) one of the following conditions holds:
(2a) There exists $n_{0} \geq 0$ such that $P_{n_{0}}$ is compact, and if $k \in\left\{1, \ldots, n_{0}-1\right\}$, $C \subset M$, and $\left(I d-P_{k}\right) C$ is compact, then $\left(I d-P_{k+1}\right) T(C)$ is compact.
(2b) There exists $c \in(0,1)$ such that $\left\|P_{k+1} T(x)\right\| \leq c\left\|P_{k} x\right\| \forall x \in M, \forall k \geq$ 1 , and if $k \geq 1, C \subset M$, and $\left(I d-P_{k}\right) C$ is compact, then $\left(I d-P_{k+1}\right) T(C)$ is compact.
Then $T$ is convex $\kappa$-contracting.
Proof. Let $B \subset M$ be a bounded subset of $M$. Since $\left(I d-P_{1}\right) T(B)$ is relatively compact and $P_{1}$ is linear, it follows that

$$
\left(I-P_{1}\right) \overline{c o}(T(B))=\overline{c o}\left(\left(I-P_{1}\right) T(B)\right) \text { is compact, }
$$

and $\left(I d-P_{1}\right) \overline{c o}(T(B))$ is compact.
Thus, $\left(I d-P_{2}\right) \overline{c o}(T(\overline{c o}(T(B))))$ is compact, and, by induction, $\left(I d-P_{k+1}\right) \widehat{T}^{k}(B)$ is compact $\forall k \in\left\{1, \ldots, n_{0}-1\right\}$ if (2a) holds, and $\forall k \geq 1$ if (2b) holds. If (2a) holds, since $P_{n_{0}}$ is compact, we deduce that $\widehat{T}^{n_{0}}(B)$ is compact, and hence, $\kappa\left(\widehat{T}^{n}(B)\right)=$ $0 \forall n \geq n_{0}$. If (2b) holds, then the boundedness of linear operator $P_{1}$ implies that

$$
\sup _{y \in \overline{c o}(T(B))}\left\|P_{1} y\right\|=\sup _{x \in T(B)}\left\|P_{1} x\right\| \leq c \sup _{x \in B}\|x\|
$$

Similarly, we have

$$
\begin{aligned}
\sup _{y \in \overline{c o}(T(\widehat{T}(B)))}\left\|P_{2} y\right\| & =\sup _{x \in T(\widehat{T}(B))}\left\|P_{2} x\right\| \leq c \sup _{x \in \widehat{T}(B)}\left\|P_{1} x\right\| \\
& \leq c^{2} \sup _{x \in B}\|x\|
\end{aligned}
$$

By induction, it follows that

$$
\sup _{y \in \widehat{T}^{k}(B)}\left\|P_{k} y\right\| \leq c^{k} \sup _{x \in B}\|x\| \forall k \geq 1
$$

Let $\delta_{k}:=c^{k} \sup _{x \in B}\|x\|$. Since $\left(I d-P_{k}\right) \widehat{T}^{k}(B)$ is compact, there exists $x_{1}, \ldots, x_{m(k)} \in$ $\left(I d-P_{k}\right) \widehat{T}^{k}(B)$ such that

$$
\left(I d-P_{k}\right) \widehat{T}^{k}(B) \subset \cup_{j=1, \ldots, m(k)} B_{M}\left(x_{j}, \delta_{k}\right)
$$

where $B_{M}\left(x_{j}, \delta_{k}\right)=\left\{x \in M:\left\|x-x_{j}\right\|<\delta_{k}\right\}$. Thus, we have

$$
\left(I d-P_{k}\right) \widehat{T}^{k}(B)+P_{k} \widehat{T}^{k}(B) \subset \cup_{j=1, \ldots, m(k)} B_{M}\left(x_{j}, 2 \delta_{k}\right)
$$

Since $\widehat{T}^{k}(B) \subset\left(I d-P_{k}\right) \widehat{T}^{k}(B)+P_{k} \widehat{T}^{k}(B)$, it follows that

$$
\kappa\left(\widehat{T}^{k}(B)\right) \leq \kappa\left(\left(I d-P_{k}\right) \widehat{T}^{k}(B)+P_{k} \widehat{T}^{k}(B)\right) \leq 2 \delta_{k} \rightarrow 0 \text { as } k \rightarrow+\infty
$$

Thus, $T$ is convex $\kappa$-contracting.
We complete this section with an example of convex $\kappa$-contracting maps.
Example 4.9. Consider $T: L_{+}^{1}(0, c) \rightarrow L_{+}^{1}(0, c)$, with $c \in(1,+\infty]$, defined by

$$
T(\varphi)(a)=\left\{\begin{array}{l}
\chi(\varphi) \varphi(a-1) \text { if } 1 \leq a<c \\
\lambda \text { if } a \in(0,1),
\end{array}\right.
$$

where $\lambda>0$, and $\chi: L_{+}^{1}(0, c) \rightarrow[0, \alpha]$ (with $0<\alpha$ ) is a continuous map. We choose for each integer $k \geq 1, P_{k}: L^{1}(0, c) \rightarrow L^{1}(0, c)$ the operator defined by

$$
P_{k}(\varphi)(a)=\left\{\begin{array}{l}
\varphi(a) \text { if } a \in(0, c) \cap(k,+\infty) \\
0 \text { otherwise }
\end{array}\right.
$$

If $c<+\infty$, then (2a) holds. If $c=+\infty$ and $\alpha<1$, then (2b) holds. Thus, Lemma 4.8 implies that $T$ is convex $\kappa$-contracting. Note that in this example we need to impose some additional conditions on $\chi$ to show that $T$ is $\kappa$-condensing.
5. Five examples. In this section, we first provide four examples of discreteand continuous-time semiflows which admit global attractors, but no strong global attractors, in the complete metric spaces $\left(M_{0}, d_{0}\right)$ introduced in section 3 . Then we give an example showing applicability of Theorem 4.5 in the case of a convex $\kappa$-contracting map. Our examples are highly motivated by age-structured population models. We refer to Webb [28], Iannelli [14], and Anita [1] for the classical approach and to Thieme [25] and Magal and Thieme [16] (and references therein) for the integrated semigroup approach to this class of evolutionary equations.
5.1. Asymptotically smooth semiflows on ( $\left.\begin{array}{ll}0 & 0\end{array}\right)$. Let $C([0,1], \mathbb{R})$ be endowed with the usual norm $\|\varphi\|_{\infty}=\sup _{a \in[0,1]}|\varphi(a)|$. Let $M:=C_{+}([0,1], \mathbb{R})$ be endowed with the metric $d(x, y)=\|x-y\|$, and $T: M \rightarrow M$ be defined by

$$
T(\varphi)=\delta \frac{\mathcal{F}_{\beta}(\varphi)}{1+\mathcal{F}_{\beta}(\varphi)} 1_{[0,1]}
$$

where $1_{[0,1]}(a)=1 \forall a \in[0,1]$, and $\mathcal{F}_{\beta}(\varphi)=\int_{0}^{1} \beta(a) \varphi(a) d a \forall \varphi \in X$. We assume that (A1) $\delta>1, \beta \in C([0,1], \mathbb{R}), \int_{0}^{1} \beta(a) d a=1, \beta(a)>0 \forall a \in[0,1)$, and $\beta(1)=0$.
Consider the following discrete-time system on $M$ :

$$
u_{n+1}=T\left(u_{n}\right) \forall n \geq 0, \text { and } u_{0} \in M
$$

It is easy to see that the map $T$ is continuous and maps bounded sets into compact sets of $M$. Note that $T(M) \subset[0, \delta] 1_{[0,1]}=\left\{\alpha 1_{[0,1]}: \alpha \in[0, \delta]\right\}$ is bounded. So $T$ is compact and point dissipative and has a strong global attractor in $M$. Set

$$
\partial M_{0}=\{0\}, \quad M_{0}=M \backslash\{0\}, \quad \rho(x)=\|x\|_{\infty}
$$

Clearly, $T\left(M_{0}\right) \subset M_{0}, T\left(\partial M_{0}\right) \subset \partial M_{0}$, and the fixed points of $T$ are 0 and $\bar{u}=$ $(\delta-1) 1_{[0,1]}$. Then it is easy to see that for each $\varphi \in M_{0}, T^{m}(\varphi) \rightarrow \bar{u}$, as $m \rightarrow+\infty$. So $T$ is $\rho$-uniformly persistent. Let $\bar{\alpha}=(\delta-1)$ and $B:=\left\{x \in M:\|x\|_{\infty}=\bar{\alpha}\right\}$. Since $\beta(1)=0$, we have $\mathcal{F}_{\beta}(B)=(0, \bar{\alpha}]$. Moreover, $T(B)=\left\{\alpha 1_{[0,1]}: \alpha \in(0, \bar{\alpha}]\right\}$, and $T^{n}(B)=T(B) \forall n \geq 1$. Thus, there exists no compact subset in $M_{0}$ that attracts $B$ for $T$. In particular, there is no strong global attractor for $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$, where $d_{0}$ is defined as in (2).

Next we consider the continuous-time semiflow $\{U(t)\}_{t \geq 0}$ on $M:=L_{+}^{1}(0,1)$, which is generated by the following age-structured model:

$$
\left\{\begin{array}{l}
\frac{\partial u(t)}{\partial t}+\frac{\partial u(t)}{\partial a}=-\mu(a) u(t)(a)-\mathcal{F}_{\Gamma}(u(t)) u(t)(a), \quad a \in(0,1)  \tag{3}\\
u(t, 0)=\mathcal{F}_{\beta}(u(t)) \\
u(0)=\varphi \in L_{+}^{1}(0,1)
\end{array}\right.
$$

where for each $\chi \in L^{\infty}(0,1)$, and each $\varphi \in L^{1}(0,1), \mathcal{F}_{\chi}(\varphi)=\int_{0}^{1} \chi(a) \varphi(a) d a$. We assume that
(A2) $\beta \in(0,+\infty), \quad \mu \in L_{l o c}^{1}[0,1), \quad \mu \geq 0, \lim _{a \rightarrow 1^{-}} \int_{0}^{a} \mu(r) d r=+\infty$, $\int_{0}^{1} \beta \exp \left(-\int_{0}^{a} \mu(s) d s\right) d a>1$, and

$$
\Gamma(a)=\frac{1}{\int_{0}^{1} \exp \left(-\int_{0}^{s} \mu(r)+\lambda_{0} d r\right) d s} \int_{a}^{1} \exp \left(-\int_{a}^{s} \mu(r)+\lambda_{0} d r\right) d s \forall a \in[0,1]
$$

where $\lambda_{0}>0$ is the unique solution of $\int_{0}^{1} \beta \exp \left(-\int_{0}^{a} \mu(s)+\lambda_{0} d s\right) d a=1$.
Let $\{T(t)\}_{t \geq 0}$ be the $C_{0}$-semigroup of bounded linear operators generated by $A: D(A) \subset L^{1}(0,1) \rightarrow L^{1}(0,1)$ with

$$
\begin{aligned}
A \varphi & =-\frac{d \varphi}{d a}-\mu \varphi \forall \varphi \in D(A) \\
D(A) & =\left\{\varphi \in W^{1,1}(0,1): \mu \varphi \in L^{1}(0,1) \text { and } \varphi(0)=\int_{0}^{1} \beta \varphi(a) d a\right\} .
\end{aligned}
$$

Let $P: L^{1}(0,1) \rightarrow L^{1}(0,1)$ be the bounded linear operator of projection defined by

$$
P(\varphi)(a)=\int_{0}^{1} \Gamma(s) \varphi(s) d s \chi(a) \forall \varphi \in L^{1}(0,1)
$$

where $\chi(a)=\alpha \exp \left(-\int_{0}^{a} \mu(s)+\lambda_{0} d s\right)$, and

$$
\alpha=\left(\int_{0}^{1} \Gamma(s) \exp \left(-\int_{0}^{a} \mu(s)+\lambda_{0} d s\right) d s\right)^{-1}
$$

Then $P T(t)=T(t) P=e^{\lambda_{0} t} P \forall t \geq 0$, and there exist $\delta>0$ and $M \geq 1$ such that

$$
\|(I d-P) T(t)\| \leq M e^{\left(\lambda_{0}-\delta\right) t} \forall t \geq 0
$$

Moreover, we have

$$
U(t) x=\frac{T(t) x}{1+\int_{0}^{t} \mathcal{F}_{\Gamma}(T(s) x) d s} \forall t \geq 0, \forall x \in M
$$

It is easy to see that for each $\varphi \in M_{0}, U(t) \varphi \rightarrow \lambda_{0} \chi$, as $t \rightarrow+\infty$. Since $T(t)$ is compact for $t \geq 2, U(t)$ is compact for $t \geq 2$. So $\{U(t)\}_{t \geq 0}$ has a strong global attractor. Set

$$
\partial M_{0}=\{0\}, \quad M_{0}=M \backslash\{0\}, \quad \rho(\varphi)=\|\varphi\|_{L^{1}(0,1)} \forall \varphi \in M
$$

Since $T(t)$ is irreducible, we have $U(t)\left(\partial M_{0}\right) \subset \partial M_{0}$, and $U(t) M_{0} \subset M_{0} \forall t \geq 0$. Since $U(t) \varphi \rightarrow \lambda_{0} \chi$, as $t \rightarrow+\infty$, we deduce that $U(t)$ is $\rho$-uniformly persistent. So $U(t):\left(M_{0}, d\right) \rightarrow\left(M_{0}, d\right)$ has a global attractor. Let

$$
B:=\left\{\varphi \in L_{+}^{1}(0,1):\|\varphi\|_{L^{1}(0,1)}=1\right\}
$$

Then $B$ is $\rho$-strongly bounded. Since $\Gamma(1)=0$, we deduce that there exists $c>0$ such that $(0, c] \subset \mathcal{F}_{\Gamma}(B)$. We further claim that for each $\varepsilon>0$ and $t_{0}>0$, there exist $t_{1}>t_{0}$ and $\varphi \in B$ such that $\left\|U\left(t_{1}\right) \varphi\right\|_{L^{1}(0,1)}<\varepsilon$. Indeed, given $\varepsilon>0$ and $t_{0}>0$, we can choose $t_{1}>t_{0}$ such that $M e^{-\delta t_{1}} \leq \varepsilon / 2$. Then for every $\varphi \in B$, we have

$$
\left\|U\left(t_{1}\right) \varphi\right\| \leq \frac{\mathcal{F}_{\Gamma}(\varphi)\|\chi\|}{\left[1-\frac{\mathcal{F}_{\Gamma}(\varphi)}{\lambda_{0}}\right] e^{-\lambda_{0} t_{1}}+\frac{\mathcal{F}_{\Gamma}(\varphi)}{\lambda_{0}}}+\frac{\varepsilon}{2}
$$

and hence, by choosing $\varphi \in B$ with $\mathcal{F}_{\Gamma}(\varphi)$ small enough, we obtain $\left\|U\left(t_{1}\right) \varphi\right\| \leq \varepsilon$. This claim shows that for each $t_{0}>0, \cup_{t \geq t_{0}} U(t) B$ is not $\rho$-strongly bounded. So there exists no compact set in $M_{0}$ that attracts $B$ for $U(t)$. In particular, there exists no strong global attractor for the semiflow $U(t):\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$, where $d_{0}$ is defined as in (2).
5.2. -contracting maps on ( $\left.\begin{array}{ll}0 & 0\end{array}\right)$. In this subsection, we construct $\kappa$ contracting maps on $\left(M_{0}, d_{0}\right)$ such that they admit a global attractor, but no strong global attractor.

We set

$$
X=L^{1}((0,+\infty), \mathbb{R}) \times \mathbb{R}, X_{+}=L_{+}^{1}((0,+\infty), \mathbb{R}) \times \mathbb{R}_{+}
$$

and endow $X$ with the product norm $\|(\varphi, y)\|=\|\varphi\|_{L^{1}}+|y|$. Define $1_{[0,1]} \in X$ by $1_{[0,1]}(l)=1 \forall l \in(0,1)$, and $1_{[0,1]}(l)=0 \forall l \in[1, \infty)$. Let $a, b$, and $c$ be three real numbers. Define $T: X_{+} \rightarrow X_{+}$by $T(\varphi, y)=\left(T_{1}(\varphi, y), T_{2}(\varphi, y)\right)$ with

$$
\begin{aligned}
& T_{1}(\varphi, y)=a \varphi(\cdot+1)+\left[a \int_{0}^{1} \varphi(l) d l+c \frac{\int_{0}^{1} \varphi(l) d l}{1+\|(\varphi, y)\|}\right] 1_{[0,1]} \\
& T_{2}(\varphi, y)=a y+b \frac{\|(\varphi, y)\|}{1+\|(\varphi, y)\|}
\end{aligned}
$$

We assume that
(A3) $a \in(0,1), b>0, c>0, \sqrt{a}<a+b<1$, and $a+c>1$.
Consider the discrete-time system

$$
x_{n+1}=T\left(x_{n}\right) \forall n \geq 0, \text { and } x_{0} \in X_{+}
$$

It is easy to see that $T^{n}(0, y) \rightarrow 0$, as $n \rightarrow+\infty$. Clearly, $T$ is not uniformly persistent for $X_{+} \backslash\{0\}$. We will find a closed subset $M$ of $X_{+}$, such that it contains 0 and is positively invariant for $T$, and show that $T$ is uniformly persistent for $M \backslash\{0\}$.

Lemma 5.1. There exists a nondecreasing and right-continuous function $f$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $f(0)=0, f(x)>0 \forall x>0$, $\lim _{x \rightarrow 0} f(x)=0$, and the set $M:=\left\{(\varphi, y) \in X_{+}: y \leq f(\|\varphi\|)\right\}$ is positively invariant for $T$.

Proof. We define $F: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}^{2}$ by

$$
F\left(x_{1}, x_{2}\right)=\left(a x_{1}, a x_{2}+b \frac{x_{1}+x_{2}}{1+x_{1}+x_{2}}\right) \forall x=\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}
$$

Then $F$ is nondecreasing on $\mathbb{R}_{+}^{2}$. Set

$$
\chi(t)=(t a+(1-t), 1) \quad \forall t \in[0,1] .
$$

By induction, we define $\chi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}^{2}$ by

$$
\chi(t)=F(\chi(t-1)) \forall t \in(n, n+1], \forall n \geq 1
$$

Note that $\chi(1)_{1}=F(\chi(0))_{1}$ and $a<1$. Then the function $t \rightarrow \chi(t)_{1}$ is strictly decreasing and continuous. Since $F(1,1) \leq(a, 1)$, the function $t \rightarrow \chi(t)_{2}$ is nonincreasing and left-continuous. Moreover, since $a+b<1$, we have $\lim _{t \rightarrow+\infty} \chi(t)=0$. We further set

$$
\chi(t)=(1-t, 1) \forall t \in(-\infty, 0] .
$$

Since $\chi(t)_{1}$ is strictly decreasing in $t \in \mathbb{R}$, we can define

$$
f(x)=\left\{\begin{array}{l}
\chi\left(\chi(x)_{1}^{-1}\right)_{2} \text { if } x>0 \\
0 \text { if } x=0
\end{array}\right.
$$

It is easy to see that $f$ has the desired properties.
Let $D:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}: x_{2} \leq f\left(x_{1}\right)\right\}$. Since $f$ is nondecreasing and rightcontinuous, it easily follows that $D$ is closed. Now we show that $F(D) \subset D$. Let $x=\left(x_{1}, x_{2}\right) \in D$; then $x_{2} \leq f\left(x_{1}\right)$. If $x_{1}=0$, there is nothing to prove because $F(0)=0$. Assume that $x_{1}>0$; then there exists $t \in \mathbb{R}$ such that $\chi(t)_{1}=x_{1}$, and hence, $x_{2} \leq f\left(x_{1}\right)=\chi(t)_{2}$. Clearly, $x=\left(x_{1}, x_{2}\right) \leq \chi(t)$, and $F(x) \leq F(\chi(t))$. In the case where $t \geq 0$, we have

$$
\chi(t+1)_{1}=F(\chi(t))_{1}=F(x)_{1}
$$

and hence,

$$
f\left(F(x)_{1}\right)=\chi(t+1)_{2}=F(\chi(t))_{2} \geq F(x)_{2}
$$

which implies that $F(x) \in D$. In the case where $t \leq 0$, we have

$$
x_{1} \geq F(x)_{1}=F(\chi(t))_{1}=a \chi(t)_{1}=a(1-t) \geq a=\chi(1)_{1}
$$

and hence, there exists $s \in[t, 1]$ such that $\chi(s)_{1}=F(x)_{1}$. It then follows that

$$
f\left(F(x)_{1}\right)=\chi(s)_{2}=1 \geq F(\chi(t))_{2} \geq F(x)_{2}
$$

which implies that $F(x) \in D$. This proves that $F(D) \subset D$.
Finally, we prove that $T(M) \subset M$. For any $(\varphi, y) \in M$, we have $(\|\varphi\|, y) \in D$, and hence, the positive invariance of $D$ for $F$ implies that $F(\|\varphi\|, y)_{2} \leq f\left(F(\|\varphi\|, y)_{1}\right)$. Note that $\left\|T_{1}(\varphi, y)\right\| \geq a\|\varphi\|=F(\|\varphi\|, y)_{1}$ and $T_{2}(\varphi, y)=F(\|\varphi\|, y)_{2}$. By the monotonicity of $f$, it then follows that

$$
T_{2}(\varphi, y)=F(\|\varphi\|, y)_{2} \leq f\left(F(\|\varphi\|, y)_{1}\right) \leq f\left(\left\|T_{1}(\varphi, y)\right\|\right)
$$

which implies that $T(\varphi, y) \in M$. Thus, $M$ is positively invariant for $T$.
Now we consider $T: M \rightarrow M$, where $M$ is endowed with the usual distance $d(x, \widehat{x})=\|x-\widehat{x}\|$. We set

$$
\partial M_{0}=\{0\}, M_{0}=M \backslash\{0\}, \text { and } \rho(x)=\|x\|
$$

Since $T$ is the sum of a compact operator and a linear operator with norm being $a$, we have $\kappa(T(B)) \leq a \kappa(B)$ for any bounded set $B \subset M$. Thus, $T$ is a $\kappa$-contraction. Moreover, for each $x \in M$, we have $\|T(x)\| \leq a\|x\|+b+c$, and hence

$$
\left\|T^{n}(x)\right\| \leq a^{n}\|x\|+\left(\sum_{i=0}^{n-1} a^{i}\right)(b+c) \forall n \geq 1
$$

It then follows that $B=\left\{x \in M:\|x\| \leq \frac{b+c}{1-a}\right\}$ is positively invariant for $T$, and attracts every bounded subset of $M$ for $T$. So $T:(M, d) \rightarrow(M, d)$ has a strong global attractor.

Let $\varepsilon>0$ be fixed such that $a+\frac{c}{1+\varepsilon}>1$. We claim that

$$
\limsup _{n \rightarrow \infty}\left\|T^{n} x\right\| \geq \varepsilon \forall x=(\varphi, y) \in M_{0}
$$

Assume, by contradiction, that $\limsup _{n \rightarrow \infty}\left\|T^{n} x\right\|<\varepsilon$ for some $x=(\varphi, y) \in M_{0}$. We set $\left(\varphi_{n}, y_{n}\right)=T^{n} x \forall n \geq 0$. By the definition of $M$, we have $\varphi \in L_{+}^{1}((0,+\infty), \mathbb{R}) \backslash\{0\}$. It then follows that there exists $n_{0} \geq 0$ such that $\int_{0}^{1} \varphi_{n_{0}}(l) d l>0$ and

$$
\int_{0}^{1} \varphi_{n+1}(l) d l \geq\left(a+\frac{c}{1+\varepsilon}\right) \int_{0}^{1} \varphi_{n}(l) d l \forall n \geq n_{0}
$$

Thus, we obtain

$$
\int_{0}^{1} \varphi_{n}(l) d l \rightarrow+\infty \text { as } n \rightarrow+\infty
$$

which is a contradiction. By Proposition 3.2, we conclude that $T$ is $\rho$-uniformly persistent. Since $T:(M, d) \rightarrow(M, d)$ has a global attractor, it follows from Theorem 3.7 that $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ has a global attractor.

To avoid possible confusion, we denote by $\kappa_{0}$ the Kuratowski measure of noncompactness on the complete metric $\left(M_{0}, d_{0}\right)$. We now consider $T:\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$. Let $\varepsilon>0$ be fixed such that

$$
\sqrt{a}<d:=a+\frac{b}{1+\varepsilon}<1
$$

Then for each $x \in M$, we have

$$
\|T(x)\| \geq a\|x\|+b \frac{\|x\|}{1+\|x\|} \geq d \min (\varepsilon,\|x\|)
$$

Let $B \subset M_{0}$ be a $\rho$-bounded set. We set $\rho_{0}=\inf _{x \in B} \rho(x)$. Then for each $x \in B$, we obtain

$$
\|T(x)\| \geq a\|x\|+b \frac{\|x\|}{1+\|x\|} \geq d \min (\varepsilon,\|x\|)
$$

By induction, it follows that

$$
\rho\left(T^{n}(x)\right) \geq d^{n} \min \left(\varepsilon, \rho_{0}\right) \forall n \geq 1, \forall x \in B
$$

Thus, for each $x, y \in B$, we have

$$
\begin{aligned}
d_{0}\left(T^{n}(x), T^{n}(y)\right) & =\left|\frac{1}{\rho\left(T^{n}(x)\right)}-\frac{1}{\rho\left(T^{n}(y)\right)}\right|+\left\|T^{n}(x)-T^{n}(y)\right\| \\
& \leq\left[\frac{1}{\rho\left(T^{n}(x)\right) \rho\left(T^{n}(y)\right)}+1\right]\left\|T^{n}(x)-T^{n}(y)\right\| \\
& \leq\left[\frac{1}{d^{2 n} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] d\left(T^{n}(x), T^{n}(y)\right)
\end{aligned}
$$

and hence,

$$
\begin{aligned}
\kappa_{0}\left(T^{n}(B)\right) & \leq\left[\frac{1}{d^{2 n} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] \kappa\left(T^{n}(B)\right) \\
& \leq a^{n}\left[\frac{1}{d^{2 n} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] \kappa(B)
\end{aligned}
$$

Since $d>\sqrt{a}$, we obtain $\kappa_{0}\left(T^{n}(B)\right) \rightarrow 0$ as $n \rightarrow+\infty$. So $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ is $\kappa_{0}$-contracting.

It remains to show that $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ has no strong global attractor. Let $\delta>0$ be fixed, and consider the $\rho$-strongly bounded set

$$
B_{\delta}=\{x \in M: \rho(x)=\delta\} .
$$

For each $m \geq 0$, we set $x^{m}:=\left(\varphi^{m}, 0\right)$ with $\varphi^{m}=\delta 1_{[m, m+1]}$, and

$$
x_{n}^{m}:=\left(\varphi_{n}^{m}, y_{n}^{m}\right)=T^{n}\left(x^{m}\right) \quad \forall n \geq 0 .
$$

Then for each $m \geq 1$ and each $n \in\{0, \ldots, m-1\}$, we have $\int_{0}^{1} \varphi_{n}^{m}(l) d l=0$, and hence,

$$
\left\{\begin{array}{l}
\varphi_{n+1}^{m}(\cdot)=a \varphi_{n}^{m}(\cdot+1)+a \int_{0}^{1} \varphi_{n}^{m}(l) d l 1_{[0,1]}(\cdot), \\
y_{n+1}^{m}=a y_{n}^{m}+b \frac{\left\|x_{n}^{m}\right\|}{1+\left\|x_{n}^{m}\right\|}
\end{array}\right.
$$

Thus, for each $m \geq 1$ and each $n \in\{0, \ldots, m-1\}$, we obtain

$$
\left\|x_{n+1}^{m}\right\| \leq(a+b)\left\|x_{n}^{m}\right\| \leq(a+b)^{n} \delta
$$

It follows that $\inf _{x \in B_{\delta}} \rho\left(T^{n}(x)\right) \rightarrow 0$ as $n \rightarrow+\infty$. So the $\kappa_{0}$-contracting map $T:\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ has a global attractor, but no strong global attractor.
5.3. -contracting semiflows on ( $\left.\begin{array}{ll}0 & 0\end{array}\right)$. In this subsection, we construct continuous-time $\kappa$-contracting semiflows on $\left(M_{0}, d_{0}\right)$ such that they admit a global attractor, but no strong global attractor.

Let $X$ and $X_{+}$be defined as in the previous subsection. Consider the following age-structured model:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial a}=-\mu u(t, a), t \geq 0, a \in(0, \infty)  \tag{4}\\
u(t, 0)=\frac{\int_{0}^{+\infty} \beta(a) u(t, a) d a}{1+\|(u(t), y(t))\|} \\
\frac{d y(t)}{d t}=-\mu y(t)+\gamma \frac{\|(u(t), y(t))\|}{1+\|(u(t), y(t))\|} \\
u(0, .)=u_{0} \in L_{+}^{1}((0,+\infty), \mathbb{R}), y(0)=y_{0} \in \mathbb{R}_{+}
\end{array}\right.
$$

We assume that
(A4) $\mu>0, \gamma \in\left(\frac{\mu}{2}, \mu\right), \beta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is uniformly continuous, bounded, $\int_{0}^{\infty} \beta(a) e^{-\mu a} d a>1$, and there exists a sequence of real numbers $\left\{a_{n}\right\}_{n \geq 0} \subset[0,+\infty)$ such that $a_{n}<a_{n+1} \forall n \geq 0, \lim _{n \rightarrow+\infty}\left(a_{2 n+2}-a_{2 n+1}\right)=+\infty$, and

$$
\beta(a)>0 \Leftrightarrow a \in \bigcup_{n \geq 0}\left(a_{2 n}, a_{2 n+1}\right)
$$

For each $\chi \in L^{\infty}((0,+\infty), \mathbb{R})$ and each $\varphi \in L^{1}((0,+\infty), \mathbb{R})$, we define

$$
\mathcal{F}_{\chi}(\varphi)=\int_{0}^{+\infty} \chi(s) \varphi(s) d s
$$

Let $\{U(t)\}_{t \geq 0}$ be the solution semiflow on $X_{+}$generated by system (4), and let $(u(t), y(t))=U(t)\left(u_{0}, y_{0}\right)$. Then we have the following Volterra formulation of system (4):

$$
u(t, a)=\left\{\begin{array}{l}
e^{-\mu t} u_{0}(a-t) \text { if } a>t \\
e^{-\mu a} B(t-a) \text { if } a \leq t
\end{array}\right.
$$

with $B(t)=\frac{\mathcal{F}_{\beta}(u(t))}{1+\mathcal{F}_{1}(u(t))+y(t)}$, and for each $t \geq 0$,

$$
\left\{\begin{array}{l}
\frac{d \mathcal{F}_{1}(u(t))}{d t}=-\mu \mathcal{F}_{1}(u(t))+\frac{\mathcal{F}_{\beta}(u(t))}{1+\mathcal{F}_{1}(u(t))+y(t)}  \tag{5}\\
\frac{d y(t)}{d t}=-\mu y(t)+\gamma \frac{\mathcal{F}_{1}(u(t))+y(t)}{1+\mathcal{F}_{1}(u(t))+y(t)}
\end{array}\right.
$$

and

$$
\begin{aligned}
& \mathcal{F}_{\beta}(u(t))=e^{-\mu t} \int_{t}^{+\infty} \beta(s) u_{0}(s-t) d s \\
& \quad+\int_{0}^{t} \beta(s) e^{-\mu a} \frac{\mathcal{F}_{\beta}(u(t-a))}{1+\mathcal{F}_{1}(u(t-a))+y(t-a)} d a
\end{aligned}
$$

LEMMA 5.2. There exists a continuous and nondecreasing function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ such that $f(0)=0, f(x)>0 \forall x>0$, and the set

$$
M:=\left\{(\varphi, y) \in X_{+}: y \leq f(\|\varphi\|)\right\}
$$

is positively invariant for $\{U(t)\}_{t \geq 0}$.
Proof. Let $(\widehat{x}(t), \widehat{y}(t))$ be the unique solution on $[0, \infty)$ of the following cooperative system:

$$
\left\{\begin{align*}
\frac{d x(t)}{d t} & =-\mu x(t)  \tag{6}\\
\frac{d y(t)}{d t} & =-\mu y(t)+\gamma \frac{x(t)+y(t)}{1+x(t)+y(t)}
\end{align*}\right.
$$

with

$$
(\widehat{x}(0), \widehat{y}(0))=\left(\frac{\gamma}{\mu}+1, \frac{\gamma}{\mu}+1\right)
$$

Since $\widehat{x}^{\prime}(0)<0$ and $\widehat{y}^{\prime}(0)<0,(\widehat{x}(t), \widehat{y}(t))$ is nonincreasing on some small interval $[0, \epsilon]$. By the monotonicity of the solution semiflow of system (6) on $\mathbb{R}_{+}^{2}$, it follows that $(\widehat{x}(t), \widehat{y}(t))$ is nonincreasing on $[0, \infty)$, and $(\widehat{x}(t), \widehat{y}(t)) \rightarrow(0,0)$ as $t \rightarrow+\infty$. Set

$$
\widehat{x}(t)=\frac{\gamma}{\mu}+1-t, \text { and } \widehat{y}(t)=\frac{\gamma}{\mu}+1 \quad \forall t \in(-\infty, 0] .
$$

Clearly, $\widehat{x}(t)$ is strictly decreasing in $t \in \mathbb{R}$. Define $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
f(\alpha)=\left\{\begin{array}{l}
\widehat{y}\left(\widehat{x}^{-1}(\alpha)\right) \text { if } \alpha>0 \\
0 \text { if } \alpha=0
\end{array}\right.
$$

Then $f$ satisfies the desired properties. Note that the set $D:=\left\{(x, y) \in \mathbb{R}_{+}^{2}: y \leq\right.$ $f(x)\}$ is positively invariant for the solution semiflow of (6). By using the monotonicity of $f$ and the planar vector field associated with (5), one can easily prove that $U(t) M \subset$ $M \forall t \geq 0$.

Now we consider $U(t):(M, d) \rightarrow(M, d)$, where $d(x, \widehat{x})=\|x-\widehat{x}\|$. Set

$$
\partial M_{0}=\{0\}, M_{0}=M \backslash\{0\}, \text { and } \rho(x)=\|x\|
$$

Since $\beta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is uniformly continuous, it follows from $[28]$ that for any bounded set $B \subset M$, we have

$$
\kappa(U(t) B) \leq e^{-\mu t} \kappa(B) \forall t \geq 0
$$

Let $z(t):=\mathcal{F}_{1}(u(t))+y(t)$. Then we obtain

$$
\frac{d z(t)}{d t} \leq-\mu z(t)+\left(\|\beta\|_{\infty}+\gamma\right) \forall t \geq 0
$$

Consequently, $U(t):(M, d) \rightarrow(M, d)$ has a strong global attractor.
Let $\varepsilon>0$ be such that

$$
\frac{\int_{0}^{+\infty} \beta(a) e^{-\mu a} d a}{1+\varepsilon}>1
$$

We claim that $\lim \sup _{t \rightarrow \infty}\|U(t) x\| \geq \varepsilon \forall x \in M_{0}$. Assume, by contradiction, that $\lim \sup _{t \rightarrow \infty}\|U(t) x\|<\varepsilon$ for some $x=\left(u_{0}, y_{0}\right) \in M_{0}$. Then there exists $t_{0} \geq 0$ such that $\left\|U\left(t+t_{0}\right) x\right\|<\varepsilon \forall t \geq 0$. By the definition of $M$, we have $u_{0} \neq 0$, and hence, $u(t) \neq 0 \forall t \geq 0$. It follows that $u\left(t+t_{0}\right) \geq \widehat{T}(t) u\left(t_{0}\right) \forall t \geq 0$, where $\{\widehat{T}(t)\}_{t \geq 0}$ is the strongly continuous semigroup of bounded linear operators on $L^{1}((0,+\infty), \mathbb{R})$, which is generated by $\widehat{A} \varphi=-\varphi^{\prime}-\mu \varphi$ with

$$
D(\widehat{A})=\left\{\varphi \in W^{1,1}((0,+\infty), \mathbb{R}): \varphi(0)=\frac{\int_{0}^{+\infty} \beta(a) \varphi(a) d a}{1+\varepsilon}\right\}
$$

Since $u\left(t_{0}\right) \neq 0$, it follows from [28] that

$$
\left\|u\left(t+t_{0}\right)\right\|_{L^{1}} \geq\left\|\widehat{T}(t) u\left(t_{0}\right)\right\|_{L^{1}} \rightarrow+\infty \text { as } t \rightarrow+\infty
$$

which is a contradiction. By the continuous-time version of Proposition 3.2, we deduce that $U(t):(M, d) \rightarrow(M, d)$ is $\rho$-uniformly persistent, and hence, $U(t):\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$ has a global attractor (see Theorem 3.7 and Remark 3.10).

We now prove that $U(t):\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ is $\kappa_{0}$-contracting. Let $\varepsilon>0$ be such that $\mu-\frac{2 \gamma}{1+\varepsilon}<0$. Let $B$ be a $\rho$-strongly bounded set of $M_{0}$. We set $\rho_{0}=\inf _{x \in B} \rho(x)$. For each $x \in B$, if we set $z(t)=\rho(U(t) x) \forall t \geq 0$, we then have

$$
\frac{d z(t)}{d t} \geq-\mu z(t)+\gamma \frac{z(t)}{1+z(t)} \forall t \geq 0
$$

and hence,

$$
\rho(U(t) x) \geq e^{\left(-\mu+\frac{\gamma}{1+\varepsilon}\right) t} \min \left(\varepsilon, \rho_{0}\right) \forall t \geq 0
$$

It then follows that for each $x, y \in B$, we have

$$
d_{0}(U(t) x, U(t) y) \leq\left[\frac{1}{e^{2\left(-\mu+\frac{\gamma}{1+\varepsilon}\right) t} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] d(U(t) x, U(t) y)
$$

and hence,

$$
\begin{aligned}
\kappa_{0}(U(t) B) & \leq\left[\frac{1}{e^{2\left(-\mu+\frac{\gamma}{1+\varepsilon}\right) t} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] \kappa(U(t) B) \\
& \leq e^{-\mu t}\left[\frac{1}{e^{2\left(-\mu+\frac{\gamma}{1+\varepsilon}\right) t} \min \left(\varepsilon, \rho_{0}\right)^{2}}+1\right] \kappa(B)
\end{aligned}
$$

Since $\mu-\frac{2 \gamma}{1+\varepsilon}<0$, we deduce that $\kappa_{0}(U(t) B) \rightarrow 0$ as $t \rightarrow+\infty$. So $U(t):\left(M_{0}, d_{0}\right) \rightarrow$ $\left(M_{0}, d_{0}\right)$ is $\kappa_{0}$-contracting.

It remains to show that $U(t):\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ has no strong global attractor. We fix a real number $\delta>0$ and set

$$
B:=\{x \in M: \rho(x)=\delta\}
$$

Let $x^{n}=\left(u_{0}^{n}, 0\right)$, with $u_{0}^{n}=\delta 1_{\left[a_{2 n+1}, a_{2 n+1}+1\right]}(\cdot)$, and $\left(u^{n}(t), y^{n}(t)\right)=U(t) x^{n} \forall t \geq 0$.
Then for each $t \geq 0$, we have

$$
\begin{align*}
& \mathcal{F}_{\beta}\left(u^{n}(t)\right)=e^{-\mu t} \int_{t}^{+\infty} \beta(s) u_{0}^{n}(s-t) d s  \tag{7}\\
& \quad+\int_{0}^{t} \beta(s) e^{-\mu a} \frac{\mathcal{F}_{\beta}\left(u^{n}(t-a)\right)}{1+\mathcal{F}_{1}\left(u^{n}(t-a)\right)+y^{n}(t-a)} d a
\end{align*}
$$

and

$$
\begin{aligned}
\int_{t}^{+\infty} & \beta(s) u_{0}^{n}(s-t) d s=\int_{0}^{+\infty} \beta(s+t) u_{0}^{n}(s) d s \\
\quad= & \delta \int_{a_{2 n+1}}^{a_{2 n+1}+1} \beta(s+t) d s=\delta \int_{t+a_{2 n+1}}^{t+a_{2 n+1}+1} \beta(s) d s
\end{aligned}
$$

Since $a_{2 n+2}-a_{2 n+1} \rightarrow+\infty$ as $n \rightarrow+\infty$, there exists $n_{0} \geq 0$ such that $a_{2 n+2}-a_{2 n+1}>$ $1 \forall n \geq n_{0}$. Then we have

$$
\int_{t}^{+\infty} \beta(s) u_{0}^{n}(s-t) d s=0 \forall t \in\left[0, a_{2 n+2}-\left(a_{2 n+1}+1\right)\right], \forall n \geq n_{0}
$$

Since $\mathcal{F}_{\beta}\left(u^{n}(t)\right)$ is a solution of (7), we deduce that for each $n \geq n_{0}$, and $t \in$ $\left[0, a_{2 n+2}-\left(a_{2 n+1}+1\right)\right], \mathcal{F}_{\beta}\left(u^{n}(t)\right)=0$. It then follows that $z_{n}(t):=\left\|U(t) x^{n}\right\|$ satisfies $z_{n}(0)=\delta$ and

$$
\frac{d z_{n}(t)}{d t}=-\mu z_{n}(t)+\gamma \frac{z_{n}(t)}{1+z_{n}(t)} \forall t \in\left[0, a_{2 n+2}-\left(a_{2 n+1}+1\right)\right], \forall n \geq n_{0}
$$

Thus, we have

$$
z_{n}(t) \leq e^{(-\mu+\gamma) t} \delta \forall t \in\left[0, a_{2 n+2}-\left(a_{2 n+1}+1\right)\right]
$$

which implies that $\inf _{x \in B} \rho(U(t) x) \rightarrow 0$, as $t \rightarrow+\infty$. So $U(t):\left(M_{0}, d_{0}\right) \rightarrow\left(M_{0}, d_{0}\right)$ has no strong global attractor.
5.4. A periodic age-structured model. In this subsection, we illustrate applicability of Theorem 4.5 in the case of convex $\kappa$-contracting maps.

Consider the 1-periodic nonautonomous age-structured model

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial a}=-\left(\mu+m\left(t, \int_{0}^{+\infty} u(t, l) d l\right)(a)\right) u(t, a), t \geq 0, a \in(0,+\infty)  \tag{8}\\
u(t, 0)=\frac{\int_{0}^{+\infty} \beta(t, a) u(t, a) d a}{1+\int_{0}^{+\infty} u(t, a) d a} \\
u(0, .)=u_{0} \in L_{+}^{1}((0,+\infty), \mathbb{R})
\end{array}\right.
$$

We assume that
(A5) $\mu>0$ and the following conditions are satisfied:
(a) $\beta: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$is uniformly continuous, positive, bounded, and $t \rightarrow \beta(t, a)$ is 1-periodic.
(b) $m \in C\left(\mathbb{R}_{+}^{2}, L_{+}^{\infty}((0,+\infty), \mathbb{R})\right)$ and the map $t \rightarrow m(t, \cdot)$ is 1-periodic.
(c) There exist a bounded and uniformly continuous map $\widehat{\beta}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and a continuous and bounded map $\widehat{m}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\beta(t, \cdot) \geq \widehat{\beta}(\cdot) \text { and } m(t, \cdot) \leq \widehat{m}(\cdot) \forall t \in[0,1]
$$

and for any $a \geq 0$, there exists $r \geq a$ such that $\widehat{\beta}(r)>0$ and

$$
\int_{0}^{+\infty} \widehat{\beta}(a) e^{-\int_{0}^{a} \mu+\widehat{m}(r) d r} d a>1
$$

Let $Y=L_{+}^{1}((0,+\infty), \mathbb{R})$ and $Y_{+}=L_{+}^{1}((0,+\infty), \mathbb{R})$, and let $\{U(t, s)\}_{0 \leq s \leq t}$ be the nonautonomous semiflow generated by system (8). Set

$$
M=Y_{+}, \partial M_{0}=\{0\} \text { and } M_{0}=Y_{+} \backslash\{0\}
$$

Then $U(t, s) 0=0$, and $U(t, s) M_{0} \subset M_{0} \forall t \geq s \geq 0$. For a 1-periodic solution of system (8) in $Y_{+} \backslash\{0\}$, it suffices to find a fixed point of $T=U(1,0)$. By setting $x(t):=\mathcal{F}_{1}(U(t, s) x)$, we have

$$
\frac{d x(t)}{d t} \leq-\mu x(t)+\|\beta\|_{\infty} \frac{x(t)}{1+x(t)}
$$

which implies that $T$ is bounded dissipative on $M$. Moreover, by using the results in [28] and assumptions (A5)(a),(b), we obtain

$$
U(t, s)=C(t, s)+N(t, s)
$$

where $C(t, s)$ is a compact operator, and

$$
\|N(t, s) x\| \leq e^{-\mu(t-s)}\|x\| \forall t \geq s \geq 0, \forall x \in M
$$

Thus, $T$ is $\kappa$-contracting in the sense that $\kappa\left(T^{n}(B)\right) \rightarrow 0$ as $n \rightarrow+\infty$ for any bounded set $B \subset M$. It follows from Theorem 2.9 that $T$ has a strong global attractor in $M$. Using assumption (A5)(c) and comparison arguments, we can further prove that the fixed point 0 of $T$ is ejective. In order to apply Theorem 4.5, we need to verify that $T$ is convex $\kappa$-contracting.

Let $V(t, s)=\left(V_{1}(t, s), V_{2}(t, s)\right)$ be the nonautonomous semiflow on $Y_{+} \times Y_{+}$, which is generated by the following system:

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+\frac{\partial u_{1}}{\partial a}=-\left(\mu+m\left(t, \int_{0}^{+\infty}\left(u_{1}+u_{2}\right)(t, l) d l\right)(a)\right) u_{1}(t, a), a \in(0,+\infty) \\
u_{1}(t, 0)=0 \\
\frac{\partial u_{2}}{\partial t}+\frac{\partial u_{2}}{\partial a}=-\left(\mu+m\left(t, \int_{0}^{+\infty}\left(u_{1}+u_{2}\right)(t, l) d l\right)(a)\right) u_{2}(t, a), a \in(0,+\infty) \\
u_{2}(t, 0)=\frac{\int_{0}^{+\infty} \beta(t, a)\left(u_{1}+u_{2}\right)(t, a) d a}{1+\alpha \int_{0}^{+\infty}\left(u_{1}+u_{2}\right)(t, a) d a} \\
\left(u_{1}(0, .), u_{2}(0, .)\right)=\left(u_{0}^{1}, u_{0}^{2}\right) \in L_{+}^{1}\left((0,+\infty), \mathbb{R}^{2}\right)
\end{array}\right.
$$

We define $P_{n}: Y \rightarrow Y$ by

$$
P_{n}(\varphi)=\varphi 1_{[n,+\infty)} \forall n \geq 0
$$

Then for each $n \geq 0$, we have

$$
P_{n+1} T(x)=V_{1}(1,0)\left(P_{n} x,\left(I-P_{n}\right) x\right)
$$

and

$$
\left(I-P_{n+1}\right) T(x)=V_{2}(1,0)\left(P_{n} x,\left(I-P_{n}\right) x\right)
$$

Moreover, if $B$ is bounded and $\left(I-P_{n}\right)(B)$ is relatively compact, then

$$
\left\{\left(I-P_{n+1}\right) T(x): x \in B\right\}=\left\{V_{2}(1,0)\left(P_{n} x,\left(I-P_{n}\right) x\right): x \in B\right\}
$$

is relatively compact. Note that for each $x \in M$, we have

$$
\left\|P_{n+1} T(x)\right\|=\left\|V_{1}(1,0)\left(P_{n} x,\left(I-P_{n}\right) x\right)\right\| \leq e^{-\mu}\left\|P_{n} x\right\|
$$

By Lemma 4.8, it follows that $T$ is convex $\kappa$-contracting. Thus, Theorem 4.5 implies that $T$ has a fixed point in $M_{0}$, and hence, system (8) admits a nontrivial 1-periodic solution.

Finally, we remark that the similar approach can be applied to more general age-structured models.
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#### Abstract

This paper deals with the transient Landau-Lifschitz equations describing ferromagnetic media without exchange interaction coupled with Maxwell's equations. The asymptotic behavior of the solutions to this system is investigated.
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1. Introduction. This paper is concerned with a mathematical model for micromagnetism consisting of Maxwell's equations

$$
\begin{equation*}
\varepsilon \partial_{t} \mathbf{E}=\operatorname{curl} \mathbf{H}-\sigma \mathbf{E}-\mathbf{j}, \quad \mu \partial_{t} \mathbf{H}=-\operatorname{curl} \mathbf{E}-\mu \partial_{t} \tilde{\mathbf{M}}, \tag{1.1}
\end{equation*}
$$

coupled with the equation

$$
\begin{equation*}
\partial_{t} \mathbf{M}=F(x, \mathbf{M}) \cdot[\mathbf{H}-A(x) \mathbf{M}] \tag{1.2}
\end{equation*}
$$

for the unknown electromagnetic field quantities $\mathbf{E}, \mathbf{H}$ depending on the time $t \geq 0$ and the space variable $x \in \mathbb{R}^{3}$. The magnetization $\mathbf{M}$ defined on $\mathbb{R}^{+} \times G$ is also an unknown function which solves the ordinary differential equation (1.2); see [1], [6], [5], [8]. Here the set $G \subset \mathbb{R}^{3}$ represents the ferromagnetic medium. In (1.1) the function $\tilde{\mathbf{M}}$ is the extension of $\mathbf{M}$ on $\mathbb{R}^{+} \times \mathbb{R}^{3}$ defined by zero on the set $\mathbb{R}^{+} \times\left(\mathbb{R}^{3} \backslash G\right)$. This system is supplemented by the initial conditions

$$
\begin{equation*}
\mathbf{E}(0, x)=\mathbf{E}_{0}(x), \quad \mathbf{H}(0, x)=\mathbf{H}_{0}(x) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}(0, x)=\mathbf{M}_{0}(x) \text { on } G \tag{1.4}
\end{equation*}
$$

From the physical point of view it is reasonable to assume that the initial state for the magnetic induction $\mathbf{B}_{0} \stackrel{\text { def }}{=} \mu\left(\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right)$ is divergence free.

In (1.2) the term $A(x) \mathbf{M}$ describes a possible anisotropy of the medium, where $A(x)$ is a symmetric positive semidefinite matrix. The precise assumptions on the nonlinear function $F: G \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3 \times 3}$ will be given in the next section. A physically relevant example for $F$ is

$$
\begin{equation*}
F(x, \mathbf{m}) \mathbf{h}=-\gamma \mathbf{m} \wedge \mathbf{h}-\alpha|\mathbf{m}|^{-1} \mathbf{m} \wedge(\mathbf{m} \wedge \mathbf{h}) \tag{1.5}
\end{equation*}
$$

including a damping term $\alpha \mathbf{m} \wedge(\mathbf{m} \wedge \mathbf{h})$ with $\alpha \geq 0$.

[^15]The main topic of this paper is the investigation of the large time asymptotic behavior of the solutions. If $F$ is given by (1.5), one obtains the energy dissipation law

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left(\int_{\mathbb{R}^{3}}\left(\varepsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}\right) d x+\int_{G} \mu \mathbf{M} \cdot A \mathbf{M} d x\right)  \tag{1.6}\\
=-\int_{\mathbb{R}^{3}} \mathbf{E} \mathbf{j} d x-\int_{\mathbb{R}^{3}} \sigma|\mathbf{E}|^{2} d x-\int_{G} \mu \alpha|\mathbf{M}|^{-1}|\mathbf{M} \wedge[\mathbf{H}-A \mathbf{M}]|^{2} d x
\end{gather*}
$$

for the system (1.1)-(1.4) including dissipative terms arising from the electrical conductivity $\sigma$ and the damping for $\partial_{t} \mathbf{M}$ on the set where $\alpha>0$. In the autonomous case where $\mathbf{j}=0$, the energy occurring in (1.6) is a nonincreasing function of the time $t$. However, no information about the asymptotic behavior of $\mathbf{M}$ and the magnetic field $\mathbf{H}$ (even on sets of nonvanishing electrical conductivity) can be obtained directly from this dissipation law, since there is no direct damping for any component of $\mathbf{H}$. In this paper the damping coefficient $\alpha$ may vanish on some part of the set $G$, which means that on this subset there is even no damping for $\partial_{t} \mathbf{M}$.

The main goal of section 3 is to show that the solenoidal part of the magnetic field decays in the weak topology and that the electric field converges for $t \rightarrow \infty$ weakly to some asymptotic state which is determined by the prescribed initial data $\mathbf{E}_{0}, \mathbf{H}_{0}, \mathbf{M}_{0}$ and the external current $\mathbf{j}$ (Theorem 2.2).

In section 4 it is shown that this convergence of the electromagnetic field is strong with respect to the energy norm for $t \rightarrow \infty$ on bounded sets of nonvanishing electrical conductivity (Theorem 2.4). Here, the main idea is to prove local energy estimates using a vector potential which provides additional dissipative terms for the magnetic field. Since the system (1.1)-(1.4) does not admit strong solutions with bounded derivatives for $t \rightarrow \infty$ in general, this strong convergence cannot be obtained from standard embedding results.

The existence of solutions to (1.1)-(1.4) has been proved in [6] for constant coefficients $\varepsilon, \mu$ and in [5] for nonsmooth coefficients $\varepsilon, \mu$. In the spatially one-dimensional case the local decay of the transverse components is shown in [7]. Uniqueness of solutions to (1.1)-(1.4) is still an open question, at least for nonsmooth coefficients as considered here. The quasi-stationary limit for this system is studied in [5], in which the size of the ferromagnetic medium is very small in comparison to the electromagnetic wave length. It is shown in [5] that in this case the magnetic field is governed by the equations of the magnetostatic approximation.

Existence and quasi-stationary limit for the Landau-Lifschitz equation for the magnetic moment with exchange interaction coupled with Maxwell's equations are studied in [2] and [3]; see also [11]. Furthermore it is shown in [2] and [3] that all points of the weak $\omega$-limit set are solutions of the corresponding stationary equations by using the $H^{1}(G)$ estimate coming from the second order exchange-energy term which does not occur in the system (1.1)-(1.4).
2. Definitions, assumptions, and statement of main results. All assumptions stated in this section shall be fulfilled throughout this paper. Let $G \subset \mathbb{R}^{3}$ be an open subset of finite measure. The dielectric and magnetic susceptibilities $\varepsilon, \mu \in L^{\infty}\left(\mathbb{R}^{3}\right)$ are assumed to have a positive lower bound, which means that

$$
\begin{equation*}
\varepsilon(x), \mu(x) \geq a_{0} \text { on } \mathbb{R}^{3} \text { with some } a_{0}>0 \tag{2.1}
\end{equation*}
$$

The assumptions on the initial data $\left(\mathbf{E}_{0}, \mathbf{H}_{0}\right) \in X$ and $\mathbf{j}$ are

$$
\begin{equation*}
\mathbf{j} \in L^{1}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L^{\infty}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right), \quad \mathbf{E}_{0} \in L^{2}\left(\mathbb{R}^{3}\right), \quad \mathbf{H}_{0} \in L^{2}\left(\mathbb{R}^{3}\right) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{0} \in L^{\infty}(G) \text { with } \operatorname{div}\left[\mu\left(\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right)\right]=0 \text { on } \mathbb{R}^{3} \tag{2.3}
\end{equation*}
$$

Next, $A \in L^{\infty}\left(G, \mathbb{R}^{3 \times 3}\right)$ is assumed to be a positive semidefinite matrix-valued function, which means that $A(x) \in \mathbb{R}^{3 \times 3}$ is symmetric and

$$
\begin{equation*}
y \cdot A(x) y \geq 0 \text { for all } x \in G, y \in \mathbb{R}^{3} \tag{2.4}
\end{equation*}
$$

It is assumed that the nonlinear function $F: G \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3 \times 3}$ satisfies

$$
\begin{equation*}
\mathbf{m} \cdot F(x, \mathbf{m}) \mathbf{h}=0 \text { for all } x \in G, \mathbf{h} \in \mathbb{R}^{3}, \text { and } \mathbf{m} \in \mathbb{R}^{3}, \tag{2.5}
\end{equation*}
$$

and that there is some nonnegative function $\beta \in L^{\infty}(G)$ such that

$$
\begin{equation*}
\mathbf{h} \cdot F(x, \mathbf{m}) \mathbf{h} \geq \beta(x)|F(x, \mathbf{m}) \mathbf{h}|^{2} \tag{2.6}
\end{equation*}
$$

for all $x \in G, \mathbf{h} \in \mathbb{R}^{3}$, and $\mathbf{m} \in \mathbb{R}^{3}$ with $|\mathbf{m}| \leq\left\|\mathbf{M}_{0}\right\|_{L^{\infty}(G)}$, where $\mathbf{M}_{0}$ is as in (2.2). Furthermore, $F$ is assumed to be locally Lipschitz-continuous with respect to $\mathbf{M}$; i.e., for $k \in(0, \infty)$ there exists $L_{k} \in(0, \infty)$ such that

$$
\begin{equation*}
|F(x, y)-F(x, \tilde{y})| \leq L_{k}|y-\tilde{y}| \tag{2.7}
\end{equation*}
$$

for all $x \in G, y \in \mathbb{R}^{3}$, and $\tilde{y} \in \mathbb{R}^{3}$ with $|y|+|\tilde{y}| \leq k$. Finally,

$$
\begin{equation*}
F(\cdot, 0) \in L^{\infty}(G) \tag{2.8}
\end{equation*}
$$

The conductivity satisfies

$$
\begin{equation*}
\sigma \in L^{\infty}\left(\mathbb{R}^{3}\right) \quad \text { and } \quad \sigma \geq 0 \tag{2.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
G_{0} \stackrel{\text { def }}{=}\{x \in G: \beta(x)=0\} \tag{2.10}
\end{equation*}
$$

with the nonnegative function $\beta \in L^{\infty}(G)$ occurring in assumption (2.6), and let

$$
\begin{equation*}
S_{\sigma} \stackrel{\text { def }}{=}\left\{x \in \mathbb{R}^{3}: \sigma(x)>0\right\} \tag{2.11}
\end{equation*}
$$

be the conducting region.
It is assumed that there is a nonempty open set $\mathcal{U} \subset S_{\sigma}$ such that

$$
\begin{equation*}
\overline{G_{0}} \subset \mathcal{U} \subset S_{\sigma} \tag{2.12}
\end{equation*}
$$

Roughly speaking this condition requires that the medium is conducting on a neighborhood of the region of undamped magnetization contained in $G_{0}$. Furthermore,

$$
\begin{equation*}
\varepsilon(x)=\mu(x)=1 \text { on } \mathbb{R}^{3} \backslash \mathcal{U} \tag{2.13}
\end{equation*}
$$

The physical meaning of this condition is that the set $\mathbb{R}^{3} \backslash S_{\sigma} \subset \mathbb{R}^{3} \backslash \mathcal{U}$ represents the vacuum region.

Remark 1. If $F$ is given by (1.5) with some nonnegative function $\alpha \in L^{\infty}(G)$, one obtains

$$
\begin{gathered}
\mathbf{h} \cdot F(x, \mathbf{m}) \mathbf{h}=-\alpha(x)|\mathbf{m}|^{-1} \mathbf{h} \cdot \mathbf{m} \wedge(\mathbf{m} \wedge \mathbf{h})=\alpha(x)|\mathbf{m}|^{-1}|\mathbf{m} \wedge \mathbf{h}|^{2} \\
\geq \alpha(x)\left\|\mathbf{M}_{0}\right\|_{L^{\infty}(G)}^{-1}|\mathbf{m} \wedge \mathbf{h}|^{2}
\end{gathered}
$$

and

$$
|F(x, \mathbf{m}) \mathbf{h}|^{2} \leq 2\|\gamma\|_{L^{\infty}(G)}^{2}|\mathbf{m} \wedge \mathbf{h}|^{2}+2\|\alpha\|_{L^{\infty}(G)}^{2}|\mathbf{m} \wedge \mathbf{h}|^{2}
$$

for all $x \in G, \mathbf{h} \in \mathbb{R}^{3}$, and $\mathbf{m} \in \mathbb{R}^{3}$ with $|\mathbf{m}| \leq\left\|\mathbf{M}_{0}\right\|_{L^{\infty}(G)}$, whence assumption (2.6). Furthermore, the set $G_{0}$ occurring in (2.10) can be chosen as $G_{0}=\{x \in G: \alpha(x)=0\}$ in this case.

Next, let $H_{\text {curl }}$ be the space of all $\mathbf{e} \in L^{2}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ with curl $\mathbf{e} \in L^{2}\left(\mathbb{R}^{3}\right)$. As in [5] let $1-P_{E}$ and $1-P_{H}$ be the orthogonal projectors on $H_{\text {curl }, 0} \stackrel{\text { def }}{=}\left\{\mathbf{f} \in H_{\text {curl }}\right.$ : curl $\mathbf{f}=0\}$ with respect to the weighted scalar products

$$
\langle\mathbf{e}, \mathbf{f}\rangle_{\varepsilon} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{3}} \varepsilon \mathbf{e} \cdot \mathbf{f} d x \quad \text { and } \quad\langle\mathbf{g}, \mathbf{h}\rangle_{\mu} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{3}} \mu \mathbf{g} \cdot \mathbf{h} d x,
$$

respectively. Furthermore, let $P_{0}$ be the orthogonal projector on $H_{d i v, 0} \stackrel{\text { def }}{=}\left\{\mathbf{f} \in H_{\text {curl }}\right.$ : $\operatorname{div} \mathbf{f}=0\}$ with respect to the standard scalar product. It can be regarded as a pseudodifferential operator of order zero and can be expressed by using a Fourier transform:

$$
\begin{equation*}
\left(1-P_{0}\right) \mathbf{u}=\mathcal{F}^{-1}\left(|k|^{-2} k \cdot \widehat{\mathbf{u}}(k) k\right) \tag{2.14}
\end{equation*}
$$

One of the main results in [5] is the existence of solutions.
Proposition 2.1. Assume (2.1)-(2.9). Then problem (1.1)-(1.4) admits a weak solution $(\mathbf{E}, \mathbf{H}, \mathbf{M})$ with the properties

$$
(\mathbf{E}, \mathbf{H}) \in C([0, \infty), X) \quad \text { and } \quad \mathbf{M} \in W_{l o c}^{1, \infty}\left([0, \infty), L^{2}(G)\right) \cap L_{l o c}^{\infty}\left([0, \infty), L^{\infty}(G)\right) .
$$

Here and in what follows, the space variable $x \in \mathbb{R}^{3}$ is often omitted in the notation for the sake of brevity. The Maxwell system (1.1) is fulfilled in the sense that

$$
\begin{gather*}
(\mathbf{E}(t), \mathbf{H}(t))=\exp (t B)\left(\mathbf{E}_{0}, \mathbf{H}_{0}\right)  \tag{2.15}\\
-\int_{0}^{t} \exp ((t-s) B)\left[\mathcal{R} \partial_{t} \mathbf{M}(s)+\left(\varepsilon^{-1} \mathbf{j}(s), 0\right)+F_{\sigma}(\mathbf{E}(s), \mathbf{H}(s))\right] d s,
\end{gather*}
$$

where $(\exp (t B))_{t \in \mathbb{R}}$ is the unitary group generated by the skew adjoint operator $B$ in the Hilbert space $X \xlongequal{\text { def }} L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{6}\right)$ introduced in [5, sect. 2]; see [9]. The definitions of $F_{\sigma}: X \rightarrow X$ and $\mathcal{R}: L^{2}(G) \rightarrow X$ can also be found in [5, sect. 2].

In what follows let $\mathcal{Z}$ be the set of all $\mathbf{f} \in H_{\text {curl }, 0}$ with $\mathbf{f}(x)=0$ for all $x \in S_{\sigma}$, where $S_{\sigma}$ is given in (2.11).

Let $P_{1}$ be the orthogonal projector on $\mathcal{Z}$ in $L^{2}\left(\mathbb{R}^{3}\right)$ with respect to the weighted scalar product $\langle\cdot, \cdot\rangle_{\varepsilon}$. Now the main result of this paper concerning weak convergence for $t \rightarrow \infty$ can be stated.

Theorem 2.2. Assume (2.1)-(2.13). Then every solution (E, H, M) (with the previously mentioned properties) to problem (1.1)-(1.4) satisfies

$$
\begin{gather*}
\mathbf{E}(t) \xrightarrow{t \rightarrow \infty} P_{1}\left(\mathbf{E}_{0}-\int_{0}^{\infty} \varepsilon^{-1} \mathbf{j}(s) d s\right) \text { in } L^{2}\left(\mathbb{R}^{3}\right) \text { weakly, } \\
P_{H} \mathbf{H}(t) \xrightarrow{t \rightarrow \infty} 0 \text { and } P_{0} \mathbf{H}(t) \xrightarrow{t \rightarrow \infty} 0 \text { in } L^{2}\left(\mathbb{R}^{3}\right) \text { weakly. } \tag{2.16}
\end{gather*}
$$

Corollary 2.3. Suppose that, in addition to the assumptions of Theorem 2.2,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathbf{D}_{0} \mathbf{f} d x=0 \text { for all } \mathbf{f} \in \mathcal{Z} \tag{2.17}
\end{equation*}
$$

where $\mathbf{D}_{0} \stackrel{\text { def }}{=} \varepsilon \mathbf{E}_{0}-\int_{0}^{\infty} \mathbf{j}(s) d s$. Then every solution $(\mathbf{E}, \mathbf{H}, \mathbf{M})$ to problem (1.1)-(1.4) satisfies

$$
\mathbf{E}(t) \xrightarrow{t \rightarrow \infty} 0 \text { in } L^{2}\left(\mathbb{R}^{3}\right) \text { weakly. }
$$

Since $\nabla \varphi \in \mathcal{Z}$ for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash \overline{S_{\sigma}}\right)$, condition (2.17) includes

$$
\operatorname{div} \mathbf{D}_{0}=0 \text { on } \mathbb{R}^{3} \backslash \overline{S_{\sigma}}
$$

By (1.1) one has

$$
\operatorname{div}[\varepsilon \mathbf{E}(t)]=\operatorname{div}\left[\varepsilon \mathbf{E}_{0}-\int_{0}^{t} \mathbf{j}(s) d s\right] \xrightarrow{t \rightarrow \infty} \operatorname{div} \mathbf{D}_{0}=0 \text { in } \mathcal{D}^{\prime}\left(\mathbb{R}^{3} \backslash \overline{S_{\sigma}}\right)
$$

if condition (2.17) is fulfilled. The physical meaning of this is that the space charge $\rho \stackrel{\text { def }}{=} \operatorname{div}[\varepsilon \mathbf{E}(t)]$ determined by the initial state $\left(\mathbf{E}_{0}, \mathbf{H}_{0}\right)$ and the prescribed current $\mathbf{j}$ decays on the nonconducting region $\mathbb{R}^{3} \backslash S_{\sigma}$ as $t \rightarrow \infty$.

The next theorem concerns the local energy decay of $\mathbf{E}$ and $Q_{H} \mathbf{H}$ on the conducting part of the medium.

Theorem 2.4. Suppose that the assumptions of Theorem 2.2 are satisfied and that, in addition to assumption (2.3), there exists some $\mathbf{A}_{0} \in H_{\text {curl }}$ with

$$
\begin{equation*}
\text { curl } \mathbf{A}_{0}=\mu\left[\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right] \tag{2.18}
\end{equation*}
$$

Let $K \subset \mathbb{R}^{3}$ be a compact set such that $\sigma$ has a positive lower bound on some open neighborhood $U$ of $K$; i.e., let $U \subset \mathbb{R}^{3}$ be open and $K \subset U$ be compact with

$$
\begin{equation*}
\sigma(x) \geq c_{0} \text { for all } x \in U \tag{2.19}
\end{equation*}
$$

with some $c_{0}>0$. Then every solution $(\mathbf{E}, \mathbf{H}, \mathbf{M})$ to problem (1.1)-(1.4) satisfies

$$
\|\mathbf{E}(t)\|_{L^{2}(K)}+\left\|Q_{H} \mathbf{H}(t)\right\|_{L^{2}(K)}+\left\|Q_{0} \mathbf{H}(t)\right\|_{L^{2}(K)} \xrightarrow{t \rightarrow \infty} 0 .
$$

3. Weak convergence for $\rightarrow \infty$, proof of Theorem 2.2. This section is concerned with the proof of Theorem 2.2 concerning the weak convergence of the field quantities for $t \rightarrow \infty$. For this purpose the basic energy dissipation law is proved first.

Lemma 3.1. Assume (2.1)-(2.13). Then every solution $(\mathbf{E}, \mathbf{H}, \mathbf{M})$ to problem (1.1)-(1.4) satisfies

$$
\begin{gather*}
(\mathbf{E}, \mathbf{H}) \in L^{\infty}((0, \infty), X), \quad \partial_{t} \mathbf{M} \in L^{\infty}\left((0, \infty), L^{2}(G)\right)  \tag{3.1}\\
\beta^{1 / 2} \partial_{t} \mathbf{M} \in L^{2}\left((0, \infty), L^{2}(G)\right) \tag{3.2}
\end{gather*}
$$

with the nonnegative function $\beta \in L^{\infty}(G)$ occurring in assumption (2.6). Furthermore,

$$
\begin{equation*}
|\mathbf{M}(t, x)|=\left|\mathbf{M}_{0}(x)\right| \leq C_{0} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{R}^{3}} \sigma|\mathbf{E}(t)|^{2} d x d t<\infty \tag{3.4}
\end{equation*}
$$

in particular

$$
\begin{equation*}
F_{\sigma}(\mathbf{E}(\cdot), \mathbf{H}(\cdot)) \in L^{2}((0, \infty), X) \tag{3.5}
\end{equation*}
$$

Proof. By assumption (2.5) multiplication of both sides of (1.2) with $\mathbf{M}$ gives $\mathbf{M} \partial_{t} \mathbf{M}=0$, whence (3.3). By the standard energy estimate for (2.15) one has

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\|(\mathbf{E}(t), \mathbf{H}(t))\|_{X}^{2}  \tag{3.6}\\
=-\left\langle(\mathbf{E}(t), \mathbf{H}(t)), F_{\sigma}(\mathbf{E}(t), \mathbf{H}(t))+\left(\varepsilon^{-1} \mathbf{j}(t), 0\right)+\mathcal{R} \partial_{t} \mathbf{M}(t)\right\rangle_{X} \\
=-\int_{\mathbb{R}^{3}} \mathbf{E}(t)[\sigma \mathbf{E}(t)+\mathbf{j}(t)] d x-\int_{G} \mu \mathbf{H}(t) \cdot \partial_{t} \mathbf{M}(t) d x
\end{gather*}
$$

Hence the energy functional

$$
\begin{equation*}
\mathcal{E}(t) \stackrel{\text { def }}{=} \frac{1}{2}\left(\|(\mathbf{E}(t), \mathbf{H}(t))\|_{X}^{2}+\int_{G} \mu \mathbf{M}(t) \cdot A \mathbf{M}(t) d x\right) \tag{3.7}
\end{equation*}
$$

satisfies

$$
\begin{gather*}
\mathcal{E}^{\prime}(t) \leq\left\|\varepsilon^{-1 / 2} \mathbf{j}(t)\right\|_{L^{2}\left(\mathbb{R}^{3}\right.} \mathcal{E}(t)^{1 / 2}  \tag{3.8}\\
-\int_{\mathbb{R}^{3}} \sigma|\mathbf{E}(t)|^{2}-\int_{G} \mu[\mathbf{H}(t)-A \mathbf{M}(t)] \cdot \partial_{t} \mathbf{M}(t) d x
\end{gather*}
$$

With

$$
\begin{gathered}
{[\mathbf{H}-A \mathbf{M}] \cdot \partial_{t} \mathbf{M}=[\mathbf{H}-A \mathbf{M}] \cdot F(x, \mathbf{M})[\mathbf{H}-A \mathbf{M}]} \\
\geq \beta|F(x, \mathbf{M})[\mathbf{H}-A \mathbf{M}]|^{2}=\beta\left|\partial_{t} \mathbf{M}\right|^{2}
\end{gathered}
$$

by (3.3) and assumption (2.6), it follows from (3.8) that

$$
\begin{equation*}
\mathcal{E}^{\prime}(t) \leq-\int_{\mathbb{R}^{3}} \sigma|\mathbf{E}(t)|^{2} d x+\left\|\varepsilon^{-1 / 2} \mathbf{j}(t)\right\|_{L^{2}} \mathcal{E}(t)^{1 / 2}-\int_{G} \mu \beta\left|\partial_{t} \mathbf{M}\right|^{2} d x \tag{3.9}
\end{equation*}
$$

Since $\mathbf{j} \in L^{1}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right)$, this completes the proof.
Next the weak $\omega$-limit set of $(\mathbf{E}, \mathbf{H})$ will be characterized by means of the following proposition.

Proposition 3.2. Assume (2.13) and let $\mathbf{g} \in X$ with

$$
\begin{equation*}
\underline{(\exp (t B) \mathbf{g}}_{1}=0 \text { on } \mathcal{U} \text { for all } t \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

Then $\mathbf{g} \in H_{\text {curl }, 0} \times H_{\text {curl }, 0}=\operatorname{ker} B$.

Here and in what follows, $\underline{\mathbf{u}}_{1} \in \mathbb{C}^{3}$ denotes the first three and $\underline{\mathbf{u}}_{2} \in \mathbb{C}^{3}$ denotes the last three components of a vector $\mathbf{u} \in \mathbb{C}^{6}$.

Proof. In Lemma 2 of [10] this assertion is proved for the scalar wave equation with smooth coefficients and Maxwell's equations with constant coefficients on arbitrary spatial domains. In [4] this has been generalized to discontinuous coefficients $\varepsilon$ and $\mu$ satisfying (2.13). However, in the whole space case a shorter proof is possible. For this purpose let

$$
\begin{equation*}
\mathcal{A}(f) \mathbf{u} \stackrel{\text { def }}{=} \int_{\mathbb{R}} \hat{f}(t) \exp (-t B) \mathbf{u} d t \tag{3.11}
\end{equation*}
$$

for $f \in C_{0}^{\infty}(\mathbb{R})$ and $\mathbf{u} \in X$, where $\hat{f}$ denotes the Fourier transform of $f$. Then $\mathcal{A}(f) \mathbf{u} \in D\left(B^{k}\right)$, and with $f_{k}(\lambda)=(-i \lambda)^{k} f(\lambda)$ one has

$$
\begin{equation*}
B^{k} \mathcal{A}(f) \mathbf{u}=\int_{\mathbb{R}} \hat{f}^{(k)}(t) \exp (-t B) \mathbf{g} d t=\mathcal{A}\left(f_{k}\right) \mathbf{u} \tag{3.12}
\end{equation*}
$$

Suppose that $\mathbf{g} \in X$ satisfies (3.10). Let $f \in C_{0}^{\infty}(\mathbb{R}), \mathbf{G} \stackrel{\text { def }}{=} \mathcal{A}(f) \mathbf{g} \in D(B)$. Then (3.10), (3.11), and (3.12) yield $\underline{\left(B^{k} \mathbf{G}\right)_{1}}=0$ on $\mathcal{U}$. Since

$$
B^{k+1} \mathbf{G}=\left(\varepsilon^{-1} \operatorname{curl}{\underline{\left(B^{k} \mathbf{G}\right)}}_{2},-\mu^{-1} \operatorname{curl} \underline{\left(B^{k} \mathbf{G}\right)} 1\right)
$$

this also gives $\left.\underline{(B}^{k} \mathbf{G}\right)_{2}=0$ on the open set $\mathcal{U}$ and, thus,

$$
\begin{equation*}
B^{k} \mathbf{G}=0 \text { on } \mathcal{U} \text { for all } k \geq 1 \tag{3.13}
\end{equation*}
$$

By assumption (2.13) it follows from (3.13) that

$$
\begin{equation*}
B^{k+1} \mathbf{G}=\left(\varepsilon \underline{\left(B^{k+1} \mathbf{G}\right)_{1}}, \mu \underline{\left(B^{k+1} \mathbf{G}\right)_{2}}\right)=\left(\operatorname{curl}{\underline{\left(B^{k} \mathbf{G}\right)}}_{2},-\operatorname{curl} \underline{\left(B^{k} \mathbf{G}\right)_{1}}\right) \tag{3.14}
\end{equation*}
$$

for all $k \geq 0$ on $\mathbb{R}^{3}$ in the sense of distributions. By induction (3.14) yields

$$
\begin{equation*}
(1-\Delta)^{k} B \mathbf{G}=\mathcal{A}\left(h_{k}\right) \mathbf{g} \in L^{2}\left(\mathbb{R}^{3}\right) \tag{3.15}
\end{equation*}
$$

in the sense of distributions with $h_{k}(\lambda) \stackrel{\text { def }}{=}-i \lambda\left(1+\lambda^{2}\right)^{k} f(\lambda)$. By (3.11) and (3.15) one obtains

$$
\begin{gather*}
\left\|(1-\Delta)^{k} B \mathbf{G}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq\left\|\widehat{h_{k}}\right\|_{L^{1}(\mathbb{R})}\|\mathbf{g}\|_{X} \leq C_{1}\left\|\left(1+\xi^{2}\right) \widehat{h_{k}}(\xi)\right\|_{L^{\infty}(\mathbb{R})}  \tag{3.16}\\
\leq C_{2}\left\|h_{k}-h_{k}^{\prime \prime}\right\|_{L^{1}(\mathbb{R})} \leq C_{3}^{k} \text { for all } k \in \mathbb{N} .
\end{gather*}
$$

By Sobolev's embedding theorem one obtains from (3.16) $B \mathbf{G} \in C^{\infty}\left(\mathbb{R}^{3}\right)$ and

$$
\begin{equation*}
\left\|\partial^{\alpha} B \mathbf{G}\right\|_{L^{\infty}} \leq C_{4}\left\|\partial^{\alpha} B \mathbf{G}\right\|_{H^{2}\left(\mathbb{R}^{3}\right)} \leq C_{5}\left\|(1-\Delta)^{n+1} B \mathbf{G}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq C_{6}^{n+1} \tag{3.17}
\end{equation*}
$$

for all $n \in \mathbb{N}$ and $|\alpha| \leq 2 n$ with $C_{1}-C_{6} \in(0, \infty)$ independent of $n$. This yields the real analyticity of $B \mathbf{G}$. By (3.13) this analyticity implies $B \mathbf{G}=0$ on all of $\mathbb{R}^{3}$, i.e.,

$$
\begin{equation*}
\mathcal{A}(f) \mathbf{g} \in \operatorname{ker} B \text { for all } f \in C_{0}^{\infty}(\mathbb{R}) \tag{3.18}
\end{equation*}
$$

Since ker $B$ is a closed subspace of $X=L^{2}\left(\mathbb{R}^{3}\right)$ and there is a sequence $f_{n} \in C_{0}^{\infty}(\mathbb{R})$ with $\mathcal{A}\left(f_{n}\right) \mathbf{g} \xrightarrow{n \rightarrow \infty} \mathbf{g},(3.18)$ completes the proof.

In what follows let $\omega_{0}$ denote the $\omega$-limit set of $(\mathbf{E}, \mathbf{H})$ with respect to the weak topology of $X$, i.e., the set of all $\mathbf{g} \in X$ such that there exists a sequence $t_{n} \xrightarrow{n \rightarrow \infty} \infty$ with $\left(\mathbf{E}\left(t_{n}\right), \mathbf{H}\left(t_{n}\right)\right) \xrightarrow{n \rightarrow \infty} \mathbf{g}$ in $X$ weakly. Since $(\mathbf{E}, \mathbf{H}) \in L^{\infty}((0, \infty), X)$ by Lemma 3.1 this set is nonempty.

Lemma 3.3. Under the assumptions of Theorem 2.2 it follows that $\omega_{0} \subset \mathcal{Z} \times$ $H_{\text {curl }, 0} \subset$ ker $B$.

Proof. Suppose $\mathbf{g} \in X$ and $t_{n} \xrightarrow{n \rightarrow \infty} \infty$ with

$$
\begin{equation*}
\left(\mathbf{E}\left(t_{n}\right), \mathbf{H}\left(t_{n}\right)\right) \xrightarrow{n \rightarrow \infty} \mathbf{g} \text { in } X \text { weakly. } \tag{3.19}
\end{equation*}
$$

Let $\mathbf{u}^{(n)}(t) \stackrel{\text { def }}{=}\left(\mathbf{E}\left(t_{n}+t\right), \mathbf{H}\left(t_{n}+t\right)\right)$ for $t \in\left(-t_{n}, \infty\right)$ and $\mathbf{u}^{(n)}(t) \stackrel{\text { def }}{=} 0$ for $t \leq-t_{n}$. Next, let $\mathbf{m}^{(n)}(t) \stackrel{\text { def }}{=} \mathbf{M}\left(t_{n}+t\right)$ for $t \in\left(-t_{n}, \infty\right)$ and $\mathbf{m}^{(n)}(t) \stackrel{\text { def }}{=} 0$ for $t \leq-t_{n}$. After passing to a further subsequence, one has by (3.1)

$$
\begin{equation*}
\partial_{t} \mathbf{m}^{(n)} \xrightarrow{n \rightarrow \infty} \mathbf{r}^{(\infty)} \text { in } L^{\infty}\left(\mathbb{R}, L^{2}(G)\right) \text { weak-*. } \tag{3.20}
\end{equation*}
$$

Let $t \in \mathbb{R}$. By (2.15) one has

$$
\begin{gathered}
\mathbf{u}^{(n)}(t)=\exp (t B)\left(\mathbf{E}\left(t_{n}\right), \mathbf{H}\left(t_{n}\right)\right) \\
-\int_{t_{n}}^{t_{n}+t} \exp \left(\left(t_{n}+t-\tau\right) B\right)\left[F_{\sigma}(\mathbf{E}(\tau), \mathbf{H}(\tau))+\mathcal{R} \partial_{t} \mathbf{M}(\tau)+\left(\varepsilon^{-1} \mathbf{j}(\tau), 0\right)\right] d \tau \\
=\exp (t B)\left(\mathbf{E}\left(t_{n}\right), \mathbf{H}\left(t_{n}\right)\right) \\
-\int_{0}^{t} \exp ((t-s) B)\left[F_{\sigma}\left(\mathbf{E}\left(s+t_{n}\right), \mathbf{H}\left(s+t_{n}\right)\right)+\mathcal{R} \partial_{t} \mathbf{m}^{(n)}(s)+\left(\varepsilon^{-1} \mathbf{j}\left(s+t_{n}\right), 0\right)\right] d s
\end{gathered}
$$

for all $n \in \mathbb{N}$ with $t_{n}+t \geq 0$. (In order to apply Proposition 3.2 it is necessary also to consider $t \leq 0$.) With $\mathbf{j} \in L^{1}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right)$, it follows from (3.5) and (3.19) that

$$
\begin{gather*}
\mathbf{u}^{(n)}(t) \xrightarrow{n \rightarrow \infty} \mathbf{u}^{(\infty)}(t)  \tag{3.21}\\
\stackrel{\text { def }}{=} \exp (t B) \mathbf{g}-\int_{0}^{t} \exp ((t-s) B) \mathcal{R} \mathbf{r}^{(\infty)}(s) d s \text { in } X \text { weakly for all } t \in \mathbb{R}
\end{gather*}
$$

In particular, $\mathbf{u}_{\infty} \in C(\mathbb{R}, X)$ is a generalized solution of

$$
\begin{equation*}
\partial_{t} \mathbf{u}^{(\infty)}=B \mathbf{u}^{(\infty)}-\mathcal{R} \mathbf{r}^{(\infty)} \tag{3.22}
\end{equation*}
$$

in the sense of (2.15). For all $a, b \in \mathbb{R}$ with $a<b$ it follows from (3.21) that

$$
\begin{equation*}
\int_{a}^{b} \sigma \underline{\mathbf{u}}^{(n)}{ }_{1}(t) d t \xrightarrow{n \rightarrow \infty} \int_{a}^{b} \sigma \underline{\mathbf{u}}^{(\infty)}(t)_{1} d t \text { in } L^{2}\left(S_{\sigma}\right) \tag{3.23}
\end{equation*}
$$

On the other hand, it follows from (3.5) that

$$
\begin{equation*}
\left\|\int_{a}^{b} \sigma{\underline{\mathbf{u}^{(n)}} 1}^{1}(t) d t\right\|_{L^{2}\left(S_{\sigma}\right)} \leq(b-a)^{1 / 2}\left(\int_{a+t_{n}}^{b+t_{n}}\|\sigma \mathbf{E}(t)\|_{L^{2}\left(S_{\sigma}\right)}^{2} d t\right)^{1 / 2} \xrightarrow{n \rightarrow \infty} 0 \tag{3.24}
\end{equation*}
$$

Now (3.23) and (3.24) yield $\int_{a}^{b} \sigma \underline{\mathbf{u}^{(\infty)}}{ }_{1}(t) d t=0$ on $S_{\sigma}$ for all $a, b \in \mathbb{R}, a<b$, which implies that

$$
\begin{equation*}
\underline{\mathbf{u}}^{(\infty)}{ }_{1}(t)=0 \text { on } S_{\sigma} \text { for all } t \in \mathbb{R} \tag{3.25}
\end{equation*}
$$

Let $\widetilde{\mathbf{r}}^{(\infty)}(t)$ denote the extension of $\mathbf{r}^{(\infty)}(t)$ by zero outside $G$. Then (3.22) and (3.25) yield, by assumption (2.12),

$$
\begin{equation*}
\operatorname{curl}{\underline{\mathbf{u}^{(\infty)}}}_{2}=\partial_{t}\left(\varepsilon{\underline{\mathbf{u}^{(\infty)}}}_{1}\right)=0 \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t}\left(\mu \underline{\mathbf{u}}^{(\infty)}{ }_{2}\right)+\mu \widetilde{\mathbf{r}}^{(\infty)}=-\operatorname{curl} \underline{\mathbf{u}}^{(\infty)}{ }_{1}=0 \tag{3.27}
\end{equation*}
$$

on $\mathbb{R} \times \mathcal{U}$ in the sense of distributions. Since $\mu^{-1} \in L^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}^{3 \times 3}\right)$ is independent of $t$, it follows easily from (3.27) that

$$
\partial_{t} \underline{\mathbf{u}^{(\infty)}} 2+\widetilde{\mathbf{r}}^{(\infty)}=0 \text { on } \mathbb{R} \times \mathcal{U}
$$

Invoking (3.26) yields

$$
\begin{equation*}
\operatorname{curl} \widetilde{\mathbf{r}}^{(\infty)}=-\partial_{t} \operatorname{curl} \underline{\mathbf{u}}^{(\infty)}{ }_{2}=0 \tag{3.28}
\end{equation*}
$$

on $\mathbb{R} \times \mathcal{U}$ in the sense of distributions.
Next, it follows from (3.2) that for all $a<b$,

$$
\left\|\beta^{1 / 2} \int_{a}^{b} \partial_{t} \mathbf{m}^{(n)}(t) d t\right\|_{L^{2}(G)} \leq(b-a)^{1 / 2}\left(\int_{a+t_{n}}^{b+t_{n}}\left\|\beta^{1 / 2} \partial_{t} \mathbf{M}(t)\right\|_{L^{2}(G)}^{2} d t\right)^{1 / 2} \xrightarrow{n \rightarrow \infty} 0
$$

which implies that

$$
\int_{a}^{b} \mathbf{r}^{(\infty)}(t, x) d t=0 \text { for all } x \in G \text { with } \beta(x)>0
$$

Hence, one obtains by (2.10)

$$
\mathbf{r}^{(\infty)}(t)=0 \text { a.e. on } G \backslash G_{0}
$$

and, thus,

$$
\begin{equation*}
\widetilde{\mathbf{r}}^{(\infty)}(t)=0 \text { a.e. on } \mathbb{R}^{3} \backslash \overline{G_{0}}, \tag{3.29}
\end{equation*}
$$

since $\widetilde{\mathbf{r}}^{(\infty)}(t)$ is the extension of $\mathbf{r}^{(\infty)}(t)$ by zero outside $G$. Recall that $\overline{G_{0}} \subset \mathcal{U}$ by assumption (2.12). Hence, (3.28) and (3.29) imply

$$
\widetilde{\mathbf{r}^{(\infty)}(t)} \in H_{c u r l, 0} \text { for all } t \in \mathbb{R}
$$

In particular,

$$
\begin{equation*}
\mathcal{R} \mathbf{r}^{(\infty)}(t) \in \operatorname{ker} B \text { for all } t \in \mathbb{R} \tag{3.30}
\end{equation*}
$$

Going back to (3.21), one obtains from (3.30)

$$
\mathbf{u}^{(\infty)}(t)=\exp (t B) \mathbf{g}-\int_{0}^{t} \mathcal{R} \mathbf{r}^{(\infty)}(s) d s \text { for all } t \in \mathbb{R}
$$

Since $\underline{\left(\mathcal{R} \mathbf{r}^{(\infty)}(s)\right)_{1}}=0$, one has

$$
\underline{\mathbf{u}}^{(\infty)}(t)_{1}=\underline{(\exp (t B) \mathbf{g}}_{1} \text { for all } t \in \mathbb{R}
$$

in particular

$$
\begin{equation*}
\underline{(\exp (t B) \mathbf{g}}_{1}=0 \text { on } S_{\sigma} \text { for all } t \in \mathbb{R} \tag{3.31}
\end{equation*}
$$

by (3.25). Now it follows from assumption (2.12), (3.31), and Proposition 3.2 that $\mathbf{g} \in H_{\text {curl }, 0} \times H_{\text {curl }, 0}$. Furthermore, $\underline{\mathbf{g}}_{1}=0$ on $S_{\sigma}$ by (3.31), whence $\underline{\mathbf{g}}_{1} \in \mathcal{Z}$.

Remark 2. The open neighborhood $U$ of $G_{0}$ with positive conductivity in assumption (2.12) is necessary to show that $\widetilde{\mathbf{r}}^{(\infty)}(t)$, the extension of $\mathbf{r}^{(\infty)}(t)$ by zero outside $G$, is curl free on all of $\mathbb{R}^{3}$. (In particular, the fact that $\mathbf{r}^{(\infty)}(t)$ is supported in $G_{0}$ is used here.) If only $G_{0} \subset S_{\sigma}$ instead of (2.12) is assumed, one can only conclude that curl $\mathbf{r}^{(\infty)}=0$ on $\mathbb{R} \times G_{0}$, but in general not curl $\widetilde{\mathbf{r}}^{(\infty)}=0$ on $\mathbb{R} \times \mathbb{R}^{3}$, which is required for (3.30).

Lemma 3.4. Under the assumptions of Theorem 2.2 it follows that

$$
\begin{equation*}
\left\|P_{1} \mathbf{E}(t)-P_{1}\left[\mathbf{E}_{0}-\int_{0}^{\infty} \varepsilon^{-1} \mathbf{j}(s) d s\right]\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \xrightarrow{t \rightarrow \infty} 0 \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-P_{H}\right) \mathbf{H}(t)=-\left(1-P_{H}\right) \tilde{\mathbf{M}}(t) \tag{3.33}
\end{equation*}
$$

for every solution $(\mathbf{E}, \mathbf{H}, \mathbf{M})$ to problem (1.1)-(1.4).
Proof. Since

$$
\operatorname{ran} P_{H}=\left\{\mathbf{h} \in L^{2}\left(\mathbb{R}^{3}\right): \operatorname{div}(\mu \mathbf{h})=0\right\}
$$

it follows from (2.3) that

$$
\begin{equation*}
\left(1-P_{H}\right)\left(\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right)=0 \tag{3.34}
\end{equation*}
$$

Let $\mathbf{a} \in \mathcal{Z} \times H_{\text {curl }, 0} \subset$ ker $B$, which means $\mathbf{a} \in \operatorname{ker} B$ and $\underline{\mathbf{a}}_{1}=0$ on $S_{\sigma}$. Then (2.15) and (3.34) yield

$$
\begin{gathered}
\left\langle\left(P_{1} \mathbf{E}(t),\left(1-P_{H}\right) \mathbf{H}(t)\right), \mathbf{a}\right\rangle_{X}=\langle(\mathbf{E}(t), \mathbf{H}(t)), \mathbf{a}\rangle_{X} \\
=\left\langle\left(\mathbf{E}_{0}, \mathbf{H}_{0}\right)-\int_{0}^{t}\left[\mathcal{R} \partial_{t} \mathbf{M}(s)+F_{\sigma}(\mathbf{E}(s), \mathbf{H}(s))+\left(\varepsilon^{-1} \mathbf{j}(s), 0\right)\right] d s, \mathbf{a}\right\rangle_{X} \\
=\left\langle\left(\mathbf{E}_{0}-\int_{0}^{t} \varepsilon^{-1} \mathbf{j}(s) d s, \mathbf{H}_{0}+\tilde{\mathbf{M}_{0}}-\tilde{\mathbf{M}}(t)\right), \mathbf{a}\right\rangle_{X} \\
=\left\langle\left(P_{1}\left[\mathbf{E}_{0}-\int_{0}^{t} \varepsilon^{-1} \mathbf{j}(s) d s\right],-\left(1-P_{H}\right) \tilde{\mathbf{M}}(t)\right), \mathbf{a}\right\rangle_{X}
\end{gathered}
$$

whence (3.33) and

$$
\begin{equation*}
P_{1} \mathbf{E}(t)=P_{1}\left[\mathbf{E}_{0}-\int_{0}^{t} \varepsilon^{-1} \mathbf{j}(s) d s\right] \tag{3.35}
\end{equation*}
$$

from which the assertion follows, since $\mathbf{j} \in L^{1}\left(0, \infty, L^{2}\left(\mathbb{R}^{3}\right)\right)$.

Completion of the proof of Theorem 2.2. Since $1-P_{1}$ and $P_{H}$ are the orthogonal projectors on $\mathcal{Z}^{\perp}$ and $H_{\text {curl, } 0}^{\perp}$, respectively, it follows from Lemma 3.3 that zero is the only possible accumulation point of $\left(\left(1-P_{1}\right) \mathbf{E}(t), P_{H} \mathbf{H}(t)\right)$ and $\left(\left(1-P_{1}\right) \mathbf{E}(t), P_{0} \mathbf{H}(t)\right)$ for $t \rightarrow \infty$ with respect to the weak topology of $X$. Hence, by Lemma 3.1,

$$
P_{0} \mathbf{H}(t) \xrightarrow{t \rightarrow \infty} 0 \text { in } L^{2}\left(\mathbb{R}^{3}\right) \text { weakly }
$$

and

$$
\begin{equation*}
\left(\left(1-P_{1}\right) \mathbf{E}(t), P_{H} \mathbf{H}(t)\right) \xrightarrow{t \rightarrow \infty} 0 \text { in } X \text { weakly. } \tag{3.36}
\end{equation*}
$$

Finally, the assertion follows from Lemma 3.4 and (3.36).
4. Local strong decay, proof of Theorem 2.4. In what follows let (E, H, M) be a solution to problem (1.1)-(1.4). The following lemma is based on a result in [5].

Lemma 4.1. Let $T>0$ and $\mathbf{g} \in W^{1, \infty}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right)$. Then

$$
\begin{equation*}
\int_{0}^{T} \chi(s) \int_{\mathbb{R}^{3}} \psi \mathbf{g}(t+s) \cdot P_{H} \mathbf{H}(t+s) d x d s \xrightarrow{t \rightarrow \infty} 0 \tag{4.1}
\end{equation*}
$$

for all $\chi \in C_{0}^{\infty}(0, T)$ and $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$.
Proof. Let $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ with $t_{n} \xrightarrow{n \rightarrow \infty} \infty, \mathbf{h}_{n}(t) \stackrel{\text { def }}{=} P_{H} \mathbf{H}\left(t_{n}+t\right)$, and $\mathbf{G}_{n}(t) \stackrel{\text { def }}{=}$ $\chi(t) \psi \mathbf{g}\left(t_{n}+t\right)$. Then it follows from (2.16) that

$$
\begin{equation*}
\mathbf{h}_{n} \xrightarrow{n \rightarrow \infty} 0 \text { in } L^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{3}\right)\right) \text { weak-*. } \tag{4.2}
\end{equation*}
$$

Since $\operatorname{ran}\left(1-P_{H}\right) \subset H_{\text {curl }, 0}$, one has by (1.1)

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathbf{h}_{n}(t) \operatorname{curl} \varphi d x=\int_{\mathbb{R}^{3}} \mathbf{H}\left(t_{n}+t\right) \operatorname{curl} \varphi d x=\frac{d}{d t} \int_{\mathbb{R}^{3}} \mathbf{D}_{n}(t) \cdot \varphi d x \tag{4.3}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ with

$$
\mathbf{D}_{n}(t) \stackrel{\text { def }}{=} \varepsilon \mathbf{E}\left(t_{n}+t\right)+\int_{t_{n}}^{t_{n}+t}(\sigma \mathbf{E}(s)+\mathbf{j}(s)) d s
$$

By Lemma 3.1 the sequences $\left\{\mathbf{D}_{n}\right\}_{n \in \mathbb{N}},\left\{\mathbf{G}_{n}\right\}_{n \in \mathbb{N}}$, and $\left\{\mathbf{h}_{n}\right\}_{n \in \mathbb{N}}$ are bounded sequences in $L^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{3}\right)\right)$. Furthermore, $\left\{\mathbf{G}_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous in the sense that for all $\theta>0$ there exists some $\delta>0$ such that

$$
\left\|\mathbf{G}_{n}(t)-\mathbf{G}_{n}(s)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq \theta \text { for all } n \in \mathbb{N} \text { and } s, t \in(0, T) \text { with }|s-t| \leq \delta
$$

Hence, $\left\{\mathbf{D}_{n}\right\}_{n \in \mathbb{N}},\left\{\mathbf{G}_{n}\right\}_{n \in \mathbb{N}}$, and $\left\{\mathbf{h}_{n}\right\}_{n \in \mathbb{N}}$ satisfy all assumptions required for Lemma 3.4 in [5]. Since $\psi$ has compact support, Lemma 3.4 in [5] yields
$\int_{0}^{T} \chi(s) \int_{\mathbb{R}^{3}} \psi \mathbf{g}\left(t_{n}+s\right) \cdot P_{H} \mathbf{H}\left(t_{n}+s\right) d x d s=\int_{0}^{T} \int_{\text {supp } \psi} \psi \mathbf{G}_{n}(s) \cdot P_{H} \mathbf{h}_{n}(s) d x d s \xrightarrow{n \rightarrow \infty} 0$,
which completes the proof.
Proof of Theorem 2.4. The decay of $P_{H} \mathbf{H}$ does not follow directly from (3.9), since $\mathbf{H}$ does not occur in the right-hand side of (3.9). In order to obtain a dissipative term also for the magnetic field, a vector potential $\mathbf{A}$ is introduced.

Let $\mathbf{A}_{1} \stackrel{\text { def }}{=} P_{0} \mathbf{A}_{0} \in H_{\text {curl }} \cap \operatorname{ran} P_{0}=H_{\text {curl }} \cap H_{\text {div }, 0}$ with $\mathbf{A}_{0} \in H_{\text {curl }}$ as in (2.18). Then

$$
\begin{equation*}
\operatorname{curl} \mathbf{A}_{1}=\operatorname{curl} \mathbf{A}_{0}=\mu\left[\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right] \tag{4.4}
\end{equation*}
$$

by (2.18). Let

$$
\begin{equation*}
\mathbf{A}(t) \stackrel{\text { def }}{=} \mathbf{A}_{1}-\int_{0}^{t} P_{0} \mathbf{E}(s) d s \in H_{c u r l} \cap H_{d i v, 0} \tag{4.5}
\end{equation*}
$$

Then it follows from (1.1), (4.4), and (4.5) that for all $\mathbf{g} \in H_{\text {curl }}$, one has

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} \mathbf{A}(t) \operatorname{curl} \mathbf{g} d x=\int_{\mathbb{R}^{3}} \mathbf{A}_{1} \operatorname{curl} \mathbf{g} d x-\int_{0}^{t} \int_{\mathbb{R}^{3}} P_{0} \mathbf{E}(s) \cdot \operatorname{curl} \mathbf{g} d x d s \\
&=\int_{\mathbb{R}^{3}} \mu\left[\mathbf{H}_{0}+\tilde{\mathbf{M}}_{0}\right] \cdot \mathbf{g} d x-\int_{0}^{t} \int_{\mathbb{R}^{3}} \mathbf{E}(s) \operatorname{curl} \mathbf{g} d x d s \\
&=\int_{\mathbb{R}^{3}} \mu(\mathbf{H}(t)+\tilde{\mathbf{M}}(t)) \cdot \mathbf{g} d x
\end{aligned}
$$

Hence, $\mathbf{A}(t) \in H_{\text {curl }} \cap H_{\text {div,0 }}$ and, by (3.33),

$$
\begin{equation*}
\operatorname{curl} \mathbf{A}(t)=\mu(\mathbf{H}(t)+\tilde{\mathbf{M}}(t))=\mu P_{H}(\mathbf{H}(t)+\tilde{\mathbf{M}}(t)) \tag{4.6}
\end{equation*}
$$

By a classical estimate one has

$$
\begin{equation*}
\|\mathbf{a}\|_{L^{6}\left(\mathbb{R}^{3}\right)} \leq C_{2}\|\operatorname{curl} \mathbf{a}\|_{L^{2}\left(\mathbb{R}^{3}\right)} \text { for all } \mathbf{a} \in H_{c u r l} \cap H_{\text {div }, 0} \tag{4.7}
\end{equation*}
$$

Thus, (4.6) yields

$$
\begin{equation*}
\|\mathbf{A}(t)\|_{L^{6}\left(\mathbb{R}^{3}\right)} \leq C_{2}\left\|P_{H}(\mathbf{H}(t)+\tilde{\mathbf{M}}(t))\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq C_{3} \tag{4.8}
\end{equation*}
$$

where $C_{1}-C_{3}$ are independent of $t$. By (4.6) and the estimates (3.1) and (4.8), one has $\mathbf{A} \in L^{\infty}\left((0, \infty), L^{6}\left(\mathbb{R}^{3}\right)\right)$ and curl $\mathbf{A} \in L^{\infty}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right)$. Therefore, it follows that

$$
\begin{equation*}
\{\mathbf{A}(t): t \in(0, \infty)\} \text { is precompact in } L^{2}(K) \tag{4.9}
\end{equation*}
$$

for all compact subsets $K \subset \mathbb{R}^{3}$. Now let $U \subset \mathbb{R}^{3}$ and $K \subset U$ be as in (2.19) and choose $\psi \in C_{0}^{\infty}(U)$ with $\psi=1$ on $K$. First, it follows from Lemma 3.1 and (2.19) that

$$
\begin{equation*}
\int_{0}^{T}\left\|\psi^{1 / 2} \mathbf{E}(t+s)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} d s \xrightarrow{t \rightarrow \infty} 0 \text { for all } T>0 \tag{4.10}
\end{equation*}
$$

Let

$$
\begin{equation*}
g(t) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{3}} \psi \varepsilon \mathbf{E}(t) \mathbf{A}(t) d x \tag{4.11}
\end{equation*}
$$

By (4.8), Hölder's inequality, and (4.10) one has, for all $T>0$,

$$
\begin{equation*}
\int_{0}^{T}|g(t+s)| d s \leq C_{1} \int_{0}^{T}\|\psi \mathbf{E}(t+s)\|_{L^{2}\left(\mathbb{R}^{3}\right)} d s \xrightarrow{t \rightarrow \infty} 0 \tag{4.12}
\end{equation*}
$$

From (1.1), (3.1) again, (4.6), (4.5), and (4.11) it follows that

$$
\begin{gather*}
g^{\prime}(t)=\int_{\mathbb{R}^{3}} \mathbf{H}(t) \operatorname{curl}(\psi \mathbf{A}(t)) d x-\int_{\mathbb{R}^{3}} \psi[\sigma \mathbf{E}(t)+\mathbf{j}(t)] \mathbf{A}(t) d x  \tag{4.13}\\
-\int_{\mathbb{R}^{3}} \psi \varepsilon \mathbf{E}(t) \cdot P_{0} \mathbf{E}(t) d x \\
\geq \int_{\mathbb{R}^{3}} \mathbf{H}(t) \operatorname{curl}(\psi \mathbf{A}(t)) d x-C_{1}\|\psi \mathbf{E}(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)}-C_{1}\|\psi \mathbf{j}(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)} .
\end{gather*}
$$

With (4.6) one obtains

$$
\begin{gathered}
\int_{\mathbb{R}^{3}} \mathbf{H}(t) \operatorname{curl}(\psi \mathbf{A}(t)) d x=\int_{\mathbb{R}^{3}}\left(P_{H} \mathbf{H}(t)\right) \operatorname{curl}(\psi \mathbf{A}(t)) d x \\
=\int_{\mathbb{R}^{3}} \psi\left|\mu^{1 / 2} P_{H} \mathbf{H}(t)\right|^{2} d x+\int_{\mathbb{R}^{3}} \psi \mu \cdot\left(P_{H} \mathbf{H}(t)\right) \cdot P_{H} \tilde{\mathbf{M}}(t) d x \\
\quad+\int_{\mathbb{R}^{3}}(\nabla \psi) \wedge \mathbf{A}(t) \cdot P_{H} \mathbf{H}(t) d x
\end{gathered}
$$

and hence, by (4.13),

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} \psi\left|\mu^{1 / 2} P_{H} \mathbf{H}(t)\right|^{2} d x \leq g^{\prime}(t)+C_{1}\|\psi \mathbf{E}(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)}+C_{1}\|\psi \mathbf{j}(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)}  \tag{4.14}\\
& -\int_{\mathbb{R}^{3}} \psi \mu \cdot\left(P_{H} \mathbf{H}(t)\right) \cdot P_{H} \tilde{\mathbf{M}}(t) d x-\int_{\mathbb{R}^{3}}(\nabla \psi) \wedge \mathbf{A}(t) \cdot P_{H} \mathbf{H}(t) d x
\end{align*}
$$

It follows from (2.16) and (4.9) that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}(\nabla \psi) \wedge \mathbf{A}(t) \cdot P_{H} \mathbf{H}(t) d x \xrightarrow{t \rightarrow \infty} 0 \tag{4.15}
\end{equation*}
$$

Now a time average is estimated in (4.14). For this purpose let $\chi \in C_{0}^{\infty}((0,1),[0, \infty))$. Then Lemma 4.1 yields

$$
\begin{equation*}
\int_{0}^{1} \chi(s) \int_{\mathbb{R}^{3}} \psi \mu \cdot\left(P_{H} \mathbf{H}(t+s)\right) \cdot P_{H} \tilde{\mathbf{M}}(t+s) d x d s \xrightarrow{t \rightarrow \infty} 0 \tag{4.16}
\end{equation*}
$$

since $\mathbf{G} \stackrel{\text { def }}{=} P_{H}(\tilde{\mathbf{M}}(\cdot)) \in W^{1, \infty}\left((0, \infty), L^{2}\left(\mathbb{R}^{3}\right)\right)$ by (3.1). It follows from (4.10), (4.12), and (4.14)-(4.16) that

$$
\begin{gather*}
\limsup _{t \rightarrow \infty} \int_{0}^{1} \chi(s) \int_{\mathbb{R}^{3}} \psi\left|\mu^{1 / 2} P_{H} \mathbf{H}(t+s)\right|^{2} d x d s  \tag{4.17}\\
\quad \leq \limsup _{t \rightarrow \infty} \int_{0}^{1} \chi^{\prime}(t+s) g(t+s) d s=0
\end{gather*}
$$

Note that (4.10) and (4.17) do not immediately yield the assertion of Theorem 2.4. The aim of the following considerations is to show that the localized energy $E$ : $[0, \infty) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
E(t) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{3}} \psi\left[\left|\varepsilon^{1 / 2} \mathbf{E}(t)\right|^{2}+\left|\mu^{1 / 2} P_{H} \mathbf{H}(t)\right|^{2}\right] d x \tag{4.18}
\end{equation*}
$$

is uniformly continuous on $[0, \infty)$. With curl $\left(1-P_{H}\right) \mathbf{g}=0$ for all $\mathbf{g} \in L^{2}\left(\mathbb{R}^{3}\right)$, it follows from (1.1) that

$$
\partial_{t} \mathbf{E}=\varepsilon^{-1} \operatorname{curl}\left(P_{H} \mathbf{H}(\cdot)\right)+\mathbf{f}_{1}, \quad \partial_{t}\left(P_{H} \mathbf{H}(\cdot)\right)=-\mu^{-1} \operatorname{curl} \mathbf{E}+\mathbf{f}_{2}
$$

on $\mathbb{R}^{+} \times \mathbb{R}^{3}$ weakly in the sense of (2.15) with

$$
\mathbf{f}_{1}(t) \stackrel{\text { def }}{=}-\varepsilon^{-1} \sigma \mathbf{E}(t)-\varepsilon^{-1} \mathbf{j}(t), \quad \mathbf{f}_{2}(t) \stackrel{\text { def }}{=}-P_{H} \partial_{t} \tilde{\mathbf{M}}(t) .
$$

Since $\mathbf{f} \stackrel{\text { def }}{=}\left(\mathbf{f}_{1}, \mathbf{f}_{2}\right) \in L^{\infty}((0, \infty), X)$ by Lemma 3.1, the standard energy estimate and (3.1) again yield

$$
\begin{aligned}
\left|E^{\prime}(t)\right| & =\left|2 \int_{\mathbb{R}^{3}} \psi \cdot\left[\varepsilon \mathbf{E}(t) \mathbf{f}_{1}(t)+\mu\left(P_{H} \mathbf{H}(t)\right) \mathbf{f}_{2}(t)\right] d x+2 \int_{\mathbb{R}^{3}}(\nabla \psi) \wedge \mathbf{E}(t) \cdot P_{H} \mathbf{H}(t) d x\right| \\
& \leq C_{6}
\end{aligned}
$$

with some $C_{1} \in(0, \infty)$ independent of $t$. Hence, $E$ satisfies

$$
\begin{equation*}
\sup _{s \in(0, a)}|E(t)-E(t+s)| \leq C_{3} a \text { for all } a>0 . \tag{4.19}
\end{equation*}
$$

Now, choose $\chi \in C_{0}^{\infty}(0,1)$ with

$$
\begin{equation*}
\int_{\mathbb{R}} \chi d t=1 \tag{4.20}
\end{equation*}
$$

and let $\chi_{m}(t) \stackrel{\text { def }}{=} m \chi(m t)$ for $m \in \mathbb{N}$. Since $\int_{0}^{1} \chi_{m}(t) d t=1$ by (4.20) and supp $\chi_{m} \subset$ $(0,1 / m)$, it follows that

$$
\begin{equation*}
\left|E(t)-\int_{0}^{1} \chi_{m}(s) E(t+s) d s\right| \leq \sup _{s \in(0,1 / m)}|E(t)-E(t+s)| \xrightarrow{m \rightarrow \infty} 0 \tag{4.21}
\end{equation*}
$$

uniformly with respect to $t$. On the other hand (4.10) and (4.17) yield

$$
\begin{equation*}
\int_{0}^{1} \chi_{m}(s) E(t+s) d s \xrightarrow{t \rightarrow \infty} 0 \text { for all } m \in \mathbb{N} . \tag{4.22}
\end{equation*}
$$

From (4.21) and (4.22) one obtains $E(t) \xrightarrow{t \rightarrow \infty} 0$, which yields by (4.18)

$$
\begin{equation*}
\|\mathbf{E}(t)\|_{L^{2}(K)}+\left\|Q_{H} \mathbf{H}(t)\right\|_{L^{2}(K)} \xrightarrow{t \rightarrow \infty} 0 . \tag{4.23}
\end{equation*}
$$

It remains to show

$$
\left\|Q_{0} \mathbf{H}(t)\right\|_{L^{2}(K)} \xrightarrow{t \rightarrow \infty} 0 .
$$

Since $\left(1-Q_{H}\right) \mathbf{H}(t) \in H_{\text {curl }, 0}$, one has

$$
\begin{align*}
& \left\|\psi Q_{0} \mathbf{H}(t)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}=\left\|\psi Q_{0} Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}=\left\|\psi Q_{0} Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(B_{R}(0)\right)}  \tag{4.24}\\
& \quad \leq\left\|\psi Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(B_{R}(0)\right)}+\left\|\left[\psi, Q_{0}\right] Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(B_{R}(0)\right)},
\end{align*}
$$

where $R>0$ with $\operatorname{supp} \psi \subset B_{R}(0)$. By (2.19) assertion (4.23) holds for all compact subsets of $U$, in particular for $\operatorname{supp}(\psi)$. Hence

$$
\begin{equation*}
\left\|\psi Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \xrightarrow{t \rightarrow \infty} 0 . \tag{4.25}
\end{equation*}
$$

Since the commutator $\left[\psi, Q_{0}\right]$ is a compact operator from $L^{2}\left(\mathbb{R}^{3}\right)$ to $L^{2}\left(B_{R}(0)\right)$, it follows from (2.16) that

$$
\begin{equation*}
\left\|\left[\psi, Q_{0}\right] Q_{H} \mathbf{H}(t)\right\|_{L^{2}\left(B_{R}(0)\right)} \xrightarrow{t \rightarrow \infty} 0 . \tag{4.26}
\end{equation*}
$$

Finally, the assertion follows from (4.24)-(4.26).
Remark 3. For all compact sets $K \subset \mathbb{R}^{3}$ satisfying assumption (2.19), one has by Theorem 2.4

$$
\begin{equation*}
\left\|\mathbf{H}(t)-\mathbf{H}^{(q)}(t)\right\|_{L^{2}(K)}=\left\|P_{H} \mathbf{H}(t)\right\|_{L^{2}(K)} \xrightarrow{t \rightarrow \infty} 0 \tag{4.27}
\end{equation*}
$$

where $\mathbf{H}^{(q)}(t) \in L^{2}\left(\mathbb{R}^{3}\right)$ is given by $\mathbf{H}^{(q)}(t)=\left(1-P_{H}\right) \mathbf{H}(t)=-\left(1-P_{H}\right) \tilde{\mathbf{M}}(t)$; i.e.,

$$
\operatorname{curl} \mathbf{H}^{(q)}(t)=0 \text { and } \operatorname{div}\left(\mu\left[\mathbf{H}^{(q)}(t)+\tilde{\mathbf{M}}(t)\right]\right)=0 \text { on } \mathbb{R}^{3} .
$$

This means that $\mathbf{H}^{(q)}$ is determined by the quasi-stationary approximation obtained in [5]. Therefore, (4.27) provides a further justification of the magnetostatic approximation in which $\mathbf{H}$ is replaced by $\mathbf{H}^{(q)}$.
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#### Abstract

The long-time existence of solutions for the Mullins-Sekerka problem in a new weak formulation is proved. Using a variational approach introduced by Luckhaus and Sturzenhecker [Calc. Var. Partial Differential Equations, 3 (1995), pp. 253-271], time-discrete solutions are constructed, satisfying approximate Gibbs-Thomson laws in a BV-formulation. But since the passage to a limit allows a loss of surface area for the phase interfaces, convergence in this setting is in general not true. We consider the surface measure of the phase interfaces and use the theory of varifolds to obtain a rigorous passage to a limit in a suitable weak formulation of the Gibbs-Thomson law.
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1. Introduction. The Mullins-Sekerka flow is a variant of the classical Stefan problem and describes phase transitions, such as melting or solidification processes, where a negligible specific heat of the material under consideration can be assumed. In this situation the energy balance is expressed by a quasi-stationary parabolic equation. A geometric condition on the phase interface, known as Gibbs-Thomson law, accounts for surface tension effects. In contrast to the classical Stefan problem, the MullinsSekerka flow allows for superheating and undercooling, i.e., temperatures above the melting point in the solid phase or temperatures below the melting point in the liquid phase.

To state the problem we consider a given time interval $(0, T)$ and an open bounded region $\Omega \subset \mathbb{R}^{3}$ representing the body of the material. Denote $\Omega_{T}:=(0, T) \times \Omega$. The state variables are the relative temperature

$$
u: \Omega_{T} \rightarrow \mathbb{R}
$$

( $u=0$ denoting the melting point) and a phase function

$$
\mathcal{X}: \Omega_{T} \rightarrow\{0,1\}
$$

which partitions $\Omega$ at a time $t \in(0, T)$ into a liquid phase $\{\mathcal{X}(t,)=1$.$\} and a solid$ phase $\{\mathcal{X}(t,)=0$.$\} separated by the phase interface, that is, their common boundary$ in $\Omega$. The energy balance for the classical Stefan problem reads

$$
\begin{equation*}
\partial_{t}(c u+L \mathcal{X})-k \Delta u=f \tag{1.1}
\end{equation*}
$$

in the sense of distributions, with a given heat source $f: \Omega \rightarrow \mathbb{R}$ and phase independent constants $c, L$, and $k$ describing the specific heat, latent heat, and heat capacity,

[^16]respectively. Assuming that $c$ is negligibly small and setting for simplicity $L=k=1$, we get the quasi-stationary energy balance
\[

$$
\begin{equation*}
\partial_{t} \mathcal{X}-\Delta u=f \tag{1.2}
\end{equation*}
$$

\]

In the classical Stefan problem the temperature at the phase interface equals the melting temperature, that is,

$$
\begin{equation*}
u(t, .)=0 \quad \text { on the phase interface. } \tag{1.3}
\end{equation*}
$$

Surface tension effects are taken into consideration by the Gibbs-Thomson law

$$
\begin{equation*}
H(t, .)=u(t, .) \quad \text { on the phase interface } \tag{1.4}
\end{equation*}
$$

where $H(t,$.$) denotes the scalar mean curvature of the phase interface, which we take$ as positive for convex liquid phases.

The Mullins-Sekerka problem is given by (1.2) and (1.4). An initial condition for $\mathcal{X}$ and a boundary condition for $u$ on $\partial \Omega$ are prescribed. This model can be seen as a quasi-stationary variant of the Stefan problem with Gibbs-Thomson law given by (1.1) and (1.4). Existence of classical solutions for the Mullins-Sekerka problem locally in time was proved by Chen, Hong, and Li [CHY96] and by Escher and Simonett [ES97]. In general, classical solutions can develop singularities. To derive long-time existence results one has to turn to weak formulations. Chen [Che96] obtains solutions globally in time studying the limit of a certain Cahn-Hilliard model. Here the Gibbs-Thomson law is satisfied in a rather weak and complex formulation. In particular, the measures giving the energy density are not necessarily rectifiable.

Luckhaus and Sturzenhecker give in [LS95] another weak formulation of the Mullins-Sekerka problem. Phase and temperature function

$$
\mathcal{X} \in \mathrm{L}^{\infty}(0, T ; \operatorname{BV}(\Omega ;\{0,1\})), \quad u \in \mathrm{~L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)
$$

satisfy (1.2) in the sense of distributions and (1.4) in the $B V$-formulation of the GibbsThomson law, that is,

$$
\int_{0}^{T} \int_{\Omega}\left(\nabla \cdot \xi-\frac{\nabla \mathcal{X}}{|\nabla \mathcal{X}|} \cdot D \xi \frac{\nabla \mathcal{X}}{|\nabla \mathcal{X}|}\right)(t, .)|\nabla \mathcal{X}|(t, .) d t=\int_{\Omega_{T}} \nabla \cdot(u \xi) \mathcal{X}
$$

for all $\xi \in C_{c}^{\infty}\left(\Omega_{T} ; \mathbb{R}^{3}\right)$.
Whereas this weak formulation is comparatively simple, the convergence of timediscrete approximations $\mathcal{X}^{h}$ and $u^{h}$ to correct weak solutions of (1.2) and (1.4) is only shown under an additional condition on the approximations, which reads

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{\Omega_{T}}\left|\nabla \mathcal{X}^{h}\right| \rightarrow \int_{\Omega_{T}}|\nabla \mathcal{X}| \tag{1.5}
\end{equation*}
$$

This excludes a loss of surface area for the phase interfaces and allows one to prove the convergence of approximate Gibbs-Thomson laws within the BV-formulation.

In the present paper we use the time-discrete approximation scheme of [LS95] but drop condition (1.5). Difficulties which arise are captured in the following timeindependent example. Assume two solid parts of approximations $\mathcal{X}^{h}$ which merge to one when letting $h \rightarrow 0$.


A part of the boundary, indicated by the dashed line, has ceased to separate two different phases. We call this part the hidden boundary, whereas the phase interface represents the physically relevant part of the boundary. Cusp singularities occur due to the cancellation of phase interfaces. As shown in [Sch97], the BV-formulation of the Gibbs-Thomson law breaks down.

These difficulties are tackled in [Rög03] and [Rög04], where the Stefan problem with Gibbs-Thomson law is treated. Following an idea of Schätzle [Sch01] we consider the surface measure of the phase interfaces to master possible cancellations. In the above example the surface measures $\left|\nabla \mathcal{X}^{h}\right|$ converge with $h \rightarrow 0$ to a Radon measure that has double multiplicity on the hidden boundary. This suggests the use of the concept of integral varifolds introduced by Almgren [Alm65]. Geometric measure theory provides a notion of mean curvature for integral varifolds; Schätzle [Sch01] investigates the convergence of approximate Gibbs-Thomson equations in this context. However, the control about the hidden boundaries is quite weak and we have to focus on the physically relevant part of the boundary. For this purpose the following Proposition, which we have proved in an earlier work, will be crucial (for the notations, consult section 2).

Proposition 1.1 (see [Rög04, Proposition 3.1]). Let $\Omega \subset \mathbb{R}^{n}$ be open, $E \subset \Omega$, and $\mathcal{X}_{E} \in \operatorname{BV}(\Omega)$. Assume that there are two integral $(n-1)$-varifolds $\mu_{1}, \mu_{2}$ on $\Omega$ such that for $i=1,2$ the following hold:

$$
\begin{equation*}
\partial^{*} E \subset \operatorname{spt}\left(\mu_{i}\right) \tag{1.6}
\end{equation*}
$$

$\mu_{i}$ has locally bounded first variation with mean curvature vector $\vec{H}_{\mu_{i}}$,

$$
\begin{equation*}
\vec{H}_{\mu_{i}} \in \mathrm{~L}_{\mathrm{loc}}^{s}\left(\mu_{i}\right), s>n-1, s \geq 2 \tag{1.7}
\end{equation*}
$$

Then

$$
\left.\vec{H}_{\mu_{1}}\right|_{\partial^{*} E}=\left.\vec{H}_{\mu_{2}}\right|_{\partial^{*} E}
$$

is satisfied $\mathcal{H}^{n-1}$-almost everywhere on $\partial^{*} E$.
This proposition justifies the following definition.
Definition 1.2. Let $E \subset \Omega$ and $\mathcal{X}_{E} \in \operatorname{BV}(\Omega)$, and assume that there exists an integral ( $n-1$ )-varifold $\mu$ on $\Omega$ satisfying (1.6)-(1.8). Then we call

$$
\vec{H}:=\left.\vec{H}_{\mu}\right|_{\partial^{*} E}
$$

the generalized mean curvature vector of $\partial^{*} E$ and define a scalar mean curvature by

$$
H:=\vec{H} \cdot \frac{\nabla \mathcal{X}}{|\nabla \mathcal{X}|} \text { on } \partial^{*} E
$$

The essential boundary $\partial^{*} E$ represents the phase interface, whereas $\operatorname{spt}(\mu) \backslash \partial^{*} E$ can be seen as a hidden boundary. Proposition 1.1 shows that the varifold's mean curvature restricted to the phase interface is a property of the phase interface itself and independent of the location of hidden boundaries.

Our solutions of the Mullins-Sekerka problem satisfy the Gibbs-Thomson in the sense that for almost all times a generalized mean curvature for the phase interface exists and is given pointwise almost everywhere by (1.4).

Theorem 1.3. Let $\Omega \subset \mathbb{R}^{3}$ be an open bounded set with Lipschitz boundary, $\Gamma_{D}$ a $\mathcal{H}^{2}$-measurable subset of $\partial \Omega$ with $\mathcal{H}^{2}\left(\Gamma_{D}\right)>0$, and define $M_{0}:=\left\{v \in \mathrm{H}^{1,2}(\Omega): v=0\right.$ on $\left.\Gamma_{D}\right\}$. For given data

$$
\begin{aligned}
\mathcal{X}_{0} & \in \mathrm{BV}(\Omega ;\{0,1\}), \\
u_{D} & \in \mathrm{H}^{1,2}(\Omega), \\
f & \in \mathrm{~L}^{2}(\Omega),
\end{aligned}
$$

there exists functions

$$
\begin{aligned}
\mathcal{X} & \in \mathrm{L}^{\infty}(0, T ; \mathrm{BV}(\Omega ;\{0,1\})) \\
& u \in \mathrm{~L}^{2}\left(0, T ; u_{D}+M_{0}\right)
\end{aligned}
$$

such that

$$
\begin{equation*}
\int_{\Omega_{T}} \mathcal{X} \partial_{t} \varphi+\int_{\Omega} \mathcal{X}_{0} \varphi(0, .)-\int_{\Omega_{T}} \nabla u \cdot \nabla \varphi=-\int_{\Omega_{T}} f \varphi \tag{1.9}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}([0, T) \times \bar{\Omega})$, $\varphi=0$ on $\Gamma_{D}$. For almost all $t \in(0, T)$ a generalized mean curvature $H(t)$ of $\partial^{*}\{\mathcal{X}(t,)=1$.$\} exists and satisfies \mathcal{H}^{2}$-almost everywhere on $\partial^{*}\{\mathcal{X}(t,)=1\}:$.

$$
\begin{equation*}
H(t, .)=u(t, .) \tag{1.10}
\end{equation*}
$$

As shown in [Rög04], (1.10) is well defined since for $u \in \mathrm{~L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)$ trace values of $u(t,$.$) exist \mathcal{H}^{2}$-almost everywhere for almost all $t \in(0, T)$. Furthermore, our formulation of the Gibbs-Thomson law generalizes the BV-formulation. Nevertheless we remark that this solution concept does not include a weak formulation of a boundary condition on the angle between the phase interface and the fixed boundary $\partial \Omega$ (see also the comments in [Rög03]). Moreover, since our focus is on the validation of the Gibbs-Thomson law, we have restricted our investigation to the case of a nonvanishing Dirichlet boundary. In the case of a pure Neumann boundary condition one has to take care of Lagrange multipliers occurring in the approximate GibbsThomson laws. For a discussion of this topic we refer to [BGS98], where a multiphase Mullins-Sekerka system under a pure Neumann boundary condition is investigated.

The proof of Theorem 1.3 is given in sections 3 and 4 . Compared to the Stefan problem with Gibbs-Thomson law, the technical difficulty is due to the degeneracy of the energy balance equation and the lack of $L^{1}\left(\Omega_{T}\right)$-compactness for the approximate temperature functions.
2. General definitions and notations. We fix some notations and basic definitions. As a general reference for geometric measure theory, see the book by Simon [Sim83].

For functions depending on time and space variables we denote " $\nabla$ " as the spatial gradient and " $\nabla$." as the spatial divergence. For a differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and a $k$-dimensional subspace $T$ of $\mathbb{R}^{n}$ we define the divergence restricted to $T$ as

$$
\operatorname{div}_{T} f(x):=\sum_{i=1}^{k} t_{i} \cdot D f(x) t_{i}
$$

where $\left\{t_{i}\right\}_{i=1, \ldots, k}$ is any orthonormal basis of $T$.
For $\Omega \subset \mathbb{R}^{n}$ open, $\mu$ a Radon measure on $\Omega, x \in \Omega$, and $\varrho>0$, define the scaled measures

$$
\begin{equation*}
\mu_{x, \varrho}(A):=\varrho^{-n+1} \mu(x+\varrho A) \tag{2.1}
\end{equation*}
$$

A $k$-dimensional subspace $P \subset \mathbb{R}^{n}$ is called the $k$-dimensional tangential plane of $\mu$ in $x$, denoted by $T_{x} \mu$, if there is $\theta>0$ such that

$$
\mu_{x, \varrho} \rightarrow \theta \mathcal{H}^{k}\lfloor P \text { as Radon measures }
$$

as $\varrho$ tends to zero. In this case $\theta$ is the multiplicity of $\mu$ in $x$.
We call $\mu$ a rectifiable $(n-1)$-varifold if for $\mu$-almost all $x \in \Omega$ the $(n-1)$ dimensional tangential plane $T_{x} \mu$ exists, and an integral $(n-1)$-varifold if in addition the multiplicity of $\mu$ is $\mu$-almost everywhere integer-valued. A general ( $n-1$ )-varifold is a Radon measure on the Grassmannian $G^{n-1} \Omega$, which denotes the product of $\Omega$ and the space of $(n-1)$-dimensional subspaces of $\mathbb{R}^{n}$. In the present paper we identify a rectifiable $(n-1)$-varifold $\mu$ and the related Radon measure $V_{\mu}$ on $G^{n-1} \Omega$, defined by

$$
V_{\mu}(\zeta):=\int_{\Omega} \zeta\left(x, T_{x} \mu\right) d \mu(x) \quad \text { for } \zeta \in C_{c}^{0}\left(G^{n-1} \Omega\right)
$$

The first variation of a rectifiable $(n-1)$-varifold $\mu$ is given by

$$
\delta \mu(\xi):=\int_{\Omega} \operatorname{div}_{T_{x} \mu} \xi(x) d \mu(x) \quad \text { for } \xi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{n}\right)
$$

We say that $\mu$ is of locally bounded first variation with mean curvature vector $\vec{H}_{\mu}$ if $\vec{H}_{\mu} \in \mathrm{L}_{l o c}^{1}(\mu)$ and

$$
\delta \mu(\xi)=\int_{\Omega}-\vec{H}_{\mu} \cdot \xi d \mu \quad \text { for all } \xi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{n}\right)
$$

For a $\mathcal{L}^{n}$-measurable set $E \subset \Omega$ of finite perimeter let $\partial^{*} E$ denote the reduced boundary of $E$ in $\Omega$, that is, the subset of $\partial E \cap \Omega$ where a generalized inner normal exists as Radon-Nikodým derivative $\nabla \mathcal{X}_{E} /\left|\nabla \mathcal{X}_{E}\right|$ with length one. Then $\left|\nabla \mathcal{X}_{E}\right|=\mathcal{H}^{n-1}\left\lfloor\partial^{*} E\right.$ is an integral (with density 1) ( $n-1$ )-varifold on $\Omega$ (see [AFP00, paragraph 3.5]).
3. Time discretization. We use the scheme introduced by Luckhaus and Sturzenhecker [LS95] to construct time-discrete approximations. Given a time step $h>0$, determine iteratively step functions in time

$$
u^{h}:(0, T) \rightarrow\left(u_{\mathrm{D}}+M_{0}\right), \quad \mathcal{X}^{h}:(0, T) \rightarrow \operatorname{BV}(\Omega ;\{0,1\})
$$

by the following procedure. We use the abbreviations $\mathcal{X}_{t}^{h}=\mathcal{X}^{h}(t,),. u_{t}^{h}=u^{h}(t,$. and set

$$
\mathcal{X}_{t}^{h}:=\mathcal{X}_{0} \quad \text { for } 0 \leq t<h
$$

For known $u_{t-h}^{h}, \mathcal{X}_{t-h}^{h}$ we define functionals $F_{t}^{h}: \operatorname{BV}(\Omega ;\{0,1\}) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
F_{t}^{h}(\mathcal{X}):=\int_{\Omega}|\nabla \mathcal{X}|+\frac{1}{2} \int_{\Omega} B^{h}\left(\mathcal{X}-\mathcal{X}_{t-h}^{h}-h f\right)\left(\mathcal{X}-\mathcal{X}_{t-h}^{h}-h f\right) \tag{3.1}
\end{equation*}
$$

where for $v \in \mathrm{~L}^{2}(\Omega)$ the function $B^{h}(v)$ denotes the solution of

$$
\begin{equation*}
-h \Delta B^{h}(v)=v,\left.\quad B^{h}(v)\right|_{\Gamma_{D}}=u_{\mathrm{D}},\left.\quad \nabla B^{h}(v) \cdot \nu_{\Omega}\right|_{\partial \Omega \backslash \Gamma_{D}}=0 \tag{3.2}
\end{equation*}
$$

Let $\mathcal{X}_{t}^{h}$ be a global minimizer of $F_{t}^{h}$ and define

$$
\begin{equation*}
u_{t}^{h}:=-B^{h}\left(\mathcal{X}_{t}^{h}-\mathcal{X}_{t-h}^{h}-h f\right) \tag{3.3}
\end{equation*}
$$

(3.3) yields the approximate energy-balance

$$
\begin{equation*}
\partial_{t}^{-h} \mathcal{X}^{h}=\Delta u^{h}+f \tag{3.4}
\end{equation*}
$$

Since the first variation of $F_{t}^{h}$ vanishes in $\mathcal{X}_{t}^{h}$, we get for all $\xi \in C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)$

$$
\begin{equation*}
\int_{\Omega}\left(\nabla \cdot \xi-\frac{\nabla \mathcal{X}_{t}^{h}}{\left|\nabla \mathcal{X}_{t}^{h}\right|} \cdot D \xi \frac{\nabla \mathcal{X}_{t}^{h}}{\left|\nabla \mathcal{X}_{t}^{h}\right|}\right)\left|\nabla \mathcal{X}_{t}^{h}\right|=\int_{\Omega} \mathcal{X}_{t}^{h} \nabla \cdot\left(u_{t}^{h} \xi\right) \tag{3.5}
\end{equation*}
$$

which is the BV-formulation of the approximate Gibbs-Thomson law

$$
H_{t}^{h}=u_{t}^{h}
$$

where $H_{t}^{h}$ denotes the mean curvature of $\partial^{*}\left\{\mathcal{X}_{t}^{h}=1\right\}$.
To derive compactness properties for the approximate solutions we first observe $B^{h}(h v)=B^{1}(v)$ and

$$
\begin{aligned}
\int_{\Omega} B^{h}(v) v & =h \int_{\Omega}\left|\nabla B^{h}(v)\right|^{2}-h \int_{\Omega} \nabla B^{h}(v) \cdot \nabla u_{\mathrm{D}}+\int_{\Omega} v u_{\mathrm{D}} \\
& \geq \frac{h}{2} \int_{\Omega}\left|\nabla B^{h}(v)\right|^{2}-\frac{h}{2} \int_{\Omega}\left|\nabla u_{\mathrm{D}}\right|^{2}+\int_{\Omega} v u_{\mathrm{D}}
\end{aligned}
$$

With $F_{\tau}^{h}\left(\mathcal{X}_{\tau}^{h}\right) \leq F_{\tau}^{h}\left(\mathcal{X}_{\tau-h}^{h}\right)$, we calculate for all $0<\tau<T$

$$
\begin{align*}
& \int_{\Omega}\left|\nabla \mathcal{X}_{\tau}^{h}\right|+\frac{h}{4} \int_{\Omega}\left|\nabla u_{\tau}^{h}\right|^{2}-\frac{h}{4} \int_{\Omega}\left|\nabla u_{\mathrm{D}}\right|^{2}+\frac{1}{2} \int_{\Omega}\left(\mathcal{X}_{\tau}^{h}-\mathcal{X}_{\tau-h}^{h}-h f\right) u_{\mathrm{D}} \\
\leq & \int_{\Omega}\left|\nabla \mathcal{X}_{\tau-h}^{h}\right|+\frac{h}{2} \int_{\Omega} B^{1}(f) f \tag{3.6}
\end{align*}
$$

Now, for any $t \in(0, T), t \in[M h,(M+1) h)$ with $M \in \mathbb{N}_{0}$, we take inequality (3.6) for $\tau_{i}=i h$ and sum over $i=1, \ldots, M$, which yields

$$
\begin{align*}
& \int_{\Omega}\left|\nabla \mathcal{X}_{t}^{h}\right|+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u^{h}\right|^{2} \\
\leq & \int_{\Omega}\left|\nabla \mathcal{X}_{0}\right|+\frac{T}{4} \int_{\Omega}\left|\nabla u_{\mathrm{D}}\right|^{2}+\frac{1}{2} \int_{\Omega}\left|u_{\mathrm{D}}\right|(1+T|f|)+\frac{T}{2} \int_{\Omega} B^{1}(f) f . \tag{3.7}
\end{align*}
$$

In particular we get

$$
\begin{equation*}
\sup _{h>0}\left\|\mathcal{X}^{h}\right\|_{\mathrm{L}^{\infty}(0, T ; \operatorname{BV}(\Omega))}<\infty, \quad \sup _{h>0}\left\|u^{h}\right\|_{\mathrm{L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)}<\infty \tag{3.8}
\end{equation*}
$$

and Fatou's lemma ensures

$$
\begin{equation*}
\liminf _{h \rightarrow 0}\left(t \mapsto\left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}\right) \in \mathrm{L}^{2}(0, T) \tag{3.9}
\end{equation*}
$$

In [LS95] an estimate for time differences of $\mathcal{X}^{h}$ is derived from (3.8); that is,

$$
\begin{equation*}
\int_{\tau}^{T} \int_{\Omega}\left|\mathcal{X}_{t}^{h}-\mathcal{X}_{t-\tau}^{h}\right| d \mathcal{L}^{3} d t \leq C \tau^{\frac{1}{4}} \tag{3.10}
\end{equation*}
$$

holds for all $0<\tau<T$. The Fréchet-Kolmogorov-Riesz theorem (see, for example, [DS88, IV.8, Theorem 21]), the weak*-compactness of $\mathrm{L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)$, and (3.8), (3.9), and (3.10) yield the following proposition.

Proposition 3.1. There exists a subsequence $h \rightarrow 0$ and functions $\mathcal{X} \in$ $\mathrm{L}^{\infty}(0, T ; \mathrm{BV}(\Omega)), u \in \mathrm{~L}^{2}\left(0, T ; u_{D}+M_{0}\right)$, such that

$$
\begin{gather*}
u^{h} \rightharpoonup u \quad \text { weakly in } \mathrm{L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)  \tag{3.11}\\
\mathcal{X}^{h} \rightarrow \mathcal{X} \quad \text { in } \mathrm{L}^{1}\left(\Omega_{T}\right) \tag{3.12}
\end{gather*}
$$

and for almost all $t \in(0, T)$ we have

$$
\begin{gather*}
\mathcal{X}^{h}(t) \rightarrow \mathcal{X}(t) \quad \text { in } \mathrm{L}^{1}(\Omega)  \tag{3.13}\\
\sup _{h>0}\left\|\mathcal{X}^{h}(t, .)\right\|_{\operatorname{BV}(\Omega)}<\infty  \tag{3.14}\\
\liminf _{h \rightarrow 0}\left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}<\infty \tag{3.15}
\end{gather*}
$$

4. Convergence to solutions. Let $u, \mathcal{X}$ and a subsequence $h \rightarrow 0$ be given as in Proposition 3.1. To prove Theorem 1.3 we pass (3.4) and (3.5) to a limit and show $u, \mathcal{X}$ to be a correct weak solution of the Mullins-Sekerka problem. The energy balance is derived in a standard way. Use any $\varphi \in C_{c}^{\infty}([0, T) \times \bar{\Omega})$ with $\left.\varphi\right|_{\Gamma_{D}}=0$ as a test function in (3.4), perform a discrete partial integration, and use (3.11) and (3.12) to obtain (1.9).

The main effort is the passage to a limit in the approximate Gibbs-Thomson law (3.5). To use a convergence result of Schätzle [Sch01] we argue pointwise in time. Due to the lack of strong $\mathrm{L}^{1}\left(\Omega_{T}\right)$-compactness of the approximate temperatures, we have to consider any limit point of $\left(u^{h}(t, .)\right)_{h>0}$ in the weak- $\mathrm{H}^{1,2}(\Omega)$ topology and identify their traces on $\partial^{*}\{\mathcal{X}(t,)=1$.$\} with the trace of the weak limit u$ in (3.11).

Let us denote by $\mu_{t}^{h}$ the integral 2 -varifolds with density one associated to the surface measure of the phase interfaces

$$
\mu_{t}^{h}(\eta):=\int_{\Omega} \eta\left|\nabla \mathcal{X}_{t}^{h}\right| \quad \text { for } \eta \in C_{c}^{0}(\Omega)
$$

For the first variation of $\mu_{t}^{h}$ we obtain, recalling (3.5),

$$
\delta \mu_{t}^{h}(\xi)=\int_{\Omega}\left(\nabla \cdot \xi-\frac{\nabla \mathcal{X}_{t}^{h}}{\left|\nabla \mathcal{X}_{t}^{h}\right|} \cdot D \xi \frac{\nabla \mathcal{X}_{t}^{h}}{\left|\nabla \mathcal{X}_{t}^{h}\right|}\right)\left|\nabla \mathcal{X}_{t}^{h}\right|=\int_{\Omega} \mathcal{X}_{t}^{h} \nabla \cdot\left(u_{t}^{h} \xi\right)
$$

for all $\xi \in C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)$. Finally, we define $T^{h}: \mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)\right)^{*} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
T^{h}(\xi)=\int_{0}^{T} \delta \mu_{t}^{h}(\xi(t, .)) d t \tag{4.1}
\end{equation*}
$$

and observe from (3.5) and (3.8) that

$$
\begin{align*}
\left\|\delta \mu_{t}^{h}\right\|_{C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)^{*}} & \leq C(\Omega)\left\|u_{t}^{h}\right\|_{H^{1,2}(\Omega)}  \tag{4.2}\\
\left\|T^{h}\right\|_{L^{2}\left(0, T ; C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)\right)^{*}} & \leq C^{\prime}(\Omega) \tag{4.3}
\end{align*}
$$

where $C(\Omega), C^{\prime}(\Omega)$ are independent of $h>0$.
In a first step we will prove that the phase interfaces $\partial^{*}\{\mathcal{X}(t,)=1$.$\} have a$ generalized mean curvature. Due to Proposition 1.1 this mean curvature is determined by the phase interface itself and thus given by the strong convergence in (3.12) and (3.13). Even more, any limit of the first variations $\left(\delta \mu_{t}^{h}\right)_{h>0}$ is determined by (3.12).

Lemma 4.1. For almost all $t \in(0, T)$ the phase interface $\partial^{*}\{\mathcal{X}(t,)=1$.$\} has a$ generalized mean curvature $\vec{H}(t)$ in the sense of Definition 1.2 with

$$
\begin{equation*}
\vec{H}(t) \in \mathrm{L}_{\mathrm{loc}}^{4}(|\nabla \mathcal{X}(t, .)|) \tag{4.4}
\end{equation*}
$$

For any subsequence $\left(h_{i}\right)_{i \in \mathbb{N}}, h_{i} \rightarrow 0(i \rightarrow \infty)$, with $\sup _{i \in \mathbb{N}}\left\|u^{h_{i}}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}<\infty$ and for all $\xi \in C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ we obtain

$$
\begin{equation*}
\delta \mu_{t}^{h_{i}}(\xi) \rightarrow \int_{\Omega}-\vec{H}(t) \cdot \xi|\nabla \mathcal{X}(t, .)| \tag{4.5}
\end{equation*}
$$

Defining the functionals $T(t) \in C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)^{*}$ by

$$
\begin{equation*}
\langle\xi, T(t)\rangle:=\int_{\Omega}-\vec{H}(t) \cdot \xi|\nabla \mathcal{X}(t, .)| \tag{4.6}
\end{equation*}
$$

we finally observe that

$$
\begin{equation*}
T \in \mathrm{~L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega, \mathbb{R}^{3}\right)\right)^{*} \tag{4.7}
\end{equation*}
$$

holds.
Proof. Fix any $t \in(0, T)$ such that (3.13)-(3.15) hold and let $\left(h_{i}\right)_{i \in \mathbb{N}}$ be an arbitrary subsequence with

$$
\begin{equation*}
\sup _{i \in \mathbb{N}}\left\|u^{h_{i}}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}<\infty \tag{4.8}
\end{equation*}
$$

Define $V^{h} \in C_{c}^{0}\left(G^{2} \Omega\right)^{*}$ as the general varifold associated to the density-one integer varifold $\left|\nabla \mathcal{X}^{h}(t,).\right|$. Recalling (3.14) and (4.8), there is a subsequence $\left(\tilde{h}_{i}\right)_{i \in \mathbb{N}}$, a function $v \in \mathrm{H}^{1,2}(\Omega)$, and a Radon measure $V \in C_{c}^{0}\left(G^{2} \Omega\right)^{*}$ such that

$$
\begin{array}{rc}
u^{\tilde{h}_{i}}(t, .) & \text { weakly in } \mathrm{H}^{1,2}(\Omega), \\
V^{\tilde{h}_{i}} \stackrel{*}{\rightharpoonup} V & \text { weakly* in } C_{c}^{0}\left(G^{2} \Omega\right)^{*} . \tag{4.10}
\end{array}
$$

With (3.5), (3.12), and (4.9), (4.10) all assumptions of Theorem 1.1 in [Sch01] are fulfilled and we obtain that

$$
\begin{equation*}
V=V_{\mu} \quad \text { for an integral } \quad 2 \text {-varifold } \mu \tag{4.11}
\end{equation*}
$$

$\mu$ has locally bounded first variation with mean curvature vector $\vec{H}_{\mu}$,

$$
\begin{equation*}
\vec{H}_{\mu} \in \mathrm{L}_{\mathrm{loc}}^{4}(\mu) \tag{4.12}
\end{equation*}
$$

and that

$$
\begin{equation*}
\vec{H}_{\mu}=v \nu(t, .) \tag{4.14}
\end{equation*}
$$

holds $\mu$-almost everywhere, with

$$
\nu(t, .)= \begin{cases}\frac{\nabla \mathcal{X}(t, .)}{|\nabla \mathcal{X}(t, .)|} & \text { on } \partial^{*}\{\mathcal{X}(t, .)=1\}, \\ 0 & \text { elsewhere. }\end{cases}
$$

According to Definition 1.2 the phase interface $\partial^{*}\{\mathcal{X}(t,)=1$.$\} has the generalized$ mean curvature vector $\vec{H}(t,)=.\left.\vec{H}_{\mu}\right|_{\partial^{*}\{\mathcal{X}(t, .)=1\}}$ and (4.13) yields (4.4). Moreover, due to [Sch01, Theorem 1.2], we have

$$
\begin{equation*}
\vec{H}(t, .)=0 \quad \mu \text {-almost everywhere in }\left\{\theta^{2}(\mu, .) \neq 1\right\} . \tag{4.15}
\end{equation*}
$$

From (4.10) and (4.11) we obtain the convergence of $\mu_{t}^{\tilde{h}_{i}}$ to $\mu$ and therefore also the convergence of their first variations. Using (4.12), (4.14), and (4.15) we calculate

$$
\begin{aligned}
\lim _{i \rightarrow \infty} \delta \mu_{t}^{\tilde{h}_{i}}(\xi) & =\delta \mu(\xi) \\
& =\int_{\Omega}-\vec{H}_{\mu} \cdot \xi d \mu=\int_{\Omega}-\vec{H}(t, .) \cdot \xi|\nabla \mathcal{X}(t, .)|=\langle\xi, T(t, .)\rangle .
\end{aligned}
$$

Since $\vec{H}(t)$ is determined by $\mathcal{X} \in \operatorname{BV}(\Omega ;\{0 ; 1\})$ the functional $T(t)$ does not depend on the choices of $v, V$, and $\left(\tilde{h}_{i}\right)$. Thus we deduce

$$
\delta \mu_{t}^{h_{i}} \xrightarrow{*} T(t)
$$

for the whole sequence $\left(h_{i}\right)_{i \in \mathbb{N}}$ and for all subsequences of $h \rightarrow 0$ for which (4.8) holds. We choose $h_{i} \rightarrow 0$ such that

$$
\lim _{i \rightarrow \infty}\left\|u^{h_{i}}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}=\liminf _{h \rightarrow 0}\left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}<\infty
$$

and the lower semicontinuity of the norm with respect to weak*-convergence, and thus (4.2) yields

$$
\begin{aligned}
\|T(t,)\|_{C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}} & \leq \liminf _{i \rightarrow \infty}\left\|\delta \mu_{t}^{h_{i}}\right\|_{C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}} \\
& \leq \liminf _{i \rightarrow \infty} C(\Omega)\left\|u^{h_{i}}(t, \cdot)\right\|_{\mathrm{H}^{1,2}(\Omega)} \\
& =C(\Omega) \liminf _{h \rightarrow 0}\left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)} .
\end{aligned}
$$

Recalling (3.9) we get $T \in \mathrm{~L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)^{*}$.
To prove that the mean curvature of the phase interface is given as trace of the weak limit $u$ in (3.11), the weak*-convergence of $T^{h}$ in $L^{2}\left(0, T ; C_{c}^{1}(\Omega)\right)^{*}$ will be crucial. The difficulty is that the pointwise convergence (4.5) holds only for time-dependent subsequences. We use an argument similar to a refined dominated convergence theorem in [PS93].

Lemma 4.2. There is a subsequence $h \rightarrow 0$ such that

$$
\begin{equation*}
T^{h} \stackrel{*}{\rightarrow} T \quad \text { in } \mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)^{*} . \tag{4.16}
\end{equation*}
$$

Proof. Fix an arbitrary $\xi \in \mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)$. For $\alpha>0$ we define functions $T_{\alpha}^{h}:(0, T) \rightarrow C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}:$

$$
T_{\alpha}^{h}(t):=\left\{\begin{array}{lll}
\delta \mu_{t}^{h} & \text { if } & \left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)} \leq \alpha  \tag{4.17}\\
T(t) & \text { if } & \left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}>\alpha
\end{array}\right.
$$

For all $t \in(0, T)$, for which the assertions of Lemma 4.1 hold, the definition of $T_{\alpha}^{h}$ and (4.5) yield

$$
\left\langle\xi(t, .), T_{\alpha}^{h}(t)\right\rangle \rightarrow\langle\xi(t, .), T(t)\rangle \quad(h \rightarrow 0) .
$$

The estimate

$$
\left|\left\langle\xi(t, .), T_{\alpha}^{h}(t)\right\rangle\right| \leq\|\xi(t, .)\|_{C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)}\left(C \alpha+\|T(t)\|_{C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}}\right)
$$

and (4.7) give a $L^{1}(0, T)$-dominator. Thus the Lebesgue theorem ensures

$$
\begin{equation*}
\int_{0}^{T}\left\langle\xi(t, .), T_{\alpha}^{h}(t)\right\rangle d t \rightarrow \int_{0}^{T}\langle\xi(t, .), T(t)\rangle d t \quad(h \rightarrow 0) \tag{4.18}
\end{equation*}
$$

Next, consider the sets $A^{h}:=\left\{t \in(0, T):\left\|u^{h}(t, .)\right\|_{\mathrm{H}^{1,2}(\Omega)}>\alpha\right\}$ and observe

$$
\begin{aligned}
& \left|\int_{0}^{T}\left\langle\xi(t, .), \delta \mu_{t}^{h}-T_{\alpha}^{h}(t)\right\rangle d t\right| \\
\leq & \int_{A^{h}}\left|\left\langle\xi(t, .), \delta \mu_{t}^{h}-T(t)\right\rangle\right| d t \\
\leq & \left(\int_{A^{h}}\|\xi(t, .)\|_{C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)}^{2} d t\right)^{\frac{1}{2}}\left(\left\|T^{h}\right\|_{\mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}\right)}+\|T\|_{\mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}\right)}\right)
\end{aligned}
$$

By (4.3) and (4.7) the norms $\left\|T^{h}\right\|_{\mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}\right)}$ and $\|T\|_{\mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)^{*}\right)}$ are bounded uniformly in $h>0$. Estimating

$$
\left|A^{h}\right| \leq \frac{1}{\alpha^{2}}\left\|u^{h}\right\|_{\mathrm{L}^{2}\left(0, T ; \mathrm{H}^{1,2}(\Omega)\right)}^{2} \leq \frac{1}{\alpha^{2}} C
$$

by (3.8), we end up with

$$
\begin{equation*}
\int_{0}^{T}\left\langle\xi(t, .), T^{h}-T_{\alpha}^{h}(t)\right\rangle d t \rightarrow 0 \quad(\alpha \rightarrow \infty) \tag{4.19}
\end{equation*}
$$

uniformly in $h>0$. Putting this together with (4.18) proves the lemma. $\quad \square$
By establishing the Gibbs-Thomson law we finish the proof of Theorem 1.3.
Lemma 4.3. For all $\xi \in \mathrm{L}^{2}\left(0, T ; C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ we obtain

$$
\int_{0}^{T}\langle\xi(t, .), T(t)\rangle d t=\int_{\Omega_{T}} \mathcal{X} \nabla \cdot(u \xi)
$$

In particular, for almost all $t \in(0, T)$,

$$
H(t, .)=u(t, .)
$$

holds $\mathcal{H}^{2}$-almost everywhere on $\partial^{*}\{\mathcal{X}(t,)=1$.$\} .$

Proof. We get from (3.5), (3.11), (4.1) and Lemma 4.2

$$
\begin{aligned}
\int_{\Omega_{T}} \mathcal{X} \nabla \cdot(u \xi) & =\lim _{h \rightarrow 0} \int_{\Omega_{T}} \mathcal{X}^{h} \nabla \cdot\left(u^{h} \xi\right) \\
& =\lim _{h \rightarrow 0} \int_{0}^{T}\left\langle\xi(t, .), \delta \mu_{t}^{h}\right\rangle d t \\
& =\int_{0}^{T}\langle\xi(t, .), T(t)\rangle d t
\end{aligned}
$$

Since no time derivative is involved we deduce that for almost all $t \in(0, T)$ and all $\xi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{3}\right)$,

$$
\int_{\Omega} \mathcal{X}(t, .) \nabla \cdot(u(t, .) \xi)=\langle\xi, T(t)\rangle
$$

holds. The Gauss-Green theorem [EG92, Theorem 5.8.1] and (4.6) yield

$$
\int_{\Omega}-u(t, .) \nu(t, .) \cdot \xi|\nabla \mathcal{X}(t, .)|=\int_{\Omega}-\vec{H}(t, .) \cdot \xi|\nabla \mathcal{X}(t, .)|
$$

with $\nu(t,)=.\nabla \mathcal{X}(t,) /.|\nabla \mathcal{X}(t,)$.$| on \partial^{*}\{\mathcal{X}(t,)=1$.$\} . This proves the Gibbs-Thomson$ law.
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1. Introduction. Many problems of fundamental importance in engineering and the sciences are posed in terms of partial differential equations formulated on irregular and/or moving boundaries. In many instances the differential equations are quite simple (linear and constant coefficient); however, the nonlinearity of the boundary conditions and/or the geometrical difficulties of the domain usually prevent analytic solution of these problems. Classical examples of such problems are the free-surface evolution of an ideal fluid [15], scattering of electromagnetic radiation from an irregular grating [2], and precipitate growth [13]. For these problems a simplification and reduction in dimension can be achieved by considering surface quantities and, if applicable, the shape of the boundary as fundamental variables. Then, if desired, bulk quantities can be recovered from these boundary measurements via appropriate integral formulas. In general this procedure is complicated by the necessity of normal derivatives of field quantities at the boundary. Therefore, Dirichlet-Neumann operators (DNOs), which deliver normal derivatives ("Neumann data") given boundary measurements ("Dirichlet data"), play a crucial role.

Among the many ways in which the DNO can be simulated numerically (e.g., boundary integrals/elements, finite differences, finite elements, etc.), methods based upon boundary perturbations are particularly appealing. These approaches view the shape of the domain as a (small) deformation of a separable geometry (e.g., disk, torus, infinite strip) and seek solutions as a Taylor series expanded in powers of this small parameter. Aside from being highly accurate within their domain of applicability,

[^17]a particularly appealing property of these methods is that, in contrast with most alternative approaches, the spatial dimension of the problem does not affect their implementation or performance. See $[18,19,20]$ for a complete discussion of these issues and presentation of numerical results.

Since perturbation algorithms play such a crucial role in the study of DNOs we take up the mathematical question of their analyticity with respect to boundary perturbations, i.e., with respect to $\varepsilon$, which measures the size of the perturbation. The first results along these lines can be derived from the work of Calderón [4] and of Coifman and Meyer [6], who showed that if the upper boundary of a two-dimensional domain is a (one-dimensional) Lipschitz curve, then the DNO maps $H^{1}$ to $L^{2}$ and is analytic in $\varepsilon$ (sufficiently small). Next, Craig, Schanz, and Sulem [10] showed that the DNO maps $W^{k+1, p}$ to $W^{k, p}$ for $k \geq 0$ and is analytic in $\varepsilon$ (sufficiently small) for threedimensional domains provided that the two-dimensional upper boundary is $C^{1}$; Craig and Nicholls [8] extended this result to general dimensions ( $(d-1)$-dimensional upper boundary) by the same techniques but, due to the application at hand, also required the boundary deformation to be in the class $W^{k+1, p}$ for $k \geq 0$.

These results are the most general to date but rely heavily on an implicit boundary integral formulation for the DNO which, from a numerical standpoint, undermines the computational advantages of boundary perturbation approaches. With this consideration in mind, Nicholls and Reitich studied analyticity through the transformed field expansion (TFE) approach [18, 19, 20]. While this method did not deliver the sharpest results from a theoretical standpoint (the boundary deformation was required to be in the class $C^{3 / 2+\delta}$ for any $\delta>0$ ), it did produce a new, stabilized, high-order numerical procedure for the approximation of DNOs with all the advantages of boundary perturbation methods (e.g., ease of implementation, dimension independent performance) without the shortcomings of classical implementations (e.g., cancellations and high-order instability); please see [18, 19, 20] for a complete discussion and [21, 22] for recent advancements in the setting of acoustic and electromagnetic scattering applications. Finally, we mention the recent work of Buffoni [3] who, in the setting of an existence theory for two-dimensional traveling capillary-gravity waves, utilized the DNO in Zakharov's formulation [23] of surface water wave evolution. However, since other techniques prevailed, the analyticity of the DNO with respect to boundary perturbations was not used.

The goal of this paper is to show that the TFE approach can, in addition to providing a stabilized numerical approach, be used to realize the most general analyticity results possible (in terms of boundary regularity) in arbitrary dimension. Concerning smoothness of the boundary, this matches the theorems of Calderón [4] and Coifman and Meyer [6] in two dimensions. However, the underlying function spaces are quite different being based upon $L^{p}$-Sobolev spaces rather than $L^{2}$-Sobolev spaces. Our results extend those of Craig, Schanz, and Sulem [10] and Craig and Nicholls [8] in higher dimensions. Of course, our method can be extended to spaces with higher regularity if greater smoothness is assumed on the boundary deformation and Dirichlet data. We begin by showing that the TFE method analyzed with Schauder theory in Hölder spaces gives a simple and elegant analyticity theorem for surface deformations in the class $C^{1+\alpha}$ for any $\alpha>0$. We then follow this analysis with a more involved calculation in $W^{k, p}$ spaces using Sobolev theory and demonstrate that, in fact, the regularity of the surface shape can be reduced to Lipschitz.

The paper is organized as follows: In section 2 we introduce the TFE change of variables and state our main results. In section 3.1 we work in the classical Hölder spaces via Schauder theory and conclude analyticity for boundary deformations of
class $C^{1+\alpha}$ for any $\alpha>0$, and we show that the DNO will map $C^{1+\alpha}$ Dirichlet data to $C^{\alpha}$ Neumann data and is uniformly analytic in $\varepsilon$. In section 3.2 we utilize the Sobolev theory of $W^{k, p}$ spaces and show that, in fact, the regularity of the boundary deformation can be reduced to Lipschitz in any spatial dimension; in this case, the DNO is analytic in $\varepsilon$ and maps $W^{1-1 / p, p}$ Dirichlet data to $W^{-1 / p, p}$ Neumann data (see section 2 for the precise definition of $W^{-1 / p, p}$ ). In Appendix A, we review the key elliptic estimates which enable our analysis of the DNO.
2. Problem statement and change of variables. To focus upon a particular problem we consider the classical free-boundary problem of the evolution of a $d$ dimensional ideal fluid under the effects of gravity. The fluid sits above the bottom of a flat ocean bed at mean depth $h$ and is bounded above by the free surface $\eta(x, t)$, giving the domain

$$
S_{h, \eta}=\left\{(x, y) \in \mathbf{R}^{d-1} \times \mathbf{R} \mid-h<y<\eta\right\}
$$

The fundamental variables for this problem are the shape of the free surface, $\eta$, and the velocity potential $\varphi(x, y, t)$ which gives the velocity of the fluid from $\vec{v}=\nabla \varphi$. The equations of motion are [15]

$$
\begin{array}{ll}
\Delta \varphi=0 & \text { in } S_{h, \eta}, \\
\partial_{y} \varphi(x,-h)=0, & \text { at } y=\eta, \\
\partial_{t} \eta+\nabla_{x} \varphi \cdot \nabla_{x} \eta-\partial_{y} \varphi=0 & \text { at } y=\eta .
\end{array}
$$

These equations must be supplemented with initial conditions and lateral boundary conditions, which we discuss later.

In a fundamental paper on stability of free-surface ocean waves, Zakharov [23] noted that the Euler equations, (2.1), could be stated as a Hamiltonian system in terms of the canonical variables $(\eta(x, t), \xi(x, t) \equiv \varphi(x, \eta(x, t), t))$. This observation, coupled with the solvability of Laplace's equation on the domain $S_{h, \eta}$ given $\xi$, leads to the realization that (2.1) can be equivalently stated at the surface of the domain $S_{h, \eta}$. The restatement was first made by Craig and Sulem [11] as

$$
\begin{align*}
\partial_{t} \eta= & G(\eta) \xi  \tag{2.2a}\\
\partial_{t} \xi= & -g \eta-\frac{1}{2\left(1+\left|\nabla_{x} \eta\right|^{2}\right)}\left[\left|\nabla_{x} \xi\right|^{2}-(G(\eta) \xi)^{2}\right. \\
& \left.-2(G(\eta) \xi) \nabla_{x} \xi \cdot \nabla_{x} \eta+\left|\nabla_{x} \xi\right|^{2}\left|\nabla_{x} \eta\right|^{2}-\left(\nabla_{x} \xi \cdot \nabla_{x} \eta\right)^{2}\right] \tag{2.2b}
\end{align*}
$$

where $G(\eta) \xi$ is the DNO. This set of equations, (2.2), has been useful in a variety of analytical $[8,7]$ and numerical $[16,17,9,14]$ treatments of the Euler equations, and clearly a detailed understanding of the DNO is at the heart of these analyses.

Inspired by the geometry of the Euler equations (2.1) and the reduction of Craig and Sulem, we study the DNO, $G(\eta)$, and its associated boundary value problem:

$$
\begin{array}{ll}
\Delta v(x, y)=0 & \text { in } S_{h, \eta} \\
\partial_{y} v(x,-h)=0 \\
v(x, \eta(x))=\xi(x) & \tag{2.3c}
\end{array}
$$

Upon the solution of (2.3) the DNO is defined as

$$
\begin{equation*}
G(\eta) \xi=\left.\nabla v\right|_{y=\eta} \cdot N_{\eta}=\left[-\nabla_{x} \eta \cdot \nabla_{x} v+\partial_{y} v\right]_{y=\eta} \tag{2.4}
\end{equation*}
$$

where the normal $N=\left(-\nabla_{x} \eta, 1\right)^{T}$ (not of unit length) is chosen to simplify the restatement of the kinematic condition (2.1c) as (2.2a). Regarding lateral boundary conditions, it is well known that bounded solutions to (2.3) are unique. Thus, $v(x, y)$ is periodic in $x$ if $\eta(x)$ and $\xi(x)$ are periodic in $x$; similarly, the behavior of $v(x)$ as $x \rightarrow \pm \infty$ will be uniquely determined by the behavior of $\xi(x)$ near infinity. In this way we incorporate quite general boundary conditions into the definition of the DNO.

In order to work with more general Lipschitz boundaries, we now derive a weak formulation of the DNO: Take any test function $\psi \in T_{R}^{1}\left(\overline{S_{h, \eta}}\right)$, where

$$
T_{R}^{1}\left(\overline{S_{h, \eta}}\right)=\left\{f \in C^{1}\left(\overline{S_{h, \eta}}\right) \mid f=0 \text { on }\{|x|>R\} \text { for some large } R\right\}
$$

Then

$$
\begin{aligned}
0 & =\int_{S_{h, \eta}}(\Delta v) \psi \mathrm{d} V \\
& =\int_{y=\eta(x)}\left(\partial_{\nu} v\right) \psi \mathrm{d} S-\int_{S_{h, \eta}}\left(\nabla_{x} v \cdot \nabla_{x} \psi+\partial_{y} v \partial_{y} \psi\right) \mathrm{d} V \\
& =\int_{\mathbf{R}^{d-1}} \frac{G(\eta) \xi}{\sqrt{1+\left|\nabla_{x} \eta\right|^{2}}} \psi(x, \eta(x)) \sqrt{1+\left|\nabla_{x} \eta\right|^{2}} \mathrm{~d} x-\int_{S_{h, \eta}}\left(\nabla_{x} v \cdot \nabla_{x} \psi+\partial_{y} v \partial_{y} \psi\right) \mathrm{d} V
\end{aligned}
$$

Thus

$$
\begin{equation*}
\int_{\mathbf{R}^{d-1}}(G(\eta) \xi) \psi(x, \eta(x)) \mathrm{d} x=\int_{S_{h, \eta}} \nabla_{x} v \cdot \nabla_{x} \psi+\partial_{y} v \partial_{y} \psi \mathrm{~d} V \tag{2.5}
\end{equation*}
$$

For any $\psi \in T_{R}^{1}\left(\overline{S_{h, \eta}}\right)$ we can always approximate $\psi$ with $\psi_{j} \in C^{1}\left(\overline{S_{h, \eta}}\right)$ such that

$$
\begin{array}{ll}
\psi_{j} \rightarrow \psi & \text { strongly in } C\left(\overline{S_{h, \eta}}\right) \\
\nabla \psi_{j} \rightarrow \nabla \psi & \text { weak }^{*} \text { in } L^{\infty}\left(S_{h, \eta}\right)^{d}
\end{array}
$$

Using this approximation, we find that (2.5) also extends to functions $\psi \in T_{R}^{0,1}\left(\overline{S_{h, \eta}}\right)$, where

$$
T_{R}^{0,1}\left(\overline{S_{h, \eta}}\right)=\left\{f \in C^{0,1}\left(\overline{S_{h, \eta}}\right) \mid f=0 \text { on }\{|x|>R\} \text { for some large } R\right\}
$$

Using the notation

$$
\langle a, b\rangle=\int_{\mathbf{R}^{d-1}} a(x) b(x) \mathrm{d} x
$$

we restate $(2.5)$ as follows: For any $\psi \in T_{R}^{0,1}\left(\overline{S_{h, \eta}}\right)$,

$$
\begin{equation*}
\langle G(\eta) \xi, \psi(x, \eta(x))\rangle=\int_{S_{h, \eta}}\left(\nabla_{x} v \cdot \nabla_{x} \psi+\partial_{y} v \partial_{y} \psi\right) \mathrm{d} V \tag{2.6}
\end{equation*}
$$

It is clear that the right-hand side of this equality requires $v$ only to be $W_{l o c}^{1,1}\left(\overline{S_{h, \eta}}\right)$.

It has been discovered $[18,19,20]$ that an effective technique for establishing the analyticity of DNOs is to make a "domain flattening" change of variables

$$
\begin{equation*}
x^{\prime}=x, \quad y^{\prime}=h \frac{y-\eta}{h+\eta} \tag{2.7}
\end{equation*}
$$

which maps $S_{h, \eta}$ to $S_{h, 0}$. Considering the transformed field

$$
\begin{equation*}
u\left(x^{\prime}, y^{\prime}\right)=v\left(x^{\prime},(h+\eta) y^{\prime} / h+\eta\right) \tag{2.8}
\end{equation*}
$$

the change of variables induces the formulas

$$
\begin{align*}
(h+\eta) \nabla_{x} & =(h+\eta) \nabla_{x^{\prime}}-\left(h+y^{\prime}\right)\left(\nabla_{x^{\prime}} \eta\right) \partial_{y^{\prime}}  \tag{2.9a}\\
(h+\eta) \operatorname{div}_{x} & =(h+\eta) \operatorname{div}_{x^{\prime}}-\left(h+y^{\prime}\right)\left(\nabla_{x^{\prime}} \eta\right) \cdot \partial_{y^{\prime}}  \tag{2.9b}\\
(h+\eta) \partial_{y} & =h \partial_{y^{\prime}} \tag{2.9c}
\end{align*}
$$

which include a prefactor of $(h+\eta)$ in order to realize transformed equations with no quotients involving $\eta$. Upon making this transformation, (2.3) becomes

$$
\begin{align*}
& \Delta u\left(x^{\prime}, y^{\prime}\right)=F\left(x^{\prime}, y^{\prime}\right) \quad \text { in } S_{h, 0}  \tag{2.10a}\\
& \partial_{y} u\left(x^{\prime},-h\right)=0  \tag{2.10b}\\
& u\left(x^{\prime}, 0\right)=\xi\left(x^{\prime}\right) \tag{2.10c}
\end{align*}
$$

where

$$
\begin{equation*}
F\left(x^{\prime}, y^{\prime}\right)=\operatorname{div}_{x^{\prime}}\left[F^{(1)}\left(x^{\prime}, y^{\prime}\right)\right]+\partial_{y^{\prime}} F^{(2)}\left(x^{\prime}, y^{\prime}\right)+F^{(3)}\left(x^{\prime}, y^{\prime}\right) \tag{2.11}
\end{equation*}
$$

The form for $F$ can be found most easily from the following calculation:

$$
\begin{aligned}
0 & =(h+\eta)^{2}\left\{\Delta_{x} v+\partial_{y}^{2} v\right\} \\
& =(h+\eta)^{2} \Delta_{x} v+(h+\eta)^{2} \partial_{y}^{2} v \\
& =(h+\eta) \operatorname{div}_{x}\left[(h+\eta) \nabla_{x} v\right]-\nabla_{x} \eta \cdot(h+\eta) \nabla_{x} v+(h+\eta) \partial_{y}\left[(h+\eta) \partial_{y} v\right] .
\end{aligned}
$$

Using (2.9) it is straightforward to show that

$$
\begin{aligned}
0= & h^{2} \Delta_{x}^{\prime} u+h^{2} \partial_{y^{\prime}}^{2} u \\
& +\eta \operatorname{div}_{x^{\prime}}\left[h \nabla_{x^{\prime}} u\right]+h \operatorname{div}_{x^{\prime}}\left[\eta \nabla_{x^{\prime}} u\right]+\eta \operatorname{div}_{x^{\prime}}\left[\eta \nabla_{x^{\prime}} u\right]-h \operatorname{div}_{x^{\prime}}\left[(h+y) \nabla_{x^{\prime}} \eta \partial_{y^{\prime}} u\right] \\
& -\eta \operatorname{div}_{x^{\prime}}\left[(h+y) \nabla_{x^{\prime}} \eta \partial_{y^{\prime}} u\right]-(h+y) \nabla_{x^{\prime}} \eta \cdot \partial_{y^{\prime}}\left[h \nabla_{x^{\prime}} u\right] \\
& -(h+y) \nabla_{x^{\prime}} \eta \cdot \partial_{y^{\prime}}\left[\eta \nabla_{x^{\prime}} u\right]+(h+y) \nabla_{x^{\prime}} \eta \cdot \partial_{y^{\prime}}\left[\left(h+y^{\prime}\right) \nabla_{x^{\prime}} \eta \partial_{y^{\prime}} u\right] \\
& -h \nabla_{x^{\prime}} \eta \cdot \nabla_{x^{\prime}} u-\eta \nabla_{x^{\prime}} \eta \cdot \nabla_{x^{\prime}} u+\left(h+y^{\prime}\right)\left|\nabla_{x^{\prime}} \eta\right|^{2} \partial_{y^{\prime}} u .
\end{aligned}
$$

From this point, several manipulations can be effected to realize the divergence structure of $F$. Upon dropping primes, this results in

$$
\begin{align*}
& \text { (2.12a) } F^{(1)}=-\frac{2}{h} \eta \nabla_{x} u-\frac{1}{h^{2}} \eta^{2} \nabla_{x} u+\frac{h+y}{h} \nabla_{x} \eta \partial_{y} u+\frac{(h+y)}{h^{2}} \eta \nabla_{x} \eta \partial_{y} u, \\
& \text { (2.12b) } F^{(2)}=\frac{h+y}{h} \nabla_{x} \eta \cdot \nabla_{x} u+\frac{(h+y)}{h^{2}} \eta \nabla_{x} \eta \cdot \nabla_{x} u-\frac{(h+y)^{2}}{h^{2}}\left|\nabla_{x} \eta\right|^{2} \partial_{y} u, \\
& \text { (2.12c) } F^{(3)}=\frac{1}{h} \nabla_{x} \eta \cdot \nabla_{x} u+\frac{1}{h^{2}} \eta \nabla_{x} \eta \cdot \nabla_{x} u-\frac{(h+y)}{h^{2}}\left|\nabla_{x} \eta\right|^{2} \partial_{y} u,
\end{align*}
$$

where $F^{(1)}, F^{(2)}$, and $F^{(3)}$ are all $\mathcal{O}(\eta)$. At this point we note that, as claimed above, the right-hand side of (2.10a) contains no quotients involving $\eta$.

Of course, we are primarily concerned with the DNO; formula (2.4) transforms as

$$
\begin{align*}
& (h+\eta) G(\eta) \xi \\
& \quad=\left.\left\{-\nabla_{x} \eta \cdot(h+\eta) \nabla_{x} v+(h+\eta) \partial_{y} v\right\}\right|_{y^{\prime}=0}  \tag{2.13}\\
& \quad=\left.\left\{h \partial_{y^{\prime}} u-h \nabla_{x^{\prime}} \eta \cdot \nabla_{x^{\prime}} u-\eta \nabla_{x^{\prime}} \eta \cdot \nabla_{x^{\prime}} u+\left(h+y^{\prime}\right)\left|\nabla_{x^{\prime}} \eta\right|^{2} \partial_{y^{\prime}} u\right\}\right|_{y^{\prime}=0} .
\end{align*}
$$

Therefore, again dropping primes,

$$
\begin{equation*}
G(\eta) \xi(x)=\partial_{y} u(x, 0)+J(x) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{aligned}
J= & -\frac{\eta}{h} G(\eta) \xi-\nabla_{x} \eta \cdot \nabla_{x} u(x, 0) \\
& -\frac{1}{h} \eta \nabla_{x} \eta \cdot \nabla_{x} u(x, 0)+\left|\nabla_{x} \eta\right|^{2} \partial_{y} u(x, 0)
\end{aligned}
$$

and clearly $J=\mathcal{O}(\eta)$. The weak statement of the DNO, (2.6), transforms as

$$
\begin{align*}
& \langle G(\eta) \xi, \psi(x, 0)\rangle \\
& =\int_{S_{h, 0}}\left\{\left(\nabla_{x} u-\frac{h+y}{h+\eta}\left(\nabla_{x} \eta\right) \partial_{y} u\right) \cdot\left(\nabla_{x} \psi-\frac{h+y}{h+\eta}\left(\nabla_{x} \eta\right) \partial_{y} \psi\right)\right.  \tag{2.15}\\
& \left.\quad+\frac{h^{2}}{(h+\eta)^{2}}\left(\partial_{y} u\right) \partial_{y} \psi\right\} \frac{h+\eta}{h} \mathrm{~d} V
\end{align*}
$$

for any $\psi \in T_{R}^{0,1}\left(\overline{S_{h, 0}}\right)$. Finally, we point out that sometimes it is more convenient to write the DNO in the following form:

$$
\begin{equation*}
G(\eta) \xi(x)=-\nabla_{x} \eta \cdot \nabla_{x} \xi+\left.\frac{h\left(1+\left|\nabla_{x} \eta\right|^{2}\right)}{h+\eta} \partial_{y} u\right|_{y=0} \tag{2.16}
\end{equation*}
$$

where we have used the fact that $u(x, 0)=\xi(x)$.
In the spirit of the boundary perturbation methods we alluded to in the Introduction, we now suppose that we are considering $\eta$ to be a small perturbation of a flat geometry, i.e., $\eta(x)=\varepsilon f(x)$. In this case, for future reference, (2.16) becomes

$$
\begin{equation*}
G(\eta) \xi(x)=-\varepsilon \nabla_{x} f \cdot \nabla_{x} \xi+\left.\frac{h\left(1+\left|\varepsilon \nabla_{x} f\right|^{2}\right)}{h+\varepsilon f} \partial_{y} u\right|_{y=0} \tag{2.17}
\end{equation*}
$$

We show the following theorem in section 3.1.
THEOREM 2.1. Let $f, \xi \in C^{1+\alpha}\left(\mathbf{R}^{d-1}\right), 0<\alpha<1$. Let $v(x, y)$ be the solution of (2.3) in the region $S_{h, \eta}$ with $\eta=\varepsilon f$ and define

$$
u(x, y, \varepsilon)=v\left(x, \frac{(h+\varepsilon f) y}{h}+\varepsilon f\right), \quad-\infty<x<\infty,-h<y<0
$$

(cf. (2.8)). Define the DNO $G(\varepsilon f)$ by (2.14) with $\eta=\varepsilon f$. Then both the solution $u(x, y, \varepsilon)$ and the $D N O G(\varepsilon f)$ are analytic as functions of $\varepsilon$; i.e., they can be expressed
as the convergent series

$$
\begin{equation*}
u(x, y, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x, y) \varepsilon^{n}, \quad G(\varepsilon f)=\sum_{n=0}^{\infty} G_{n}(f) \varepsilon^{n} \tag{2.18}
\end{equation*}
$$

for small $\varepsilon$, where $u_{n}$ and $G_{n}(f)$ satisfy, for some constants $B$ and $C$ independent of $\varepsilon$,

$$
\left|u_{n}\right|_{C^{1+\alpha}\left(S_{h, 0}\right)} \leq C B^{n}|\xi|_{C^{1+\alpha}\left(\mathbf{R}^{d-1}\right)}, \quad\left|G_{n}(f)\right|_{\mathcal{L}\left(C^{1+\alpha}\left(\mathbf{R}^{d-1}\right), C^{\alpha}\left(\mathbf{R}^{d-1}\right)\right)} \leq C B^{n} .
$$

This theorem implies that the DNO maps $C^{1+\alpha}$ Dirichlet data to $C^{\alpha}$ Neumann data.

By working in $L^{p}$-based Sobolev spaces, $W^{k, p}(p>d)$, we can refine this result by requiring the boundary to be only Lipschitz continuous. In dealing with these Sobolev spaces, we must appeal to the trace operator and its mapping properties (see [1, Chapter 7 (e.g., Theorem 7.53)] for trace theorems); in particular, if $\partial \Omega \in C^{k}$, then the trace operator $W^{k, p}(\Omega) \rightarrow W^{k-1 / p, p}(\partial \Omega)$ is continuous and surjective.

To state the next result with complete accuracy we first define a pair of function spaces. We denote by $B_{r}\left(x^{*}\right)$ the ball of radius $r$ centered at $x^{*}$, and for $p>1$ define

$$
X^{p}=\left\{\xi \mid \xi \in W^{1-1 / p, p}\left(B_{1}\left(x^{*}\right)\right) \text { for any } x^{*} \in \mathbf{R}^{d-1}\right\} .
$$

For $\xi \in X^{p}$ we define

$$
\|\xi\|_{X^{p}}=\sup _{x^{*} \in \mathbf{R}^{d-1}}\|\xi\|_{W^{1-1 / p, p}\left(B_{1}\left(x^{*}\right)\right)}
$$

Recall that [1, Chapter 7]

$$
\|\xi\|_{W^{1-1 / p, p}\left(B_{1}\left(x^{*}\right)\right)}=\inf \|\zeta\|_{W^{1, p}\left(B_{1}\left(x^{*}\right) \times[-h, 0]\right)}
$$

where the infimum is taken over all functions $\zeta \in W^{1, p}\left(B_{1}\left(x^{*}\right) \times[-h, 0]\right)$ such that $\zeta(x, 0)=\xi(x)$ in the trace sense; i.e., for any $C^{\infty}$ function $\gamma(x, y)$ such that $\gamma=0$ on

$$
\left\{\partial B_{1}\left(x^{*}\right) \times[-h, 0]\right\} \cup\left\{B_{1}\left(x^{*}\right) \times\{y=-h\}\right\}
$$

$\gamma(\zeta-\xi) \in W_{0}^{1, p}\left(\left(B_{1}\left(x^{*}\right) \times(-h, 0)\right)\right)$. It is clear that with this definition

$$
\|\xi\|_{X^{p}} \leq \sup _{x^{*} \in \mathbf{R}^{d-1}}\|\xi\|_{W^{1-1 / p, p}\left(B_{2}\left(x^{*}\right)\right)} \leq 2^{(d-1) / p}\|\xi\|_{X^{p}}
$$

We also define

$$
Y^{k, p}=\left\{u \mid u \in W^{k, p}\left(B_{1}\left(x^{*}\right) \times[-h, 0]\right) \text { for any } x^{*} \in \mathbf{R}^{d-1}\right\}
$$

and

$$
\|u\|_{Y^{k, p}}=\sup _{x^{*} \in \mathbf{R}^{d-1}}\|u\|_{W^{k, p}\left(B_{1}\left(x^{*}\right) \times[-h, 0]\right)}
$$

In the case of boundary data in $X^{p}$, the solution $u(x, y, \varepsilon)$ will only be in the space $W^{1, p}$ in the domain. Therefore, the first order derivative $\nabla u$ will only be an $L^{p}$ function in the domain and the trace operator in (2.14) is not well defined. Thus we shall use the weak formulation (2.15). Since the DNO is local in nature, we shall
discuss the DNO only in a neighborhood of an arbitrarily fixed point $\hat{x} \in \mathbf{R}^{d-1}$. We will establish the following in section 3.2.

ThEOREM 2.2. If $f \in C^{0,1}\left(\mathbf{R}^{d-1}\right), \xi \in X^{p}, p>d$. Let $v(x, y)$ be the solution of (2.3) in the region $S_{h, \eta}$ with $\eta=\varepsilon f$ and define

$$
u(x, y, \varepsilon)=v\left(x, \frac{(h+\varepsilon f) y}{h}+\varepsilon f\right), \quad-\infty<x<\infty,-h<y<0
$$

(cf. (2.8)). Define the DNO $G(\varepsilon f)$ by (2.15) with $\eta=\varepsilon f$. Then both the solution $u(x, y, \varepsilon)$ and the DNO $G(\varepsilon f)$ are analytic as functions of $\varepsilon$; i.e., they can be expressed as the convergent series

$$
u(x, y, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x, y) \varepsilon^{n}, \quad G(\varepsilon f)=\sum_{n=0}^{\infty} G_{n}(f) \varepsilon^{n}
$$

for small $\varepsilon$, where $u_{n}$ and $G_{n}(f)$ satisfy, for some constants $B$ and $C$ independent of $\varepsilon$,

$$
\begin{equation*}
\left\|u_{n}\right\|_{Y^{1, p}} \leq C B^{n}\|\xi\|_{X^{p}}, \quad\left\|G_{n}(f)\right\|_{\mathcal{L}\left(X^{p},\left(X_{c}^{q}(\hat{x})\right)^{*}\right)} \leq C B^{n} \tag{2.19}
\end{equation*}
$$

for any fixed $\hat{x} \in \mathbf{R}^{d-1}$. In these formulas, $q$ is the conjugate of $p$, i.e., $q=p /(p-1)$, and $\left(X_{c}^{q}(\hat{x})\right)^{*}$ is the dual space of $X_{c}^{q}(\hat{x})$ :

$$
\begin{aligned}
X_{c}^{q}(\hat{x}) & =\left\{\varphi \in X^{q} \mid \varphi=0 \text { for }|x-\hat{x}|>1\right\} \\
& \cong W_{0}^{1-1 / q, q}\left(B_{1}(\hat{x})\right)
\end{aligned}
$$

Remark. Roughly speaking, $X^{p}$ behaves like $W^{1-1 / p, p}$ and $X^{q}$ behaves like $W^{1-1 / q, q}$. Thus, the dual space of $W^{1-1 / q, q}$ behaves locally like $W^{-(1-1 / q), p}=$ $W^{-1 / p, p}$. Therefore, the above theorem states that the DNO "loses one spatial derivative" and is analytic in $\varepsilon$. This is the optimal regularity that one can expect for the DNO.

Remark. Theorem 2.2 concerns a field, $v$, in $W^{1, p}$ with boundary trace, $\xi$, in $W^{1-1 / p, p}$. Such assumptions were made to enable a proof which demands the weakest possible regularity on the boundary perturbation. Of course, if the boundary deformation and Dirichlet data are more regular, then the field and DNO will be smoother as well. Results mentioned in the Introduction (e.g., Calderón [4], Coifman and Meyer [6], Craig, Schanz, and Sulem [10], Craig and Nicholls [8], and Nicholls and Reitich $[18,20]$ ) provide such results in a wide array of function spaces.

Remark. We introduced the spaces $X^{p}$ and $Y^{k, p}$ in order to include quite general behavior at infinity. For instance, we can accommodate periodicity or convergence (at infinity) to a constant. If we specialize to periodic boundary conditions, say on the period cell $Q \subset \mathbf{R}^{d-1}$, we can simplify the statements of the theorem by replacing $X^{p}$ with $W^{1-1 / p, p}(Q), Y^{1, p}$ with $W^{1, p}(Q \times[-h, 0])$, and $B_{1}(\hat{x})$ with $Q$ in Theorem 2.2.

Remark. Finally, a direct, "method of majorants" approach could be pursued to derive these results; cf. [18, 19, 20]. This would involve (for Theorem 2.1) inserting the expansions (2.18) into (2.10) and (2.14), finding equations satisfied by the $u_{n}$ and $G_{n}$, and then estimating them directly in an appropriate function space. Since our purpose is to simply establish analyticity in $\varepsilon$ (rather than joint analyticity in $x, y$, and $\varepsilon$; cf. [20]), we have found that a complexification approach greatly simplifies the argument while delivering the most general result possible.
3. Analyticity. In this section we establish analyticity of $u(x, y, \varepsilon)$ in $\varepsilon$ via a complexification argument. Of course, in the original system (2.3) we cannot allow $\varepsilon$ to be complex-valued as $\varepsilon$ measures the magnitude of the (real) deformation of the domain. On the other hand, in the transformed system (2.10) $\varepsilon$ has no such interpretation and we are free to allow $\varepsilon=\varepsilon_{1}+\mathrm{i} \varepsilon_{2} \in \mathbf{C}$ and to look for complex solutions, $u$. The advantage of this approach is the availability of the formulas of complex analysis which readily deliver analyticity provided that straightforward estimates are established. Once this is accomplished we may set $\varepsilon_{2}=0$ and obtain the series expansion for $u$ which must be real-valued.

The complexification approach requires us to simply show that $u(x, y, \varepsilon)$ is differentiable in $\varepsilon=\varepsilon_{1}+\mathrm{i} \varepsilon_{2}$ for $|\varepsilon|$ sufficiently small. To this end we define the finite difference operator as follows:

$$
T_{\delta}[u](x, y, \varepsilon)=\frac{1}{\delta}[u(x, y, \varepsilon+\delta)-u(x, y, \varepsilon)], \quad \delta=\delta_{1}+\mathrm{i} \delta_{2}
$$

A simple computation shows that

$$
\begin{equation*}
T_{\delta}[u \cdot w](x, y, \varepsilon)=T_{\delta}[u](x, y, \varepsilon) \cdot w(x, y, \varepsilon)+u(x, y, \varepsilon+\delta) \cdot T_{\delta}[w](x, y, \varepsilon) \tag{3.1}
\end{equation*}
$$

In the next two subsections we show that $T_{\delta}[u](x, y, \varepsilon)$ converges as $\delta \rightarrow 0$, for $\varepsilon$ in a small disk. This is done in Hölder spaces in section 3.1 and in $W^{k, p}$ spaces in section 3.2.
3.1. Hölder estimates. To begin this section we recall the following well-known algebra property of the space $C^{\alpha}$.

Lemma 3.1. Let $0 \leq \alpha \leq 1$. For $f \in C^{\alpha}\left(\mathbf{R}^{d-1}\right)$, $u \in C^{\alpha}\left(S_{h, 0}\right)$, the product $f u \in C^{\alpha}\left(S_{h, 0}\right)$, and

$$
|f u|_{C^{\alpha}} \leq|f|_{C^{\alpha}}|u|_{C^{\alpha}} .
$$

For convenience, we often use $C^{k+\alpha}$ to denote either $C^{k+\alpha}\left(\mathbf{R}^{d-1}\right)$ or $C^{k+\alpha}\left(S_{h, 0}\right)$; the meaning should be clear from the context. Now, recalling that since $\varepsilon \in \mathbf{C}$, solutions $u$ of (2.10) will generally be complex-valued (with the real and imaginary parts individually satisfying (2.10)), we establish the following lemma regarding existence and uniqueness of solutions.

Lemma 3.2. Given $f, \xi \in C^{1+\alpha}$ for any $\alpha \in(0,1)$, there exists $c_{0}>0$ such that (2.10) (with the right-hand side of (2.10) given by (2.12)) has a unique solution $u \in C^{1+\alpha}$ for all $\varepsilon$ in the disk $|\varepsilon| \leq c_{0}$. Furthermore,

$$
\begin{equation*}
|u|_{C^{1+\alpha}} \leq C|\xi|_{C^{1+\alpha}} \tag{3.2}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon$.
Proof. The contraction mapping principle will be utilized. Consider the space

$$
X=\left\{u \in C^{1+\alpha} \mid u(x, 0)=\xi, \partial_{y} u(x,-h)=0\right\}
$$

and the map $\Phi$, defined by the following steps: For $u \in X$, compute $R(x, y)=$ $F(x, y, u(x, y))$ from (2.11) and (2.12), and find the solution of

$$
\begin{aligned}
& \Delta w(x, y)=R(x, y) \quad \text { in } S_{h, 0} \\
& w(x, 0)=\xi(x) \\
& \partial_{y} w(x,-h)=0
\end{aligned}
$$

guaranteed by Theorem A.2. Setting $\eta=\varepsilon f$, we note that if $u \in C^{1+\alpha}$, then

$$
\begin{aligned}
\left|F^{(1)}\right|_{C^{\alpha}} \leq & \frac{2}{h}\left|\varepsilon f \nabla_{x} u\right|_{C^{\alpha}}+\frac{1}{h^{2}}\left|\varepsilon^{2} f^{2} \nabla_{x} u\right|_{C^{\alpha}}+\left|\frac{h+y}{h} \varepsilon\left(\nabla_{x} f\right) \partial_{y} u\right|_{C^{\alpha}} \\
& +\left|\frac{(h+y)}{h^{2}} \varepsilon^{2} f\left(\nabla_{x} f\right) \partial_{y} u\right|_{C^{\alpha}} \\
\leq & \frac{2|\varepsilon|}{h}|f|_{C^{\alpha}}|u|_{C^{1+\alpha}}+\frac{|\varepsilon|^{2}}{h^{2}}|f|_{C^{\alpha}}^{2}|u|_{C^{1+\alpha}}+\frac{Y|\varepsilon|}{h}|f|_{C^{1+\alpha}}|u|_{C^{1+\alpha}} \\
& +\frac{Y|\varepsilon|^{2}}{h^{2}}|f|_{C^{\alpha}}|f|_{C^{1+\alpha}}|u|_{C^{1+\alpha}} \\
\leq & |\varepsilon| K_{1,1}|f|_{C^{1+\alpha}}|u|_{C^{1+\alpha}}+|\varepsilon|^{2} K_{1,2}|f|_{C^{1+\alpha}}^{2}|u|_{C^{1+\alpha}}
\end{aligned}
$$

where we have used Lemma 3.1, and $Y$ is defined by

$$
|(h+y) u|_{C^{\alpha}} \leq Y|u|_{C^{\alpha}}
$$

Similarly, it can be shown that

$$
\begin{aligned}
& \left|F^{(2)}\right|_{C^{\alpha}} \leq|\varepsilon| K_{2,1}|f|_{C^{1+\alpha}}|u|_{C^{1+\alpha}}+|\varepsilon|^{2} K_{2,2}|f|_{C^{1+\alpha}}^{2}|u|_{C^{1+\alpha}} \\
& \left|F^{(3)}\right|_{L^{\infty}} \leq|\varepsilon| K_{3,1}|f|_{C^{1}}|u|_{C^{1}}+|\varepsilon|^{2} K_{3,2}|f|_{C^{1}}^{2}|u|_{C^{1}}
\end{aligned}
$$

so that from (A.1) of Theorem A. $2, w \in C^{1+\alpha}$. Thus, $\Phi: X \rightarrow X$ defined by $w=\Phi u$ is well-defined.

Now, if we choose $u, \tilde{u} \in X$, this will generate $w, \tilde{w} \in X$, respectively. Furthermore,

$$
\begin{aligned}
|w-\tilde{w}|_{C^{1+\alpha}} & \leq C_{e}\left[\left|R^{(1)}-\tilde{R}^{(1)}\right|_{C^{\alpha}}+\left|R^{(2)}-\tilde{R}^{(2)}\right|_{C^{\alpha}}+\left|R^{(3)}-\tilde{R}^{(3)}\right|_{L^{\infty}}\right] \\
& \leq|\varepsilon| K_{4,1}|f|_{C^{1+\alpha}}|u-\widetilde{u}|_{C^{1+\alpha}}+|\varepsilon|^{2} K_{4,2}|f|_{C^{1+\alpha}}^{2}|u-\widetilde{u}|_{C^{1+\alpha}} \\
& \leq \gamma|u-\widetilde{u}|_{C^{1+\alpha}}
\end{aligned}
$$

for $\gamma<1$ if

$$
|\varepsilon| \leq c_{0} \equiv \max \left\{\frac{\gamma}{2 K_{4,1}|f|_{C^{1+\alpha}}}, \frac{\sqrt{\gamma}}{\sqrt{2 K_{4,2}}|f|_{C^{1+\alpha}}}\right\}
$$

Clearly the estimate is uniformly valid for all $\varepsilon$ in the disk $|\varepsilon| \leq c_{0}$, and thus the contraction mapping principle gives existence and uniqueness of solutions. Repeating the above estimation procedure we find that (3.2) is valid.

We next establish differentiability of $u$ in $\varepsilon$.
Lemma 3.3. By shrinking the constant $c_{0}$ in Lemma 3.2 if necessary, we have

$$
\begin{equation*}
\left|T_{\delta}[u]\right|_{C^{1+\alpha}} \leq C \quad \text { for }|\varepsilon| \leq c_{0},|\delta| \leq c_{0} \tag{3.3}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon$ and $\delta$.
Proof. We begin by applying the difference operator $T_{\delta}$ to (2.10) as follows:

$$
\begin{equation*}
\Delta T_{\delta}[u]=\operatorname{div}_{x}\left[T_{\delta}\left[F^{(1)}\right]\right]+\partial_{y} T_{\delta}\left[F^{(2)}\right]+T_{\delta}\left[F^{(3)}\right] \tag{3.4}
\end{equation*}
$$

The product rule (3.1) can be used to derive

$$
\begin{align*}
& T_{\delta}\left[F^{(1)}\right] \\
&=-\frac{2}{h} \varepsilon f \nabla_{x} T_{\delta}[u](\varepsilon)-\frac{2}{h} f \nabla_{x} u(\varepsilon+\delta)-\frac{\varepsilon^{2}}{h^{2}} f^{2} \nabla_{x} T_{\delta}[u](\varepsilon)-\frac{2 \varepsilon}{h^{2}} f^{2} \nabla_{x} u(\varepsilon+\delta) \\
&-\frac{\delta}{h^{2}} f^{2} \nabla_{x} u(\varepsilon+\delta)+\frac{\varepsilon(h+y)}{h} \nabla_{x} f \partial_{y} T_{\delta}[u](\varepsilon)+\frac{(h+y)}{h} \nabla_{x} f \partial_{y} u(\varepsilon+\delta)  \tag{3.5}\\
&+\frac{\varepsilon^{2}(h+y)}{h^{2}} f \nabla_{x} f \partial_{y} T_{\delta}[u](\varepsilon)+\frac{2 \varepsilon(h+y)}{h^{2}} f \nabla_{x} f \partial_{y} u(\varepsilon+\delta) \\
&+\frac{\delta(h+y)}{h^{2}} f \nabla_{x} f \partial_{y} u(\varepsilon+\delta) .
\end{align*}
$$

Estimating this in $C^{\alpha}$ we find

$$
\begin{aligned}
\left|T_{\delta}\left[F^{(1)}\right]\right|_{C^{\alpha}} \leq & \left\{K_{5,1}|\varepsilon||f|_{C^{1+\alpha}}+K_{5,2}|\varepsilon|^{2}|f|_{C^{1+\alpha}}^{2}\right\}\left|T_{\delta}[u](\varepsilon)\right|_{C^{1+\alpha}} \\
& +K_{6}\left\{|f|_{C^{1+\alpha}}+|\varepsilon||f|_{C^{1+\alpha}}+|\delta||f|_{C^{1+\alpha}}\right\}|u(\cdot, \cdot, \varepsilon+\delta)|_{C^{1+\alpha}}
\end{aligned}
$$

similar expressions for $\left|T_{\delta}\left[F^{(2)}\right]\right|_{C^{\alpha}}$ and $\left|T_{\delta}\left[F^{(3)}\right]\right|_{L^{\infty}}$ can be found. These results coupled with Theorem A. 2 imply that

$$
\begin{aligned}
\left|T_{\delta}[u]\right|_{C^{1+\alpha}} \leq & C_{e}\left[\left|T_{\delta}\left[F^{(1)}\right]\right|_{C^{\alpha}}+\left|T_{\delta}\left[F^{(2)}\right]\right|_{C^{\alpha}}+\left|T_{\delta}\left[F^{(3)}\right]\right|_{L^{\infty}}\right] \\
\leq & C_{e}\left[\left\{K_{7,1}|\varepsilon||f|_{C^{1+\alpha}}+K_{7,2}|\varepsilon|^{2}|f|_{C^{1+\alpha}}^{2}\right\}\left|T_{\delta}[u]\right|_{C^{1+\alpha}}\right. \\
& \left.+K_{8}\left\{|f|_{C^{1+\alpha}}+|\varepsilon||f|_{C^{1+\alpha}}^{2}+|\delta||f|_{C^{1+\alpha}}^{2}\right\}|u|_{C^{1+\alpha}}\right]
\end{aligned}
$$

Clearly, if $\varepsilon$ and $\delta$ are chosen sufficiently small, then $\left|T_{\delta}[u]\right|_{C^{1+\alpha}}$ is bounded independently of $\varepsilon$ and $\delta . \quad \square$

In the next step we show that this difference quotient converges to the derivative of $u$ with respect to $\varepsilon$.

Lemma 3.4. There exists a small positive constant $c_{0}$ such that, in the disk $\{|\varepsilon| \leq$ $\left.c_{0}\right\}$, the complexified solution $u$ of (2.10) is differentiable in the complex variable $\varepsilon$ in the space $C^{1+\beta}$, for any $\beta \in(0, \alpha)$, i.e.,

$$
T_{\delta}[u] \rightarrow \partial_{\varepsilon} u \quad \text { as }|\delta| \rightarrow 0
$$

Proof. For any $\beta \in(0, \alpha)$, we can use the compactness of $C^{1+\alpha}$ to conclude that there exists a subsequence $\delta_{n} \rightarrow 0$ such that

$$
T_{\delta_{n}}[u] \rightarrow w \quad \text { in } C^{1+\beta}\left(\overline{S_{0, h}} \cap\{|x| \leq K\}\right)
$$

for any $K>1$. By passing $\delta_{n}$ to 0 in the equation, we find that $w$ satisfies

$$
\Delta w=\operatorname{div}_{x}\left[H^{(1)}\right]+\partial_{y} H^{(2)}+H^{(3)}
$$

where

$$
\begin{aligned}
H^{(1)}= & -\frac{2}{h} \varepsilon f \nabla_{x} w-\frac{2}{h} f \nabla_{x} u-\frac{\varepsilon^{2}}{h^{2}} f^{2} \nabla_{x} w-\frac{2 \varepsilon}{h^{2}} f^{2} \nabla_{x} u \\
& +\frac{\varepsilon(h+y)}{h} \nabla_{x} f \partial_{y} w+\frac{(h+y)}{h} \nabla_{x} f \partial_{y} u \\
& +\frac{\varepsilon^{2}(h+y)}{h^{2}} f \nabla_{x} f \partial_{y} w+\frac{2 \varepsilon(h+y)}{h^{2}} f \nabla_{x} f \partial_{y} u
\end{aligned}
$$

and similar expressions hold for $H^{(2)}$ and $H^{(3)}$. Similar to the proof of Lemma 3.2, the $C^{1+\beta}$ solution $w$ to such a system is unique. This uniqueness implies that the convergence is independent of the subsequence of $\delta_{n}$.

At this point we can prove Theorem 2.1.
Proof of Theorem 2.1. By Cauchy's formula, for $|\varepsilon|<c_{0}$,

$$
u(x, y, \varepsilon)=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=c_{0}} \frac{u(x, y, \zeta)}{\zeta-\varepsilon} \mathrm{d} \zeta=\sum_{n=0}^{\infty} u_{n}(x, y) \varepsilon^{n}
$$

where

$$
u_{n}(x, y)=\frac{1}{2 \pi i} \int_{|\zeta|=c_{0}} \frac{u(x, y, \zeta)}{\zeta^{n+1}} \mathrm{~d} \zeta
$$

From this formula, we obtain the estimates on $u_{n}$ from the estimates for $u$ as follows:

$$
\left|u_{n}\right|_{C^{1+\alpha}} \leq \frac{1}{c_{0}^{n+1}} \max _{|\zeta|=c_{0}}|u(\cdot, \cdot, \zeta)|_{C^{1+\alpha}} \leq C B^{n}|\xi|_{C^{1+\alpha}}
$$

where $B=1 / c_{0}$. Since $G(\varepsilon f) \xi(x)$ is expressed in terms of $u$ and its first order derivatives (see (2.17)), we can extend $G(\varepsilon f) \xi(x)$ to complex $\varepsilon$. Using the (complex) analyticity of $u$ in $\varepsilon$, we immediately have the differentiability of $G(\varepsilon f) \xi$ with respect to $\varepsilon$ and

$$
|G(\varepsilon f) \xi|_{C^{\alpha}} \leq C|u|_{C^{1+\alpha}} \leq C|\xi|_{C^{1+\alpha}}
$$

Thus, for $|\varepsilon|<c_{0}$,

$$
G(\varepsilon f) \xi=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=c_{0}} \frac{G(\zeta f) \xi}{\zeta-\varepsilon} \mathrm{d} \zeta=\sum_{n=0}^{\infty}\left(G_{n}(f) \xi\right) \varepsilon^{n}
$$

where

$$
G_{n}(f) \xi=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=c_{0}} \frac{G(\zeta f) \xi}{\zeta^{n+1}} \mathrm{~d} \zeta
$$

From this, we obtain

$$
\left|G_{n}(f) \xi\right|_{C^{\alpha}} \leq \frac{1}{c_{0}^{n+1}} \max _{|\zeta|=c_{0}}|G(\zeta f) \xi|_{C^{\alpha}} \leq \frac{C}{c_{0}^{n+1}} \max _{|\zeta|=c_{0}}|u(\cdot, \cdot, \zeta)|_{C^{1+\alpha}} \leq C B^{n}|\xi|_{C^{1+\alpha}}
$$

This implies

$$
\left|G_{n}(f)\right|_{\mathcal{L}\left(C^{1+\alpha}\left(\mathbf{R}^{d-1}\right), C^{\alpha}\left(\mathbf{R}^{d-1}\right)\right)} \leq C B^{n}
$$

The theorem is proved.
3.2. 1, estimates. Using $W^{1, p}\left(S_{h, \eta}\right)\left(W^{1-1 / p, p}\right.$ on the boundary) estimates, we will extend the result of the previous section to Lipschitz boundaries; i.e., we will assume

$$
f \in C^{0,1}, \quad \xi \in X^{p} \quad(p>d)
$$

and approximate $f$ and $\xi$ by smooth functions where necessary. The key result which allows the estimation of Lipschitz boundaries is the following.

Lemma 3.5. For $f \in C^{0,1}, u \in Y^{0, p}$, the product $\left(\nabla_{x} f\right) u \in Y^{0, p}$, and

$$
\left\|\left(\nabla_{x} f\right) u\right\|_{Y^{0, p}} \leq|f|_{C^{0,1}}\|u\|_{Y^{0, p}} .
$$

Given this result we can prove the following lemma.
Lemma 3.6. Given $f \in C^{0,1}, \xi \in X^{p}(p>d)$, there exists $c_{0}>0$ such that (2.10) has a unique solution $u \in Y^{1, p}$ for all $\varepsilon$ in the disk $|\varepsilon| \leq c_{0}$. Furthermore,

$$
\begin{equation*}
\|u\|_{Y^{1, p}} \leq C\|\xi\|_{X^{p}} \tag{3.6}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon$.
Proof. The proof is the same as in Lemma 3.2, with the $C^{1+\alpha}$ Hölder estimate (Theorem A.2) replaced by the $W^{1, p}$ estimate (Theorem A.3) given in Appendix A. For instance, the key estimate which guaranteed the contraction property in Lemma 3.2 now reads

$$
\begin{aligned}
\left\|F^{(1)}\right\|_{Y^{0, p}} \leq & \frac{2}{h}\left\|\varepsilon f \nabla_{x} u\right\|_{Y^{0, p}}+\frac{1}{h^{2}}\left\|\varepsilon^{2} f^{2} \nabla_{x} u\right\|_{Y^{0, p}}+\left\|\frac{h+y}{h} \varepsilon\left(\nabla_{x} f\right) \partial_{y} u\right\|_{Y^{0, p}} \\
& +\left\|\frac{(h+y)}{h^{2}} \varepsilon^{2} f\left(\nabla_{x} f\right) \partial_{y} u\right\|_{Y^{0, p}} \\
\leq & \frac{2|\varepsilon|}{h}|f|_{C^{0,1}}\|u\|_{Y^{1, p}}+\frac{|\varepsilon|^{2}}{h^{2}}|f|_{C^{0,1}}^{2}\|u\|_{Y^{1, p}} \\
& +\frac{\tilde{Y}|\varepsilon|}{h}|f|_{C^{0,1}}\|u\|_{Y^{1, p}}+\frac{\tilde{Y}|\varepsilon|^{2}}{h^{2}}|f|_{C^{0,1}}^{2}\|u\|_{Y^{1, p}} \\
\leq & |\varepsilon| \tilde{K}_{1,1}|f|_{C^{0,1}}\|u\|_{Y^{1, p}}+|\varepsilon|^{2} \tilde{K}_{1,2}|f|_{C^{0,1}}^{2}\|u\|_{Y^{1, p}}
\end{aligned}
$$

where $\tilde{Y}$ is defined by

$$
\|(h+y) u\|_{Y^{0, p}} \leq \tilde{Y}\|u\|_{Y^{0, p}}
$$

From this calculation, using Lemma 3.5, we see the explicit appearance of the Lipschitz norm on the boundary deformation $f(x)$.

To establish the differentiability in complex $\varepsilon$, we apply the finite difference operator, $T_{\delta}[\cdot]$.

Lemma 3.7. By shrinking the positive constant $c_{0}$ in Lemma 3.6 if necessary, we have

$$
\begin{equation*}
\left\|T_{\delta}[u]\right\|_{Y^{1, p}} \leq C \quad \text { for }|\varepsilon| \leq c_{0},|\delta| \leq c_{0} \tag{3.7}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon$.
Proof. Again, the proof is essentially the same as for Lemma 3.3 with the $C^{1+\alpha}$ Hölder estimate (Theorem A.2) replaced by the $W^{1, p}$ estimate (Theorem A.3) given in Appendix A.

Now we are ready to establish the differentiability in complex $\varepsilon$.
LEMMA 3.8. If $|\varepsilon| \leq c_{0}$ and $u$ is the solution of (2.10), then $u$ is differentiable in $\varepsilon$ as a complex function almost everywhere; i.e.,

$$
T_{\delta}[u] \rightarrow \partial_{\varepsilon} u \quad \text { as }|\delta| \rightarrow 0
$$

Proof. The proof is similar to that of Lemma 3.4. However, since we no longer have compactness for the first order derivatives, the subsequential convergence as
$\delta_{n} \rightarrow 0$ must be replaced by the following:

$$
\begin{aligned}
& T_{\delta_{n}}[u] \rightarrow w \quad \text { strongly in } C^{0}(\{|x|<K\} \times[-h, 0]) \text { for any } K>1, \\
& \left(\nabla_{x}, \partial_{y}\right) T_{\delta_{n}}[u] \rightarrow\left(\nabla_{x}, \partial_{y}\right) w \quad \text { weakly in }\left[L^{p}(\{|x|<K\} \times[-h, 0])\right]^{d} \text { for any } K>1 .
\end{aligned}
$$

We note that $T_{\delta_{n}}[u]$ satisfies equation (3.4) from Lemma 3.3. The terms in (3.5) are all linear in $T_{\delta_{n}}[u]$ and its first order of derivatives; furthermore, all the coefficients are in $L^{\infty}$ since we assume that $f$ is Lipschitz continuous. These key facts allow us to use weak convergence to take the limit $\delta_{n} \rightarrow 0$. Thus we obtain the equation for $w$. The rest of the proof remains the same as that of Lemma 3.4.

Proof of Theorem 2.2. The analyticity of $u(x, y, \varepsilon)$ in $\varepsilon$, and the corresponding estimate for $u_{n}$ in $Y^{1, p}$, can be obtained in the same manner as in the proof of Theorem 2.1. However, the estimates on $G(\varepsilon f)$ must be modified since we are only permitted the weak formulation of the DNO in this case. It is clear that this weak formulation, (2.15), allows the complexification in $\varepsilon$. To use this definition, however, we have to show that (2.15) defines a DNO in the appropriate space also for complex $\varepsilon$. Namely, we have to show that the value on the right-hand side of (2.15) is independent of the way the function $\psi(x, 0)$ is extended to $\mathbf{R}^{d-1} \times[-h, 0]$.

Since

$$
T_{R}^{\infty}\left(\overline{S_{h, 0}}\right)=\left\{f \in C^{\infty}\left(\overline{S_{h, 0}}\right) \mid f=0 \text { on }\{|x|>R\} \text { for some large } R\right\}
$$

is dense in $T_{R}^{0,1}\left(\overline{S_{h, 0}}\right)$, we only need to show that the right-hand side of (2.15) is independent of the extension for such $\psi$; namely, we need to show

$$
\begin{gather*}
\int_{S_{h, 0}}\left\{\left(\nabla_{x} u-\frac{h+y}{h+\eta}\left(\nabla_{x} \eta\right) \partial_{y} u\right) \cdot\left(\nabla_{x} \psi-\frac{h+y}{h+\eta}\left(\nabla_{x} \eta\right) \partial_{y} \psi\right)\right. \\
\left.+\frac{h^{2}}{(h+\eta)^{2}}\left(\partial_{y} u\right) \partial_{y} \psi\right\} \frac{h+\eta}{h} \mathrm{~d} V=0, \tag{3.8}
\end{gather*}
$$

for any $\psi \in C^{\infty}\left(\overline{S_{h, 0}}\right)$ such that $\psi(x, 0) \equiv 0$ for all $x \in \mathbf{R}^{d-1}$ and $\psi(x, y) \equiv 0$ for $|x|>R$ for some $R>1$. Under our assumptions, all boundary terms vanish upon utilization of integration by parts in (3.8), so we can establish (3.8) by using the weak formulation of the complexified equation for $u$.

We next proceed to establish the estimates for $G(\varepsilon f)$. As in the proof of Theorem 2.1,

$$
\langle G(\varepsilon f) \xi, \psi(x, 0)\rangle=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=c_{0}} \frac{\langle G(\zeta f) \xi, \psi(x, 0)\rangle}{\zeta-\varepsilon} \mathrm{d} \zeta=\sum_{n=0}^{\infty}\left\langle G_{n}(f) \xi, \psi(x, 0)\right\rangle \varepsilon^{n},
$$

where $\psi(x, 0) \in C_{c}^{0,1}\left(\mathbf{R}^{d-1}\right)$, and

$$
\left\langle G_{n}(f) \xi, \varphi(x, 0)\right\rangle=\frac{1}{2 \pi \mathrm{i}} \int_{|\zeta|=c_{0}} \frac{\langle G(\zeta f) \xi, \varphi(x, 0)\rangle}{\zeta^{n+1}} \mathrm{~d} \zeta .
$$

Thus the conclusion of our theorem will follow if we can establish the estimate

$$
\begin{equation*}
\|G(\varepsilon f)\|_{\mathcal{L}\left(X^{p},\left(X_{c}^{q}(\hat{\boldsymbol{x}})\right)^{*}\right)} \leq C \tag{3.9}
\end{equation*}
$$

for some $C$, independent of $\varepsilon$, and for all $|\varepsilon| \leq c_{0}$.

For any $\Psi \in X_{c}^{q}(\hat{x})$, we use the definition of $X_{c}^{q}(\hat{x})$ to extend $\Psi$ to a function $\psi \in W_{l o c}^{1, q}\left(\mathbf{R}^{d-1} \times[-h, 0]\right)$ such that

$$
\begin{align*}
& \psi(x, 0)=\Psi(x) \quad \text { in the trace sense }  \tag{3.10a}\\
& \psi(x, y)=0 \quad \text { for }|x-\hat{x}|>1, \quad-h<y<0  \tag{3.10b}\\
& \|\psi\|_{W^{1, q}\left(B_{1}(\hat{x}) \times(-h, 0)\right)} \leq C\|\Psi\|_{X^{q}} \tag{3.10c}
\end{align*}
$$

Since we have already established a $W^{1, p}\left(B_{1}(\hat{x}) \times(-h, 0)\right)$ estimate for $u$, we can approximate $\psi$ with $C^{0,1}$ functions so that its first order derivatives converge weakly in $L^{q}\left(B_{1}(\hat{x}) \times(-h, 0)\right)$. Thus the test function defined in (3.10) can be used in (2.15). Using (2.15) we find that, for all $\Psi \in X_{c}^{q}(\hat{x})$,

$$
\begin{aligned}
|\langle G(\varepsilon f) \xi, \Psi\rangle| & \leq C\|u\|_{W^{1, p}\left(B_{1}(\hat{x}) \times(-h, 0)\right)}\|\nabla \psi\|_{L^{q}\left(B_{1}(\hat{x}) \times(-h, 0)\right)} \\
& \leq C\|\xi\|_{X^{q}}\|\Psi\|_{X^{q}}
\end{aligned}
$$

This implies that

$$
\|G(\varepsilon f) \xi\|_{\left(X_{c}^{q}(\hat{x})\right)^{*}} \leq C\|\xi\|_{X^{p}}
$$

i.e., the estimate (3.9) is valid.

Appendix A. Elliptic estimates. In this appendix we present the statements (together with brief proofs) of the elliptic estimates which are at the heart of the analyticity results, Theorems 2.1 and 2.2 . Of course, the great simplification of our approach was the use of the "domain flattening" change of variables, (2.7), which maps the domain $S_{h, \eta}$ to the strip $S_{h, 0}$. Consequently, it is sufficient to analyze (inhomogeneous) elliptic equations on a much simpler geometry. This, in turn, allows the simple establishment of the following results which, we point out, are true on much more general domains (e.g., see [5]).

We begin with the "comparison principle" on a domain, which implies the uniqueness of bounded solutions.

Theorem A.1. If $w$ is bounded and satisfies (in the weak sense)

$$
\begin{aligned}
& -\Delta w(x, y) \geq 0 \quad \text { in } S_{h, 0} \\
& -\partial_{y} w(x,-h) \geq 0 \\
& w(x, 0) \geq 0
\end{aligned}
$$

then

$$
w(x, y) \geq 0 \quad \text { in } S_{h, 0}
$$

Proof. Since we can only use weak comparison in the bounded domain, we choose $M=|w|_{L^{\infty}}$ and let

$$
\Phi=\frac{2(d-1)}{R} M\left[\frac{x_{1}^{2}+\cdots+x_{d-1}^{2}}{2(d-1)}-\frac{(y+h)^{2}}{2}+\frac{h^{2}}{2}\right]+w
$$

It is clear that

$$
\begin{array}{ll}
-\Delta \Phi \geq 0 & \text { in } S_{h, 0} \\
-\partial_{y} \Phi(x,-h) \geq 0, & \text { on }\{y=0\} \cup\left\{x_{1}^{2}+\cdots+x_{d-1}^{2}=R^{2}\right\} \\
\Phi \geq 0 &
\end{array}
$$

We can now apply the comparison principle on the bounded domain $\left\{x \mid x_{1}^{2}+\cdots+\right.$ $\left.x_{d-1}^{2}<R^{2}\right\} \times(-h, 0)$ to conclude that $\Phi \geq 0$ there. If we fix $(x, y)$ and let $M \rightarrow \infty$, we obtain $w>0$ on $S_{h, 0}$.

We next state the Hölder estimate used in section 3.1.
Theorem A.2. For any $\alpha \in(0,1)$ there exists a constant $C_{e}$ such that for any $R^{(1)}, R^{(2)} \in C^{\alpha}, R^{(3)} \in L^{\infty}$, and $\xi \in C^{1+\alpha}$ there exists a unique solution $w(x, y)$ of

$$
\begin{aligned}
& \Delta w=\operatorname{div}_{x}\left[R^{(1)}\right]+\partial_{y} R^{(2)}+R^{(3)} \quad \text { in } S_{h, 0} \\
& \partial_{y} w(x,-h)=0 \\
& w(x, 0)=\xi(x)
\end{aligned}
$$

which satisfies

$$
\begin{equation*}
|w|_{C^{1+\alpha}} \leq C_{e}\left\{\left|R^{(1)}\right|_{C^{\alpha}}+\left|R^{(2)}\right|_{C^{\alpha}}+\left|R^{(3)}\right|_{L^{\infty}}+|\xi|_{C^{1+\alpha}}\right\} \tag{A.1}
\end{equation*}
$$

Proof. The uniqueness is a corollary of the comparison principle. The existence can be proved using a continuation argument once we obtain the estimate, (A.1), in this theorem. This estimate is a special case of the general $C^{1+\alpha}$ theory for elliptic systems in divergence form which is established using Campanato spaces $\mathcal{L}^{p, \mu}$ (see [5, Theorems 2.6 and 2.7, pp. 152-154]).

Since our system is of constant coefficients and in a special domain, we provide a short proof here. We write

$$
w=\sum_{j=1}^{d-1} \partial_{x_{j}} w_{j}^{(1)}+\partial_{y} w^{(2)}+w^{(3)}+w^{(4)}+w^{(5)},
$$

where

$$
\begin{align*}
& \Delta w_{j}^{(1)}=R_{j}^{(1)} \quad \text { in } S_{h, 0}  \tag{A.2a}\\
& \partial_{y} w_{j}^{(1)}(x,-h)=0,  \tag{A.2b}\\
& w_{j}^{(1)}(x, 0)=0 \tag{A.2c}
\end{align*}
$$

$$
\begin{align*}
& \Delta w^{(2)}=R^{(2)} \quad \text { in } S_{h, 0}  \tag{A.3a}\\
& \partial_{y} w^{(2)}(x,-h)=0  \tag{A.3b}\\
& w^{(2)}(x, 0)=0 \tag{A.3c}
\end{align*}
$$

$$
\begin{align*}
& \Delta w^{(3)}=R_{j}^{(3)} \quad \text { in } S_{h, 0}  \tag{A.4a}\\
& \partial_{y} w^{(3)}(x,-h)=0  \tag{A.4b}\\
& w^{(3)}(x, 0)=0 \tag{A.4c}
\end{align*}
$$

$$
\begin{align*}
& \Delta w^{(4)}=0 \quad \text { in } S_{h, 0}  \tag{A.5a}\\
& \partial_{y} w^{(4)}(x,-h)=0  \tag{A.5b}\\
& w^{(4)}(x, 0)=\xi(x) \tag{A.5c}
\end{align*}
$$

and, finally,

$$
\begin{align*}
& \Delta w^{(5)}=0 \quad \text { in } S_{h, 0}  \tag{A.6a}\\
& \partial_{y} w^{(5)}(x,-h)=-\partial_{y y} w^{(2)}(x,-h)=-R^{(2)}(x,-h),  \tag{A.6b}\\
& w^{(5)}(x, 0)=0 \tag{A.6c}
\end{align*}
$$

We can apply standard Schauder theory [12] to $w^{(1)}$ and $w^{(2)}$ to obtain $C^{2+\alpha}$ estimates for $w^{(1)}$ and $w^{(2)}$. We can apply $W^{2, p}$ estimates to $w^{(3)}$ for $p>d /(1-\alpha)$ and then use an embedding theorem to obtain the $C^{1+\alpha}$ estimate for $w^{(3)}$. Since the Dirichlet boundary data for $w^{(4)}$ is $C^{1+\alpha}$, we obtain $C^{1+\alpha}$ estimates for $w^{(4)}$. Finally, if we let

$$
z(x, y)=\int_{-h}^{y} w^{(5)}(x, s) \mathrm{d} s
$$

then

$$
\begin{aligned}
& \Delta z=w_{y}^{(5)}(x,-h)=-R^{(2)}(x,-h) \quad \text { in } S_{h, 0} \\
& \partial_{y} z(x,-h)=0 \\
& z(x, 0)=0
\end{aligned}
$$

Since $R^{(2)}$ is in $C^{\alpha}$, we can apply the Schauder $C^{2+\alpha}$ estimate for $z$ and obtain an $C^{1+\alpha}$ estimate for $w^{(5)}=\partial_{y} z$.

Finally, we state the $W^{k, p}$ estimate used in section 3.2.
Theorem A.3. For any $p>d$ there exists a constant $\tilde{C}_{e}$ such that for any $R^{(1)}, R^{(2)}, R^{(3)} \in Y^{0, p}$, and $\xi \in X^{p}$ there exists a unique solution $w(x, y)$ of

$$
\begin{align*}
& \Delta w=\operatorname{div}_{x} R^{(1)}+\partial_{y}\left\{(h+y) R^{(2)}\right\}+R^{(3)} \quad \text { in } S_{h, 0}  \tag{A.7a}\\
& \partial_{y} w(x,-h)=0,  \tag{A.7b}\\
& w(x, 0)=\xi(x) \tag{A.7c}
\end{align*}
$$

which satisfies

$$
\|w\|_{Y^{1, p}} \leq \tilde{C}_{e}\left\{\left\|R^{(1)}\right\|_{Y^{0, p}}+\left\|R^{(2)}\right\|_{Y^{0, p}}+\left\|R^{(3)}\right\|_{Y^{0, p}}+\|\xi\|_{X^{p}}\right\}
$$

Proof. This estimate is a special case of the general $L^{p}$ theory for elliptic systems in divergence form which is established in [5] (see page 157, Theorem 2.2 for interior estimates; the boundary estimates can be done in a similar way). In this short proof for our special system, we will assume that the involved functions are smooth since we can always approximate them with smooth functions. The estimate is valid as long as the constants involved are independent of the smoothness. We use the ideas of the earlier proof (Theorem A.2) and divide the proof into two cases.

Case 1: $\xi(x) \equiv 0$. The proof is similar to the proof of Theorem A.2. For any $x^{*} \in \mathbf{R}^{d-1}$, it suffices to establish estimates on $B_{1}\left(x^{*}\right) \times(-h, 0)$ in terms of norms of $R^{(1)}, R^{(2)}$, and $R^{(3)}$ on $B_{2}\left(x^{*}\right) \times(-h, 0)$. We decompose $w$ into $w^{(j)}(j=1,2,3,4,5)$ as before, and we can then apply the standard $W^{2, p}$ interior-boundary estimates to $w^{(1)}, w^{(2)}$, and $w^{(3)}$. Since we have a factor $(h+y)$ on the right-hand side of (A.7) in the $R^{(2)}$ term, $w^{(5)}$ vanishes. Since we have assumed, in this case, that $\xi \equiv 0$, $w^{(4)}$ also vanishes and the estimate is established.

Case 2: General case. We need only estimate $w^{(4)}$; by the maximum principle,

$$
\left|w^{(4)}\right|_{L^{\infty}} \leq|\xi|_{L^{\infty}}
$$

Since $p>d$, we have, by embedding, $|\xi|_{L^{\infty}} \leq C\|\xi\|_{X^{p}}$. Thus we can use the standard elliptic regularity estimates to derive

$$
\left\|w^{(4)}\right\|_{C^{2}\left(B_{2}\left(x^{*}\right) \times[-h,-h / 2]\right)} \leq C\|\xi\|_{X^{p}}
$$

For any $x^{*} \in \mathbf{R}^{d-1}$, we use the definition of $X^{p}$ to extend the function $\xi$ to a function $\Phi(x, y) \in W_{l o c}^{1, p}\left(B_{2}\left(x^{*}\right) \times[-h, 0]\right) \cap C^{2}\left(\bar{B}_{2}\left(x^{*}\right) \times[-h,-h / 2]\right)$ so that

$$
\begin{equation*}
\|\Phi\|_{W^{1, p}\left(B_{2}\left(x^{*}\right) \times(-h, 0)\right)} \leq C\|\xi\|_{X^{p}} \tag{A.8}
\end{equation*}
$$

where we understand that $\Phi(\cdot, 0)=\xi(\cdot)$ in the trace sense. By using a cut-off function if necessary, we may assume, without loss of generality, that

$$
\Phi(x, y) \equiv w^{(4)}(x, y) \quad \text { for } x \in B_{2}\left(x^{*}\right),-h \leq y \leq \frac{-h}{2}
$$

It is clear that $w^{(4)}$ satisfies

$$
\begin{aligned}
& \Delta\left(w^{(4)}-\Phi\right)=-\operatorname{div}_{x}\left[\mu_{1}(y) \nabla_{x} \Phi\right]-\partial_{y}\left((y+h) \frac{\mu_{1}(y)}{y+h} \partial_{y} \Phi\right) \quad \text { in } S_{h, 0} \\
& \partial_{y}\left(w^{(4)}-\Phi\right)(x,-h)=0 \\
& w^{(4)}(x, 0)-\Phi(x, 0)=0
\end{aligned}
$$

where

$$
\mu_{1}(y)=1 \quad \text { for } \quad \frac{-h}{2} \leq y<0, \quad \mu_{1}(y)=0 \quad \text { for }-h \leq y<\frac{-h}{2}
$$

we point out that, in fact, $w^{(4)}-\Phi \equiv 0$ for $-h \leq y \leq-h / 2$. Using (A.8), we have

$$
\left\|\frac{\mu_{1}(y)}{(h+y)} \partial_{y} \Phi\right\|_{L^{p}\left(B_{2}\left(x^{*}\right) \times(-h, 0)\right)} \leq \frac{2}{h}\left\|\partial_{y} \Phi\right\|_{L^{p}\left(B_{2}\left(x^{*}\right) \times(-h, 0)\right)} \leq C\|\xi\|_{X^{p}}
$$

and

$$
\left\|\mu_{1}(y) \nabla_{x} \Phi\right\|_{L^{p}\left(B_{2}\left(x^{*}\right) \times(-h, 0)\right)} \leq C\|\xi\|_{X^{p}}
$$

We can now apply Case 1 to obtain

$$
\left\|w^{(4)}\right\|_{W^{1, p}\left(B_{1}\left(x^{*}\right) \times(-h, 0)\right)} \leq C\|\xi\|_{X^{p}}
$$

Combining all the estimates for $w^{(j)}(j=1,2,3,4,5)$ and taking the supremum over all $x^{*} \in \mathbf{R}^{d-1}$, we conclude the theorem.
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#### Abstract

We study the semiclassical limit for the following system of Maxwell-Schrödinger equations: $$
-\frac{\hbar^{2}}{2 m} \Delta v+v+\omega \phi v-\gamma v^{p}=0, \quad-\Delta \phi=4 \pi \omega v^{2},
$$ where $\hbar, m, \omega, \gamma>0, v, \phi: \mathbb{R}^{3} \rightarrow \mathbb{R}, 1<p<\frac{11}{7}$. This system describes standing waves for the nonlinear Schrödinger equation interacting with the electrostatic field: the unknowns $v$ and $\phi$ represent the wave function associated to the particle and the electric potential, respectively. By using localized energy method, we construct a family of positive radially symmetric bound states $\left(v_{\hbar}, \phi_{\hbar}\right)$ such that $v_{\hbar}$ concentrates around a sphere $\left\{|x|=s_{0}\right\}$ when $\hbar \rightarrow 0$.
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1. Introduction. In this paper we consider the following system of MaxwellSchrödinger equations in the following electrostatic case:

$$
\left\{\begin{array}{l}
-\hbar^{2} \Delta v+v+\omega \phi v-\gamma v^{p}=0 \text { in } \mathbb{R}^{3},  \tag{1.1}\\
-\Delta \phi=4 \pi \omega v^{2} \text { in } \mathbb{R}^{3} \\
v, \phi>0, v, \phi \rightarrow 0 \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

where $\hbar, \omega, \gamma>0$ and $p>1$. This system was first introduced in [6]; it provides a physical model which describes the interaction of a charged particle with the electrostatic field. In (1.1) we have assumed, for the sake of simplicity, $2 m=1$, where $m$ is the mass of the particle. $\omega$ denotes the electric charge of the particle, while $\hbar$ is a constant which is known under the name of Planck's constant. The unknowns of the system are the wave function $v$ associated to the particle and the electric potential $\phi$. The presence of the nonlinear term in (1.1) simulates the interaction effect among many particles.

The eigenvalue problem for the system (1.1) with $\gamma=0$ has been studied in [6] (in the case in which the charged particle lies in a bounded space region $\Omega$ ) and in [8] (under the action of an external nonzero potential). Existence results for (1.1) have been established in [11].

In all the above-mentioned results the size of $\hbar$ is not relevant, hence one may assume, without loss of generality, $\hbar=1$. This paper deals with the semiclassical limit of the system (1.1); i.e., it is concerned with the problem of finding nontrivial solutions and studying their asymptotic behavior when $\hbar \rightarrow 0^{+}$. Hence such solutions

[^18]are usually referred to as semiclassical ones. Letting $\hbar$ go to zero has great physical interest since it formally describes the transition from quantum mechanics to classical mechanics; as one expects, the solutions exhibit some kind of notable behavior in the semiclassical limit, a concentration behavior: their form consists of very sharp peaks which become highly concentrated when $\hbar$ is small.

The study of semiclassical phenomena for nonlinear Schrödinger equations has attracted considerable attention in recent years; in particular, a large number of papers have been devoted to studying single and multiple spike solutions for the following stationary Schrödinger equation in the presence of an external potential $V$ :

$$
\begin{equation*}
-\hbar^{2} \Delta v+V(x) v-\gamma|v|^{p-1} v=0, \quad x \in \Omega, \quad V: \Omega \rightarrow \mathbb{R} \tag{1.2}
\end{equation*}
$$

where $\Omega$ is an open subset of $\mathbb{R}^{N}(N \geq 1)$. In the case $p \in\left(1, \frac{N+2}{N-2}\right)$ for $N \geq 3$ and $p>1$ for $N=1,2,(1.2)$ admits solutions, called spike layers, concentrating at one or multiple points of $\bar{\Omega}$, in the sense that their shape consists of sharp peaks near those points while it vanishes everywhere else as $\hbar \rightarrow 0^{+}$.

Concerning (1.2) in bounded domains $\Omega$ with $V \equiv 1$ and Neumann boundary conditions, in [16], [20], [22], [23], [26], [32], [31], [41] the authors look for solutions exhibiting a concentration at one or more points of the boundary which are proved to be critical for the mean curvature of $\partial \Omega$. As regards interior spike solutions, the distance function from the boundary $\partial \Omega$ plays a role similar to that of the mean curvature: in [19], [21], [33], [35], [42] single or multiple spikes are constructed for the Neumann or the Dirichlet problem associated to (1.2) with $\Omega$ bounded and $V \equiv 1$, and concentration occurs, roughly speaking, at critical points of the distance function $d$ from the boundary $\partial \Omega$.

When $\Omega \equiv \mathbb{R}^{N}$ and $V \not \equiv$ const, spike layer solutions are constructed around the critical points of the potential $V$. The first result in this line seems due to Floer and Weinstein [17]. These authors considered the one-dimensional case and constructed for small $\hbar>0$ such a concentrating family via a Lyapunov-Schmidt reduction around any nondegenerate critical point of the potential $V$, under the condition that $V$ is bounded and $p=3$. This line of research has been extensively pursued in a set of recent papers (we recall, among many others, [1], [12], [14], [13], [15], [18], [24], [25], [36], [37], [38], [40]) and semiclassical states are produced using minimax methods or, under suitable nondegeneracy conditions, by finite dimensional reductions.

In contrast to pointwise concentration, only very recently has concentration at higher dimensional sets been proved. The first progress was the recent paper [29], in which, assuming $V \equiv$ const, the authors prove the existence of positive solutions for (1.2) in a smooth bounded subset $\Omega \subset \mathbb{R}^{2}$ with the Neumann boundary conditions; such solutions concentrate at the whole boundary $\partial \Omega$ or at some of its components. This result has been extended to higher dimensions in [28]. Under symmetry assumptions, higher dimensional spike layers are proved to exist. In [2] and [4], assuming that $V$ is radial, the existence of radially symmetric solutions for (1.2) in $\mathbb{R}^{N}$ concentrating on a sphere centered in zero is established, and it is shown that the location of the concentration arises as a balance between the effect of the potential energy due to $V$ and the volume energy of the solutions. In [5] and [9] concentration on circles in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, respectively, is produced for a special class of solutions of (1.2). Concerning (1.2) in a ball with Dirichlet or Neumann boundary conditions and $V$ radial, in [3] the effect of the boundary of the domain is analyzed; more precisely, it is proved that there exists a family of radial solutions concentrating on the boundary. Finally, we recall the recent papers [27] and [30], in which other phenomena of concentration on
manifolds are studied.
Motivated by this rich literature, in this paper we want to study which kind of phenomena occur for the system of Maxwell-Schrödinger equations (1.1) in the semiclassical limit.

More precisely, for small values of the parameter $\hbar$, we prove the existence of a positive radially symmetric wave $v_{\hbar}$ and a potential $\phi_{\hbar}$ satisfying (1.1). Furthermore, in the limit when $\hbar \rightarrow 0^{+}, v_{\hbar}$ exhibits a concentration behavior around a sphere $\left\{|x|=s_{0}\right\}$ : the analysis reveals that most of the support of $v_{\hbar}$ is concentrated in a neighborhood of such a sphere whose size depends on $\hbar$ and shrinks to zero as $\hbar \rightarrow 0^{+}$. The radius $s_{0}$ is determined by the exponent $p$ and the charge $\omega$. In order to state the exact result, denote by $w(y)$ the unique solution for the following ODE:

$$
\left\{\begin{array}{l}
w^{\prime \prime}-w+w^{p}=0 \text { in } \mathbb{R} \\
w>0, \quad w(0)=\max _{y \in \mathbb{R}} w(y) \\
w(y) \rightarrow 0 \text { as }|y| \rightarrow+\infty
\end{array}\right.
$$

It is well known that $w(y)$ can be written explicitly as

$$
\begin{equation*}
w(y)=\left(\frac{p+1}{2}\right)^{\frac{1}{p-1}}\left(\cosh \left(\frac{p-1}{2} y\right)\right)^{-\frac{2}{p-1}} \tag{1.3}
\end{equation*}
$$

Then, roughly speaking, the limit profile of our solutions $v_{\hbar}$ resembles, after a suitable rescaling in the coordinates, the function $w$.

More precisely, the main result of this paper is the following.
Theorem 1.1. Assume that $1<p<\frac{11}{7}$. Then there exists $\hbar_{0}>0$ such that for every $\hbar \in\left(0, \hbar_{0}\right)$ the system (1.1) has a solution $\left(v_{\hbar}, \phi_{\hbar}\right)$ with $\gamma=\gamma_{\hbar}=\hbar^{(p-1) / 2}$ and
(1) $v_{\hbar}, \phi_{\hbar}$ are radially symmetric, $v_{\hbar},\left|\nabla v_{\hbar},\left|\nabla \phi_{\hbar}\right| \in L^{2}\left(\mathbb{R}^{3}\right)\right.$,
(2) $v_{\hbar}(r)=\hbar^{-(1 / 2)} \alpha_{\hbar}^{1 /(p-1)} w\left(\sqrt{\alpha_{\hbar}} \frac{r-s_{\hbar}}{\hbar}\right)+o(1) \exp \left(-\mu \frac{\left|r-s_{\hbar}\right|}{\hbar}\right)$ uniformly in $\mathbb{R}^{3}$ for a suitable $\mu \in(0,1)$,
(3) $\phi_{\hbar}(r)=4 \pi \omega(1+o(1)) \alpha_{\hbar}^{(5-p) / 2(p-1)}\left(\int_{\mathbb{R}} w^{2} d y\right) G\left(r ; s_{\hbar}\right)$, where $G(r ; \rho)$ is defined as follows:

$$
\begin{equation*}
G(r ; \rho)=\frac{\rho}{r} \min (r, \rho) \tag{1.4}
\end{equation*}
$$

Furthermore, as $\hbar \rightarrow 0^{+}$,

$$
\begin{equation*}
\alpha_{\hbar} \rightarrow \alpha_{0}:=\frac{p+3}{11-7 p} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{\hbar} \rightarrow s_{0}:=\left(\alpha_{0}-1\right) \alpha_{0}^{\frac{p-5}{2(p-1)}}\left(4 \pi \omega^{2} \int_{\mathbb{R}} w^{2} d y\right)^{-1} \tag{1.6}
\end{equation*}
$$

REMARK 1.2. The case $1<p<\frac{3}{2}$ has been proved in [10] by variational method. Here we use localized energy method to cover the whole range for $p \in\left(1, \frac{11}{7}\right)$. Notice that for $p \geq \frac{11}{7}$ it results in $\alpha_{0}-1 \leq 0$, hence formula (1.6) does not make sense; this suggests that the range $\left(1, \frac{11}{7}\right)$ is also necessary to get concentration around a sphere. Furthermore, unlike [10], the different method used in this paper allows us to provide the more precise description of the profile of the solutions $\left(v_{\hbar}, \phi_{\hbar}\right)$ given by $(2)-(3)$ of Theorem 1.1.

Remark 1.3. Notice that by (2) of Theorem 1.1 it immediately follows that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\left|v_{\hbar}\right|^{2} d x & =4 \pi \alpha_{\hbar}^{\frac{5-p}{2(p-1)}} \int_{-\sqrt{\alpha_{\hbar}} \frac{s_{\hbar}}{\hbar}}^{+\infty}\left(\frac{\hbar y}{\sqrt{\alpha_{\hbar}}}+s_{\hbar}\right)^{2}|w|^{2} d y+o(1) \\
& =4 \pi \alpha_{0}^{\frac{5-p}{2(p-1)}} s_{0}^{2} \int_{\mathbb{R}}|w|^{2} d y+o(1) ;
\end{aligned}
$$

i.e., the $L^{2}$-norm of the waves $v_{\hbar}$ becomes bounded from below and from above. Furthermore, for every $\delta>0$ and for small $\hbar$,

$$
v_{\hbar}(r) \leq C \exp \left(-\mu \frac{\left|r-s_{\hbar}\right|}{\hbar}\right) \text { for }\left|r-s_{\hbar}\right| \geq \delta,
$$

where $C$ is independent on $\hbar$ and $\delta$. Hence the solutions $v_{\hbar}$ can be viewed as small perturbations of the function $w$ rescaled in such a way to be very concentrated near a suitable neighborhood of $s_{0}$; then their profile has the form of a solitary elevation which becomes a very sharp peak when $\hbar$ is small.

The proof of Theorem 1.1 relies on a local approach and is related to the arguments employed in [34], in which a phenomenon of concentration around a sphere has been obtained for the stationary Gierer-Meinhardt system in $\mathbb{R}^{N}$. This approach is based on a finite dimensional reduction by using the classical Lyapunov-Schmidt reduction method. We first construct some approximate solution (obtained as a small perturbation of rescalation of $w$ ) and we solve (1.1) in its normal direction, and then we study the remaining finite dimensional equation. After this reduction process, by using the implicit function theorem we solve (1.1) in a suitable neighborhood of the approximate solution.

The paper consists of four more sections. In section 2 we introduce some notations and prove some preliminary estimates that play a key role in the rest of the arguments. In sections 3 and 4 we construct the approximate solutions and we carry out the Lyapunov-Schmidt procedure that allows us to reduce the problem to the study of a finite dimensional functional. Finally, the proof of Theorem 1.1 is given in section 5.

## Notations.

- If $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a radially symmetric function, we will continue to denote by $u$ the real function $r>0 \mapsto u(r)$ with $|x|=r$.
- If $u$ is a real valued function, then $u_{+}$is its positive part and $u_{-}$its negative part.
- We will often use the symbol $C$ for denoting a positive constant independent on $\varepsilon$. The value of $C$ is allowed to vary from line to line (and also in the same formula).
- Given $A_{\varepsilon} \subset \mathbb{R}^{N}, f_{\varepsilon}, g_{\varepsilon}: A_{\varepsilon} \rightarrow \mathbb{R}$ two families of functions on $A_{\varepsilon}$ and $k \in \mathbb{R}$, we write $f_{\varepsilon}=o\left(\varepsilon^{k}\right) g_{\varepsilon}$ on $A_{\varepsilon}$ (resp. $f_{\varepsilon}=O\left(\epsilon^{k}\right) g_{\varepsilon}$ on $A_{\varepsilon}$ ) to mean that $\frac{f_{\varepsilon}}{g_{\varepsilon}} \rightarrow 0$ (resp. $\left|f_{\varepsilon}\right| \leq C \varepsilon^{k}|g|$ ) uniformly on $A_{\varepsilon}$ as $\varepsilon \rightarrow 0$.

2. Preliminaries. In order to obtain solutions of (1.1) we choose a suitable functional setting. Let $H_{r}^{1}\left(\mathbb{R}^{3}\right)$ and $L_{r}^{2}\left(\mathbb{R}^{3}\right)$ denote the subspace of the Sobolev space $H^{1}\left(\mathbb{R}^{3}\right)$ and $L^{2}\left(\mathbb{R}^{3}\right)$, respectively, formed by the radially symmetric functions endowed with the norms

$$
\|u\|_{H^{1}\left(\mathbb{R}^{3}\right)}^{2}=\int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+|u|^{2}\right) d x, \quad\|u\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}=\int_{\mathbb{R}^{3}}|u|^{2} d x .
$$

It is well known that $H_{r}^{1}\left(\mathbb{R}^{3}\right)$ is compactly imbedded in $L^{p}\left(\mathbb{R}^{3}\right)$ for $2<p<6$ (see [7, Theorem A.I', p. 341] or [39]). Furthermore, if $u \in H_{r}^{1}\left(\mathbb{R}^{3}\right)$, then

$$
|u(x)| \leq(4 \pi)^{-\frac{1}{2}}|x|^{-1}\|u\|_{H^{1}} \text { a.e. in } \mathbb{R}^{3}
$$

(see [39]). Define $D^{1}\left(\mathbb{R}^{3}\right)$ as the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ with respect to the norm

$$
\|u\|_{D^{1}\left(\mathbb{R}^{3}\right)}^{2} \equiv \int_{\mathbb{R}^{3}}|\nabla u|^{2} d x
$$

and let $D_{r}^{1}\left(\mathbb{R}^{3}\right)$ denote the closed subspace consisting of the radially symmetric functions.

The following proposition holds (see [10] for the proof).
Proposition 2.1. For every $u \in H_{r}^{1}\left(\mathbb{R}^{3}\right)$ denote by $(-\Delta)^{-1}\left[u^{2}\right]$ the unique solution in $D_{r}^{1}\left(\mathbb{R}^{3}\right)$ of

$$
-\Delta v=u^{2}
$$

Then the following representation formula holds:

$$
(-\Delta)^{-1}\left[u^{2}\right](x)=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \frac{1}{|x-y|} u^{2}(y) d y=\int_{0}^{+\infty} G(|x|, \rho) u^{2}(\rho) d \rho,
$$

where $G(s, \rho)$ has been defined in (1.4). Furthermore, the functional $F: u \in H_{r}^{1}\left(\mathbb{R}^{3}\right) \mapsto$ $\int_{\mathbb{R}^{3}} u^{2}(-\Delta)^{-1}\left[u^{2}\right] d x$ is compact and $C^{1}$, and

$$
F^{\prime}(u)[w]=4 \int_{\mathbb{R}^{3}} u w(-\Delta)^{-1}\left[u^{2}\right] d x \quad \forall u, w \in H_{r}^{1}\left(\mathbb{R}^{3}\right)
$$

By suitably scaling, (1.1) can be reduced to the following system of equations:

$$
\left\{\begin{array}{l}
-\Delta u+u+\Gamma u \psi-u^{p}=0 \text { in } \mathbb{R}^{3}  \tag{2.1}\\
-\Delta \psi=\varepsilon u^{2} \text { in } \mathbb{R}^{3} \\
u, \psi>0, u, \psi \rightarrow 0 \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

where

$$
\begin{equation*}
\varepsilon=\hbar=\gamma^{\frac{2}{p-1}}, \quad \Gamma=4 \pi \omega^{2}, u(x)=\sqrt{\varepsilon} v(\varepsilon x), \quad \psi(x)=\frac{1}{4 \pi \omega} \phi(\varepsilon x) \tag{2.2}
\end{equation*}
$$

Associated with (2.1) is the following energy functional $E_{\varepsilon} \in C^{1}\left(H_{r}^{1}\left(\mathbb{R}^{3}\right), \mathbb{R}\right)$ :

$$
E_{\varepsilon}[u]:=\frac{1}{2} \int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+u^{2}\right) d x-\frac{1}{p+1} \int_{\mathbb{R}^{3}} u_{+}^{p+1} d x+\frac{\Gamma}{4} \varepsilon \int_{\mathbb{R}^{3}} u^{2}(-\Delta)^{-1}\left[u^{2}\right] d x .
$$

By using Proposition 2.1 the energy functional can be rewritten as

$$
\begin{aligned}
E_{\varepsilon}[u]= & 2 \pi \int_{0}^{+\infty} r^{2}\left(\left|u^{\prime}\right|^{2}+|u|^{2}\right) d r-\frac{4 \pi}{p+1} \int_{0}^{+\infty} r^{2}\left|u_{+}\right|^{p+1} d r \\
& +\Gamma \pi \varepsilon \int_{0}^{+\infty} \int_{0}^{+\infty} r^{2} G(r, \rho) u^{2}(r) u^{2}(\rho) d r d \rho
\end{aligned}
$$

Before going on we define in the following lemma two suitable functions which will be useful in order to locate the asymptotic peak of the solutions.

Lemma 2.2. Assume $p, N \in \mathbb{R}$ such that $N \geq 3$ and $1<p<\frac{7 N-10}{3 N-2}$, and consider the two functions

$$
\rho(t)=(1+t)^{\frac{p-5}{2(p-1)}} t^{2}[(3 p-7) t+4(p-1)], \quad t>\hat{t}:=\frac{2(p-1)}{7-3 p}
$$

and $t=t(s)$ the inverse function of

$$
s(t)=\left(\Gamma \int_{\mathbb{R}} w^{2} d y\right)^{-1}(1+t)^{\frac{p-5}{2(p-1)}} t, \quad t>\hat{t}
$$

Then the function $s^{N-3} \rho(t(s))$ has a unique (and nondegenerate) minimum point $s_{0}$ for $s \in(0, s(\hat{t}))$. In particular, if $N=3$, then $s_{0}$ is given by (1.6).

Proof. Since $\frac{7 N-10}{3 N-2}<\frac{7}{3}$, it is easy to see that $s$ is a strictly decreasing function for $t>\hat{t}$. Thus the inverse function $t=t(s)$ exists for $s \in(0, s(\hat{t}))$. Now compute

$$
\begin{aligned}
\left(s^{N-3} \rho\right)^{\prime}(t)= & \left(\Gamma \int_{\mathbb{R}} w^{2} d y\right)^{3-N} t^{N-2}(1+t)^{\frac{(p-5) N+4(3-p)}{2(p-1)}} \\
& \times\left(\frac{(7-3 p) N+2(p-5)}{2(p-1)} t-2(N-1)\right)((7-3 p) t-2(p-1))
\end{aligned}
$$

For $t>\hat{t}, \rho(t)$ has the following unique critical point:

$$
\begin{equation*}
t_{0}=\frac{4(N-1)(p-1)}{(7-3 p) N+2(p-5)} \tag{2.3}
\end{equation*}
$$

Moreover, $\rho^{\prime \prime}\left(t_{0}\right)>0$, which means that $t_{0}$ is also nondegenerate. Set $s_{0}=s\left(t_{0}\right)$. Then the function $\rho\left(t(s)\right.$ ) has a unique (and nondegenerate) minimum point $s_{0}$ for $s \in(0, s(\hat{t}))$.

Now we are in position to introduce our approximate solutions. As we have already stated in the introduction, we construct the approximations by suitably rescaling the function $w$ and then using suitable truncations. Fix $s_{1}, s_{2} \in(0, s(\hat{t}))$ such that $s_{1}<s_{2}$ and, according to Lemma 2.2,

$$
\begin{equation*}
s_{0} \in\left(s_{1}, s_{2}\right), \quad \frac{2 t(s)}{1+t(s)} \neq \frac{4(p-1)}{5-p} \forall s \in\left[s_{1}, s_{2}\right] . \tag{2.4}
\end{equation*}
$$

Let $\eta(r)$ be a cut-off function satisfying

$$
\begin{equation*}
\eta(r)=1 \text { for } r \in(-\delta, \delta), \eta(r)=0 \text { for } r \notin(-2 \delta,+2 \delta) \tag{2.5}
\end{equation*}
$$

where $\delta>0$ is a fixed number such that $s_{1}-2 \delta>0$. For every $s \in\left[s_{1}, s_{2}\right]$ define

$$
w_{s}(y):=(1+t(s))^{\frac{1}{p-1}} w(\sqrt{1+t(s)} y)
$$

and

$$
\begin{equation*}
U_{\varepsilon, s}(y):=w_{s}(y) \eta(\varepsilon y) \tag{2.6}
\end{equation*}
$$

We immediately see that $w_{s}$ satisfies

$$
\begin{equation*}
w_{s}^{\prime \prime}-(1+t(s)) w_{s}+w_{s}^{p}=0, w_{s}>0, w_{s}(y)=w_{s}(-y) \tag{2.7}
\end{equation*}
$$

The definitions of $U_{\varepsilon, s}$ in (2.6) and $w$ in (1.3) imply that for every $i \in \mathbb{N}$, denoting by $U_{\varepsilon, s}^{i}$ and $w_{\varepsilon, s}^{i}$ the derivatives of order $i$ of the functions $U_{\varepsilon, s}$ and $w_{s}$, respectively, we have

$$
\begin{equation*}
U_{\varepsilon, s}^{i}(y)=O(1) e^{-|y|}, \quad U_{\varepsilon, s}^{i}(y)=w_{s}^{i}(y)+o(\varepsilon) e^{-|y|} \tag{2.8}
\end{equation*}
$$

uniformly for $s \in\left[s_{1}, s_{2}\right]$. We need to recall the following well-known facts on the functions $w$ and $w_{s}$ which will be frequently used later on.

Lemma 2.3. (1) For every $s \in\left[s_{1}, s_{2}\right]$ the following identities hold:

$$
\begin{equation*}
\int_{\mathbb{R}}\left(w_{s}^{\prime}\right)^{2} d y=\frac{p-1}{2(p+1)} \int_{\mathbb{R}} w_{s}^{p+1} d y, \int_{\mathbb{R}} w_{s}^{2} d y=\frac{p+3}{2(1+t(s))(p+1)} \int_{\mathbb{R}} w_{s}^{p+1} d y \tag{2.9}
\end{equation*}
$$

(2) Let $L_{0}: H^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ be the linear operator defined by

$$
L_{0}[\phi]=\phi^{\prime \prime}-\phi+p w^{p-1} \phi
$$

Then

$$
\begin{equation*}
L_{0}\left[\frac{1}{p-1} w+\frac{1}{2} y w^{\prime}\right]=w \tag{2.10}
\end{equation*}
$$

and $\phi \in H^{2}(\mathbb{R})$ satisfies

$$
L_{0}[\phi]=0
$$

if and only if $\phi=c w^{\prime}$ for some constant $c$. As a consequence, if we consider the kernel $\mathcal{K}_{0}$ and the cokernel $\mathcal{C}_{0}$ of the operator $L_{0}$,

$$
\mathcal{K}_{0}=\left\{c w^{\prime} \mid c \in \mathbb{R}\right\} \subset H^{2}(\mathbb{R}), \quad \mathcal{C}_{0}=\left\{c w^{\prime} \mid c \in \mathbb{R}\right\} \subset L^{2}(\mathbb{R})
$$

then $L_{0}$ is an invertible operator from $\mathcal{K}_{0}^{\perp}$ to $\mathcal{C}_{0}^{\perp}$.
Proof. Since each $w_{s}$ satisfies (2.7), we have $\left(\left(w_{s}^{\prime}\right)^{2}\right)^{\prime}=(1+t(s))\left(w_{s}^{2}\right)^{\prime}-\frac{2}{p+1}\left(w_{s}^{p+1}\right)^{\prime}$, by which $\left(w_{s}^{\prime}\right)^{2}=(1+t(s)) w_{s}^{2}-\frac{2}{p+1} w_{s}^{p+1}$. Combining this with the identity

$$
\int_{\mathbb{R}}\left(w_{s}^{\prime}\right)^{2} d y+(1+t(s)) \int_{\mathbb{R}} w_{s}^{2} d y=\int_{\mathbb{R}} w_{s}^{p+1} d y
$$

we deduce (2.9). To prove (2.10), it is sufficient to observe that $L_{0}[w]=(p-1) w^{p}$, $L_{0}\left[y w^{\prime}\right]=2\left(w-w^{p}\right)$.

The last part of the lemma follows from the uniqueness of $w$.
Fix $\lambda>0$. We conclude this section by analyzing the following nonlocal operator:

$$
L: H^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R}), \quad L[\phi]:=L_{0}[\phi]-\lambda(p-1) \frac{\int_{\mathbb{R}} w \phi d y}{\int_{\mathbb{R}} w^{2} d y} w
$$

The following lemma characterizes the kernel of $L$.
Lemma 2.4. If $\lambda \neq \frac{4}{5-p}$, then $\phi \in H^{2}(\mathbb{R})$ satisfies

$$
L[\phi]=0
$$

if and only if $\phi=c w^{\prime}$ for some constant $c$.

Proof. Assume $L[\phi]=0$. From (2.10) we deduce that

$$
L_{0}\left[\phi-\lambda \frac{\int_{\mathbb{R}} w \phi d y}{\int_{\mathbb{R}} w^{2} d y}\left(w+\frac{p-1}{2} y w^{\prime}\right)\right]=L[\phi]=0 .
$$

By (2) of Lemma 2.3, we have

$$
\begin{equation*}
\phi-\lambda \frac{\int_{\mathbb{R}} w \phi d y}{\int_{\mathbb{R}} w^{2} d y}\left(w+\frac{p-1}{2} y w^{\prime}\right)=c w^{\prime} \tag{2.11}
\end{equation*}
$$

for some $c$. Multiplying (2.11) by $w$ and integrating over $\mathbb{R}$, we obtain

$$
(1-\lambda) \int_{\mathbb{R}} w \phi d y-\lambda \frac{p-1}{2} \frac{\int_{\mathbb{R}} w \phi d y}{\int_{\mathbb{R}} w^{2} d y} \int_{\mathbb{R}} y w w^{\prime} d y=0
$$

After an integration by parts we deduce $\int_{\mathbb{R}} y w w^{\prime} d y=-\frac{1}{2} \int_{\mathbb{R}} w^{2} d y$, by which

$$
\left(1-\lambda\left(1-\frac{p-1}{4}\right)\right) \int_{\mathbb{R}} w \phi d y=0
$$

and hence $\int_{\mathbb{R}} w \phi d y=0$, which implies $L_{0}[\phi]=L[\phi]=0$; then Lemma 2.3 leads to $\phi=c w^{\prime}$.
3. The linearized problem. For every $s \in\left[s_{1}, s_{2}\right]$, where $s_{1}, s_{2}$ have be chosen in (2.4), we set

$$
I_{\varepsilon, s}:=\left(-\frac{s}{\varepsilon},+\infty\right)
$$

Denote by $L_{\varepsilon}^{p}\left(I_{\varepsilon, s}\right)$ the space of the functions $\phi: I_{\varepsilon, s} \rightarrow \mathbb{R}$ such that, setting $u_{\phi}(x)=$ $\phi\left(|x|-\frac{s}{\varepsilon}\right)$, it results in $u_{\phi} \in L^{p}\left(\mathbb{R}^{3}\right) . L_{\varepsilon}^{2}\left(I_{\varepsilon, s}\right)$ can be equipped with the following scalar product:

$$
\langle\phi, \psi\rangle_{\varepsilon}=\int_{I_{\varepsilon, s}} \phi \psi(s+\varepsilon y)^{2} d y \quad \forall \phi, \psi \in L_{\varepsilon}^{2}\left(I_{\varepsilon, s}\right)
$$

(which is equivalent to the norm $\left\|u_{\phi}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}$ ).
We define the following operator:

$$
T_{\varepsilon, s}[\phi](y)=\int_{I_{\varepsilon, s}} G(s+\varepsilon y, s+\varepsilon z) \phi(z) d z, \quad y \in I_{\varepsilon, s}, \quad \phi \in L_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)
$$

Notice that

$$
\begin{equation*}
s-\varepsilon(2|z|+|y|) \leq G(s+\varepsilon y, s+\varepsilon z) \leq s+\varepsilon z \quad \forall y, z \in I_{\varepsilon, s} \tag{3.1}
\end{equation*}
$$

hence, by using (2.8) and Lemma 2.2, we get

$$
\begin{align*}
T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right](y) & =s \int_{\mathbb{R}} U_{\varepsilon, s}^{2} d z+O(\varepsilon)(|y|+1)=s \int_{\mathbb{R}} w_{s}^{2} d z+O(\varepsilon)(|y|+1)  \tag{3.2}\\
& =s(1+t(s))^{\frac{5-p}{2(p-1)}} \int_{\mathbb{R}} w^{2} d z+O(\varepsilon)(|y|+1)=\frac{1}{\Gamma} t(s)+O(\varepsilon)(|y|+1)
\end{align*}
$$

uniformly for $s \in\left[s_{1}, s_{2}\right]$. In the same way, we define $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$, the space of the functions $\phi: I_{\varepsilon, s} \rightarrow \mathbb{R}$, such that $u_{\phi} \in H_{r}^{1}\left(\mathbb{R}^{3}\right)$. We can equip $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ with the following scalar product:

$$
(\phi, \psi)_{\varepsilon}=\int_{I_{\varepsilon, s}}\left[\phi^{\prime} \psi^{\prime}+\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \phi \psi\right](s+\varepsilon y)^{2} d y \quad \forall \phi, \psi \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)
$$

(which is equivalent to the norm $\left\|u_{\phi}\right\|_{H^{1}\left(\mathbb{R}^{3}\right)}$ since $0 \leq T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right](y) \leq \int_{I_{\varepsilon, s}}(s+$ $\left.\varepsilon z) U_{\varepsilon, s}^{2} d z\right)$.

We introduce the following functions:

$$
\begin{equation*}
Z_{\varepsilon, s}(y)=U_{\varepsilon, s}^{\prime \prime \prime}(y)+\frac{2 \varepsilon}{s+\varepsilon y} U_{\varepsilon, s}^{\prime \prime}(y)-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) U_{\varepsilon, s}^{\prime}(y), \quad y \in I_{\varepsilon, s} \tag{3.3}
\end{equation*}
$$

By integration by parts we immediately prove that

$$
\begin{equation*}
\left(\phi, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}=-\left\langle\phi, Z_{\varepsilon, s}\right\rangle_{\varepsilon} \quad \forall \phi \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right) ; \tag{3.4}
\end{equation*}
$$

then orthogonality of the functions $U_{\varepsilon, s}^{\prime}$ in $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ is equivalent to orthogonality of $Z_{\varepsilon, s}$ in $L_{\varepsilon}^{2}\left(I_{\varepsilon, s}\right)$.

First we study a linear problem: given $h \in C\left(\bar{I}_{\varepsilon, s}\right) \cap L_{\varepsilon}^{2}\left(I_{\varepsilon, s}\right)$, find a function $\phi \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ and $c \in \mathbb{R}$ satisfying

$$
\left\{\begin{array}{l}
L_{\varepsilon, s}[\phi]=h+c Z_{\varepsilon, s}  \tag{3.5}\\
\phi^{\prime}\left(-\frac{s}{\varepsilon}\right)=0, \quad\left\langle\phi, Z_{\varepsilon, s}\right\rangle_{\varepsilon}=0
\end{array}\right.
$$

where

$$
L_{\varepsilon, s}[\phi]:=\phi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \phi^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \phi+p U_{\varepsilon, s}^{p-1} \phi-2 \Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi\right] U_{\varepsilon, s}
$$

In order to solve the system (3.5) we need the following result based on ODE estimates.

Lemma 3.1. Let $\phi \in C^{2}\left(\bar{I}_{\varepsilon, s}\right)$ satisfy

$$
\left|\phi^{\prime \prime}(y)+\frac{2 \varepsilon}{s+\varepsilon y} \phi^{\prime}(y)-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \phi(y)\right| \leq c_{0} e^{-\mu|y|}, \quad \phi^{\prime}\left(-\frac{s}{\varepsilon}\right)=0
$$

for some $c_{0}>0$, and

$$
\phi(y) \rightarrow 0 \text { as } y \rightarrow+\infty
$$

Then, provided that $\mu>0$ is sufficiently small,

$$
|\phi(y)| \leq 2 e^{2}\left(|\phi(0)|+c_{0}\right) e^{-\mu|y|} \forall y \in I_{\varepsilon, s}
$$

Proof. We use a comparison principle. Take $\chi(t)$, a smooth cut-off function such that

$$
\chi(t)=1 \text { for }|t| \leq 1, \quad \chi(t)=0 \text { for }|t| \geq 2, \quad 0 \leq \chi \leq 1
$$

Now consider the following auxiliary function:

$$
\Phi(y)=A\left[e^{\mu y}+\left(e^{\mu y_{0}}-e^{\mu y}\right) \chi\left(\mu\left(y+\frac{s}{\varepsilon}\right)\right)\right]
$$

where

$$
y_{0}=-\frac{s}{\varepsilon}+\frac{1}{\mu}, \quad A=2 e\left(|\phi(0)|+c_{0}\right)
$$

If $y \in\left(-\frac{s}{\varepsilon}, y_{0}\right), \Phi(y)=A e^{\mu y_{0}} \leq A e^{\mu y+1}$ and hence

$$
\Phi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \Phi^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \Phi=-A\left(1+T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) e^{\mu y_{0}} \leq-c_{0} e^{\mu y}
$$

If $y \in\left(-\frac{s}{\varepsilon}+\frac{2}{\mu}, 0\right), \Phi(y)=A e^{\mu y}$, and $\frac{\varepsilon}{s+\varepsilon y} \leq \frac{\mu}{2}$, then

$$
\Phi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \Phi^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \Phi=A\left[2 \mu^{2}-\left(1+T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right] e^{\mu y} \leq-c_{0} e^{\mu y}
$$

provided that $\mu$ is sufficiently small. Finally, it is easy to see that for $y \in\left(y_{0}, y_{0}+\frac{1}{\mu}\right)$,

$$
e^{\mu y_{0}} \leq e^{\mu y} \leq e e^{\mu y_{0}}, \quad \Phi(y) \geq A e^{\mu y-1}, \quad \frac{\mu}{2} \leq \frac{\varepsilon}{s+\varepsilon y} \leq \mu
$$

hence

$$
\Phi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \Phi^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \Phi \leq A O\left(\mu^{2}\right) e^{\mu y}-A\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) e^{\mu y-1} \leq-c_{0} e^{\mu y}
$$

provided that $\mu$ is sufficiently small.
In any case, we have that for $y \in\left(-\frac{s}{\varepsilon}, 0\right), \Phi(y)$ satisfies

$$
\begin{gather*}
\Phi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \Phi^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \Phi \leq-c_{0} e^{\mu y} \\
\Phi^{\prime}\left(-\frac{s}{\varepsilon}\right)=0, \quad \Phi(0) \geq|\phi(0)| \tag{3.6}
\end{gather*}
$$

Combining (3.6) with the hypothesis we obtain

$$
\begin{equation*}
(\Phi-\phi)^{\prime \prime}(y)+\frac{2 \varepsilon}{s+\varepsilon y}(\Phi-\phi)^{\prime}(y)-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)(\Phi-\phi)(y) \leq 0 \tag{3.7}
\end{equation*}
$$

for every $y \in\left[-\frac{s}{\varepsilon}, 0\right]$ and

$$
(\Phi-\phi)(0)>0, \quad(\Phi-\phi)^{\prime}\left(-\frac{s}{\varepsilon}\right)=0
$$

we claim that $(\Phi-\phi)(y) \geq 0$ for $y \in\left[-\frac{s}{\varepsilon}, 0\right)$. Otherwise, if we call $\bar{y}$ the minimum point of $\Phi-\phi$ in $\left[-\frac{s}{\varepsilon}, 0\right)$, then it would be $(\Phi-\phi)(\bar{y})<0$ and $(\Phi-\phi)^{\prime}(\bar{y})=0$, $(\Phi-\phi)^{\prime \prime}(\bar{y})>0$, in contradiction to (3.7). Hence we have proved that $\phi \leq \Phi$ in $\left[-\frac{s}{\varepsilon}, 0\right]$. On the other hand, by (3.6) and the hypothesis we also get

$$
(\Phi+\phi)^{\prime \prime}(y)+\frac{2 \varepsilon}{s+\varepsilon y}(\Phi+\phi)^{\prime}(y)-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)(\Phi+\phi)(y) \leq 0 \quad \forall y \in\left[-\frac{s}{\varepsilon}, 0\right]
$$

and $(\Phi+\phi)(0)>0,(\Phi+\phi)^{\prime}\left(-\frac{s}{\varepsilon}\right)=0$. Proceeding as before we conclude $\phi \geq-\Phi$ in $\left[-\frac{s}{\varepsilon}, 0\right]$.

For $y \in[0,+\infty)$, we use $\hat{\Phi}(y)=A e^{-\mu y}$ and hence

$$
\hat{\Phi}^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \hat{\Phi}^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) \hat{\Phi} \leq A\left(\mu^{2}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right) e^{-\mu y} \leq-c_{0} e^{-\mu y}
$$

provided that $\mu$ is sufficiently small. By repeating the previous argument we obtain $|\phi| \leq \hat{\Phi}$ in $[0,+\infty)$ and the conclusion follows.

Let $\mu \in(0,1)$ be a number sufficiently small such that Lemma 3.1 holds and for every function $\phi: I_{\varepsilon, s} \rightarrow \mathbb{R}$ define

$$
\|\phi\|_{*}=\left\|e^{\mu\langle y\rangle} \phi(y)\right\|_{L^{\infty}\left(I_{\varepsilon, s}\right)}
$$

where $\langle y\rangle=\left(1+y^{2}\right)^{1 / 2}$. Since $\frac{2 \varepsilon}{s+\varepsilon y} U_{\varepsilon, s}^{\prime \prime}=O(\varepsilon) e^{-|y|}$, by using (2.7), (2.8), and (3.2) we obtain

$$
\begin{align*}
Z_{\varepsilon, s}(y) & =w_{s}^{\prime \prime \prime}(y)-(1+t(s)) w_{s}^{\prime}(y)+O(\varepsilon) e^{-\mu\langle y\rangle} \\
& =-p w_{s}^{p-1}(y) w_{s}^{\prime}(y)+O(\varepsilon) e^{-\mu\langle y\rangle} \tag{3.8}
\end{align*}
$$

uniformly for $s \in\left[s_{1}, s_{2}\right]$.
Next we prove the following a priori estimate for (3.5).
Lemma 3.2. There exists a constant $C>0$ such that, provided that $\varepsilon$ is sufficiently small, if $s \in\left[s_{1}, s_{2}\right]$ and $(\phi, c, h)$ satisfy (3.5), the following holds:

$$
\|\phi\|_{*} \leq C\|h\|_{*} .
$$

Proof. We argue by contradiction. Assume the existence of a sequence $\varepsilon_{k} \rightarrow 0$, $\left(s_{k}\right) \subset\left[s_{1}, s_{2}\right]$ and $\left(\tilde{\phi}_{k}, \tilde{c}_{k}\right) \in H_{\varepsilon}^{1}\left(I_{\varepsilon_{k}, s_{k}}\right) \times \mathbb{R}, h_{k} \in L_{\varepsilon}^{2}\left(I_{\varepsilon_{k}, s_{k}}\right) \cap C\left(\bar{I}_{\varepsilon_{k}, s_{k}}\right)$ satisfying (3.5) such that

$$
\left\|\tilde{\phi}_{k}\right\|_{*}>k\left\|\tilde{h}_{k}\right\|_{*}
$$

In particular, $\left\|\tilde{h}_{k}\right\|_{*}<+\infty$ for every $k$. For the sake of simplicity, in the remaining part of the proof we replace the subscript $\left(\varepsilon_{k}, s_{k}\right)$ with $k$. By standard regularity results $\tilde{\phi}_{k} \in C^{2}\left(\bar{I}_{k}\right)$; furthermore, for every $k\left\|T_{k}\left(U_{k} \tilde{\phi}_{k}\right)\right\|_{\infty} \leq \int_{I_{k}}\left(s_{k}+\varepsilon_{k} z\right) U_{k} \tilde{\phi}_{k} d z<$ $+\infty$ and, consequently, $\left\|-p U_{k}^{p-1} \tilde{\phi}_{k}+2 \Gamma T_{k}\left[U_{k} \tilde{\phi}_{k}\right] U_{k}+\tilde{h}_{k}+\tilde{c}_{k} Z_{k}\right\|_{*}<+\infty$. Then Lemma 3.1 implies $\left\|\tilde{\phi}_{k}\right\|_{*}<+\infty$ for every $k$. Hence it makes sense to set $\phi_{k}=\frac{\tilde{\phi}_{k}}{\left\|\tilde{\phi}_{k}\right\|_{*}}$, $c_{k}=\frac{\tilde{c}_{k}}{\left\|\tilde{\phi}_{k}\right\|_{*}}, h_{k}=\frac{\tilde{h}_{k}}{\left\|\tilde{\phi}_{k}\right\|_{*}}$. We obtain that $\left(\phi_{k}, c_{k}, h_{k}\right)$ satisfies (3.5) and

$$
\left\|\phi_{k}\right\|_{*}=1, \quad\left\|h_{k}\right\|_{*}=o(1)
$$

Assume without loss of generality that $s_{k} \rightarrow s$ as $k \rightarrow+\infty$. By multiplying the equation $L_{k}\left[\phi_{k}\right]=h_{k}+c_{k} Z_{k}$ by $U_{k}^{\prime}$ and integrating over $I_{k}$, we get

$$
\begin{equation*}
c_{k} \int_{I_{k}} Z_{k} U_{k}^{\prime} d y=-\int_{I_{k}} h_{k} U_{k}^{\prime} d y+\int_{I_{k}} L_{k}\left[\phi_{k}\right] U_{k}^{\prime} d y \tag{3.9}
\end{equation*}
$$

First examine the left-hand side of (3.9): by using (2.8) and (3.8) we deduce

$$
\begin{equation*}
\int_{I_{k}} Z_{k} U_{k}^{\prime} d y=-p \int_{\mathbb{R}} w_{s_{k}}^{p-1}\left(w_{s_{k}}^{\prime}\right)^{2} d y+o(1)=-p \int_{\mathbb{R}} w_{s}^{p-1}\left(w_{s}^{\prime}\right)^{2} d y+o(1) \tag{3.10}
\end{equation*}
$$

The first term on the right-hand side of (3.9) can be estimated as

$$
\begin{equation*}
\int_{I_{k}}\left|h_{k} U_{k}^{\prime}\right| d y \leq\left\|h_{k}\right\|_{*} \int_{\mathbb{R}}\left|U_{k}^{\prime}\right| e^{\mu\langle y\rangle} d y=O(1)\left\|h_{k}\right\|_{*}=o(1) . \tag{3.11}
\end{equation*}
$$

The last term in (3.9) equals

$$
\begin{aligned}
& \int_{I_{\varepsilon_{k}}}\left(L_{k}\left[\phi_{k}\right]\right) U_{k}^{\prime} d y \\
= & \int_{I_{k}} \phi_{k}\left[U_{k}^{\prime \prime \prime}+\frac{2 \varepsilon_{k}^{2}}{\left(s_{k}+\varepsilon_{k} y\right)^{2}} U_{k}^{\prime}-\frac{2 \varepsilon_{k}}{s_{k}+\varepsilon_{k} y} U_{k}^{\prime \prime}-\left(1+\Gamma T_{k}\left[U_{k}^{2}\right]\right) U_{k}^{\prime}+p U_{k}^{p-1} U_{k}^{\prime}\right] d y \\
& -2 \Gamma \int_{I_{k}} T_{k}\left[U_{k} \phi_{k}\right] U_{k} U_{k}^{\prime} d y \\
= & \int_{I_{k}} \phi_{k}\left[U_{k}^{\prime \prime \prime}(y)-\left(1+\Gamma T_{k}\left[U_{k}^{2}\right]\right) U_{k}^{\prime}(y)+p U_{k}^{p-1} U_{k}^{\prime}\right] d y+O\left(\varepsilon_{k}\right)\left\|\phi_{k}\right\|_{*} \\
& -2 \Gamma \int_{I_{k}} T_{k}\left[U_{k} \phi_{k}\right] U_{k} U_{k}^{\prime} d y
\end{aligned}
$$

since, according to the definition of $U_{k}$ in (2.6) and to (2.8), $\frac{2 \varepsilon_{k}^{2}}{\left(s_{k}+\varepsilon_{k} y\right)^{2}} U_{k}^{\prime}=O\left(\varepsilon_{k}\right) e^{-|y|}$ and $\frac{2 \varepsilon_{k}}{s_{k}+\varepsilon_{k} y} U_{k}^{\prime}=O\left(\varepsilon_{k}\right) e^{-|y|}$. By (2.7), (2.8), and (3.2) we obtain

$$
\begin{equation*}
\int_{I_{k}} \phi_{k}\left[U_{k}^{\prime \prime \prime}(y)-\left(1+\Gamma T_{k}\left[U_{k}^{2}\right]\right) U_{k}^{\prime}+p U_{k}^{p-1} U_{k}^{\prime}\right] d y=O\left(\varepsilon_{k}\right)\left\|\phi_{k}\right\|_{*} . \tag{3.12}
\end{equation*}
$$

On the other hand, by (2.8) and (3.1) we deduce

$$
\begin{equation*}
T_{k}\left[U_{k} \phi_{k}\right](y)=s \int_{I_{k}} U_{k} \phi_{k} d y+O\left(\varepsilon_{k}\right)(|y|+1)\left\|\phi_{k}\right\|_{*}, \tag{3.13}
\end{equation*}
$$

by which

$$
\int_{I_{k}} T_{k}\left[U_{k} \phi_{k}\right] U_{k} U_{k}^{\prime} d y=O\left(\varepsilon_{k}\right)\left\|\phi_{k}\right\|_{*} \int_{I_{k}}(|y|+1)\left|U_{k} U_{k}^{\prime}\right| d y=O\left(\varepsilon_{k}\right)\left\|\phi_{k}\right\|_{*} .
$$

Hence we have proved that

$$
\begin{equation*}
\int_{I_{k}} L_{k}\left[\phi_{k}\right] U_{k}^{\prime} d z=O\left(\varepsilon_{k}\right)\left\|\phi_{k}\right\|_{*}=O\left(\varepsilon_{k}\right) . \tag{3.14}
\end{equation*}
$$

Combining (3.9), (3.10), (3.11), and (3.14) we achieve $\left|c_{k}\right|=o(1)$, by which $\| h_{k}+$ $c_{k} Z_{k} \|_{*}=o(1)$.

Next we claim that $\phi_{k} \rightarrow 0$ uniformly in any compact interval of $\mathbb{R}$.
By multiplying (3.5) by $\left(s_{k}+\varepsilon_{k} y\right)^{2} \phi_{k}$ and integrating by parts we immediately get that the sequence $\left(\phi_{k}, \phi_{k}\right)_{\varepsilon}=\int_{I_{k}}\left(s_{k}+\varepsilon_{k} y\right)^{2}\left(\left|\phi_{k}^{\prime}\right|^{2}+\left|\phi_{k}\right|^{2}\right) d y$ is bounded. Now we consider $\bar{\phi}_{k}(y)=\phi_{k}(y) \eta\left(\varepsilon_{k} y\right) \in H^{1}(\mathbb{R})$, where $\eta$ has been defined in (2.5). Then it is easy to see that $\bar{\phi}_{k}$ is bounded in $H^{1}(\mathbb{R})$, and hence $\bar{\phi}_{k} \rightarrow \bar{\phi}_{0}$ weakly in $H^{1}(\mathbb{R})$. Taking into account of (3.2) and (3.13), $\bar{\phi}_{0}$ satisfies

$$
\Delta \bar{\phi}_{0}-(1+t(s)) \bar{\phi}_{0}+p w_{s}^{p-1} \bar{\phi}_{0}-2 s \Gamma\left(\int_{\mathbb{R}} w_{s} \bar{\phi}_{0} d y\right) w_{s}=0 \text { in } \mathbb{R},\left|\bar{\phi}_{0}\right| \leq e^{-\mu\langle y\rangle}
$$

By rescaling, setting $\phi_{0}(y)=\bar{\phi}_{0}\left(\frac{y}{\sqrt{1+t(s)}}\right)$, and recalling the definition of $w_{s}$ in (2.6), we obtain

$$
\phi_{0}^{\prime \prime}-\phi_{0}+p w^{p-1} \phi_{0}-2 \frac{t(s)}{1+t(s)} \frac{\int_{\mathbb{R}} w \phi_{0} d y}{\int_{\mathbb{R}} w^{2} d y} w=0 .
$$

By (2.4), because of the choice of $s$,

$$
2 \frac{t(s)}{1+t(s)} \neq \frac{4(p-1)}{5-p}
$$

Lemma 2.4 implies $\phi_{0}=c w^{\prime}$. On the other hand, $\int_{I_{k}} \phi_{k} Z_{k}\left(s_{k}+\varepsilon_{k} y\right)^{2} d y=0$ and hence, since by (3.8) $Z_{k}\left(s_{k}+\varepsilon_{k} y\right)^{2} \rightarrow-s^{2} p w_{s}^{p-1} w_{s}^{\prime}$ for every $y \in \mathbb{R}$, by Lebesgue's dominated convergence theorem $\int_{\mathbb{R}} \bar{\phi}_{0} w_{s}^{p-1} w_{s}^{\prime}=0$, that is, $\int_{\mathbb{R}} \phi_{0} w^{p-1} w^{\prime}=0$, by which $c=0$; we have proved that $\phi_{k} \rightarrow 0$ in any compact interval of $\mathbb{R}$. Taking into account (2.8), this shows that

$$
\left\|U_{k}^{p-1} \phi_{k}\right\|_{*} \leq \sup _{y \in I_{k}}\left|e^{\mu\langle y\rangle} w_{s_{k}}^{p-1}(y) \phi_{k}(y)\right|=o(1)
$$

By using again Lebesgue's dominated convergence theorem, we have that

$$
\int_{I_{k}} U_{k} \phi_{k} d y \rightarrow 0
$$

which implies, using (3.13),

$$
\left\|T_{k}\left[U_{k} \phi_{k}\right] U_{k}\right\|_{*}=o(1) .
$$

Thus we have arrived at the following situation: $\phi_{k}$ satisfies

$$
\begin{gathered}
\phi_{k}^{\prime \prime}+\frac{2 \varepsilon_{k}}{s_{k}+\varepsilon_{k} y} \phi_{k}^{\prime}-\left(1+\Gamma T_{k}\left[U_{k}^{2}\right]\right) \phi_{k}=o(1) e^{-\mu\langle y\rangle} \\
\phi_{k}^{\prime}\left(-\frac{s_{k}}{\varepsilon_{k}}\right)=0, \quad \phi_{k} \rightarrow 0 \text { as } y \rightarrow \infty
\end{gathered}
$$

Furthermore, $\phi_{k}(0)=o(1)$. Hence we can apply Lemma 3.1 and obtain that $\phi_{k}(y)=$ $o(1) e^{-\mu\langle y\rangle}$, which is a contradiction since $\left\|\phi_{k}\right\|_{*}=1$. This proves the lemma. $\square$

Now we are in position to provide the existence of a solution for the system (3.5).
Lemma 3.3. For $\varepsilon>0$ sufficiently small, for every $s \in\left[s_{1}, s_{2}\right]$ and $h \in L_{\varepsilon}^{2}\left(I_{\varepsilon, s}\right) \cap$ $C\left(\bar{I}_{\varepsilon, s}\right)$, there exists a unique pair $(\phi, c)$ solving (3.5). Moreover, by Lemma 3.2,

$$
\begin{equation*}
\|\phi\|_{*} \leq C\|h\|_{*} . \tag{3.15}
\end{equation*}
$$

Proof. The existence follows from Fredholm alternative. To this aim, let us consider $\mathcal{H}_{\varepsilon}$ the closed subset of $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ defined by

$$
\mathcal{H}_{\varepsilon}=\left\{u \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right) \mid\left(u, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}=0\right\}
$$

Notice that, by (3.4), $\phi$ solves the system (3.5) if and only if $\phi \in \mathcal{H}_{\varepsilon}$ and

$$
\begin{equation*}
(\phi, \psi)_{\varepsilon}-p\left\langle U_{\varepsilon, s}^{p-1} \phi, \psi\right\rangle_{\varepsilon}+2 \Gamma\left\langle T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi\right] U_{\varepsilon, s}, \psi\right\rangle_{\varepsilon}=-\langle h, \psi\rangle_{\varepsilon} \forall \psi \in \mathcal{H}_{\varepsilon} \tag{3.16}
\end{equation*}
$$

Once we know $\phi$ we can determine a unique $c$ from the equation

$$
-p\left\langle U_{\varepsilon, s}^{p-1} \phi, U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon}+2 \Gamma\left\langle T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi\right] U_{\varepsilon, s}, U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon}=-\left\langle h, U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon}+c\left(U_{\varepsilon, s}^{\prime}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}
$$

Thus it remains to solve (3.16). According to Riesz's representation theorem, take $\mathcal{K}_{\varepsilon}(\phi), \bar{h} \in \mathcal{H}_{\varepsilon}$ such that

$$
\left(\mathcal{K}_{\varepsilon}(\phi), \psi\right)_{\varepsilon}=-p\left\langle U_{\varepsilon, s}^{p-1} \phi, \psi\right\rangle_{\varepsilon}+2 \Gamma\left\langle T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi\right] U_{\varepsilon, s}, \psi\right\rangle_{\varepsilon} \quad \forall \psi \in \mathcal{H}_{\varepsilon}
$$

$$
(\bar{h}, \psi)_{\varepsilon}=-\langle h, \psi\rangle_{\varepsilon} \quad \forall \psi \in \mathcal{H}_{\varepsilon}
$$

Then problem (3.16) consists in finding $\phi \in \mathcal{H}_{\varepsilon}$ such that

$$
\begin{equation*}
\phi+\mathcal{K}_{\varepsilon}(\phi)=\bar{h} \tag{3.17}
\end{equation*}
$$

It is easy to prove that $\mathcal{K}_{\varepsilon}$ is a linear compact operator from $\mathcal{H}_{\varepsilon}$ to $\mathcal{H}_{\varepsilon}$.
Using Fredholm's alternatives, (3.17) has a unique solution for each $\bar{h}$ if and only if (3.17) has a unique solution for $\bar{h}=0$. Let $\phi \in \mathcal{H}_{\varepsilon}$ be a solution of $\phi+\mathcal{K}_{\varepsilon}(\phi)=0$; then $\phi$ solves the system (3.5) with $h=0$ for some $c \in \mathbb{R}$. Lemma 3.2 implies $\phi \equiv 0$.
4. Finite dimensional reduction. This section is devoted to solving the following nonlinear system with the unknowns $(\phi, \beta) \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right) \times \mathbb{R}$ :

$$
\left\{\begin{array}{l}
S_{\varepsilon, s}\left[U_{\varepsilon, s}+\phi\right]=\beta Z_{\varepsilon, s}, \quad y \in I_{\varepsilon, s}  \tag{4.1}\\
\phi^{\prime}\left(-\frac{s}{\varepsilon}\right)=0, \quad\left\langle\phi, Z_{\varepsilon, s}\right\rangle_{\varepsilon}=0
\end{array}\right.
$$

where

$$
S_{\varepsilon, s}[\psi]=\psi^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} \psi^{\prime}-\psi+\psi_{+}^{p}-\Gamma \psi T_{\varepsilon, s}\left[\psi^{2}\right] .
$$

Lemma 4.1. Fix $\sigma \in\left(\frac{1}{2}, 1\right)$. Provided that $\varepsilon>0$ is sufficiently small, for every $s \in\left[s_{1}, s_{2}\right]$ there is a unique pair $\left(\phi_{\varepsilon, s}, \beta_{\varepsilon, s}\right) \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right) \times \mathbb{R}$ satisfying (4.1) and

$$
\begin{equation*}
\left\|\phi_{\varepsilon, s}\right\|_{*} \leq \varepsilon^{\sigma}, \quad\left(\phi_{\varepsilon, s}, \phi_{\varepsilon, s}\right)_{\varepsilon} \leq \varepsilon^{\sigma} \tag{4.2}
\end{equation*}
$$

Furthermore, setting $\Phi_{\varepsilon, s}(x)=\phi_{\varepsilon, s}\left(|x|-\frac{s}{\varepsilon}\right)$, the maps $\Phi_{\varepsilon}: s \in\left[s_{1}, s_{2}\right] \mapsto \Phi_{\varepsilon, s} \in$ $H_{r}^{1}\left(\mathbb{R}^{3}\right)$ and $\beta_{\varepsilon}: s \in\left[s_{1}, s_{2}\right] \mapsto \beta_{\varepsilon, s} \in \mathbb{R}$ are continuous.

Proof. We write the equation in (4.1) in the form

$$
\begin{equation*}
L_{\varepsilon, s}[\phi]=E_{\varepsilon, s}+M_{\varepsilon, s}[\phi]+\beta Z_{\varepsilon, s} \tag{4.3}
\end{equation*}
$$

and use contraction mapping theorem. Here

$$
\begin{equation*}
-E_{\varepsilon, s}=U_{\varepsilon, s}^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} U_{\varepsilon, s}^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) U_{\varepsilon, s}+U_{\varepsilon, s}^{p} \tag{4.4}
\end{equation*}
$$

and

$$
M_{\varepsilon, s}[\phi]=-\left(U_{\varepsilon, s}+\phi\right)_{+}^{p}+U_{\varepsilon, s}^{p}+p U_{\varepsilon, s}^{p-1} \phi+\Gamma\left[\left(U_{\varepsilon, s}+\phi\right) T_{\varepsilon, s}\left[\phi^{2}\right]+2 \phi T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi\right]\right]
$$

By (2.7), (2.8), and (3.2) we immediately obtain

$$
\begin{equation*}
\left\|E_{\varepsilon, s}\right\|_{*}=\left\|U_{\varepsilon, s}^{\prime \prime}-(1+t(s)) U_{\varepsilon, s}+U_{\varepsilon, s}^{p}\right\|_{*}+C \varepsilon \leq C \varepsilon \forall s \in\left[s_{1}, s_{2}\right] \tag{4.5}
\end{equation*}
$$

where we have also used the estimate $\frac{2 \varepsilon}{s+\varepsilon y} U_{\varepsilon, s}^{\prime}=O(\varepsilon) e^{-|y|}$ uniformly for $s \in\left[s_{1}, s_{2}\right]$. Now we have to estimate the term $M_{\varepsilon, s}[\phi]$. Set $\mathcal{B}_{\varepsilon, s}=\left\{\phi \in C\left(\bar{I}_{\varepsilon, s}\right) \mid\|\phi\|_{*} \leq \varepsilon^{\sigma}\right\}$. Given $\phi_{1}, \phi_{2} \in \mathcal{B}_{\varepsilon, s}$, we compute

$$
\begin{aligned}
\|-\left(U_{\varepsilon, s}+\phi_{1}\right)_{+}^{p} & +p U_{\varepsilon, s}^{p-1} \phi_{1}+\left(U_{\varepsilon, s}+\phi_{2}\right)_{+}^{p}-p U_{\varepsilon, s}^{p-1} \phi_{2} \|_{*} \\
& \leq\left\|\phi_{1}-\phi_{2}\right\|_{*} \sup _{\xi \in \mathcal{B}_{\varepsilon, s}}\left\|p\left(U_{\varepsilon, s}+\xi\right)_{+}^{p-1}-p U_{\varepsilon, s}^{p-1}\right\|_{\infty} \\
& \leq C \varepsilon^{\sigma(p-1)}\left\|\phi_{1}-\phi_{2}\right\|_{*} \forall s \in\left[s_{1}, s_{2}\right]
\end{aligned}
$$

For every $\phi \in C\left(\bar{I}_{\varepsilon, s}\right):\left|T_{\varepsilon, s}[\phi](y)\right| \leq\|\phi\|_{*} \int_{I_{\varepsilon, s}}(s+\varepsilon z) e^{-\mu\langle z\rangle} d z \leq C\|\phi\|_{*}$,

$$
\begin{aligned}
&\left\|\left(U_{\varepsilon, s}+\phi_{1}\right) T_{\varepsilon, s}\left[\phi_{1}^{2}\right]-\left(U_{\varepsilon, s}+\phi_{2}\right) T_{\varepsilon, s}\left[\phi_{2}^{2}\right]\right\|_{*} \\
& \leq \|\left(U_{\varepsilon, s}+\phi_{1}\right)\left(T_{\varepsilon, s}\left[\phi_{1}^{2}-\phi_{2}^{2}\right]\left\|_{*}+\right\|\left(\phi_{1}-\phi_{2}\right) T_{\varepsilon, s}\left[\phi_{2}^{2}\right] \|_{*}\right. \\
& \leq C\left\|\phi_{1}^{2}-\phi_{2}^{2}\right\|_{*}+C\left\|\phi_{1}-\phi_{2}\right\|_{*} \varepsilon^{\sigma} \leq C\left\|\phi_{1}-\phi_{2}\right\|_{*} \varepsilon^{\sigma} \quad \forall s \in\left[s_{1}, s_{2}\right] .
\end{aligned}
$$

In a similar way

$$
\left\|\phi_{1} T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi_{1}\right]-\phi_{2} T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi_{2}\right]\right\|_{*} \leq C\left\|\phi_{1}-\phi_{2}\right\|_{*} \varepsilon^{\sigma} \quad \forall s \in\left[s_{1}, s_{2}\right],
$$

by which

$$
\begin{align*}
\left\|M_{\varepsilon, s}\left(\phi_{1}\right)-M_{\varepsilon, s}\left(\phi_{2}\right)\right\|_{*} \leq C\left(\varepsilon^{\sigma}+\varepsilon^{\sigma(p-1)}\right)\left\|\phi_{1}-\phi_{2}\right\|_{*} & \forall \phi_{1}, \phi_{2} \in \mathcal{B}_{\varepsilon, s},  \tag{4.6}\\
& \forall s \in\left[s_{1}, s_{2}\right] .
\end{align*}
$$

According to Lemma 3.3, for every $\phi \in \mathcal{B}_{\varepsilon, s}$ we define $\mathcal{A}_{\varepsilon, s}[\phi] \in H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ to be the unique solution to the system (3.5) with $h=E_{\varepsilon, s}+M_{\varepsilon, s}[\phi]$. Then by Lemma 3.3 we have

$$
\left\|\mathcal{A}_{\varepsilon, s}[\phi]\right\|_{*} \leq C\left\|E_{\varepsilon, s}+M_{\varepsilon, s}[\phi]\right\|_{*} \leq C\left(\varepsilon+\varepsilon^{2 \sigma}+\varepsilon^{\sigma p}\right) \leq \varepsilon^{\sigma} \forall s \in\left[s_{1}, s_{2}\right]
$$

and hence $\mathcal{A}_{\varepsilon, s}[\phi] \in \mathcal{B}_{\varepsilon, s}$. Moreover, since $\mathcal{A}_{\varepsilon, s}\left[\phi_{1}\right]-\mathcal{A}_{\varepsilon, s}\left[\phi_{2}\right]$ solves the system (3.5) with $h=M_{\varepsilon, s}\left[\phi_{1}\right]-M_{\varepsilon, s}\left[\phi_{2}\right]$, by (4.6) we also have that

$$
\begin{equation*}
\left\|\mathcal{A}_{\varepsilon}\left[\phi_{1}\right]-\mathcal{A}_{\varepsilon}\left[\phi_{2}\right]\right\|_{*} \leq C\left\|M_{\varepsilon, s}\left[\phi_{1}\right]-M_{\varepsilon, s}\left[\phi_{2}\right]\right\|_{*}<\left\|\phi_{1}-\phi_{2}\right\|_{*} \forall s \in\left[s_{1}, s_{2}\right] ; \tag{4.7}
\end{equation*}
$$

i.e., the map $\mathcal{A}_{\varepsilon, s}$ is a contraction map from $\mathcal{B}_{\varepsilon, s}$ to $\mathcal{B}_{\varepsilon, s}$. By the contraction mapping theorem, (4.1) has a unique solution ( $\phi_{\varepsilon, s}, \beta_{\varepsilon, s}$ ) $\in \mathcal{B}_{\varepsilon, s} \times \mathbb{R}$. By multiplying both members of (4.3) by $(s+\varepsilon z)^{2} \phi_{\varepsilon, s}$ and integrating by parts we obtain

$$
\begin{equation*}
\left(\phi_{\varepsilon, s}, \phi_{\varepsilon, s}\right)_{\varepsilon}=\left\langle p U_{\varepsilon, s}^{p-1} \phi_{\varepsilon, s}-2 \Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi_{\varepsilon, s}\right] U_{\varepsilon, s}-E_{\varepsilon, s}-M_{\varepsilon, s}\left[\phi_{\varepsilon, s}\right], \phi_{\varepsilon, s}\right\rangle_{\varepsilon} \leq \varepsilon^{\sigma} \tag{4.8}
\end{equation*}
$$

where we have used (4.5) and (4.6); in particular, since $\left\|\Phi_{\varepsilon, s}\right\|_{H^{1}\left(\mathbb{R}^{3}\right)}^{2} \leq \varepsilon^{-2} 4 \pi\left(\phi_{\varepsilon, s}, \phi_{\varepsilon, s}\right)_{\varepsilon}$, fixed $\varepsilon>0$, the family $\Phi_{\varepsilon, s}$ is bounded in $H_{r}^{1}\left(\mathbb{R}^{3}\right)$. On the other hand, by using (3.4) we have

$$
\begin{aligned}
\left(\phi_{\varepsilon, s}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}= & \left\langle p U_{\varepsilon, s}^{p-1} \phi_{\varepsilon, s}-2 \Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s} \phi_{\varepsilon, s}\right]_{\varepsilon, s}-E_{\varepsilon, s}-M_{\varepsilon, s}\left[\phi_{\varepsilon, s}\right], U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon} \\
& +\beta_{\varepsilon, s}\left(U_{\varepsilon, s}^{\prime}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon},
\end{aligned}
$$

by which we deduce that the family $\beta_{\varepsilon, s}$ is also bounded for fixed $\varepsilon>0$.
Now consider $\left\{s_{n}\right\} \subset\left[s_{1}, s_{2}\right]$ such that $s_{n} \rightarrow \bar{s}$. Up to a subsequence, $\Phi_{\varepsilon, s_{n}} \rightharpoonup \bar{\Phi}$ weakly in $H_{r}^{1}\left(\mathbb{R}^{3}\right)$ and $\beta_{\varepsilon, s_{n}} \rightarrow \bar{\beta}$. Then, setting $\bar{\phi}(y)=\bar{\Phi}\left(y+\frac{\bar{s}}{\varepsilon}\right)$ for $y \in I_{\varepsilon, \bar{s}},(\bar{\phi}, \bar{\beta})$ solves the equation

$$
L_{\varepsilon, \bar{s}}(\bar{\phi})=E_{\varepsilon, \bar{s}}+M_{\varepsilon, \bar{s}}[\bar{\phi}]+\bar{\beta} Z_{\varepsilon, \bar{s}}, \quad \bar{\phi}^{\prime}\left(\frac{\bar{s}}{\varepsilon}\right)=0,\left\langle\bar{\phi}, Z_{\varepsilon, \bar{s}}\right\rangle=0,\|\bar{\phi}\|_{*} \leq \varepsilon^{\sigma} .
$$

From uniqueness it follows that $\bar{\phi}=\phi_{\varepsilon, \bar{s}}$ and $\bar{\beta}=\beta_{\varepsilon, \bar{s}}$. By (4.8) we get

$$
\left(\phi_{\varepsilon, s_{n}}, \phi_{\varepsilon, s_{n}}\right)_{\varepsilon} \rightarrow\left\langle p U_{\varepsilon, \bar{s}}^{p-1} \bar{\phi}-2 \Gamma T_{\varepsilon, \bar{s}}\left[U_{\varepsilon, \bar{s}} \bar{\phi}\right] U_{\varepsilon, \bar{s}}-E_{\varepsilon, \bar{s}}-M_{\varepsilon, \bar{s}}[\bar{\phi}], \bar{\phi}\right\rangle_{\varepsilon}=(\bar{\phi}, \bar{\phi})_{\varepsilon},
$$

hence (since the norm $(\phi, \phi)_{\varepsilon}$ is equivalent to $\|\Phi\|_{H^{1}\left(\mathbb{R}^{3}\right)}$ ), we deduce $\Phi_{\varepsilon, s_{n}} \rightarrow \Phi_{\varepsilon, \bar{s}}$ in $H^{1}\left(\mathbb{R}^{3}\right)$.

LEMMA 4.2. For $\varepsilon>0$ sufficiently small, the map $\Phi_{\varepsilon}: s \in\left[s_{1}, s_{2}\right] \mapsto \Phi_{\varepsilon, s} \in$ $H_{r}^{1}\left(\mathbb{R}^{3}\right)$ constructed in Lemma 4.1 is $C^{1}$.

Proof. Consider the following map $H_{\varepsilon}:\left[s_{1}, s_{2}\right] \times H_{r}^{1}\left(\mathbb{R}^{3}\right) \times \mathbb{R} \rightarrow H_{r}^{1}\left(\mathbb{R}^{3}\right) \times \mathbb{R}$ of class $C^{1}$ :

$$
H_{\varepsilon}(s, \Phi, \beta)=\binom{\left(\Delta-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right)^{-1}\left(S_{\varepsilon, s}\left[U_{\varepsilon, s}+\phi\right]-\beta Z_{\varepsilon, s}\right)\left(|x|-\frac{s}{\varepsilon}\right)}{\left(\phi, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}}
$$

where $\Phi(x)=\phi\left(|x|-\frac{s}{\varepsilon}\right)$ and $v=\left(\Delta-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right)^{-1}(h)$ is defined as the unique solution in $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ of

$$
\begin{equation*}
v^{\prime \prime}+\frac{2 \varepsilon}{s+\varepsilon y} v^{\prime}-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right) v=h, \quad v^{\prime}\left(-\frac{s}{\varepsilon}\right)=0, \quad y \in I_{\varepsilon, s} \tag{4.9}
\end{equation*}
$$

It is immediate that $(\phi, \beta)$ solves the system (4.1) if and only if $H_{\varepsilon}(s, \Phi, \beta)=0$. We are going to prove that, provided that $\varepsilon$ is sufficiently small, for every $s \in\left[s_{1}, s_{2}\right]$ the linear operator

$$
\left.\frac{\partial H_{\varepsilon}(s, \Phi, \beta)}{\partial(\Phi, \beta)}\right|_{\left(s, \Phi_{\varepsilon, s}, \beta_{\varepsilon, s}\right)}: H_{r}^{1}\left(\mathbb{R}^{3}\right) \times \mathbb{R} \rightarrow H_{r}^{1}\left(\mathbb{R}^{3}\right) \times \mathbb{R}
$$

is invertible. But first notice how, assuming this, the thesis easily follows; indeed, the continuity of the map $\Phi_{\varepsilon}$ proved in Lemma 4.1 implies that $\Phi_{\varepsilon}$ actually coincides with the implicit function associated to $H_{\varepsilon}$, hence the $C^{1}$-regularity of $\Phi_{\varepsilon}$ will follow from the implicit function theorem.

Now we compute

$$
\begin{aligned}
&\left.\frac{\partial H_{\varepsilon}(s, \Phi, \beta)}{\partial(\Phi, \beta)}\right|_{\left(s, \Phi_{\varepsilon, s}, \beta_{\varepsilon, s}\right)}[\Phi, c] \\
&=\left(\begin{array}{c}
\left(\Delta-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right)^{-1}\binom{\left(S_{\varepsilon, s}^{\prime}\left[U_{\varepsilon, s}+\phi_{\varepsilon, s}\right](\phi)-c Z_{\varepsilon, s}\right)\left(|x|-\frac{s}{\varepsilon}\right)}{\left(\phi, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}}
\end{array} .\right.
\end{aligned}
$$

Proceeding as in the proof of Lemma 3.3, $(\Phi, c)$ solves the system

$$
\left.\frac{\partial H_{\varepsilon}(s, \Phi, \beta)}{\partial(\Phi, \beta)}\right|_{\left(s, \Phi_{\varepsilon, s}, \beta_{\varepsilon, s}\right)}[\Phi, c]=(\Theta, d)
$$

if and only if $\phi=\bar{\phi}+\frac{d}{\left(U_{\varepsilon, s}^{\prime}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}} U_{\varepsilon, s}^{\prime}$, where $\bar{\phi} \in \mathcal{H}_{\varepsilon}\left(\mathcal{H}_{\varepsilon}\right.$ is the closed subset of $H_{\varepsilon}^{1}\left(I_{\varepsilon, s}\right)$ defined in Lemma 3.3) and

$$
\begin{equation*}
\left(\left(\Delta-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right)^{-1}\left(S_{\varepsilon, s}^{\prime}\left[U_{\varepsilon, s}+\phi_{\varepsilon, s}\right](\phi)-c Z_{\varepsilon, s}\right), \psi\right)_{\varepsilon}=(\theta, \psi)_{\varepsilon} \forall \psi \in \mathcal{H}_{\varepsilon} \tag{4.10}
\end{equation*}
$$

where $\Theta(x)=\theta\left(|x|-\frac{s}{\varepsilon}\right)$. By (4.9) we have $\left(\left(\Delta-\left(1+\Gamma T_{\varepsilon, s}\left[U_{\varepsilon, s}^{2}\right]\right)\right)^{-1}(h), \psi\right)_{\varepsilon}=$ $-\langle h, \psi\rangle_{\varepsilon}$; hence (4.10) may be rewritten as

$$
\begin{aligned}
(\bar{\phi}, \psi)_{\varepsilon} & -p\left\langle\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)_{+}^{p-1} \phi, \psi\right\rangle_{\varepsilon}+\Gamma\left\langle T_{\varepsilon, s}\left[\phi_{\varepsilon, s}^{2}+2 U_{\varepsilon, s} \phi_{\varepsilon, s}\right] \phi, \psi\right\rangle_{\varepsilon} \\
& +2 \Gamma\left\langle\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right) T_{\varepsilon, s}\left[\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right) \phi\right], \psi\right\rangle_{\varepsilon}=(\theta, \psi)_{\varepsilon} \forall \psi \in \mathcal{H}_{\varepsilon}
\end{aligned}
$$

Once we know $\bar{\phi}$, the related $c$ is given by the identity

$$
\begin{aligned}
& d-p\left\langle\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)_{+}^{p-1} \phi, U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon}+\Gamma d^{\prime}\left\langle T_{\varepsilon, s}\left[\phi_{\varepsilon, s}^{2}+2 U_{\varepsilon, s} \phi_{\varepsilon, s}\right] \phi, U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon} \\
& \quad+2 \Gamma d^{\prime}\left\langle\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right) T_{\varepsilon, s}\left[\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right) \phi\right], U_{\varepsilon, s}^{\prime}\right\rangle_{\varepsilon}=c\left(U_{\varepsilon, s}^{\prime}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}+\left(\theta, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}
\end{aligned}
$$

where we have set $d^{\prime}=\frac{d}{\left(U_{\varepsilon, s}^{\prime}, U_{\varepsilon, s}^{\prime}\right)_{\varepsilon}}$. According to Riesz's representation theorem, take $\mathcal{W}_{\varepsilon, t}(\bar{\phi}), \bar{\theta} \in \mathcal{H}_{\varepsilon}$ such that

$$
\begin{aligned}
\left(\mathcal{W}_{\varepsilon, t}(\bar{\phi}), \psi\right)_{\varepsilon}= & -p\left\langle\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right)_{+}^{p-1} \bar{\phi}, \psi\right\rangle_{\varepsilon}+\Gamma\left\langle T_{\varepsilon}\left[\phi_{\varepsilon, t}^{2}+2 U_{\varepsilon, t} \phi_{\varepsilon, t}\right] \bar{\phi}, \psi\right\rangle_{\varepsilon} \\
& +2 \Gamma\left\langle\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right) T_{\varepsilon}\left[\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right) \bar{\phi}\right], \psi\right\rangle_{\varepsilon} \forall \psi \in \mathcal{H}_{\varepsilon} \\
(\bar{\theta}, \psi)_{\varepsilon}= & -p d^{\prime}\left\langle\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right)_{+}^{p-1} U_{\varepsilon, t}^{\prime}, \psi\right\rangle+\Gamma d^{\prime}\left\langle T_{\varepsilon}\left[\phi_{\varepsilon, t}^{2}+2 U_{\varepsilon, t} \phi_{\varepsilon, t}\right] U_{\varepsilon, t}^{\prime}, \psi\right\rangle_{\varepsilon} \\
+ & 2 \Gamma d^{\prime}\left\langle\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right) T_{\varepsilon}\left[\left(U_{\varepsilon, t}+\phi_{\varepsilon, t}\right) U_{\varepsilon, t}^{\prime}\right], \psi\right\rangle_{\varepsilon} \forall \psi \in \mathcal{H}_{\varepsilon} .
\end{aligned}
$$

Then problem (4.10) consists in finding $\bar{\phi} \in \mathcal{H}_{\varepsilon}$ such that

$$
\begin{equation*}
\bar{\phi}+\mathcal{W}_{\varepsilon}(\bar{\phi})=\theta-\bar{\theta} \tag{4.11}
\end{equation*}
$$

Since $\left\|\phi_{\varepsilon, s}\right\|_{*} \leq \varepsilon^{\sigma}$, combining the definition of $\mathcal{W}_{\varepsilon}$ with that of $\mathcal{K}_{\varepsilon}$ (see Lemma 3.3), when $\varepsilon \rightarrow 0$ we have

$$
\mathcal{W}_{\varepsilon}-\mathcal{K}_{\varepsilon} \rightarrow 0
$$

Since we have proved that $I+\mathcal{K}_{\varepsilon}$ is invertible, then the theory of the linear operator assures the invertibility of $I+\mathcal{W}_{\varepsilon}$ for small $\varepsilon$. This concludes the proof of the lemma.
5. The reduced energy functional: Proof of Theorem 1.1. For every $s \in\left[s_{1}, s_{2}\right]$ set

$$
v_{\varepsilon, s}(x)=U_{\varepsilon, s}\left(|x|-\frac{s}{\varepsilon}\right)+\phi_{\varepsilon, s}\left(|x|-\frac{s}{\varepsilon}\right),
$$

where $\phi_{\varepsilon, s}$ has been constructed in Lemma 4.1, and consider the function

$$
K_{\varepsilon}:\left[s_{1}, s_{2}\right] \rightarrow \mathbb{R}, \quad K_{\varepsilon}(s):=\frac{\varepsilon^{2}}{4 \pi} E_{\varepsilon}\left[v_{\varepsilon, s}\right]
$$

First we provide the following estimate.
Lemma 5.1. For $s \in\left[s_{1}, s_{2}\right]$, we have

$$
\begin{equation*}
K_{\varepsilon}(s)=\frac{1}{8(p+1)} \frac{\int_{\mathbb{R}} w^{p+1} d y}{\left(\int_{\mathbb{R}} w^{2} d y\right)^{2}} \rho(t(s))+o(1) \tag{5.1}
\end{equation*}
$$

where $\rho(t)$ and $t(s)$ have been defined in Lemma 2.2.
Proof. We compute

$$
\begin{aligned}
& K_{\varepsilon}(s) \\
&= \int_{-\frac{s}{\varepsilon}}^{+\infty}\left[\frac{1}{2}\left|\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)^{\prime}\right|^{2}+\frac{1}{2}\left|U_{\varepsilon, s}+\phi_{\varepsilon, s}\right|^{2}-\frac{1}{p+1}\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)_{+}^{p+1}\right](s+\varepsilon y)^{2} d y \\
&+\frac{\Gamma}{4} \int_{-\frac{s}{\varepsilon}}^{\infty}\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)^{2} T_{\varepsilon, s}\left[\left(U_{\varepsilon, s}+\phi_{\varepsilon, s}\right)^{2}\right](s+\varepsilon y)^{2} d y \\
&= \frac{s^{2}}{2} \int_{\mathbb{R}}\left|w_{s}^{\prime}\right|^{2} d y+\frac{s^{2}}{2} \int_{\mathbb{R}} w_{s}^{2} d y-\frac{s^{2}}{p+1} \int_{\mathbb{R}} w_{s}^{p+1} d y+\frac{s^{2}}{4} t(s) \int_{\mathbb{R}} w_{s}^{2} d y+o(1)
\end{aligned}
$$

where we have used (2.8), (3.2), and the estimates $\left\|\phi_{\varepsilon, s}\right\|_{*},\left(\phi_{\varepsilon, s}, \phi_{\varepsilon, s}\right)_{\varepsilon} \leq \varepsilon^{\sigma}$ given by Lemma 4.1. Now we use (2.9) to obtain

$$
\begin{aligned}
K_{\varepsilon}(s) & =s^{2} \frac{(3 p-7) t(s)+4(p-1)}{8(p+1)(1+t(s))} \int_{\mathbb{R}} w_{s}^{p+1} d y+o(1) \\
& =s^{2} \frac{(3 p-7) t(s)+4(p-1)}{8(p+1)}(1+t(s))^{\frac{5-p}{2(p-1)}} \int_{\mathbb{R}} w^{p+1} d y+o(1) \\
& =s^{2} \frac{\rho(t(s))}{8 t(s)^{2}(p+1)}(1+t(s))^{\frac{5-p}{p-1}} \int_{\mathbb{R}} w^{p+1} d y+o(1) \\
& =\frac{\rho(t(s))}{8(p+1)} \frac{\int_{\mathbb{R}} w^{p+1} d y}{\left(\Gamma \int_{\mathbb{R}} w^{2} d y\right)^{2}}+o(1) .
\end{aligned}
$$

Corollary 5.2. For $\varepsilon$ sufficiently small, the function $s \in\left[s_{1}, s_{2}\right] \mapsto K_{\varepsilon}(s)$ has a minimum $s_{\varepsilon}=s_{0}+o(1)$.

Proof. This follows immediately from the previous lemma. By Lemma 2.2 the function $\rho(t(s))$ has a unique local minimum point $s_{0} \in\left[s_{1}, s_{2}\right]$ and, moreover, $s_{0}$ is nondegenerate; thus, by (5.1) and by the continuity of $K_{\varepsilon}(s)$, for $\varepsilon$ small enough the minimum point of $K_{\varepsilon}$ is attained at some $s_{\varepsilon}$ which tends to $s_{0}$ as $\varepsilon \rightarrow 0$.

Proof of Theorem 1.1. Fix $\varepsilon>0$ sufficiently small such that Lemma 4.1 and Lemma 4.2 hold for $\varepsilon \in\left(0, \varepsilon_{0}\right)$. According to Lemma 4.1, for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $s \in\left[s_{1}, s_{2}\right]$ the function $v_{\varepsilon, s}$ solves the equation in $\mathbb{R}^{3}$ as follows:

$$
\begin{equation*}
\Delta v_{\varepsilon, s}(x)-v_{\varepsilon, s}(x)+\left(v_{\varepsilon, s}\right)_{+}^{p}(x)-\varepsilon \Gamma(-\Delta)^{-1}\left[v_{\varepsilon, s}^{2}\right](x)=\beta_{\varepsilon, s} Z_{\varepsilon, s}\left(|x|-\frac{s}{\varepsilon}\right) \tag{5.2}
\end{equation*}
$$

Set $u_{\varepsilon}=v_{\varepsilon, s_{\varepsilon}}$, where $s_{\varepsilon} \in\left(s_{1}, s_{2}\right)$ is the minimum point of $K_{\varepsilon}$, according to Corollary 5.2 . Then we have

$$
\begin{equation*}
\frac{d}{d s} E_{\varepsilon}\left(v_{\varepsilon, s}\right)_{\left.\right|_{s=s^{\varepsilon}}}=0 \tag{5.3}
\end{equation*}
$$

by using the $C^{1}$ regularity of the map $s \in\left[s_{1}, s_{2}\right] \mapsto \Phi_{\varepsilon, s} \in H_{r}^{1}\left(\mathbb{R}^{3}\right)$, (5.3) can be rewritten as

$$
\left.\int_{\mathbb{R}^{3}}\left[\nabla u_{\varepsilon} \nabla \frac{d}{d s} v_{\varepsilon, s}+u_{\varepsilon} \frac{d}{d s} v_{\varepsilon, s}-\left(u_{\varepsilon}\right)_{+}^{p} \frac{d}{d s} v_{\varepsilon, s}+\varepsilon \Gamma u_{\varepsilon}(-\Delta)^{-1}\left[u_{\varepsilon}^{2}\right] \frac{d}{d s} v_{\varepsilon, s}\right] d x\right|_{s=s^{\varepsilon}}=0
$$

which is equivalent, by (5.2), to

$$
\left.\beta_{\varepsilon, s_{\varepsilon}} \int_{\mathbb{R}^{3}} Z_{\varepsilon, s_{\varepsilon}}\left(|x|-\frac{s_{\varepsilon}}{\varepsilon}\right) \frac{d}{d s} v_{\varepsilon, s} d x\right|_{s=s_{\varepsilon}}=0
$$

that is,

$$
\begin{equation*}
\left.\beta_{\varepsilon, s_{\varepsilon}} \int_{I_{\varepsilon, s}} Z_{\varepsilon, s_{\varepsilon}}(y) \frac{d}{d s}\left(v_{\varepsilon, s}\right)\right|_{s=s_{\varepsilon}}\left(y+\frac{s_{\varepsilon}}{\varepsilon}\right)\left(s_{\varepsilon}+\varepsilon y\right)^{2} d y=0 \tag{5.4}
\end{equation*}
$$

Notice that, by (2.8), we easily compute

$$
\begin{aligned}
\frac{d}{d s} & {\left[U_{\varepsilon, s}\left(\cdot-\frac{s}{\varepsilon}\right)\right]\left(y+\frac{s}{\varepsilon}\right) } \\
& =\frac{t^{\prime}(s)}{(p-1)(1+t(s))} w_{s}(y)+w_{s}^{\prime}(y)\left(\frac{t^{\prime}(s) y}{2 \sqrt{1+t(s)}}-\frac{\sqrt{1+t(s)}}{\varepsilon}\right)+o(\varepsilon) e^{-\mu\langle y\rangle} \\
& =-\frac{\sqrt{1+t(s)}}{\varepsilon} w_{s}^{\prime}(y)+O(1) e^{-\mu\langle y\rangle} .
\end{aligned}
$$

Differentiating the equation $\int_{\mathbb{R}^{3}} \Phi_{\varepsilon, s} Z_{\varepsilon, s}\left(|x|-\frac{s}{\varepsilon}\right) d x=\varepsilon^{-2}\left\langle\phi_{\varepsilon, s}, Z_{\varepsilon, s}\right\rangle_{\varepsilon}=0$ with respect to $s$, we get

$$
\int_{I_{\varepsilon, s}} Z_{\varepsilon, s} \frac{d}{d s}\left(\Phi_{\varepsilon, s}\right)\left(y+\frac{s}{\varepsilon}\right)(s+\varepsilon y)^{2} d y=-\int_{I_{\varepsilon, s}} \phi_{\varepsilon, s} \frac{d}{d s}\left[Z_{\varepsilon, s}\left(\cdot-\frac{s}{\varepsilon}\right)\right]\left(y+\frac{s}{\varepsilon}\right)(s+\varepsilon y)^{2} d y
$$

By computing similarly as in (5.5) we get

$$
\frac{d}{d s}\left[Z_{\varepsilon, s}\left(\cdot-\frac{s}{\varepsilon}\right)\right]\left(y+\frac{s}{\varepsilon}\right)=O\left(\varepsilon^{-1}\right) e^{-\mu\langle y\rangle}
$$

by which

$$
\begin{equation*}
\int_{I_{\varepsilon, s}} Z_{\varepsilon, s} \frac{d}{d s}\left(\Phi_{\varepsilon, s}\right)\left(y+\frac{s}{\varepsilon}\right)(s+\varepsilon y)^{2} d y=O\left(\varepsilon^{\sigma-1}\right) \tag{5.6}
\end{equation*}
$$

Combining (3.8), (5.5), and (5.6) we obtain

$$
\int_{I_{\varepsilon, s}} Z_{\varepsilon, s} \frac{d}{d s}\left(v_{\varepsilon, s}\right)\left(y+\frac{s}{\varepsilon}\right)(s+\varepsilon y)^{2} d y=-\frac{s^{2} p \sqrt{1+t(s)}}{\varepsilon} \int_{\mathbb{R}} w_{s}^{p-1}\left(w_{s}^{\prime}\right)^{2} d y+O\left(\varepsilon^{\sigma-1}\right)
$$

In particular, $\left.\int_{I_{\varepsilon}, s_{\varepsilon}} Z_{\varepsilon, s_{\varepsilon}} \frac{d}{d s}\left(v_{\varepsilon, s}\right)\right|_{s=s_{\varepsilon}}\left(y+\frac{s_{\varepsilon}}{\varepsilon}\right)\left(s_{\varepsilon}+\varepsilon y\right)^{2} d y \neq 0$ for $\varepsilon$ sufficiently small, then (5.4) implies $\beta_{\varepsilon, s_{\varepsilon}}=0$. Hence $u_{\varepsilon}$ solves the equation

$$
\begin{equation*}
\Delta u_{\varepsilon}-u_{\varepsilon}+\left(u_{\varepsilon}\right)_{+}^{p}-\varepsilon \Gamma u_{\varepsilon}(-\Delta)^{-1}\left[u_{\varepsilon}^{2}\right]=0 \text { in } \mathbb{R}^{3} \tag{5.7}
\end{equation*}
$$

By multiplying both members of (5.7) by $\left(u_{\varepsilon}\right)_{-}$and integrating by parts we get

$$
\int_{\mathbb{R}^{3}}\left|\nabla\left(u_{\varepsilon}\right)_{-}\right|^{2} d x+\int_{\mathbb{R}^{3}}\left|\left(u_{\varepsilon}\right)_{-}\right|^{2}+\varepsilon \Gamma \int_{\mathbb{R}^{3}}\left(u_{\varepsilon}\right)_{-}^{2}(-\Delta)^{-1}\left[u_{\varepsilon}^{2}\right] d x=0
$$

by which $\left(u_{\varepsilon}\right)_{-}=0$. From the strong maximum principle it follows that $u_{\varepsilon}>0$. Hence $u_{\varepsilon}$ and $\psi_{\varepsilon}=\varepsilon(-\Delta)^{-1}\left[u_{\varepsilon}^{2}\right]$ actually solve the system (2.1). In order to obtain (2) of Theorem 1.1, using (2.8) and the estimate $\left\|\phi_{\varepsilon, s}\right\|_{*} \leq \varepsilon^{\sigma}$ we obtain

$$
\begin{aligned}
\frac{1}{\sqrt{\varepsilon}} u_{\varepsilon}\left(\frac{r}{\varepsilon}\right) & =\frac{1}{\sqrt{\varepsilon}} U_{\varepsilon, s_{\varepsilon}}\left(\frac{r-s_{\varepsilon}}{\varepsilon}\right)+\frac{1}{\sqrt{\varepsilon}} \phi_{\varepsilon, s_{\varepsilon}}\left(\frac{r-s_{\varepsilon}}{\varepsilon}\right) \\
& =\frac{1}{\sqrt{\varepsilon}}\left(1+t\left(s_{\varepsilon}\right)\right)^{\frac{1}{p-1}} w\left(\sqrt{1+t\left(s_{\varepsilon}\right)} \frac{r-s_{\varepsilon}}{\varepsilon}\right)+o(1) \exp \left(-\mu \frac{\left|r-s_{\varepsilon}\right|}{\varepsilon}\right) .
\end{aligned}
$$

Finally, notice that for every $r, \rho \in(0,+\infty)$ it results in $\left|G(r, \rho)-G\left(r, s_{\varepsilon}\right)\right| \leq$ $\left|\rho-s_{\varepsilon}\right| \frac{1}{s_{\varepsilon}}\left(2+\frac{\rho}{s_{\varepsilon}}\right) G\left(r, s_{\varepsilon}\right)$, by which

$$
\begin{aligned}
\psi_{\varepsilon} & \left(\frac{r}{\varepsilon}\right)=\frac{1}{\varepsilon} \int_{0}^{+\infty} G(r, \rho) u_{\varepsilon}^{2}\left(\frac{\rho}{\varepsilon}\right) d \rho \\
& =\frac{1}{\varepsilon} G\left(r, s_{\varepsilon}\right) \int_{0}^{+\infty} u_{\varepsilon}^{2}\left(\frac{\rho}{\varepsilon}\right) d \rho+O(1) G\left(r, s_{\varepsilon}\right) \frac{1}{\varepsilon s_{\varepsilon}} \int_{0}^{+\infty}\left|\rho-s_{\varepsilon}\right|\left(2+\frac{\rho}{s_{\varepsilon}}\right) u_{\varepsilon}^{2}\left(\frac{\rho}{\varepsilon}\right) d \rho \\
& =G\left(r, s_{\varepsilon}\right)\left(\left(1+t\left(s_{\varepsilon}\right)\right)^{\frac{5-p}{2(p-1)}} \int_{\mathbb{R}} w^{2} d \rho+o(1)\right)
\end{aligned}
$$

Taking into account (2.2), Theorem 1.1 is proved.

REmARK 5.3. In order to better understand the presence of the critical power $\frac{11}{7}$, it could be useful to look at the system (1.1) in higher dimension $N \geq 3$, apart from the physical model under consideration. Proceeding similarly as in the case $N=3$, we can construct the family of functions $v_{\varepsilon, s}^{N}$ lying in the normal direction of the approximated solution surface, and we can prove that the following asymptotic expansion of the energy holds:

$$
\frac{\varepsilon^{2}}{\omega_{N}} E_{\varepsilon}\left[v_{\varepsilon, s}^{N}\right]=\frac{1}{8(p+1)} \frac{\int_{\mathbb{R}} w^{p+1} d y}{\left(\int_{\mathbb{R}} w^{2} d y\right)^{2}} s^{N-3} \rho(t(s))+o(1)
$$

where $\omega_{N}$ denotes the surface measure of the unit sphere of $\mathbb{R}^{N}$. Then, by using Lemma 2.2, we deduce that the dimension-dependent critical number appearing in higher dimension is given by $\frac{7 N-10}{3 N-2}$ and, repeating the same computations as in $N=3$, for every $1<p<\frac{7 N-10}{3 N-2}$ we can prove the existence of a family of solutions concentrating on the sphere whose radius is given by the unique minimum point $s_{0}$ of the function $s^{N-3} \rho(t(s))$ in $(0, s(\hat{t}))$.

REmARK 5.4. It is possible to prove the existence of radial solutions to the system (1.1) for every $1<p<5$ by a simple rescaling argument; indeed, it is sufficient to minimize the functional

$$
T(u)=\frac{1}{2} \int_{\mathbb{R}^{3}}\left(|\nabla u|^{2}+u^{2}\right) d x+\frac{\omega}{4} \int_{\mathbb{R}^{3}} u^{2}(-\Delta)^{-1}\left[4 \pi \omega u^{2}\right] d x
$$

over the manifold

$$
\mathcal{M}:=\left\{\left.u \in H_{r}^{1}\left|\int_{\mathbb{R}^{3}}\right| u\right|^{p+1} d x=1\right\} .
$$

According to the compact injection $H_{r}^{1} \hookrightarrow L^{p}$ for $1<p<5, \mathcal{M}$ is a compact manifold, while $T$ is weakly lower semicontinuous on $H_{r}^{1}$. Hence we easily get the existence of a minimizing function $u$. The constraint causes a Lagrange multiplier to appear, and one obtains that $u$ solves $-\Delta u+u+\omega u(-\Delta)^{-1}\left[4 \pi \omega u^{2}\right]=\gamma|u|^{p-1} u$. We notice that since $T(u)=T(|u|)$, we may assume that $u \geq 0$; then, from the strong maximum principle, $u>0$. Setting $v_{\hbar}(x)=\hbar^{-1} u\left(\frac{x}{\hbar}\right)$ and $\phi_{\hbar}(x)=(-\Delta)^{-1}\left[4 \pi \omega v_{\hbar}^{2}\right](x)=$ $(-\Delta)^{-1}\left[4 \pi \omega u^{2}\right]\left(\frac{x}{\hbar}\right)$, we obtain that $\left(v_{\hbar}, \phi_{\hbar}\right)$ solves (1.1) with $\gamma_{\hbar}=\gamma \hbar^{p-1}$.
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#### Abstract

This article deals with the links between compensated compactness and two-scale convergence. More precisely, we ask the following question: Is the div-curl compactness assumption sufficient to pass to the limit in a product of two sequences which two-scale converge with respect to the pair of variables $(x, x / \varepsilon)$ ? We reply in the negative. Indeed, the div-curl assumption allows us to control oscillations which are faster than $1 / \varepsilon$ but not the slower ones.
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1. Introduction. In order to study the asymptotic behavior of periodic problems arising in homogenization theory, Nguetseng introduced in [7] (see also Allaire [1]) the notion of two-scale convergence:

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{d}, Y:=\left(-\frac{1}{2}, \frac{1}{2}\right)^{d}$, and let $M$ be a positive integer. A bounded sequence $u_{\varepsilon}$ in $L_{\mathrm{loc}}^{1}(\Omega)^{M}$ two-scale converges to a function $\hat{u}$ in $L_{\mathrm{loc}}^{1}\left(\Omega \times \mathbb{R}^{d}\right)^{M}$ and $Y$-periodic with respect to the last variable if, for any $\psi \in$ $C_{c}^{\infty}\left(\Omega, C_{\#}^{\infty}(Y)\right)^{M}$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} u_{\varepsilon}(x) \psi\left(x, \frac{x}{\varepsilon}\right) d x=\int_{\Omega} \int_{Y} \hat{u}(x, y) \psi(x, y) d x d y . \tag{1.1}
\end{equation*}
$$

A compactness theorem due to Nguetseng [7] establishes that if $u_{\varepsilon}$ is bounded in $L^{p}(\Omega)^{M}$, then there exists a subsequence of $u_{\varepsilon}$ which two-scale converges to $\hat{u} \in$ $L^{p}\left(\Omega ; L_{\#}^{p}(Y)\right)^{M}$.

Taking in (1.1) $\psi(x, y)$ independent of $y$, we deduce that if $u_{\varepsilon}$ two-scale converges to $\hat{u}$, then it converges weakly in $L^{p}(\Omega)^{M}$ to $u:=\int_{Y} \hat{u}(x, y) d y$. On the other hand, if $u_{\varepsilon}$ strongly converges to $u$ in $L^{1}(\Omega)^{M}$, then it also two-scale converges to $u$. Therefore two-scale convergence is stronger than weak convergence and weaker than the strong one. Moreover, it provides an expression of the limit of the product $u_{\varepsilon} \psi\left(x, \frac{x}{\varepsilon}\right)$ of (1.1) in which each term only weakly converges.

In the periodic homogenization we usually deal with a sequence $u_{\varepsilon}$ which is not only bounded in $L^{p}(\Omega)^{M}$ but whose some combinations of its derivatives are also bounded. In this context, let us recall that if $u_{\varepsilon}$ converges weakly in $W^{1, p}(\Omega)^{M}$, for $1 \leq p<+\infty$, to a function $u$, then it converges strongly in $L_{\mathrm{loc}}^{p}(\Omega)^{M}\left(L^{p}(\Omega)^{M}\right.$ if $\Omega$ smooth) and so $u_{\varepsilon}$ two-scale converges to $u$. Then we can conjecture that the classical results of the compensated compactness theory due to Murat and Tartar (see, e.g., [6] and [8]), and in particular the div-curl theorem, still hold true when we replace the weak convergence in $L^{p}(\Omega)^{M}$ with two-scale convergence. In fact we have the following result:

[^19]Proposition 1.1. Let $\left(Y, Y_{1}, \ldots, Y_{n}\right)$ be $(n+1)$ parallelotops of $\mathbb{R}^{d}$ of Lebesgue measure equal to 1, and let $U, V$ be two vector-valued functions in $L^{2}\left(\Omega ; C_{\#}\left(Y \times Y_{1} \times\right.\right.$ $\left.\left.\cdots \times Y_{n}\right)\right)^{d}$, where $C_{\#}\left(Y \times Y_{1} \times \cdots \times Y_{n}\right)$ denotes the set of the continuous functions on $\left(\mathbb{R}^{d}\right)^{n+1}$ which are $Y$-periodic with respect to the variable $y$ and $Y_{k}$-periodic with respect to the variable $y_{k}$ for any $k=1, \ldots, n$. Let $\varepsilon_{k}=\varepsilon_{k}(\varepsilon)$ for $k=1, \ldots, n$ be $n$ well-ordered scales such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\varepsilon_{1}}{\varepsilon}=\lim _{\varepsilon \rightarrow 0} \frac{\varepsilon_{k+1}}{\varepsilon_{k}}=0 \quad \text { for any } k=1, \ldots, n-1 \tag{1.2}
\end{equation*}
$$

Consider the vector-valued sequences $u_{\varepsilon}$ and $v_{\varepsilon}$ defined by

$$
\begin{equation*}
u_{\varepsilon}(x):=U\left(x, \frac{x}{\varepsilon}, \frac{x}{\varepsilon_{1}}, \ldots, \frac{x}{\varepsilon_{n}}\right) \quad \text { and } \quad v_{\varepsilon}(x):=V\left(x, \frac{x}{\varepsilon}, \frac{x}{\varepsilon_{1}}, \ldots, \frac{x}{\varepsilon_{n}}\right) \tag{1.3}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
\operatorname{div} u_{\varepsilon} \text { is compact in } H^{-1}(\Omega) \quad \text { and } \operatorname{curl} v_{\varepsilon} \text { is compact in } H^{-1}(\Omega)^{d \times d} \text {. } \tag{1.4}
\end{equation*}
$$

Then the two-scale limits $\hat{u}$ of $u_{\varepsilon}, \hat{v}$ of $v_{\varepsilon}$, and $\hat{w}$ of $u_{\varepsilon} \cdot ? v_{\varepsilon}$ exist and satisfy

$$
\begin{equation*}
\hat{w}=\hat{u} \cdot \hat{v} \tag{1.5}
\end{equation*}
$$

Proposition 1.1 shows that the div-curl condition (1.4) implies some compactness in the two-scale convergence process (as in the classical case) when the oscillations of the sequences are faster than $\frac{1}{\varepsilon}$. Unfortunately, this is not the case for general sequences, particularly when the oscillations are slower than $\frac{1}{\varepsilon}$. This assertion follows from the following theorem, which is the main result of the present paper:

Theorem 1.2. Assume that $d \geq 2$. Then there exist two functions $U, V \in$ $C_{\#}^{\infty}(2 Y)^{d}$ such that the sequence $u_{\varepsilon}(x):=U\left(\frac{x}{\varepsilon}\right)$ is divergence-free, the sequence $v_{\varepsilon}(x):=V\left(\frac{x}{\varepsilon}\right)$ is curl-free, but the two-scale limits of $u_{\varepsilon}, v_{\varepsilon}$, and $u_{\varepsilon} \cdot v_{\varepsilon}$ do not satisfy (1.5).

The key ingredient of this counterexample is that 2-periodic functions are considered although the test functions are 1-periodic.

In order to understand the lack of compactness in two-scale convergence, let us recall the equivalence between the two-scale convergence theory and the method introduced by Arbogast, Douglas, and Hornung [3] to study the oscillations of a sequence $u_{\varepsilon}$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)^{M}$. Their method consists in introducing the function $\hat{u}_{\varepsilon}$ : $\mathbb{R}^{d} \times Y \rightarrow \mathbb{R}^{M}$ defined by

$$
\begin{equation*}
\hat{u}_{\varepsilon}(x, y)=\sum_{k \in \mathbb{Z}^{d}} 1_{\varepsilon k+\varepsilon Y}(x) u_{\varepsilon}(\varepsilon k+\varepsilon y) \tag{1.6}
\end{equation*}
$$

The equivalence between the two approaches is then given by the following result (see, e.g., [5] and [4]):

Theorem 1.3. Assume that $u_{\varepsilon}$ is bounded in $L^{p}(\Omega)^{M}$, with $1<p<+\infty$. Then $\hat{u}_{\varepsilon}$ converges weakly to $\hat{u}$ in $L^{p}\left(\Omega ; L^{p}(Y)\right)^{M}$ if and only if $u_{\varepsilon}$ two-scale converges to $\hat{u}$.

The functions $\hat{u}_{\varepsilon}(x, y)$ are not continuous with respect to the variable $x$. If a combination of derivatives of $u_{\varepsilon}$ is bounded, we also get a bound for the same combination of derivatives with respect to the variable $y$ of $\hat{u}_{\varepsilon}$ but not with respect to the variable $x$. This explains the lack of compactness in two-scale convergence.
2. Proof of the results. In this section we prove Proposition 1.1 and Theorem 1.2.

Proof of Proposition 1.1. We follow the multiscale procedure of [2]. Thanks to the separation of scales (1.2) the sequences $u_{\varepsilon}, v_{\varepsilon}$, and $u_{\varepsilon} \cdot v_{\varepsilon}$, respectively, twoscale converge to $\hat{u}:=\int_{Y_{1}} \cdots \int_{Y_{n}} U, \hat{v}:=\int_{Y_{1}} \cdots \int_{Y_{n}} V$, and $\hat{w}:=\int_{Y_{1}} \cdots \int_{Y_{n}} U \cdot V$. Putting test functions of type $\varepsilon_{k} \Phi\left(x, \frac{x}{\varepsilon}, \frac{x}{\varepsilon_{1}}, \ldots, \frac{x}{\varepsilon_{k}}\right)$ from $k=n$ to 1 in the div-curl assumption (1.4) implies that

$$
\operatorname{div}_{y_{k}}\left(\int_{Y_{k+1}} \cdots \int_{Y_{n}} U\right)=0 \text { and } \operatorname{curl}_{y_{k}}\left(\int_{Y_{k+1}} \cdots \int_{Y_{n}} V\right)=0 \quad \text { for } k=1, \ldots, n
$$

whence, integrating by parts the product of $\int_{Y_{k+1}} \cdots \int_{Y_{n}} U$ and $\int_{Y_{k+1}} \cdots \int_{Y_{n}} V$ (which is equal to the gradient in $y_{k}$ of a periodic function plus a function depending only on the other variables $y_{1}, \ldots, y_{k-1}$ ) successively from $k=n$ to 1 , yields

$$
\hat{w}=\int_{Y_{1}} \cdots \int_{Y_{n}} U \cdot V=\left(\int_{Y_{1}} \cdots \int_{Y_{n}} U\right) \cdot\left(\int_{Y_{1}} \cdots \int_{Y_{n}} V\right)=\hat{u} \cdot \hat{v}
$$

which implies the desired equality (1.5).
Proof of Theorem 1.2. Let us consider two vector-valued functions $\Phi, \Psi \in C_{c}^{\infty}(Y)^{d}$ such that $\operatorname{div} \Phi=0, \operatorname{curl} \Psi=0$, and $\Phi \cdot \Psi \neq 0$ (this is possible since $d>1$ ), which we extend to $\mathbb{R}^{d}$ by $Y$-periodicity. Let $\eta: \mathbb{R} \rightarrow \mathbb{R}$ be the 1-periodic function $\eta:=\sum_{i \in \mathbb{Z}} 1_{\left(i-\frac{1}{4}, i+\frac{1}{4}\right)}$ and let us define the following sequences

$$
u_{\varepsilon}(x):=\eta\left(\frac{x_{1}}{2 \varepsilon}\right) \Phi\left(\frac{x}{\varepsilon}\right) \quad \text { and } \quad v_{\varepsilon}(x):=\eta\left(\frac{x_{1}}{2 \varepsilon}\right) \Psi\left(\frac{x}{\varepsilon}\right) .
$$

Since in each cube $\varepsilon k+\varepsilon Y$, for $k \in \mathbb{Z}^{d}, \eta\left(\frac{x_{1}}{2 \varepsilon}\right)$ is constant, and $\Phi\left(\frac{x}{\varepsilon}\right), \Psi\left(\frac{x}{\varepsilon}\right)$ vanish on the boundary of $\varepsilon k+\varepsilon Y$, we have $u_{\varepsilon}, v_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{N}\right)$, $\operatorname{div} u_{\varepsilon}=0$, and $\operatorname{curl} v_{\varepsilon}=0$ in $\mathbb{R}^{d}$. Moreover, since $\eta\left(\frac{x_{1}}{2 \varepsilon}\right)$ is constant in $\varepsilon k+\varepsilon Y$ for any $k \in \mathbb{Z}^{d}$, it is invariant by the transformation (1.6). So we get
$\hat{u}_{\varepsilon}(x, y)=\eta\left(\frac{x_{1}}{2 \varepsilon}\right) \Phi(y), \quad \hat{v}_{\varepsilon}(x, y)=\eta\left(\frac{x_{1}}{2 \varepsilon}\right) \Psi(y), \quad \widehat{u_{\varepsilon} \cdot v_{\varepsilon}}(x, y)=\eta^{2}\left(\frac{x_{1}}{2 \varepsilon}\right) \Phi(y) \cdot \Psi(y)$.
By Theorem 1.3 the two-scale limits $\hat{u}$ of $u_{\varepsilon}, \hat{v}$ of $v_{\varepsilon}$, and $\hat{w}$ of $u_{\varepsilon} \cdot v_{\varepsilon}$ are thus given by

$$
\begin{gathered}
\hat{u}(x, y)=\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta(s) d s\right) \Phi(y)=\frac{1}{2} \Phi(y), \quad \hat{v}(x, y)=\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta(s) d s\right) \Psi(y)=\frac{1}{2} \Psi(y) \\
\quad \text { and } \hat{w}(x, y)=\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta^{2}(s) d s\right) \Phi(y) \cdot \Psi(y)=\frac{1}{2} \Phi(y) \cdot \Psi(y)
\end{gathered}
$$

whence $\hat{w} \neq \hat{u} \cdot \hat{v}$.
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#### Abstract

We prove one-sided universal bounds on coarsening rates for two kinds of mean-field models of phase transitions, one with a coarsening rate $l \sim t^{1 / 3}$ and the other with $l \sim t^{1 / 2}$. Here $l$ is a characteristic length scale. These bounds are both proved by following a strategy developed by Kohn and Otto [Comm. Math. Phys., 229 (2002), pp. 375-395]. The $l \sim t^{1 / 2}$ rate is proved using a new dissipation relation which extends the Kohn-Otto method. In both cases, the dissipation relations are subtle and their proofs are based on a residual lemma (Lagrange identity) for the Cauchy-Schwarz inequality.
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1. Introduction. In the late stages of heterogeneously nucleated phase transitions, a two-phase mixture is created, composed of particles of one phase dispersed in a matrix of the other. Initially the particles are small and their total surface area is large. According to thermodynamics, the system evolves in order to decrease the total surface area and conserve the total mass or volume of the particles. Smaller particles shrink and disappear and larger ones grow. As a result, the typical length scale that characterizes the particle size increases. It is widely observed that the length scale behaves as a temporal power law.

In this paper, we will try to give this power-law behavior a rigorous mathematical explanation in the context of mean-field models. In mean-field models, particles exchange mass by some interaction through a mean field $\theta(t)$ which is determined as a function of time $t$ by the conservation of mass. There are many mechanisms that can dominate the mass transfer process [15]. We will consider two of them in this paper that correspond to two kinds of mean-field models with different power-law behaviors.

In the first model, particle growth is controlled by bulk or volume diffusion, with or without kinetic drag at the interface. Each particle radius $R$ obeys the growth law

$$
\begin{equation*}
\dot{R}=\frac{1}{R+\beta}\left(\theta(t)-\frac{1}{R}\right) \tag{1.1}
\end{equation*}
$$

where $\beta \geq 0$ is a constant. The particle size distribution $f(t, R)$ satisfies the transport equation

$$
\begin{equation*}
\partial_{t} f+\partial_{R}\left(\frac{1}{R+\beta}\left(\theta-\frac{1}{R}\right) f\right)=0 \tag{1.2}
\end{equation*}
$$

[^20]To conserve the total mass, the mean field $\theta$ satisfies

$$
\begin{equation*}
\theta(t)=\frac{\int_{0}^{\infty}(R+\beta)^{-1} R^{n-2} f(t, R) d R}{\int_{0}^{\infty}(R+\beta)^{-1} R^{n-1} f(t, R) d R}, \tag{1.3}
\end{equation*}
$$

where $n$ is the dimension of space. When $\beta=0$, (1.1)-(1.3) is the classical model by Lifshitz and Slyozov [9] and Wagner [16]. Equation (1.1) is an approximation to the Mullins-Sekerka sharp-interface model with a modified Gibbs-Thomson law in the situation in which the particles are sparsely located in a domain $\Omega$ :

$$
\begin{align*}
-\Delta u & =0 \quad \text { outside the particles, }  \tag{1.4}\\
n \cdot \nabla u & =V \quad \text { on } \Gamma,  \tag{1.5}\\
u & =\kappa+\beta V \quad \text { on } \Gamma . \tag{1.6}
\end{align*}
$$

Here $\Gamma$ is the boundary of the particles, $u$ is a chemical potential, $n$ is the outer normal to $\Gamma, \kappa$ is the mean curvature, and $V$ is the normal velocity of $\Gamma$. Note that (1.6) is the Gibbs-Thomson law modified by a kinetic drag term $\beta V$. In [10, 11], Niethammer rigorously derived the model (1.1)-(1.3) in ${ }^{3}$ for $\beta=0$ and $\beta>0$, respectively, from a model similar to (1.4)-(1.6) under the condition that the total capacity of the particles was small.

The second model arises formally by taking $\beta \rightarrow \infty$ after rescaling time by $\beta$. In this model, particle growth is controlled by the attachment reaction at the interface [1]. Now each particle radius $R$ obeys the law

$$
\begin{equation*}
\dot{R}=\theta(t)-\frac{1}{R} . \tag{1.7}
\end{equation*}
$$

The corresponding transport equation of the particle size distribution becomes

$$
\begin{equation*}
\partial_{t} f+\partial_{R}\left(\left(\theta-\frac{1}{R}\right) f\right)=0 \tag{1.8}
\end{equation*}
$$

In this case, the mean field $\theta$ satisfies

$$
\begin{equation*}
\theta(t)=\frac{\int_{0}^{\infty} R^{n-2} f(t, R) d R}{\int_{0}^{\infty} R^{n-1} f(t, R) d R} \tag{1.9}
\end{equation*}
$$

Equation (1.7) is the normalized mean curvature flow for a collection of spheres; i.e., it is a special case of the following sharp-interface model:

$$
\begin{equation*}
V=-\kappa+\frac{1}{|\Gamma|} \int_{\Gamma} \kappa d S \tag{1.10}
\end{equation*}
$$

where $|\Gamma|$ is the total area of the particle surface, $\kappa$ is the mean curvature of the particle surface, and $V$ is the normal velocity of the particle surface.

As in many systems, the coarsening rates for these mean-field models can be predicted by heuristic reasoning based on scaling invariance. The models we are considering are invariant under the scalings

$$
\begin{array}{llll}
R=\eta \hat{R}, & t=\eta^{3} \hat{t}, & \theta=\eta^{-1} \hat{\theta} & \text { for (1.1) if } \beta=0 \\
R=\eta \hat{R}, & t=\eta^{2} \hat{t}, & \theta=\eta^{-1} \hat{\theta} & \text { for (1.7) } \tag{1.12}
\end{array}
$$

If one expects that over long times the behavior of the coarsening system will appear scale invariant in some rough or statistical sense, then this kind of scaling invariance suggests that a characteristic length scale $l(t)$ ought to satisfy $l(t)=\eta l\left(t / \eta^{p}\right)$ with $p=3$ or 2 , respectively, so that $l(t)$ will be given by a temporal power law

$$
\begin{array}{ll}
l(t) \sim t^{1 / 3} & \text { for (1.1) } \\
l(t) \sim t^{1 / 2} & \text { for (1.7) } \tag{1.14}
\end{array}
$$

When $\beta \neq 0$, under the scaling (1.11) equation (1.1) keeps its form if $\beta$ is replaced by $\widehat{\beta}=\beta / \eta$. Then (1.1) is not invariant since we assume $\beta$ to be a constant. However, this suggests that as the length scale becomes large, the influence of kinetic drag can be neglected and should not influence the ultimate coarsening rate for the volume-diffusion-controlled growth model.

In three dimensions $(n=3)$, the classical Lifshitz-Slyozov-Wagner (LSW) theory suggests that the size distribution function approaches a universal self-similar solution where the critical radius $R_{c}=\theta^{-1}$ follows the temporal power law $R_{c} \sim t^{1 / 3}$. Such a power law is observed in experiments. However, Niethammer and Pego [12] proved that, mathematically, for solutions of (1.2) the size distribution function does not necessarily converge to the predicted universal similarity solution, and the long-time behavior need not be self-similar.

Thus, the question is whether anything can be said universally about the coarsening rate of solutions in classical LSW theory. We cannot expect all solutions to coarsen at the same rate. For example, if initially all the particles are of the same size, then the system does not coarsen at all. One would like to be able to show that the expected power-law behavior is typical in some sense. What is "typical" is not clear, but a related question is whether it is possible that some solutions coarsen faster than expected. We know of no heuristic reason that would prevent such behavior.

Recently, Kohn and Otto [6] introduced a powerful method to answer this question. They obtain rigorous, universally valid time-averaged upper bounds on coarsening rates, in the setting of Cahn-Hilliard equations, which are diffuse-interface models for phase transitions (see also [3, 7, 8] for subsequently related results). Kohn and Otto consider the standard Cahn-Hilliard equation, whose sharp-interface limit is the Mullins-Sekerka model (1.4)-(1.6) with $\beta=0$, and the Cahn-Hilliard equation with degenerate mobility, whose sharp interface limit is the surface diffusion model. Scaling invariance suggests that these two models have coarsening rates $l \sim t^{1 / 3}$ and $l \sim t^{1 / 4}$, respectively. Define $f_{0}^{T}:=\frac{1}{T} \int_{0}^{T}$ to indicate the time-averaged integral. The results of Kohn and Otto, in their simplest form, are estimates of the following forms:
(i) $f_{0}^{T} E^{2}(t) d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 3}\right)^{2} d t \quad$ for $T \geq C_{3} L(0)^{3}$ (standard Cahn-Hilliard);
(ii) $f_{0}^{T} E^{3}(t) d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 4}\right)^{3} d t \quad$ for $T \geq C_{3} L(0)^{4} \quad$ (Cahn-Hilliard with degenerate mobility).
Here $E$ is the volume-averaged free energy, which is a decreasing function of time and scales as inverse to length, $L$ is a "length scale" that is dual to $E$, and $C_{2}$ and $C_{3}$ are positive constants that depend only on the dimension of space $n$. Thus, these estimates are time-averaged versions of $E \geq C_{2} t^{-1 / 3}$ and $E \geq C_{2} t^{-1 / 4}$, respectively, which correspond to upper bounds on the length scale $E^{-1}$. These results show that, in a time-averaged sense, it is impossible for solutions to coarsen at a rate faster than the expected power law.

Our goal in this paper is to prove universal time-averaged upper bounds on corresponding coarsening rates for the mean-field models-see (2.4) and (2.5) below.

Again, we find that no solution can coarsen at a rate faster than that expected from scaling. The mean-field models that we study have three aspects that distinguish them from those models considered in $[3,6,7,8]$ :
(i) Mean-field models concern the evolution of dilute systems; i.e., the second phase consists of only a small fraction of the whole mixture. Kohn and Otto's analysis for the Cahn-Hilliard equations breaks down in this extreme case.
(ii) There is no spatial information and hence no pattern scale in mean-field models. This requires a different definition and interpretation of the dual length scale $L$.
(iii) For the normalized mean curvature flow (1.10), there is no result available for the corresponding diffuse-interface model-the conserved Allen-Cahn equation (see [14] for an asymptotic analysis of this correspondence).
To handle these differences, we will need to define all relevant quantities in terms of the distribution of particle radii. For the interface-reaction-controlled model, we will establish a new dissipation relation that extends the Kohn-Otto method and enables us to prove bounds that correspond to a coarsening rate of the form $l \sim t^{1 / 2}$. The proof of the dissipation relations in both mean-field models requires a different technique from previous works. A key ingredient in our proofs is the use of residual lemma (Lagrange identity) for the Cauchy-Schwarz inequality to compare the dissipation rates of $E$ and $L$.
2. Strategy and main results. Let us describe our strategy for obtaining bounds on coarsening rates for the mean-field models (1.2) and (1.8) and state our main results. We work at first with a collection of finitely many particles undergoing coarsening with growth laws (1.1) and (1.7), respectively, for each particle. Such a system of particles has a discrete size distribution. We will apply a strategy similar to that of Kohn and Otto [6] to get time-averaged bounds for such discrete systems, and then pass to limits in section 5 to establish the bounds for arbitrary size distributions that have finite $(n+1)$ st moment.

Kohn and Otto's strategy involves two quantities that measure length scales and three key steps. The first quantity is a volume-averaged free energy or negative entropy that decreases with time and scales as inverse to length. The second quantity scales like length, but its physical interpretation is not as clear. What is important is that, in a sense to be made precise, the second quantity is dual to the first one while at the same time being controlled by it.

In our situation, thermodynamics suggests that a natural quantity that is decreasing is the surface energy, which is proportional to the total surface area $S$ of all the particles. Analogous to the cases considered in $[3,6,7,8]$, we will consider a kind of volume average of the surface area, which gives a quantity scaling as inverse to length. Because the total volume $V$ of the particles is conserved, it is reasonable to consider the ratio $S / V$. For a finite particle system, we therefore define

$$
\begin{equation*}
E:=\frac{\sum R_{i}^{n-1}}{\sum R_{i}^{n}} \tag{2.1}
\end{equation*}
$$

where $n$ is the dimension of space and the sum goes over all surviving particles. $E$ can also be considered as the volume-weighted average of curvatures $\left\{1 / R_{i}\right\}$. In sections 3 and 4 , we will prove that $E$ is indeed decreasing in both models considered.

We need a length scale $L$ that is dual to $E$. Since radius is dual to curvature, we
define $L$ to be the volume-weighted average of the radii $\left\{R_{i}\right\}$, i.e.,

$$
\begin{equation*}
L:=\frac{\sum R_{i}^{n+1}}{\sum R_{i}^{n}} \tag{2.2}
\end{equation*}
$$

The first step of the Kohn-Otto method is to establish an interpolation inequality that expresses the duality of $E$ and $L$. With the definitions (2.1) and (2.2) this is easy. By the Cauchy-Schwarz inequality,

$$
\sum R_{i}^{n}=\sum R_{i}^{(n-1) / 2} R_{i}^{(n+1) / 2} \leq\left(\sum R_{i}^{n-1} \sum R_{i}^{n+1}\right)^{1 / 2}
$$

and this immediately yields the required interpolation inequality,

$$
\begin{equation*}
E L \geq 1 \tag{2.3}
\end{equation*}
$$

The second step is to obtain a dissipation inequality that controls $\dot{L}$ in terms of $\dot{E}$. In sections 3 and 4 below, we will prove that

$$
\begin{aligned}
& |\dot{L}|^{2} \leq C_{1}(-\dot{E}) \quad \text { for volume-diffusion-controlled growth (1.1) } \\
& |\dot{L}|^{2} \leq D_{1}(-\dot{E}) L \quad \text { for interface-reaction-controlled growth (1.7) }
\end{aligned}
$$

where $C_{1}$ and $D_{1}$ are positive constants depending only on the dimension of space $n$. We remark that in the cases considered in $[3,6,7,8]$, the difficult part is proving the interpolation inequalities; the dissipation relations are rather easy to prove. By contrast, in the situation of the mean-field models considered here, under definitions (2.1) and (2.2) the interpolation inequality is a simple consequence of the CauchySchwarz inequality and it is the dissipation relations that need careful treatment.

The third step is an ODE argument. For the case of volume-diffusion-controlled growth, Lemma 3 in [6] and the two inequalities $E L \geq 1$ and $|\dot{L}|^{2} \leq C_{1}(-\dot{E})$ directly give us appropriate time-averaged bounds on coarsening rates. Those that involve only $E$, the volume-averaged surface area, take a simple form, saying that for any $1<p<3$ there exist positive constants $C_{2}$ and $C_{3}$, depending only on $n$, $p$, and nothing else, such that

$$
\begin{equation*}
f_{0}^{T} E(t)^{p} d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 3}\right)^{p} d t \quad \text { for } \quad T \geq C_{3} L(0)^{3} \tag{2.4}
\end{equation*}
$$

This is exactly a time-averaged version of $E \geq t^{-1 / 3}$, which corresponds to an upper bound on the "length scale" $E^{-1}$.

For the case of interface-reaction-controlled growth, we will establish an ODE lemma in section 4 to show that the inequalities $E L \geq 1$ and $|\dot{L}|^{2} \leq D_{1} L(-\dot{E})$ give us appropriate time-averaged estimates. In particular, for any $1<p<2$ there exist positive constants $D_{2}$ and $D_{3}$, depending only on $n, p$, and nothing else, such that

$$
\begin{equation*}
f_{0}^{T} E(t)^{p} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{p} d t \quad \text { for } \quad T \geq D_{3} L(0)^{2} \tag{2.5}
\end{equation*}
$$

This is a time-averaged version of $E \geq t^{-1 / 2}$.
Once these results for discrete systems are established, we will pass to the case of general size distributions in section 5 by applying the well-posedness and compactness results for a family of mean-field models established by Niethammer and Pego in [13].

All of our models under consideration are included in that work except for the twodimensional (2D) volume-diffusion-controlled growth model with $\beta=0$. Thus this case is not included in our main theorems on coarsening rates for general size distributions.

The results in [13] enable us to approximate a general distribution by a sequence of discrete ones. These results, together with an extended moment compactness result proved here in an appendix, enable us to take limits in the estimates for the discrete sequence. This leads to our main results on coarsening rates for general size distributions.

We consider such size distributions to belong to $\mathcal{P}_{n}$, the set of Borel probability measures on $[0, \infty)$ with finite $n$th moment. Topologically we regard $\mathcal{P}_{n}$ as a subset of the Banach space of finite Radon measures on $[0, \infty)$, which is dual to $C_{0}([0, \infty))$, the space of continuous functions on $[0, \infty)$ that vanish at infinity. A measure-valued solution of the transport equation (1.2) or (1.8) is a weak-star continuous map $t \mapsto \nu_{t}$ taking $[0, \infty) \rightarrow \mathcal{P}_{n}$ that is a solution in the sense of distributions on $(0, \infty) \times(0, \infty)$. Based on the results in [13], we will see that for each initial size distribution $\mu \in \mathcal{P}_{n}$, there is a unique measure-valued solution with initial value $\nu_{0}=\mu$ that preserves the $n$th moment (total volume). The corresponding mean field is given for a.e. $t>0$ by

$$
\begin{equation*}
\theta(t)=\int_{0}^{\infty} \frac{R^{n-2}}{R+\beta} d \nu_{t}(R) / \int_{0}^{\infty} \frac{R^{n-1}}{R+\beta} d \nu_{t}(R) \tag{2.6}
\end{equation*}
$$

in the case of volume-diffusion-controlled growth and

$$
\begin{equation*}
\theta(t)=\int_{0}^{\infty} R^{n-2} d \nu_{t}(R) / \int_{0}^{\infty} R^{n-1} d \nu_{t}(R) \tag{2.7}
\end{equation*}
$$

in the case of interface-reaction-controlled growth. The quantities corresponding to (2.1) and (2.2) are defined by

$$
\begin{align*}
E(t) & :=\int_{0}^{\infty} R^{n-1} d \nu_{t}(R) / \int_{0}^{\infty} R^{n} d \nu_{t}(R)  \tag{2.8}\\
L(t) & :=\int_{0}^{\infty} R^{n+1} d \nu_{t}(R) / \int_{0}^{\infty} R^{n} d \nu_{t}(R) \tag{2.9}
\end{align*}
$$

Our main results take the following form.
THEOREM 2.1 (volume-diffusion-controlled growth). Let $n \geq 2$ be an integer and $\beta \geq 0$, with $\beta>0$ if $n=2$, and let $p$ be real with $1<p<3$. Then there exist positive constants $C_{2}$ and $C_{3}$, depending on $p$, $n$, and nothing else, such that whenever $\nu$ is a measure-valued solution of the transport equation (1.2) and $\nu_{0}$ has finite nth and $(n+1)$ st moments, we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{p} d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 3}\right)^{p} d t \quad \text { for } T \geq C_{3} L(0)^{3} \tag{2.10}
\end{equation*}
$$

THEOREM 2.2 (interface-reaction-controlled growth). Let $n \geq 2$ be an integer and let $p$ be real with $1<p<2$. Then there exist positive constants $D_{2}$ and $D_{3}$, depending on $p, n$, and nothing else, such that whenever $\nu$ is a measure-valued solution of the transport equation (1.8) and $\nu_{0}$ has finite nth and $(n+1)$ st moments, we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{p} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{p} d t \quad \text { for } T \geq D_{3} L(0)^{2} \tag{2.11}
\end{equation*}
$$

3. Discrete systems I: Volume-diffusion-controlled growth. In this section, our aim is to prove the coarsening estimate (2.4) for any collection of finitely many spherical particles in ${ }^{n}$ that undergoes coarsening controlled by volume diffusion with or without kinetic drag. The following growth law holds for each particle:

$$
\begin{equation*}
\dot{R}_{i}=\frac{1}{R_{i}+\beta}\left(\theta-\frac{1}{R_{i}}\right), \quad(1 \leq i \leq N(t)) \tag{3.1}
\end{equation*}
$$

where $R_{i}$ is the radius of the $i$ th particle, $N(t)$ is the number of surviving particles at time $t, \theta$ is the mean field, and the dot denotes the time derivative.

By the conservation of total mass,

$$
\begin{equation*}
0=\frac{d}{d t} \sum R_{i}^{n}=n \sum R_{i}^{n-1} \dot{R}_{i}=n \sum \frac{R_{i}^{n-1}}{R_{i}+\beta}\left(\theta-\frac{1}{R_{i}}\right) . \tag{3.2}
\end{equation*}
$$

Here the sum goes over all surviving particles. Thus

$$
\begin{equation*}
\theta=\frac{\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-2}}{\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-1}} \tag{3.3}
\end{equation*}
$$

The right-hand side of (3.1) is smooth as long as there is no particle disappearing. The conservation of total mass guarantees that the solution for (3.1) and (3.3) cannot blow up in finite time. So the solution is smooth and unique from time $t_{0}=0$ up to $t_{1}$ when some particles disappear. Restarting from $t_{1}$ with the remaining particles, we again get a smooth solution until a next time $t_{2}$ when some other particles disappear. In this way, we can find finitely many times $\left\{t_{i}\right\}$ such that the solution for (3.1) and (3.3) globally exists, is unique, and is smooth in each time interval $\left(t_{i}, t_{i+1}\right), i=0,1, \ldots$.

By definition (2.1),

$$
\begin{equation*}
E=\frac{\sum R_{i}^{n-1}}{\sum R_{i}^{n}} \tag{3.4}
\end{equation*}
$$

Notice that $E$ is nonincreasing in time - we have

$$
\begin{align*}
\dot{E} & =\frac{n-1}{\sum R_{i}^{n}} \sum R_{i}^{n-2} \dot{R}_{i}=\frac{n-1}{\sum R_{i}^{n}} \sum \frac{R_{i}^{n-2}}{R_{i}+\beta}\left(\theta-\frac{1}{R_{i}}\right)  \tag{3.5}\\
& =\frac{n-1}{\sum R_{i}^{n}}\left[\frac{\left(\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-2}\right)^{2}}{\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-1}}-\sum \frac{R_{i}^{n-3}}{R_{i}+\beta}\right] \leq 0
\end{align*}
$$

since, by the Cauchy-Schwarz inequality,

$$
\sum \frac{R_{i}^{n-2}}{R_{i}+\beta}=\sum\left[\frac{R_{i}^{(n-1) / 2}}{\left(R_{i}+\beta\right)^{1 / 2}} \frac{R_{i}^{(n-3) / 2}}{\left(R_{i}+\beta\right)^{1 / 2}}\right] \leq\left(\sum \frac{R_{i}^{n-1}}{R_{i}+\beta} \sum \frac{R_{i}^{n-3}}{R_{i}+\beta}\right)^{1 / 2}
$$

By definition (2.2),

$$
\begin{equation*}
L=\frac{\sum R_{i}^{n+1}}{\sum R_{i}^{n}} \tag{3.6}
\end{equation*}
$$

Inequality (2.3) gives us the required interpolation inequality $E L \geq 1$. Next we establish a dissipation relation that controls $\dot{L}$ in terms of $\dot{E}$. Taking the time derivative
of $L$, we get

$$
\begin{align*}
\dot{L} & =\frac{n+1}{\sum R_{i}^{n}} \sum R_{i}^{n} \dot{R}_{i}=\frac{n+1}{\sum R_{i}^{n}} \sum \frac{R_{i}^{n}}{R_{i}+\beta}\left(\theta-\frac{1}{R_{i}}\right)  \tag{3.7}\\
& =\frac{n+1}{\sum R_{i}^{n}}\left[\frac{\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n} \cdot \sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-2}}{\sum\left(R_{i}+\beta\right)^{-1} R_{i}^{n-1}}-\sum \frac{R_{i}^{n-1}}{R_{i}+\beta}\right]
\end{align*}
$$

We can infer $\dot{L} \geq 0$ using again the Cauchy-Schwarz inequality, but we will not need this fact. We want to prove a dissipation inequality

$$
\begin{equation*}
|\dot{L}|^{2} \leq C_{1}(-\dot{E}) \tag{3.8}
\end{equation*}
$$

for some constant $C_{1}$ depending only on $n$. Choosing $C_{1}(n)=(n+1)^{2} /(n-1)$, and plugging in the expressions (3.5) and (3.7), (3.8) becomes

$$
\begin{align*}
& {\left[\sum \frac{R_{i}^{n}}{R_{i}+\beta} \sum \frac{R_{i}^{n-2}}{R_{i}+\beta}-\left(\sum \frac{R_{i}^{n-1}}{R_{i}+\beta}\right)^{2}\right]^{2}}  \tag{3.9}\\
& \quad \leq \sum R_{i}^{n} \sum \frac{R_{i}^{n-1}}{R_{i}+\beta} \cdot\left[\sum \frac{R_{i}^{n-1}}{R_{i}+\beta} \sum \frac{R_{i}^{n-3}}{R_{i}+\beta}-\left(\sum \frac{R_{i}^{n-2}}{R_{i}+\beta}\right)^{2}\right]
\end{align*}
$$

Lemma 3.1. Inequality (3.9) holds for any sequence of positive numbers $\left\{R_{i}\right\}_{i=1}^{N}$. To prove Lemma 3.1, we need the following lemma from [2].
Lemma 3.2 (Lagrange identity).

$$
\begin{equation*}
\left(\sum_{i=1}^{N} x_{i}^{2}\right)\left(\sum_{i=1}^{N} y_{i}^{2}\right)-\left(\sum_{i=1}^{N} x_{i} y_{i}\right)^{2}=\sum_{\substack{i, j=1 \\ i<j}}^{N}\left(x_{i} y_{j}-x_{j} y_{i}\right)^{2} \tag{3.10}
\end{equation*}
$$

for any sequences of real numbers $\left\{x_{i}\right\}_{i=1}^{N}$ and $\left\{y_{i}\right\}_{i=1}^{N}$.
Proof of Lemma 3.1. The proof consists of several careful applications of the Lagrange identity and the Cauchy-Schwarz inequality. Taking $x_{i}=\left(R_{i}^{n} /\left(R_{i}+\beta\right)\right)^{1 / 2}$ and $y_{i}=\left(R_{i}^{n-2} /\left(R_{i}+\beta\right)\right)^{1 / 2}$ in (3.10), we get

$$
\begin{align*}
I & :=\sum \frac{R_{i}^{n}}{R_{i}+\beta} \sum \frac{R_{i}^{n-2}}{R_{i}+\beta}-\left(\sum \frac{R_{i}^{n-1}}{R_{i}+\beta}\right)^{2}  \tag{3.11}\\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N}\left[\left(\frac{R_{i}^{n}}{R_{i}+\beta}\right)^{1 / 2}\left(\frac{R_{j}^{n-2}}{R_{j}+\beta}\right)^{1 / 2}-\left(\frac{R_{j}^{n}}{R_{j}+\beta}\right)^{1 / 2}\left(\frac{R_{i}^{n-2}}{R_{i}+\beta}\right)^{1 / 2}\right]^{2} \\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-2} R_{j}^{n-2}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\left(R_{i}-R_{j}\right)^{2} \\
& \leq\left\{\sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-1} R_{j}^{n-1}\left(R_{i}-R_{j}\right)^{2}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\right\}^{1 / 2} \cdot\left\{\sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-3} R_{j}^{n-3}\left(R_{i}-R_{j}\right)^{2}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\right\}^{1 / 2}
\end{align*}
$$

Taking $x_{i}=R_{i}^{n / 2}$ and $y_{i}=\left(R_{i}^{n-1} /\left(R_{i}+\beta\right)\right)^{1 / 2}$ in (3.10), we get

$$
\begin{equation*}
\sum R_{i}^{n} \sum \frac{R_{i}^{n-1}}{R_{i}+\beta} \tag{3.12}
\end{equation*}
$$

$$
\begin{aligned}
& =\left[\sum\left(\frac{R_{i}^{2 n-1}}{R_{i}+\beta}\right)^{1 / 2}\right]^{2}+\sum_{\substack{i, j=1 \\
i<j}}^{N}\left[R_{i}^{n / 2}\left(\frac{R_{j}^{n-1}}{R_{j}+\beta}\right)^{1 / 2}-R_{j}^{n / 2}\left(\frac{R_{i}^{n-1}}{R_{i}+\beta}\right)^{1 / 2}\right]^{2} \\
& \geq \sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-1} R_{j}^{n-1}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\left[R_{i}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}-R_{j}^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}\right]^{2}
\end{aligned}
$$

Taking $x_{i}=\left(R_{i}^{n-1} /\left(R_{i}+\beta\right)\right)^{1 / 2}$ and $y_{i}=\left(R_{i}^{n-3} /\left(R_{i}+\beta\right)\right)^{1 / 2}$ in (3.10), we get

$$
\begin{align*}
\sum \frac{R_{i}^{n-1}}{R_{i}+\beta} & \sum \frac{R_{i}^{n-3}}{R_{i}+\beta}-\left(\sum \frac{R_{i}^{n-2}}{R_{i}+\beta}\right)^{2}  \tag{3.13}\\
= & \sum_{\substack{i, j=1 \\
i<j}}^{N}\left[\left(\frac{R_{i}^{n-1}}{R_{i}+\beta}\right)^{1 / 2}\left(\frac{R_{j}^{n-3}}{R_{j}+\beta}\right)^{1 / 2}-\left(\frac{R_{j}^{n-1}}{R_{j}+\beta}\right)^{1 / 2}\left(\frac{R_{i}^{n-3}}{R_{i}+\beta}\right)^{1 / 2}\right]^{2} \\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-3} R_{j}^{n-3}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\left(R_{i}-R_{j}\right)^{2}
\end{align*}
$$

Thus

$$
\begin{align*}
I I:= & \sum R_{i}^{n} \sum \frac{R_{i}^{n-1}}{R_{i}+\beta}\left[\sum \frac{R_{i}^{n-1}}{R_{i}+\beta} \sum \frac{R_{i}^{n-3}}{R_{i}+\beta}-\left(\sum \frac{R_{i}^{n-2}}{R_{i}+\beta}\right)^{2}\right]  \tag{3.14}\\
\geq & \sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-1} R_{j}^{n-1}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\left[R_{i}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}-R_{j}^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}\right]^{2} \\
& \cdot \sum_{\substack{i, j=1 \\
i<j}}^{N} \frac{R_{i}^{n-3} R_{j}^{n-3}}{\left(R_{i}+\beta\right)\left(R_{j}+\beta\right)}\left(R_{i}-R_{j}\right)^{2} .
\end{align*}
$$

Comparing (3.11) and (3.14), $I^{2} \leq I I$ is an immediate consequence of the inequality

$$
\begin{equation*}
\left(R_{i}-R_{j}\right)^{2} \leq\left[R_{i}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}-R_{j}^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}\right]^{2} \quad \text { for all } i, j \tag{3.15}
\end{equation*}
$$

Inequality (3.15) holds since

$$
\begin{aligned}
& {\left[R_{i}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}-R_{j}^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}\right]^{2}-\left(R_{i}-R_{j}\right)^{2}} \\
& \quad=\beta\left(R_{i}+R_{j}\right)+2 R_{i} R_{j}-2 R_{i}^{1 / 2} R_{j}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[\beta\left(R_{i}+R_{j}\right)+2 R_{i} R_{j}\right]^{2}-\left[2 R_{i}^{1 / 2} R_{j}^{1 / 2}\left(R_{i}+\beta\right)^{1 / 2}\left(R_{j}+\beta\right)^{1 / 2}\right]^{2}} \\
& \quad=\beta^{2}\left(R_{i}-R_{j}\right)^{2} \geq 0 .
\end{aligned}
$$

The dissipation inequality (3.8) follows from Lemma 3.1. Applying Lemma 3 in [6], we directly get the following estimates.

Theorem 3.3. For any $0 \leq \lambda \leq 1$ and $0<r<3$ satisfying $\lambda r>1$ and $(1-\lambda) r<2$, there exist positive constants $C_{2}$ and $C_{3}$, depending only on $\lambda, r$, and the dimension of space $n$, such that for any solution $\left\{R_{i}\right\}$ of equations (3.1) and (3.3), we have

$$
\begin{equation*}
f_{0}^{T} E^{\lambda r} L^{-(1-\lambda) r} d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 3}\right)^{r} d t \quad \text { for } \quad T \geq C_{3} L(0)^{3} \tag{3.16}
\end{equation*}
$$

where $E$ and $L$ are defined in terms of (2.1) and (2.2), respectively.
Proof. Lemma 3.1 guarantees that the dissipation relation (3.8) holds. Together with the interpolation inequality (2.3), we have

$$
E L \geq 1 \quad \text { and } \quad|\dot{L}|^{2} \leq C_{1}(-\dot{E})
$$

Lemma 3 in [6] leads directly to (3.3).
Taking $\lambda=1$ and $r=p$ for $1<p<3$ in Theorem 3.3 yields (2.4).
4. Discrete systems II: Interface-reaction-controlled growth. Our aim in this section is to prove the coarsening estimate (2.5) for any collection of finitely many spherical particles in ${ }^{n}$ that undergoes coarsening controlled by interface reactions. Each particle obeys the growth law

$$
\begin{equation*}
\dot{R}_{i}=\theta-\frac{1}{R_{i}}, \quad(1 \leq i \leq N(t)) \tag{4.1}
\end{equation*}
$$

where $R_{i}$ is the radius of the $i$ th particle and $\theta$ is the mean field.
By the conservation of total mass,

$$
\begin{equation*}
0=\frac{d}{d t} \sum R_{i}^{n}=n \sum R_{i}^{n-1} \dot{R}_{i}=n \sum R_{i}^{n-1}\left(\theta-\frac{1}{R_{i}}\right) \tag{4.2}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\theta=\frac{\sum R_{i}^{n-2}}{\sum R_{i}^{n-1}} \tag{4.3}
\end{equation*}
$$

Solutions of the system (4.1) and (4.3) have the same global existence and piecewise smooth properties as that of (3.1) and (3.3). Taking the time derivative of $E=$ $\sum R_{i}^{n-1} / \sum R_{i}^{n}$, we have

$$
\begin{gather*}
\dot{E}=\frac{n-1}{\sum R_{i}^{n}} \sum R_{i}^{n-2} \dot{R}_{i}=\frac{n-1}{\sum R_{i}^{n}} \sum R_{i}^{n-2}\left(\theta-\frac{1}{R_{i}}\right)  \tag{4.4}\\
=\frac{n-1}{\sum R_{i}^{n}}\left[\frac{\left(\sum R_{i}^{n-2}\right)^{2}}{\sum R_{i}^{n-1}}-\sum R_{i}^{n-3}\right] \leq 0
\end{gather*}
$$

since

$$
\begin{equation*}
\sum R_{i}^{n-2}=\sum\left[R_{i}^{(n-1) / 2} R_{i}^{(n-3) / 2}\right] \leq\left(\sum R_{i}^{n-1}\right)^{1 / 2}\left(\sum R_{i}^{n-3}\right)^{1 / 2} \tag{4.5}
\end{equation*}
$$

Taking the time derivative of $L=\sum R_{i}^{n+1} / \sum R_{i}^{n}$, we have

$$
\begin{equation*}
\dot{L}=\frac{n+1}{\sum R_{i}^{n}} \sum R_{i}^{n} \dot{R}_{i}=\frac{n+1}{\sum R_{i}^{n}}\left[\frac{\sum R_{i}^{n} \sum R_{i}^{n-2}}{\sum R_{i}^{n-1}}-\sum R_{i}^{n-1}\right] \tag{4.6}
\end{equation*}
$$

Again, by the Cauchy-Schwarz inequality, we can infer $\dot{L} \geq 0$.
As described in section 2, we will need a dissipation inequality that relates $\dot{L}$ and $\dot{E}$. We claim that

$$
\begin{equation*}
|\dot{L}|^{2} \leq D_{1} L(-\dot{E}) \tag{4.7}
\end{equation*}
$$

for some positive constant $D_{1}$ depending only on $n$. Choosing $D_{1}(n)=(n+1)^{2} /(n-1)$, and plugging in the expressions (4.4) and (4.6), inequality (4.7) becomes

$$
\begin{align*}
& {\left[\sum R_{i}^{n} \sum R_{i}^{n-2}-\left(\sum R_{i}^{n-1}\right)^{2}\right]^{2}}  \tag{4.8}\\
& \quad \leq \sum R_{i}^{n-1} \sum R_{i}^{n+1} \cdot\left[\sum R_{i}^{n-1} \sum R_{i}^{n-3}-\left(\sum R_{i}^{n-2}\right)^{2}\right]
\end{align*}
$$

LEMMA 4.1. Inequality (4.8) holds for any sequence of positive numbers $\left\{R_{i}\right\}_{i=1}^{N}$.
Proof. Similar to the proof of Lemma 3.1, we will apply the Lagrange identity (3.10) and the Cauchy-Schwarz inequality. Taking $x_{i}=R_{i}^{n / 2}$ and $y_{i}=R_{i}^{(n-2) / 2}$ in (3.10), we have

$$
\begin{align*}
I & :=\sum_{i}^{n} \sum R_{i}^{n-2}-\left(\sum R_{i}^{n-1}\right)^{2}  \tag{4.9}\\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N}\left[R_{i}^{n / 2} R_{j}^{(n-2) / 2}-R_{j}^{n / 2} R_{i}^{(n-2) / 2}\right]^{2} \\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-2} R_{j}^{n-2}\left(R_{i}-R_{j}\right)^{2} \\
& \leq\left[\sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-1} R_{j}^{n-1}\left(R_{i}-R_{j}\right)^{2}\right]^{1 / 2}\left[\sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-3} R_{j}^{n-3}\left(R_{i}-R_{j}\right)^{2}\right]^{1 / 2}
\end{align*}
$$

Taking $x_{i}=R_{i}^{(n-1) / 2}$ and $y_{i}=R_{i}^{(n+1) / 2}$ in (3.10), we have

$$
\begin{aligned}
\sum R_{i}^{n-1} \sum R_{i}^{n+1} & =\left(\sum R_{i}^{n}\right)^{2}+\sum_{\substack{i, j=1 \\
i<j}}^{N}\left(R_{i}^{(n-1) / 2} R_{j}^{(n+1) / 2}-R_{j}^{(n-1) / 2} R_{i}^{(n+1) / 2}\right)^{2} \\
& =\left(\sum R_{i}^{n}\right)^{2}+\sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-1} R_{j}^{n-1}\left(R_{j}-R_{i}\right)^{2}
\end{aligned}
$$

Taking $x_{i}=R_{i}^{(n-1) / 2}$ and $y_{i}=R_{i}^{(n-3) / 2}$ in (3.10), we have

$$
\begin{align*}
\sum R_{i}^{n-1} \sum R_{i}^{n-3}-\left(\sum R_{i}^{n-2}\right)^{2} & =\sum_{\substack{i, j=1 \\
i<j}}^{N}\left[R_{i}^{(n-1) / 2} R_{j}^{(n-3) / 2}-R_{j}^{(n-1) / 2} R_{i}^{(n-3) / 2}\right]^{2} \\
& =\sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-3} R_{j}^{n-3}\left(R_{i}-R_{j}\right)^{2} \tag{4.11}
\end{align*}
$$

Thus

$$
\begin{align*}
I I & :=\sum R_{i}^{n-1} \sum R_{i}^{n+1}\left[\sum R_{i}^{n-1} \sum R_{i}^{n-3}-\left(\sum R_{i}^{n-2}\right)^{2}\right]  \tag{4.12}\\
& \geq \sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-1} R_{j}^{n-1}\left(R_{j}-R_{i}\right)^{2} \sum_{\substack{i, j=1 \\
i<j}}^{N} R_{i}^{n-3} R_{j}^{n-3}\left(R_{j}-R_{i}\right)^{2} \\
& \geq I^{2} .
\end{align*}
$$

At this point we have established the desired interpolation and dissipation inequalities. The third step toward our coarsening estimates is an ODE lemma.

Lemma 4.2 (ODE lemma). Let $E(t)$ and $L(t)$ be two continuous and piecewise smooth positive functions. Assume that for some $T_{1}, 0 \leq T_{1} \leq \infty, E(t)$ satisfies

$$
\begin{equation*}
\dot{E}<0 \text { a.e. on }\left(0, T_{1}\right), \quad \dot{E}=0 \text { on }\left(T_{1}, \infty\right) . \tag{4.13}
\end{equation*}
$$

If $E(t)$ and $L(t)$ satisfy

$$
\begin{equation*}
E L \geq 1 \quad \text { and } \quad|\dot{L}|^{2} \leq D_{1} L(-\dot{E}) \tag{4.14}
\end{equation*}
$$

then for any $0 \leq \lambda \leq 1$ and $r>0$ satisfying

$$
\begin{equation*}
r<3, \quad \lambda r>1 \quad \text { and } \quad(1-\lambda) r<2 \tag{4.15}
\end{equation*}
$$

we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \text { for } T \geq D_{3} L(0)^{2} \tag{4.16}
\end{equation*}
$$

where $D_{2}$ and $D_{3}$ are positive constants depending only on $\lambda, r$, and $D_{1}$.
We remark that this lemma is key for obtaining bounds on coarsening rates for the $t^{1 / 2}$ growth law. We will extend the ideas in the proof of Lemma 3 in [6] to establish this result. A special case of Lemma 4.2 is to take $r=p+1$ and $\lambda=p /(p+1)$ for $1<p<2$. In this case, we obtain (2.5)

$$
\begin{equation*}
f_{0}^{T} E(t)^{p} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{p} d t \text { for } T \geq D_{3} L(0)^{2} \tag{4.17}
\end{equation*}
$$

where $D_{2}$ and $D_{3}$ are positive constants depending only on $p$ and $D_{1}$.
Proof of Lemma 4.2. (1) If $T_{1}=0$, then $\dot{E}=0$ on ( $0, \infty$ ). By assumption (4.14), we get $\dot{L}=0$ on $(0, \infty)$. Hence $E(t)=E(0)$ and $L(t)=L(0)$ for all $t \in(0, \infty)$. By (4.15), $\lambda r>1$ and $0 \leq \lambda \leq 1$ imply that $r>1 / \lambda \geq 1$. Hence we have $1<r<3$. Then

$$
\begin{align*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t & =E(0)^{\lambda r} L(0)^{1-(1-\lambda) r}  \tag{4.18}\\
& \geq L(0)^{1-r} \\
& \geq \frac{2}{3-r} T^{(1-r) / 2} \quad \text { if } T \geq\left(\frac{2}{3-r}\right)^{2 /(r-1)} L(0)^{2} \\
& =D_{2}^{\prime} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \quad \text { if } T \geq D_{3}^{\prime} L(0)^{2}
\end{align*}
$$

where

$$
D_{2}^{\prime}=1 \quad \text { and } \quad D_{3}^{\prime}=\left(\frac{2}{3-r}\right)^{2 /(r-1)}
$$

(2) Now we consider the case when $T_{1}>0 . \dot{E}(t)<0$ on $\left(0, T_{1}\right)$ implies that $E$ is a strictly decreasing function of $t$ on $\left(0, T_{1}\right)$. Hence $E(t)$ is invertible on $\left(0, T_{1}\right)$ and we regard $t \in\left(0, T_{1}\right)$ as a function of $\varepsilon$, with $\varepsilon$ denoting the independent variable to distinguish it from $E=E(t)$ and avoid confusion. Note that $\varepsilon$ ranges from $E(0)$ to
$E(\infty):=\lim _{t \rightarrow \infty} E(t)$, since $\dot{E}(t)=0$ for $t \in\left(T_{1}, \infty\right)$ implies that $E(t)=E\left(T_{1}\right)$ for any $t>T_{1}$. Consequently, for $t \in\left(0, T_{1}\right), L(t)$ can be viewed as a function of $\varepsilon$. Thus

$$
\begin{equation*}
\frac{d L}{d t}=\frac{d L}{d \varepsilon} \frac{d E}{d t} \quad \text { for } t \in\left(0, T_{1}\right) \tag{4.19}
\end{equation*}
$$

and $|\dot{L}|^{2} \leq D_{1} L(-\dot{E})$ implies that

$$
\begin{equation*}
\left|\frac{d L}{d \varepsilon}\right|^{2}(-\dot{E}) \leq D_{1} L(\varepsilon) \tag{4.20}
\end{equation*}
$$

Multiplying both sides by a positive function $f(\varepsilon)$ and integrating from 0 to $T$, we have

$$
\begin{equation*}
\int_{0}^{T} f(E(t)) L(t) d t \geq \frac{1}{D_{1}} \int_{E_{T}}^{E_{0}} f(\varepsilon)\left(\frac{d L}{d \varepsilon}\right)^{2} d \varepsilon \tag{4.21}
\end{equation*}
$$

if $T<T_{1}$, and

$$
\begin{equation*}
\int_{0}^{T} f(E(t)) L(t) d t \geq \int_{0}^{T_{1}} f(E(t)) L(t) d t \geq \frac{1}{D_{1}} \int_{E_{T}}^{E_{0}} f(\varepsilon)\left(\frac{d L}{d \varepsilon}\right)^{2} d \varepsilon \tag{4.22}
\end{equation*}
$$

if $T \geq T_{1}$, where $E_{0}=E(0)$ and $E_{T}=E(T)$. Taking $f(\varepsilon)=\varepsilon^{\lambda r} L(\varepsilon)^{-(1-\lambda) r}$, we get

$$
\begin{equation*}
\int_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq \frac{1}{D_{1}} \int_{E_{T}}^{E_{0}} \varepsilon^{\lambda r} L(\varepsilon)^{-(1-\lambda) r}\left(\frac{d L}{d \varepsilon}\right)^{2} d \varepsilon \tag{4.23}
\end{equation*}
$$

We will change variables so that the right-hand side becomes an integral of a square of some gradient. Consider

$$
\begin{equation*}
\hat{\varepsilon}=\frac{1}{\lambda r-1} \varepsilon^{-(\lambda r-1)}, \quad \hat{L}=\frac{1}{1-r(1-\lambda) / 2} L^{1-r(1-\lambda) / 2} . \tag{4.24}
\end{equation*}
$$

Our requirements $\lambda r>1$ and $(1-\lambda) r<2$ guarantee that $\hat{\varepsilon}>0, \hat{L}>0$ and $\hat{\varepsilon} \rightarrow$ $\infty, \hat{L} \rightarrow \infty$ as $\varepsilon \rightarrow 0$ and $L \rightarrow \infty$, respectively. Also, we have

$$
\begin{equation*}
\frac{d \hat{\varepsilon}}{d \varepsilon}=-\varepsilon^{-\lambda r} \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{d \hat{L}}{d \hat{\varepsilon}}\right)^{2} d \hat{\varepsilon}=\left(\frac{d \hat{L}}{d L}\right)^{2}\left(\frac{d L}{d \varepsilon}\right)^{2}\left(\frac{d \varepsilon}{d \hat{\varepsilon}}\right)^{2}\left(\frac{d \hat{\varepsilon}}{d \varepsilon}\right) d \varepsilon=-\varepsilon^{\lambda r} L^{-(1-\lambda) r}\left(\frac{d L}{d \varepsilon}\right)^{2} d \varepsilon \tag{4.26}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int_{E_{T}}^{E_{0}} \varepsilon^{\lambda r} L^{-(1-\lambda) r}\left(\frac{d L}{d \varepsilon}\right)^{2} d \varepsilon=\int_{\hat{E}_{0}}^{\hat{E}_{T}}\left(\frac{d \hat{L}}{d \hat{\varepsilon}}\right)^{2} d \hat{\varepsilon} \tag{4.27}
\end{equation*}
$$

The right-hand side is bounded below by its minimum over all functions $\hat{L}(\hat{\varepsilon})$ with the same endpoint values

$$
\hat{L}_{0}:=\hat{L}\left(\hat{E}_{0}\right)=\frac{1}{1-r(1-\lambda) / 2} L(0)^{1-r(1-\lambda) / 2}
$$

and

$$
\hat{L}_{T}:=\hat{L}\left(\hat{E}_{T}\right)=\frac{1}{1-r(1-\lambda) / 2} L(t)^{1-r(1-\lambda) / 2}
$$

and the minimum is achieved when $\hat{L}$ is a linear function of $\hat{\varepsilon}$. Thus

$$
\begin{equation*}
\int_{0}^{T} E^{\lambda r}(t) L^{1-(1-\lambda) r}(t) d t \geq \frac{1}{D_{1}} \frac{\left(\hat{L}_{T}-\hat{L}_{0}\right)^{2}}{\hat{E}_{T}-\hat{E}_{0}} \tag{4.28}
\end{equation*}
$$

(2a) If $L(T) \geq 2 L(0)$, then

$$
\hat{L}_{0} \leq 2^{r(1-\lambda) / 2-1} \hat{L}_{T}<\hat{L}_{T}
$$

Hence

$$
\hat{L}_{T}-\hat{L}_{0} \geq\left(1-2^{r(1-\lambda) / 2-1}\right) \hat{L}_{T}
$$

and, consequently,

$$
\begin{align*}
\int_{0}^{T} E^{\lambda r}(t) L^{1-(1-\lambda) r}(t) d t & \geq \frac{1}{D_{1}} \frac{\left(\hat{L}_{T}-\hat{L}_{0}\right)^{2}}{\hat{E}_{T}-\hat{E}_{0}} \geq \frac{\left(1-2^{r(1-\lambda) / 2-1}\right)^{2}}{D_{1}} \frac{\hat{L}_{T}^{2}}{\hat{E}_{T}} \\
& \geq \frac{\left(1-2^{r(1-\lambda) / 2-1}\right)^{2}}{D_{1}} \frac{(\lambda r-1)}{(1-r(1-\lambda) / 2)^{2}} E^{\lambda r-1} L^{2-(1-\lambda) r}  \tag{4.29}\\
& =\hat{D}_{2}(E L)^{((2 \lambda-1) r+1) /(r-1)} \cdot\left(E^{\lambda r} L^{1-(1-\lambda) r}\right)^{-(r-3) /(1-r)}
\end{align*}
$$

where

$$
\hat{D}_{2}:=\frac{(\lambda r-1)}{D_{1}}\left(\frac{1-2^{r(1-\lambda) / 2-1}}{1-r(1-\lambda) / 2}\right)^{2}
$$

Since $1<r<3$ and $\lambda r>1$,

$$
(2 \lambda-1) r+1=2 \lambda r+1-r>3-r>0
$$

Thus

$$
\frac{(2 \lambda-1) r+1}{r-1}>0 \quad \text { and } \quad \frac{r-3}{1-r}>0
$$

So $E L \geq 1$ implies $(E L)^{((2 \lambda-1) r+1) /(r-1)} \geq 1$ and hence

$$
\begin{equation*}
\int_{0}^{T} E^{\lambda r}(t) L^{1-(1-\lambda) r}(t) d t \geq \hat{D}_{2}\left(E^{\lambda r} L^{1-(1-\lambda) r}\right)^{-(r-3) /(1-r)} \quad \text { if } L_{T} \geq 2 L_{0} \tag{4.30}
\end{equation*}
$$

Define

$$
\begin{equation*}
h(T):=\int_{0}^{T} E^{\lambda r}(t) L^{1-(1-\lambda) r}(t) d t \tag{4.31}
\end{equation*}
$$

Then $h^{\prime}(T)=E^{\lambda r}(T) L^{1-(1-\lambda) r}(T)$ and (4.30) can be rewritten as

$$
\begin{equation*}
h(T) \geq \hat{D}_{2}\left(h^{\prime}(T)\right)^{-(r-3) /(1-r)} \quad \text { if } L_{T} \geq 2 L_{0} \tag{4.32}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
h^{\prime}(T)(h(T))^{(r-1) /(3-r)} \geq \hat{D}_{2}^{(r-1) /(3-r)} \quad \text { if } L_{T} \geq 2 L_{0} \tag{4.33}
\end{equation*}
$$

(2b) If $L(T)<2 L(0)$, then by $E L \geq 1$,

$$
\begin{gathered}
E_{T} \geq L_{T}^{-1} \geq \frac{1}{2} L_{0}^{-1} \\
E_{T}^{\lambda r} L_{T}^{1-(1-\lambda) r}=\left(E_{T} L_{T}\right)^{\lambda r} L_{T}^{1-r} \geq L_{T}^{1-r} \geq L_{0}^{1-r} 2^{1-r}
\end{gathered}
$$

Thus

$$
\begin{equation*}
h^{\prime}(T) \geq L_{0}^{1-r} 2^{1-r} \quad \text { if } L(T) \leq 2 L(0) \tag{4.34}
\end{equation*}
$$

Combining (4.33) and (4.34), we have

$$
h^{\prime}(T)\left[h(T)+L_{0}^{3-r}\right]^{(r-1) /(3-r)} \geq \min \left\{2^{1-r}, \hat{D}_{2}^{(r-1) /(3-r)}\right\}=: m \quad \text { for all } T .
$$

Thus
(4.35) $\frac{d}{d t}\left[h(t)+L_{0}^{3-r}\right]^{2 /(3-r)}=\frac{2}{3-r} h^{\prime}(t)\left[h(t)+L_{0}^{3-r}\right]^{(r-1) /(3-r)} \geq \frac{2 m}{3-r}$.

By integration over time from 0 to $T$, we get

$$
\begin{align*}
h(T) & \geq\left[\frac{2 m}{3-r} T+L_{0}^{2}\right]^{(3-r) / 2}-L_{0}^{3-r}  \tag{4.36}\\
& \geq\left(\frac{2 m}{3-r}\right)^{(3-r) / 2} T^{(3-r) / 2}-L_{0}^{3-r} \\
& \geq \frac{1}{2}\left(\frac{2 m}{3-r}\right)^{(3-r) / 2} T^{(3-r) / 2} \quad \text { if } T>2^{2 /(3-r)} \frac{(3-r)}{2 m} L_{0}^{2}
\end{align*}
$$

Equivalently,

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq D_{2}^{\prime \prime} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \quad \text { for } T>D_{3}^{\prime \prime} L_{0}^{2} \tag{4.37}
\end{equation*}
$$

where

$$
D_{2}^{\prime \prime}=\frac{3-r}{4}\left(\frac{2 m}{3-r}\right)^{(3-r) / 2} \quad \text { and } \quad D_{3}^{\prime \prime}=2^{2 /(3-r)} \frac{(3-r)}{2 m}
$$

(3) Combining (1) and (2), we conclude that

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \quad \text { for } T>D_{3} L_{0}^{2} \tag{4.38}
\end{equation*}
$$

where

$$
D_{2}=\min \left\{D_{2}^{\prime}, D_{2}^{\prime \prime}\right\} \quad \text { and } \quad D_{3}=\max \left\{D_{3}^{\prime}, D_{3}^{\prime \prime}\right\}
$$

We claim the following estimate for the collection of particles that undergoes coarsening determined by (4.1).

Theorem 4.3. For any $0 \leq \lambda \leq 1$ and $0<r<3$ satisfying $\lambda r>1$ and $(1-\lambda) r<$ 2 , there exist positive constants $D_{2}$ and $D_{3}$, depending only on $\lambda$, $r$, and the dimension of space $n$, such that for any solution $\left\{R_{i}\right\}$ of equations (4.1) and (4.3), we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \text { for } T \geq D_{3} L(0)^{2} \tag{4.39}
\end{equation*}
$$

where $E$ and $L$ are defined in terms of (2.1) and (2.2), respectively.
Proof. As we discussed at the beginning of this section, solutions $\left\{R_{i}\right\}$ of equations (4.1) and (4.3) are continuous and piecewise smooth. Hence $E$ and $L$ defined by (2.1) and (2.2) are continuous and piecewise smooth. Furthermore, by (4.4), $\dot{E} \leq 0$ and $\dot{E}=0$ if and only if all $R_{i}$ are equal. Notice that if all $R_{i}$ are equal, then the system (4.1) and (4.3) reaches an equilibrium point and the solution stops coarsening. Consequently, if $\dot{E}=0$ at some time $t_{1}$, then $\dot{E}(t)=0$ for all $t \geq t_{1}$. Hence, $\dot{E}$ satisfies the condition (4.13) of Lemma 4.2.

On the other hand, the interpolation inequality (2.3) and the dissipation relation (4.7) say

$$
E L \geq 1 \quad \text { and } \quad|\dot{L}|^{2} \leq D_{1} L(-\dot{E})
$$

The theorem is then an immediate consequence of Lemma 4.2.
5. Coarsening rates for particle systems with general size distributions. Now it is time to consider our mean-field models with more general size distributions. Definitions (2.1) and (2.2) imply that, in the more general case, $E$ and $L$ should be defined in terms of the $(n-1)$ st, $n$ th, and $(n+1)$ st moments of the size distributions. Thus it is necessary to require the initial size distributions to be in $\mathcal{P}_{n+1}$, the set of Borel probability measures on $[0, \infty)$ with finite $(n+1)$ st moments. By Hölder's inequality, it is immediate to see that $\mathcal{P}_{n+1}$ is a subset of $\mathcal{P}_{n}$.

In [13], Niethammer and Pego proved well-posedness and compactness results for a family of mean-field models. All of our models under consideration are included in that work except for the 2D volume-diffusion-controlled growth model with $\beta=0$. Their results guarantee the existence and uniqueness of measure-valued solutions of equation (1.2) or (1.8). A measure-valued solution is a weak-star continuous map $t \mapsto \nu_{t}$ taking $[0, \infty) \rightarrow \mathcal{P}_{n}$ that is a solution in the sense of distributions on $(0, \infty) \times(0, \infty)$; i.e., for all $\phi \in C_{c}^{\infty}([0, \infty) \times(0, \infty))$ (smooth functions with compact support),

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty}\left(\partial_{t} \phi+\frac{1}{R+\beta}\left(\theta(t)-\frac{1}{R}\right) \partial_{R} \phi\right) d \nu_{t} d t+\int_{0}^{\infty} \phi(0, \cdot) d \nu_{0}=0 \tag{5.1}
\end{equation*}
$$

in the case of volume-diffusion-controlled growth (1.2), or

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty}\left(\partial_{t} \phi+\left(\theta(t)-\frac{1}{R}\right) \partial_{R} \phi\right) d \nu_{t} d t+\int_{0}^{\infty} \phi(0, \cdot) d \nu_{0}=0 \tag{5.2}
\end{equation*}
$$

in the case of interface-reaction-controlled growth (1.8).
Our main results are estimates in terms of these measure-valued solutions.
THEOREM 5.1 (volume-diffusion-controlled growth). Let $n \geq 2$ be an integer and $\beta \geq 0$, with $\beta>0$ if $n=2$. For any $0 \leq \lambda \leq 1$ and $0<r<3$ satisfying $\lambda r>1$ and $(1-\lambda) r<2$, there exist positive constants $C_{2}$ and $C_{3}$, depending only on $\lambda$, $r$, and the
dimension of space $n$, such that whenever $\nu$ is a measure-valued solution of the transport equation (1.2) and the initial value $\nu_{0}$ has finite nth and $(n+1)$ st moments, we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{-(1-\lambda) r} d t \geq C_{2} f_{0}^{T}\left(t^{-1 / 3}\right)^{r} d t \quad \text { for } T \geq C_{3} L(0)^{3} \tag{5.3}
\end{equation*}
$$

where $E(t)$ and $L(t)$ are defined by (2.8) and (2.9), respectively, and the mean field $\theta(t)$ is defined by (2.6).

Taking $r=p$ and $\lambda=1$ for $1<p<3$ in Theorem 5.1 gives Theorem 2.1.
THEOREM 5.2 (interface-reaction-controlled growth). Let $n \geq 2$ be an integer. For any $0 \leq \lambda \leq 1$ and $0<r<3$ satisfying $\lambda r>1$ and $(1-\lambda) r<2$, there exist positive constants $D_{2}$ and $D_{3}$, depending only on $\lambda, r$, and the dimension of space $n$, such that whenever $\nu$ is a measure-valued solution of the transport equation (1.8) and the initial value $\nu_{0}$ has finite nth and $(n+1)$ st moments, we have

$$
\begin{equation*}
f_{0}^{T} E(t)^{\lambda r} L(t)^{1-(1-\lambda) r} d t \geq D_{2} f_{0}^{T}\left(t^{-1 / 2}\right)^{r-1} d t \quad \text { for } T \geq D_{3} L(0)^{2} \tag{5.4}
\end{equation*}
$$

where $E(t)$ and $L(t)$ are defined by (2.8) and (2.9), respectively, and the mean field $\theta(t)$ is defined by (2.7).

Taking $r=p+1$ and $\lambda=p /(p+1)$ for $1<p<2$ in Theorem 5.2 gives Theorem 2.2.

The remaining part of this section is devoted to proving the theorems above. To do this, we will need a change of variables as is done in [13]. In that paper, rather than directly working on distributions of particle radii $R$, Niethammer and Pego change the problems into equivalent ones expressed in terms of rescaled particle volumes $x\left(:=R^{n}\right)$ and work with a size-ranking function for particle volumes.

According to (1.1) and (1.7), the particle volume $x$ satisfies the following growth law:

$$
\begin{equation*}
\dot{x}=a(x) \theta-b(x) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{array}{lll}
a(x)=\frac{n x^{1-1 / n}}{x^{1 / n}+\beta}, & b(x)=\frac{n x^{1-2 / n}}{x^{1 / n}+\beta} & \text { for volume-diffusion-controlled case } \\
a(x)=n x^{1-1 / n}, & b(x)=n x^{1-2 / n} & \text { for interface-reaction-controlled case } \tag{5.7}
\end{array}
$$

and $\theta(t)=\int b(x) d \nu_{t}(x) / \int a(x) d \nu_{t}(x)$. Here $\nu$ is the measure-valued solution in the sense of distributions for the transport equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x}((a(x) \theta-b(x)) u)=0 \tag{5.8}
\end{equation*}
$$

The results of Niethammer and Pego are established by a further change of variables ([13]; see also [12]). For any size distribution of particles which is a probability measure $\mu$ on $[0, \infty)$, they define a size-ranking function $x=\hat{x}(\mu):(0,1] \rightarrow[0, \infty)$ by

$$
x(\varphi)= \begin{cases}\sup \{y \mid \mu([y, \infty))>\varphi\} & \text { for } 0<\varphi<1  \tag{5.9}\\ 0 & \text { for } \varphi=1\end{cases}
$$

This is the right-continuous inverse of the tail distribution function $\varphi(x)=\mu([x, \infty))$. The map $\hat{x}$ gives a $1-1$ correspondence between the set of Borel probability measures on $[0, \infty)$ and the set of right-continuous decreasing functions $x$ on $(0,1]$ with $x(1)=0$.

The following space for size ranking is introduced in [13]:

$$
\begin{array}{r}
L_{d}^{1}=\left\{x:(0,1] \rightarrow \quad \mid x \in L^{1}((0,1)),\right. \\
\text { and right continuous on }(0,1]\}
\end{array}
$$

It is a closed subspace of $L^{1}((0,1))$. We will also perform our estimates in this space.
By statement 2.5.18(3) in [5], for any continuous function $f:(0, \infty) \rightarrow \mathbf{R}$ with compact support,

$$
\begin{equation*}
\int_{0}^{1} f(x(\varphi)) d \varphi=\int_{0}^{\infty} f(y) d \mu(y) \tag{5.10}
\end{equation*}
$$

For any positive number $\alpha>0, y \mapsto y^{\alpha}$ can be approximated by a monotonically increasing sequence of such functions, and thus by the monotone convergence theorem

$$
\begin{equation*}
\int_{0}^{1} x(\varphi)^{\alpha} d \varphi=\int_{0}^{\infty} y^{\alpha} d \mu(y) \tag{5.11}
\end{equation*}
$$

where both sides may be infinite. Hence $\mu \in \mathcal{P}_{\alpha}$ (Borel probability measures with finite $\alpha$ th moment) if and only if $x$ is right-continuous decreasing on $(0,1]$ with $x(1)=$ 0 and $\int_{0}^{1} x(\varphi)^{\alpha} d \varphi<\infty$.

The growth law (5.5) can be rewritten as an integral equation,

$$
\begin{equation*}
x(t, \varphi)=x(0, \varphi)+\int_{0}^{t}(a(x(s, \varphi)) \theta(s)-b(x(s, \varphi))) d s \tag{5.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\theta(t)=\int_{0}^{\bar{\varphi}(t)} b(x(t, \varphi)) d \varphi / \int_{0}^{1} a(x(t, \varphi)) d \varphi \quad \text { for a.e. } t>0 \tag{5.13}
\end{equation*}
$$

where $\bar{\varphi}(t):=\sup \{\varphi \mid x(t, \varphi)>0\}$.
Theorem 2.3 of [13] established the existence and uniqueness of the initial value problem for (5.12) and (5.13) under some assumptions ((H1)-(H5) in [13]) which our problems satisfy except for the 2D volume-diffusion-controlled growth model with $\beta=0$. This theorem claims that for any $x_{0} \in L_{d}^{1}$, there exists a unique function $x \in C\left([0, \infty), L_{d}^{1}\right)$ such that (5.12) and (5.13) hold with $x(0, \varphi)=x_{0}(\varphi)$. This is equivalent to the existence and uniqueness (Theorem 2.1 of [13]) of a weak-star continuous solution $\nu:[0, \infty) \rightarrow \mathcal{P}_{1}$ for the transport equation (5.8) in the sense of distributions on $(0, \infty) \times(0, \infty)$ with initial value $\nu_{0}=\hat{x}^{-1}\left(x_{0}\right)$.

Proposition 6.1 of [13] established an $L^{1}$ compactness result for (5.12) and (5.13); namely, given $T \in(0, \infty)$, for a compact sequence of initial values $\left\{x_{0 k}\right\} \subset L_{d}^{1}$, the corresponding sequence of solutions $x_{k}$ is compact in $C\left([0, T], L_{d}^{1}\right)$ and any limit $x$ is again a solution of (5.12) and (5.13).

Based on this result, in the appendix we prove an $L^{p}$ compactness result for (5.12) and (5.13) for any $1<p<\infty$; namely, given $T \in(0, \infty)$, for a sequence of initial values $\left\{x_{0 k}\right\} \subset L_{d}^{1} \cap L^{p}((0,1))$ which is compact in $L^{p}((0,1))$, the corresponding sequence of solutions $x_{k}$ is compact in $C\left([0, T], L^{p}((0,1))\right)$ and any limit $x$ is again a solution of (5.12) and (5.13).

Given $x_{0} \in L_{d}^{1} \cap L^{(n+1) / n}((0,1))$, for any positive integer $N$, we divide the interval $(0,1)$ uniformly into $N$ subintervals and define a function $x_{0 N}(\varphi)$ by

$$
\begin{gather*}
x_{0 N}(\varphi)=N \int_{(i-1) / N}^{i / N} x_{0}(\psi) d \psi\left(=: x_{0 N}^{i}\right)  \tag{5.14}\\
\frac{i-1}{N} \leq \varphi<\frac{i}{N},(i=1, \ldots, N)
\end{gather*}
$$

Then $x_{0 N} \in L_{d}^{1} \cap L^{(n+1) / n}((0,1))$ is piecewise constant, and $x_{0 N} \rightarrow x_{0}$ in $L^{(n+1) / n}((0,1))$ as $N \rightarrow \infty$.

By the above compactness and uniqueness results, the solutions $\left\{x_{N}\right\}$ for (5.12) and (5.13) with initial values $\left\{x_{0 N}\right\}$ converge in the space $C\left([0, T], L^{(n+1) / n}((0,1))\right)$ to the solution $x$ for (5.12) and (5.13) with initial value $x_{0}$.

For any $N,\left\{x_{0 N}^{i}\right\}_{i=1}^{N}$ gives a discrete collection of particles and the corresponding collection of radii $\left\{R_{i}:=\left(x_{0 N}^{i}\right)^{1 / n}\right\}$ undergoes coarsening determined by (1.1) or (1.7). Hence the estimates (3.16) and (4.39) claimed in Theorems 3.3 and 4.3 hold for

$$
E_{N}(t)=\frac{\sum R_{i}(t)^{n-1}}{\sum R_{i}(t)^{n}}=\int_{0}^{1} x_{N}(t, \varphi)^{(n-1) / n} d \varphi / \int_{0}^{1} x_{N}(t, \varphi) d \varphi
$$

and

$$
L_{N}(t)=\frac{\sum R_{i}(t)^{n+1}}{\sum R_{i}(t)^{n}}=\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi / \int_{0}^{1} x_{N}(t, \varphi) d \varphi
$$

We will establish the convergence results for $E_{N}(t)$ and $L_{N}(t)$ in Lemma 5.4. To do this, let us first prove a general convergence result for $L^{p}$ functions.

LEMMA 5.3. For nonnegative functions $f_{k}, f \in L^{p}(\Omega)(k=1,2, \ldots)$ with $1<p<$ $\infty$ and $\Omega$ a bounded open subset of ${ }^{n}$, if

$$
\begin{equation*}
\int_{\Omega}\left|f_{k}(y)^{p}-f(y)^{p}\right| d y \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{5.15}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{\Omega}\left|f_{k}(y)-f(y)\right|^{p} d y \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{5.16}
\end{equation*}
$$

Proof. The convergence (5.15) implies that $\left\{f_{k}\right\}$ is bounded in $L^{p}(\Omega)$. Notice that $L^{p}(\Omega)$ is a reflexive Banach space since $1<p<\infty$. Thus there exist a subsequence $\left\{f_{k_{j}}\right\}$ and $w \in L^{p}(\Omega)$ such that $f_{k_{j}}$ converges weakly to $w: f_{k_{j}} \rightharpoonup w$ as $j \rightarrow \infty$. Hence

$$
\begin{equation*}
\|w\|_{L^{p}(\Omega)} \leq \liminf _{j \rightarrow \infty}\left\|f_{k_{j}}\right\|_{L^{p}(\Omega)}=\|f\|_{L^{p}(\Omega)} \tag{5.17}
\end{equation*}
$$

By $f_{k_{j}}^{p} \rightarrow f^{p}$ in $L^{1}(\Omega)$, there exists a further subsequence, denoted the same, such that $f_{k_{j}}(y) \rightarrow f(y)$ for a.e. $y \in \Omega$. Hence, by Fatou's lemma and Hölder's inequality,
$\int_{\Omega} f^{p}=\int_{\Omega} \liminf _{j \rightarrow \infty} f^{p-1} f_{k_{j}} \leq \liminf _{j \rightarrow \infty} \int_{\Omega} f^{p-1} f_{k_{j}}=\int_{\Omega} f^{p-1} w \leq\left(\int_{\Omega} f^{p}\right)^{1-\frac{1}{p}}\left(\int_{\Omega} w^{p}\right)^{1 / p}$.
Thus

$$
\begin{equation*}
\|f\|_{L^{p}(\Omega)} \leq\|w\|_{L^{p}(\Omega)} \tag{5.18}
\end{equation*}
$$

Comparing inequalities (5.17) and (5.18), we get $\|f\|_{L^{p}(\Omega)}=\|w\|_{L^{p}(\Omega)}$. Thus

$$
\begin{array}{r}
f_{k_{j}} \rightharpoonup w \text { in } L^{p}(\Omega), \\
\left\|f_{k_{j}}\right\|_{L^{p}(\Omega)} \rightarrow\|w\|_{L^{p}(\Omega)} . \tag{5.20}
\end{array}
$$

Thus (see, e.g., [4])

$$
\begin{equation*}
f_{k_{j}} \rightarrow w \text { in } L^{p}(\Omega), \tag{5.21}
\end{equation*}
$$

and there exists a further subsequence of $f_{k_{j}}$ that converges a.e. to $w$. Since $f_{k_{j}} \rightarrow f$ a.e. in $\Omega$, we have $w=f$ and hence

$$
\begin{equation*}
f_{k_{j}} \rightarrow f \text { in } L^{p}(\Omega) . \tag{5.22}
\end{equation*}
$$

The above argument works for every weakly convergent subsequence and hence the whole sequence $f_{k}$ converges strongly to $f$ in $L^{p}(\Omega)$.

Lemma 5.4. For any $t>0$, we have

$$
\begin{align*}
E_{N}(t) \rightarrow E(t) & :=\int_{0}^{1} x(t, \varphi)^{(n-1) / n} d \varphi / \int_{0}^{1} x(t, \varphi) d \varphi \quad \text { as } N \rightarrow \infty  \tag{5.23}\\
L_{N}(t) \rightarrow L(t) & :=\int_{0}^{1} x(t, \varphi)^{(n+1) / n} d \varphi / \int_{0}^{1} x(t, \varphi) d \varphi \quad \text { as } N \rightarrow \infty \tag{5.24}
\end{align*}
$$

Proof. Fix $t>0$. By the conservation of total mass and the convergence of initial value $x_{0 N} \rightarrow x_{0}$ in $L^{1}((0,1))$,

$$
\begin{equation*}
\int_{0}^{1} x_{N}(t, \varphi) d \varphi=\int_{0}^{1} x_{0 N}(\varphi) d \varphi \rightarrow \int_{0}^{1} x_{0}(\varphi) d \varphi=\int_{0}^{1} x(t, \varphi) d \varphi \tag{5.25}
\end{equation*}
$$

as $N \rightarrow \infty$. By the compactness of $\left\{x_{N}\right\}$ in $C\left([0, T], L^{p}((0,1))\right)$ for all $T>0$ and all $p>1$,

$$
\begin{equation*}
\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi \rightarrow \int_{0}^{1} x(t, \varphi)^{(n+1) / n} d \varphi \quad \text { as } N \rightarrow \infty . \tag{5.26}
\end{equation*}
$$

The convergence of $L_{N}(t)$ to $L(t)$ is an immediate consequence of (5.25) and (5.26).
Define $f_{N}=x_{N}(t, \varphi)^{(n-1) / n}, f=x(t, \varphi)^{(n-1) / n}$, and $p=n /(n-1)$. Equation (5.25) implies that $f_{N}^{p} \rightarrow f^{p}$ as $N \rightarrow \infty$. Thus Lemma 5.3 implies $f_{N} \rightarrow f$ in $L^{p}((0,1))$ and consequently $f_{N} \rightarrow f$ in $L^{1}((0,1))$. Hence

$$
\begin{equation*}
\int_{0}^{1} x_{N}(t, \varphi)^{(n-1) / n} d \varphi \rightarrow \int_{0}^{1} x(t, \varphi)^{(n-1) / n} d \varphi . \tag{5.27}
\end{equation*}
$$

The convergence of $E_{N}(t)$ to $E(t)$ is an immediate consequence of (5.25) and (5.27).

To enable us to take limit in the estimates (3.16) and (4.39) claimed in Theorems 3.3 and 4.3 , we will prove the following boundedness lemma for $E_{N}(t)$ and $L_{N}(t)$ and then apply Lebesgue's dominated convergence theorem.

Lemma 5.5. Given $T>0$, there exist positive constants $M_{1}, m_{2}$, and $M_{2}$, depending only on $n$ and $T$, such that

$$
0<E_{N}(t) \leq M_{1}, \quad m_{2}<L_{N}(t)<M_{2}
$$

uniformly in $N$ and $0 \leq t \leq T$, with $M_{1}, m_{2}$, and $M_{2}$ positive constants depending only on $n$ and $T$.

Proof. By (5.25), there exist positive constants $\hat{m}_{1}$ and $\hat{M}_{1}$ such that for all $N$ and all $t \geq 0$,

$$
\begin{equation*}
\hat{m}_{1} \leq \int_{0}^{1} x_{N}(t, \varphi) d \varphi \leq \hat{M}_{1}, \quad \hat{m}_{1} \leq \int_{0}^{1} x(t, \varphi) d \varphi \leq \hat{M}_{1} \tag{5.28}
\end{equation*}
$$

Then by Hölder's inequality,

$$
\begin{equation*}
\int_{0}^{1} x_{N}(t, \varphi)^{(n-1) / n} d \varphi \leq\left(\int_{0}^{1} x_{N}(t, \varphi) d \varphi\right)^{(n-1) / n} \leq \hat{M}_{1}^{(n-1) / n} \tag{5.29}
\end{equation*}
$$

Hence

$$
\begin{equation*}
E_{N}(t)=\int_{0}^{1} x_{N}(t, \varphi)^{(n-1) / n} d \varphi / \int_{0}^{1} x_{N}(t, \varphi) d \varphi \leq \hat{M}_{1}^{(n-1) / n} / \hat{m}_{1}=: M_{1} \tag{5.30}
\end{equation*}
$$

By Hölder's inequality,

$$
\begin{equation*}
\hat{m}_{1} \leq \int_{0}^{1} x_{N}(t, \varphi) d \varphi \leq\left\{\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi\right\}^{n /(n+1)} \tag{5.31}
\end{equation*}
$$

Thus

$$
\begin{equation*}
L_{N}(t)=\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi / \int_{0}^{1} x_{N}(t, \varphi) d \varphi \geq \hat{m}_{1}^{(n+1) / n} / \hat{M}_{1}=: m_{2} \tag{5.32}
\end{equation*}
$$

In the appendix, we will prove that there exists a positive increasing function $G(t)$ such that $\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi \leq G(t) \leq G(T)$. Thus, for all $0 \leq t \leq T$,

$$
\begin{equation*}
L_{N}(t)=\int_{0}^{1} x_{N}(t, \varphi)^{(n+1) / n} d \varphi / \int_{0}^{1} x_{N}(t, \varphi) d \varphi \leq G(T) / \hat{m}_{1}=: M_{2} \tag{5.33}
\end{equation*}
$$

The above boundedness results and Lebesgue's dominated convergence theorem guarantee that we can take limit as $N \rightarrow \infty$ in the estimates for coarsening rates for discrete systems (Theorems 3.3 and 4.3). This procedure gives us the estimates in Theorems 5.1 and 5.2 , with $E$ and $L$ defined as in Lemma 5.4, for the coarsening rates for solutions of $(5.12)+(5.13)$ with initial value $x_{0} \in L_{d}^{1} \cap L^{(n+1) / n}((0,1))$.

Our ultimate goal is to get estimates for coarsening rates for measure-valued solutions of the transport equations (1.2) and (1.8), respectively. To do this, we will establish the $1-1$ correspondence between these measure-valued solutions, which are distributions of particle radii, and volume size-ranking solutions for (5.12) $+(5.13)$. The estimates for coarsening rates for these measure-valued solutions are immediate consequences of this $1-1$ correspondence and the estimates for these size-ranking solutions.

For any initial particle radius distribution $\mu(R) \in \mathcal{P}_{n+1}$, we define a particle volume distribution $\hat{\mu}(x)=(T \mu)(x)$ by requiring

$$
\begin{equation*}
\int_{0}^{\infty} f(x) d \hat{\mu}(x)=\int_{0}^{\infty} f\left(R^{n}\right) d \mu(R) \tag{5.34}
\end{equation*}
$$

for all continuous functions $f$ with compact support. Then $\hat{\mu} \in \mathcal{P}_{(n+1) / n}$.

The size-ranking function $x_{0}(\varphi)=\hat{x}(\hat{\mu})$ defined as in (5.9) belongs to $L_{d}^{1} \cap$ $L^{(n+1) / n}((0,1))$. Hence the solution $x(t, \varphi)$ of problem (5.12)+(5.13) with $x(0, \cdot)=$ $x_{0}(\cdot)$ belongs to $L_{d}^{1}$ and we can get the estimates as in Theorems 5.1 and 5.2 by the procedure described above.

It is proved in [13] that the mapping (5.9) is invertible and that under the assumptions (H1)-(H5), the weak-star continuous mapping $\hat{\nu}:[0, \infty) \rightarrow \mathcal{P}_{1}$ related with $x(t, \varphi)$ through (5.9) is the unique measure-valued solution of the transport equation (5.8) in the sense of distributions with initial value $\hat{\mu}$. For any $t \in[0, \infty)$, we define a Borel measure $\nu_{t}$ by requiring

$$
\begin{equation*}
\int_{0}^{\infty} f(R) d \nu_{t}(R)=\int_{0}^{\infty} f\left(x^{1 / n}\right) d \hat{\nu}_{t}(x) \tag{5.35}
\end{equation*}
$$

for all continuous functions $f$ with compact support. Then $\nu:[0, \infty) \rightarrow \mathcal{P}_{n}$ is weakstar continuous and is a measure-valued solution of the transport equation (1.2) or (1.8), with initial value $\nu_{0}=\mu$. Again, since we can approximate a power function $y \mapsto y^{\alpha}(\alpha>0)$ by a monotonically increasing sequence of continuous functions with compact support, we get the following moment equivalence identity for $\nu$ and $\hat{\nu}$ :

$$
\begin{equation*}
\int_{0}^{\infty} R^{\alpha} d \nu_{t}(R)=\int_{0}^{\infty} x^{\alpha / n} d \hat{\nu}_{t}(x) \quad \text { for any } \alpha>0 \tag{5.36}
\end{equation*}
$$

On the other hand, if we have a measure-valued solution $\nu:[0, \infty) \rightarrow \mathcal{P}_{n}$ for (1.2) or (1.8) with a given initial value $\mu$, we can define $\hat{\nu}:[0, \infty) \rightarrow \mathcal{P}_{1}$ by (5.35) and $\hat{\nu}$ will be a measure-valued solution for (5.8) with initial value $\hat{\mu}$ defined by (5.34). The uniqueness of $\hat{\nu}$ then implies the uniqueness of $\nu$.

The above analysis, together with the moment equivalence statements (5.11) and (5.36), gives us Theorems 5.1 and 5.2 on coarsening rates for mean-field models with general initial distributions of particle radii.

Appendix. In this appendix, we will establish a compactness result for solutions $x(t, \varphi)$ of problem (5.12)+(5.13) with $x(0, \cdot)=x_{0}(\cdot)$ for any $x_{0} \in L_{d}^{1} \cap L^{p}((0,1))$ with $1<p<\infty$ under the same assumptions (H1)-(H4) as in [13]. Note that the two models we considered fall into this category except for the case $n=2, \beta=0$ of the volume-diffusion-controlled growth model (and this is the reason why we do not include this case in our estimates for coarsening rates with general size distribution).

Proposition A.1. Fix $T \in(0, \infty)$ and consider a sequence $\left\{x_{k}\right\}_{k=1}^{\infty}$ of solutions to (5.12)+(5.13) for $0 \leq t \leq T$ with initial values $x_{k}(0, \varphi)=x_{0 k}(\varphi) \quad(\varphi \in(0,1))$. Assume that the sequence of initial data $\left\{x_{0 k}\right\} \subset L_{d}^{1} \cap L^{p}((0,1))$ is compact in $L^{p}((0,1))$ for some $1<p<\infty$ with $c_{1}:=\inf _{k} \int_{0}^{1} x_{0 k}>0$. Then $\left\{x_{k}\right\}$ is compact in $C\left([0, T], L^{p}((0,1))\right)$ and any limit $x$ is again a solution of (5.12)+(5.13).

Proof. By Hölder's inequality, the assumption that $\left\{x_{0 k}\right\} \subset L_{d}^{1} \cap L^{p}((0,1))$ is compact in $L^{p}((0,1))$ implies that $\left\{x_{0 k}\right\}$ is compact in $L^{1}((0,1))$. Hence, by Proposition 6.1 in [13], $\left\{x_{k}\right\}$ is compact in $C\left([0, T], L_{d}^{1}\right)$ and any limit $x$ is again a solution of $(5.12)+(5.13)$. We will follow the strategy of the proof of Lemma 6.2 in [13] to prove that $x_{k}$ is compact in $L^{p}((0,1))$.

It has been shown in [13] that $\theta(t)$ is uniformly bounded on $[0, \mathrm{~T}]$. The assumptions $(H 1)-(H 4)$ together with the boundedness of $\theta$ imply that there exists a positive constant C, depending only on $T$, such that

$$
|a(x) \theta(t)-b(x)| \leq C(1+x)
$$

for all $x \geq 0$. By the generalized Arzelà-Ascoli theorem, to show that $\left\{x_{k}\right\}$ is compact in $C\left([0, T], L^{p}((0,1))\right)$, we need to prove the following three steps:
(1) uniform boundedness of $\left\{\int_{0}^{1} x_{k}^{p}(t, \varphi) d \varphi\right\}$ for all $t \in[0, T]$ and all $k$,
(2) for fixed $t \in(0, T),\left\{x_{k}(t, \cdot)\right\}$ is compact in $L^{p}((0,1))$,
(3) $\sup _{k}\left\|x_{k}\left(t_{1}, \cdot\right)-x_{k}\left(t_{2}, \cdot\right)\right\|_{L^{p}((0,1))} \rightarrow 0$ as $\left|t_{1}-t_{2}\right| \rightarrow 0$.

To show (1), define $F_{\delta}(t)=\int_{\delta}^{1} x_{k}^{p}(t, \varphi) d \varphi$ for $\delta>0$. Then $F_{\delta}<\infty$ since $x_{k}(t, \cdot)$ is decreasing and

$$
\begin{aligned}
F_{\delta}(t) & =\int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+\int_{\delta}^{1} \int_{0}^{t} p x_{k}^{p-1} \partial_{s} x_{k}(s, \varphi) d s d \varphi \\
& =\int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+\int_{\delta}^{1} \int_{0}^{t} p x_{k}^{p-1}\left(a\left(x_{k}\right) \theta-b\left(x_{k}\right)\right) d s d \varphi \\
& \leq \int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+C p \int_{\delta}^{1} \int_{0}^{t} x_{k}^{p-1}\left(1+x_{k}\right) d t d \varphi
\end{aligned}
$$

By Young's inequality,

$$
\begin{equation*}
x_{k}^{p-1} \leq \frac{p-1}{p} x_{k}^{p}+\frac{1}{p} \tag{A.1}
\end{equation*}
$$

Thus

$$
\begin{aligned}
F_{\delta}(t) & \leq \int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+C \int_{\delta}^{1} \int_{0}^{t}\left((2 p-1) x_{k}^{p}+1\right) d t d \varphi \\
& \leq \int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+C T+C(2 p-1) \int_{0}^{t} \int_{\delta}^{1} x_{k}^{p} d \varphi d t
\end{aligned}
$$

By Gronwall's inequality,
(A.2) $F_{\delta}(t) \leq \int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+C T+C(2 p-1) e^{C(2 p-1) t}\left(\int_{\delta}^{1} x_{0 k}^{p}(\varphi) d \varphi+C T\right)$.

The compactness of $x_{0 k}$ in $L^{p}((0,1))$ implies that there exists positive constant $C_{1}$ such that $\int_{0}^{1} x_{0 k}^{p}(\varphi) d \varphi \leq C_{1}$ for all $k$. Thus, by taking $\delta \rightarrow 0$ in (A.2) we get

$$
\begin{equation*}
\int_{0}^{1} x_{k}^{p}(t, \varphi) d \varphi \leq C_{1}+C T+C(2 p-1) e^{C(2 p-1) t}\left(C_{1}+C T\right)=: G(t) \leq G(T) \tag{A.3}
\end{equation*}
$$

Here $G$ is an increasing function of $t$ and does not depend on $k$. Hence (1) is proved.
It is shown in the proof of Lemma 6.2 in [13] that, for fixed $t$, there exists a pointwise convergent subsequence, still denoted as $\left\{x_{k}\right\}$ for simplicity. Therefore, to prove (2) we need only show that $\left\{x_{k}\right\}$ is equi-integrable. Since $x_{k}(t, \cdot)$ are decreasing, it is enough to show
(A.5) $\int_{0}^{\varepsilon} x_{k}^{p}(t, \varphi) d \varphi=\int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+\int_{0}^{\varepsilon} \int_{0}^{t} p x_{k}^{p-1}(s, \varphi) \partial_{s} x_{k}(s, \varphi) d s d \varphi$

$$
=\int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+\int_{0}^{\varepsilon} \int_{0}^{t} p x_{k}^{p-1}(s, \varphi)\left(a\left(x_{k}\right) \theta-b\left(x_{k}\right)\right) d s d \varphi
$$

$$
\begin{align*}
& \leq \int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+C p \int_{0}^{\varepsilon} \int_{0}^{t} x_{k}^{p-1}\left(1+x_{k}\right) d s d \varphi \\
& \leq \int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+C \int_{0}^{\varepsilon} \int_{0}^{t}\left((2 p-1) x_{k}^{p}+1\right) d s d \varphi \quad \text { by }(\text { A. } 1)  \tag{A.1}\\
& \leq \int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+C T \varepsilon+C(2 p-1) \int_{0}^{t} \int_{0}^{\varepsilon} x_{k}^{p} d \varphi d s
\end{align*}
$$

By Gronwall's inequality,

$$
\begin{align*}
\int_{0}^{\varepsilon} x_{k}^{p}(t, \varphi) d \varphi \leq & \int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+C T \varepsilon  \tag{A.6}\\
& +(2 p-1) C e^{(2 p-1) C t}\left(\int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi+C T \varepsilon\right)
\end{align*}
$$

We can assume without loss of generality that $x_{0 k} \rightarrow x_{0}$ in $L^{p}((0,1))$. Hence
$\sup _{k} \int_{0}^{\varepsilon} x_{0 k}^{p}(\varphi) d \varphi \rightarrow 0$ as $\varepsilon \rightarrow 0$. By (A.6), $\sup _{k} \int_{0}^{\varepsilon} x_{k}^{p}(t, \varphi) d \varphi \rightarrow 0$ as $\varepsilon \rightarrow 0$ and (2) is proved.

Now let us prove (3). Assume $t_{1}<t_{2}$.

$$
\begin{align*}
\int_{0}^{1}\left|x_{k}^{p}\left(t_{1}, \varphi\right)-x_{k}^{p}\left(t_{2}, \varphi\right)\right| d \varphi & =p \int_{0}^{1}\left|\int_{t_{1}}^{t_{2}} x_{k}^{p-1} \partial_{t} x_{k}(t, \varphi) d t\right| d \varphi  \tag{A.7}\\
& =p \int_{0}^{1}\left|\int_{t_{1}}^{t_{2}} x_{k}^{p-1}\left(a\left(x_{k}\right) \theta(t)-b\left(x_{k}\right)\right) d t\right| d \varphi \\
& \leq C p \int_{0}^{1} \int_{t_{1}}^{t_{2}} x_{k}^{p-1}\left(1+x_{k}\right) d t d \varphi \\
& \leq C \int_{0}^{1} \int_{t_{1}}^{t_{2}}\left((2 p-1) x_{k}^{p}+1\right) d t d \varphi \quad \text { by }(\mathrm{A.1}) \\
& \leq C(2 p-1)(G(T)+1)\left|t_{2}-t_{1}\right| \quad \text { by }(\text { A.3) }
\end{align*}
$$

Thus (3) is true and the proposition is proved.
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#### Abstract

Interest is directed to a moving boundary problem with a gradient flow structure which generalizes surface tension-driven Hele-Shaw flow to the case of nonconstant surface tension coefficient taken along with the liquid particles at the boundary. In the case with kinetic undercooling regularization, well-posedness of the resulting evolution problem in Sobolev scales is proved, including cases in which the surface tension coefficient degenerates. The problem is reformulated as a vectorvalued, degenerate parabolic Cauchy problem. To solve this, we prove and apply an abstract result on Galerkin approximations with variable bilinear forms.
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1. Introduction. Various experimental studies investigate the influence of spatial variations of the surface energy density (corresponding to the surface tension coefficient $\gamma$ ) on surface tension-driven Hele-Shaw flows (cf., e.g., [15]). However, a mathematical model for such flows seems to be lacking. In this paper, a first step is attempted to close this gap. We derive and investigate a moving boundary problem which arises, at least from a mathematical point of view, as a natural generalization from the case where $\gamma$ is a positive constant to the case of variable, nonnegative $\gamma$. Let us give an informal description of this generalization here; for details we refer to section 2.

The Hele-Shaw moving boundary problem with constant $\gamma$ is well investigated. In particular, our starting point is the following observation [1, 8]: On the Fréchet manifold $M$ of the surfaces $\Gamma$ that bound a domain of fixed given volume, an evolution $t \mapsto \Gamma_{t}$ satisfying the moving boundary problem can be interpreted as a gradient flow with respect to (w.r.t.) the energy functional

$$
\begin{equation*}
\mathcal{E}=\mathcal{E}(\Gamma):=\gamma \operatorname{meas}(\Gamma) \tag{1.1}
\end{equation*}
$$

and the Riemannian metric $g$ given by (2.4).
In our generalization to nonconstant $\gamma$ we use the energy functional

$$
\begin{equation*}
\mathcal{E}=\mathcal{E}(\Gamma, \gamma):=\int_{\Gamma} \gamma d \Gamma \tag{1.2}
\end{equation*}
$$

and keep the demand that the evolution be given by a gradient flow w.r.t. the same Riemannian metric. (A parallel procedure applied to viscous free boundary flows leads to the usual description of the Marangoni effect.) This leads to two related difficulties: First, the functional $\mathcal{E}$ no longer depends on $\Gamma$ only. This is resolved in

[^21]the following way: Instead of the manifold $M$ we consider the vector bundle $F$ over $M$, having as fiber space at $\Gamma$ the (smooth) functions on $\Gamma$. On this bundle, $\mathcal{E}$ is well defined. Second, one also has to prescribe an evolution law for $\gamma$ as a function on the moving surface $t \mapsto \Gamma_{t}$. Again, we make a simple choice: We assume $\gamma$ to be transported along with the velocity field at the boundary, and we allow the tangential transport to be diminished by a "slip factor" $\delta \in[0,1]$. The case $\delta=1$ describes a fixed coupling of the values of $\gamma$ to the moving liquid particles. Physically, this would occur, e.g., if $\gamma$ is temperature-dependent and heat conduction is negligible. On the other hand, the case $\delta=0$ corresponds to transport in the normal direction only. In differential geometric terms, this transport law is realized by introducing a suitable connection $D$ on $F$ and demanding parallel transport of $\gamma$; see (2.7)-(2.10).

Let us note here that we do not claim that these assumptions are necessarily in accordance with the physics of an actual Hele-Shaw flow with nonuniform surface energy density, e.g., induced by the presence of a surfactant. It is well conceivable that the interface dynamics in such a situation might be dominated by more complex phenomena like the occurrence of boundary layers, thin surfactant films, or other effects. For instance, if a surfactant is present, one has to solve a transport equation for the surfactant concentration and determine $\gamma$ from this. (See [17] for the case of Stokes flow; such a modification of our problem would not present new principal difficulties.)

To test our assumptions in a concrete situation, numerical work as well as comparison with experiments would be necessary. However, even our simple model is of mathematical interest in its own right and as a typical example for nonlocal, degenerate parabolic evolutions.

In section 2 of this paper we derive the moving boundary problem (2.12), (2.13) from the gradient flow formulation. In what follows, we prove our main result, namely, a local existence and uniqueness result for this problem in scales of Sobolev spaces. For the precise formulation and further results concerning continuous dependence on the initial data, see Theorems 3.1 and 3.2. If the surface $\Gamma_{t}$ and the coefficient $\gamma_{t}$ are known at some time $t$, then the velocity potential $\phi_{t}$ is completely determined by (2.12). If one parametrizes $\Gamma_{t}$ over a fixed reference surface $S$, the moving boundary problem can be interpreted as an evolution equation with nonlinear, nonlocal pseudodifferential operators. The parametrization can be constructed in at least two different ways: On one hand, it is possible to parametrize the surfaces using one scalar function, e.g., the normal distance to the reference surface. Then $\gamma_{t}$ has to satisfy a transport equation whose coefficients depend on the parametrization and on the velocity potential. On the other hand, the moving boundary can also be represented by mappings $u(\cdot, t)$ : $S \rightarrow \mathbb{R}^{m}$ whose time derivatives are given by the velocity vector, i.e.,

$$
\partial_{t} u=\mathcal{F}(u):=\left(\left(\nabla_{N}+\delta \nabla_{T}\right) \phi_{t}\right) \circ u
$$

where $\nabla_{N}$ and $\nabla_{T}$ denote the normal and tangential component of the gradient, respectively.

This formulation, which we will use in what follows, is $\mathbb{R}^{m}$-valued. Therefore, the corresponding Cauchy problem will be necessarily degenerate, even if $\gamma$ is strictly positive (or even constant). However, this is no crucial disadvantage, as our problem couples a transport equation with a parabolic evolution and we allow $\gamma$ to degenerate as well. Our approach has two favorable properties: $\gamma$ now appears only as a known, time-independent function on the reference domain, and the additional freedom in the choice of the diffeomorphisms can be used to derive generalized chain rules for our nonlocal operators which reduce the technical effort in the proofs of the necessary estimates.

As long as $\gamma$ is nonnegative, the normal component of the linearization $\mathcal{F}^{\prime}(u) v$ behaves as a degenerate elliptic second order operator on the normal component of $v$, so that we have, e.g., w.r.t. the $L^{2}$-inner product

$$
\left\langle n \cdot v, n \cdot \mathcal{F}^{\prime}(u) v\right\rangle_{L^{2}} \leq C\|v\|_{L^{2}}^{2} .
$$

An estimate like this does not hold for the complete linearization, including the tangential components. Due to the special structure of $\mathcal{F}$, however, it is possible to define inner products $\langle,\rangle_{u}$ which define equivalent norms on $L^{2}$ and satisfy

$$
\left\langle v, \mathcal{F}^{\prime}(u) v\right\rangle_{u} \leq C\|v\|_{L^{2}}^{2} .
$$

Defining higher order inner products $\langle,\rangle_{u, s}$ on the basis of $\langle\cdot, \cdot\rangle_{u}$, one finally can show an $H^{s}$-energy estimate

$$
\begin{equation*}
\langle\mathcal{F}(u), u\rangle_{u, s} \leq C\|u\|_{s}^{2} \tag{1.3}
\end{equation*}
$$

for $s$ sufficiently large, and, on the other hand, the dependence of these inner products on $u$ can be controlled by a weaker Sobolev norm. In a suitable abstract functional analytic framework, these estimates can be used to obtain proofs for our main results. Moreover, these results imply the existence of a unique solution $w:=(\operatorname{Id}-\lambda \mathcal{F})^{-1}$ of the equation $w-\lambda \mathcal{F}(w)=v$ provided $\lambda \geq 0$ sufficiently small. The solution of the Cauchy problem for the evolution equation is given by the exponential formula

$$
u(t)=\lim _{n \rightarrow \infty}\left(\operatorname{Id}-\frac{t}{n} \mathcal{F}\right)^{-n} u(0)
$$

with convergence in $H^{s}$ provided $u(0) \in H^{s}, s$ sufficiently large.
The structure of the paper after section 2 is as follows: In section 3, we introduce the necessary notation and announce our main results together with the abstract existence theorems which are used. Section 4 is devoted to the behavior of our (nonlocal) operators in scales of Sobolev spaces, and in section 5 the $u$-dependent inner products are introduced and the necessary estimates are shown. Finally, the main results (Theorems 3.1 and 3.2 ) are proved in section 6 . The proof of a general abstract existence result (Theorem 3.4), which may be of independent interest, is given in the appendix.
2. The equations of motion. Here we characterize the moving boundary problem as abstract gradient flow on the manifold of the natural configuration space. We start by recalling the following general properties of incompressible, source-free HeleShaw flows. One looks for a family of domains $\Omega(t) \subset \mathbb{R}^{m}$ parametrized by time $t \geq 0$ and corresponding velocity fields $\mathbf{v}(\cdot, t)$ such that (according to Darcy's law)

$$
\begin{equation*}
\mathbf{v}(\cdot, t)=\nabla \varphi(\cdot, t) \text { in } \Omega(t) \tag{2.1}
\end{equation*}
$$

with a potential field $\varphi(\cdot, t)$ proportional to negative pressure. As we also demand that the boundary $\Gamma(t)$ of $\Omega(t)$ moves along with the velocity field, we find the kinematic boundary condition

$$
\begin{equation*}
V_{n}(t)=\partial_{n} \varphi(\cdot, t) \text { on } \Gamma(t), \tag{2.2}
\end{equation*}
$$

where $V_{n}(t)$ is the normal velocity of the moving boundary $\Gamma(t)$ and $\partial_{n}=\partial / \partial n$ is the derivative in direction of the unit outward normal $n(t)$ of $\Gamma(t)$. As $\mathbf{v}$ is divergence-free,

$$
\begin{equation*}
\Delta \varphi(\cdot, t)=0 \text { in } \Omega(t) . \tag{2.3}
\end{equation*}
$$

Thus, in any Hele-Shaw flow, the complete velocity field is determined by the normal velocity at the boundary.

If the surface tension coefficient is a positive constant, the corresponding surface energy is proportional to the surface area and the Hele-Shaw flow driven by surface tension can be interpreted as abstract gradient flow of this functional w.r.t. an appropriately chosen inner product; cf. [1, 8]. As this formulation is a main ingredient in our derivation of the moving boundary problem below, we define this inner product more precisely. Consider for the time being a fixed smooth domain $\Omega$ with boundary $\Gamma$ and define

$$
V_{\Gamma}:=\left\{v \in C^{\infty}(\Gamma) \mid \int_{\Gamma} v d \Gamma=0\right\}
$$

The space $V_{\Gamma}$ can be interpreted as the space of all possible normal boundary velocities; the restriction expresses conservation of volume. We fix $\beta \geq 0$ and introduce on $V_{\Gamma}$ the bilinear form $g_{\Gamma}$ given by

$$
\begin{equation*}
g_{\Gamma}\left(v_{1}, v_{2}\right):=\int_{\Omega} \nabla \varphi_{1} \nabla \varphi_{2} d x+\beta \int_{\Gamma} v_{1} v_{2} d \Gamma \tag{2.4}
\end{equation*}
$$

where the $\varphi_{i}, i=1,2$, are (weak) solutions of the Neumann problems

$$
\Delta \varphi_{i}=0 \text { in } \Omega, \quad \partial_{n} \varphi_{i}=v_{i} \text { on } \Gamma .
$$

To give a physical interpretation of the quadratic functional $v \mapsto g_{\Gamma}(v, v)$ we remark that the first term represents energy dissipation by the corresponding Hele-Shaw flow (cf. [8]), while for $\beta>0$ the second term is a penalty for large normal boundary velocities. Note that, by Green's formula,

$$
\begin{equation*}
g_{\Gamma}\left(v_{1}, v_{2}\right)=\int_{\Gamma}\left(\varphi_{1}+\beta \partial_{n} \varphi_{1}\right) v_{2} d \Gamma \tag{2.5}
\end{equation*}
$$

In differential geometric terms, this inner product defines a Riemannian metric on the Fréchet manifold $M$ of boundaries $\Gamma=\partial \Omega$ to smooth compact domains $\Omega \subset \mathbb{R}^{m}$ with given fixed volume. By interpreting a tangent vector at $\Gamma \in M$ as the normal velocity field of the boundary, there is a natural way of thinking of vector fields $X$ on $M$ as sections in the Fréchet vector bundle $E=\cup_{\Gamma \in M} V_{\Gamma}$ with base $M$ and fiber $V_{\Gamma}$; i.e., there is a natural isomorphism $T_{\Gamma} M \simeq V_{\Gamma}$ and we have for any real functional $J \in C^{\infty}(M)$

$$
(X J)(\Gamma)=\left.\partial_{\varepsilon} J\left(\Gamma_{\varepsilon}\right)\right|_{\varepsilon=0}
$$

where $\varepsilon \mapsto \Gamma_{\varepsilon} \in M$ is a path of admissibles shapes with normal velocity $v$ for $\varepsilon=0$,

$$
\begin{equation*}
\Gamma_{\varepsilon}:=\left\{x_{\varepsilon} \mid x \in \Gamma\right\}, \quad x_{\varepsilon}:=x+\varepsilon(v(x)+O(\varepsilon)) n(x) . \tag{2.6}
\end{equation*}
$$

Thus, identifying a vector $X_{\Gamma} \in T_{\Gamma} M$ in this sense with its image $v \in V_{\Gamma}$ and considering smooth domain dependence of the solution to a Neumann problem, $\Gamma \mapsto g_{\Gamma}$ defines a Riemannian metric $g$ on the manifold $M$. It is remarkable that in the case $\beta=0$ a geodetic line w.r.t. this metric $g$ represents the motion of an incompressible irrotational perfect fluid with a free boundary; for the corresponding Levi-Civita derivative, Riemannian curvature, and an analysis of the Jacobi equation from a differential geometric point of view, we refer to [3].

Now, considering first the surface energy (1.1) with constant $\gamma$, the normal velocity $V_{n} \in V_{\Gamma}$ of a surface tension-driven Hele-Shaw flow is determined by

$$
g_{\Gamma}\left(V_{n}, v\right)=-\mathcal{E}^{\prime}(\Gamma)\{v\} \text { for all } v \in V_{\Gamma}
$$

where $\mathcal{E}^{\prime}(\Gamma)\{v\}:=(X \mathcal{E})(\Gamma)$ denotes the derivative of the energy in the direction of $X_{\Gamma} \simeq v$. As a consequence, at each instant of time $t$ the flow reduces the surface energy as rapidly as possible among all normal velocities with prescribed norm corresponding to the inner product (2.4); in particular, the flow is volume preserving and surface area decreasing. By a well-known formula for the first variation of surface area, we find

$$
\mathcal{E}^{\prime}(\Gamma)\{v\}=-\int_{\Gamma} \kappa v d \Gamma
$$

where $\kappa$ is the mean curvature of $\Gamma$ with sign determined by the above variation formula (negative sign if $\Omega$ is convex); for notational convenience, throughout the paper the usual normalization of $\kappa$ has been changed by a cofactor $m-1$. To model the influence of a variable surface tension coefficient which is coupled on a transport mechanism, it is now quite natural to consider a surface energy functional of the form (1.2) where $\gamma \geq 0$ denotes a surface energy density function along $\Gamma$, not necessarily constant. It should be noted that we don't assume a priori a one-to-one correspondence between the surface $\Gamma$ and density $\gamma$, as is the case in simpler situations, e.g., where a known global function generates the density via restriction or where an anisotropic surface energy density is considered, i.e.,

$$
\gamma=\left.f\right|_{\Gamma} \quad \text { or } \quad \gamma=f \circ n \text { on } \Gamma \text {, }
$$

given $f \in C^{\infty}\left(\mathbb{R}^{m}\right)$ or $f \in C^{\infty}\left(\mathbb{S}^{m-1}\right)$, respectively; the latter energy density is commonly used to model crystal growth problems. In fact, in our setting the functional $\mathcal{E}$ is uniquely defined on the vector bundle $F:=\cup_{\Gamma \in M} C^{\infty}(\Gamma)$ with base $M$ only. In such a case, computation of the derivative of the surface energy in the direction of a given vector field requires a law for the change of $\gamma$ on the moving surface. Using differential geometric terms we make the following assumption: along a path $c$ in $M$ the energy density is transported by parallel displacement w.r.t. a given connection $D_{X}$ which acts on sections $\gamma$ in $F$, i.e.,

$$
\begin{equation*}
D_{\dot{c}} \gamma=0 \text { along } c \tag{2.7}
\end{equation*}
$$

In further considerations we restrict our attention to the connection $D_{X}$, defined as follows: Let $X$ be any vector field, let $\Gamma \in M$, and let $v \in V_{\Gamma}$ with $X_{\Gamma} \simeq v$; then we set for any section $\gamma$ in $F$

$$
\begin{equation*}
\left.D_{X} \gamma\right|_{\Gamma}:=\left.\partial_{\varepsilon} \bar{\gamma}_{\varepsilon}\right|_{\varepsilon=0}+\delta \nabla_{\Gamma} \psi \nabla_{\Gamma} \gamma, \quad \delta \in[0,1] \tag{2.8}
\end{equation*}
$$

where in terms of the notation (2.6)

$$
\begin{equation*}
\bar{\gamma}_{\varepsilon}(x):=\bar{\gamma}_{\Gamma_{\varepsilon}}\left(x_{\varepsilon}\right), \quad(\varepsilon, x) \in\left(-\varepsilon_{0}, \varepsilon_{0}\right) \times \Gamma \tag{2.9}
\end{equation*}
$$

and $\psi$ is a solution of the Neumann problem

$$
\begin{equation*}
\Delta \psi=0 \text { in } \Omega, \quad \partial_{n} \psi=v \text { on } \Gamma . \tag{2.10}
\end{equation*}
$$

Interpretation of $D_{X}$ and parallel transport w.r.t. $D_{X}$ is quite obvious in terms of the underlying Hele-Shaw flow. In contrast to the case of constant $\gamma$, we also have to consider the influence of the tangential motion at the boundary which results from a normal variation of the boundary. As pointed out before, in a Hele-Shaw flow the velocity field corresponding to a normal boundary velocity $v \in V_{\Gamma}$ is $\nabla \psi$, where $\psi$ solves (2.10). Hence, in the case $\delta=1,(2.7),(2.8)$ express that the surface energy density is transported along with the liquid particles, i.e., with the velocity field $\nabla \psi$ at the boundary. On the other hand, in the case of $\delta=0$, transport in the normal direction without any tangential movement is expressed. The other cases are intermediate. On $V_{\Gamma}$ we define the linear operator $A_{N D}$ (Neumann-to-Dirichlet operator) by

$$
A_{N D} v:=\left.\psi\right|_{\Gamma}
$$

where $\psi$ satisfies (2.10) and $\int_{\Gamma} \psi d \Gamma=0$. Hence, again in terms of the notation (2.6), the assumption $\left.D_{v} \gamma\right|_{\Gamma}=0$ implies

$$
\left.\partial_{\varepsilon} \bar{\gamma}_{\varepsilon}\right|_{\varepsilon=0}=-\delta \nabla_{\Gamma} \gamma \nabla_{\Gamma} A_{N D} v
$$

and we obtain for

$$
\mathcal{E}^{\prime}(\gamma, \Gamma)\{v\}:=\left.\frac{d}{d \varepsilon} \mathcal{E}\left(\gamma_{\varepsilon}, \Gamma_{\varepsilon}\right)\right|_{\varepsilon=0}
$$

using again the formula for the first variation of area

$$
\mathcal{E}^{\prime}(\gamma, \Gamma)\{v\}=\int_{\Gamma}\left(\left.\partial_{\varepsilon} \bar{\gamma}_{\varepsilon}\right|_{\varepsilon=0}-\kappa \gamma v\right) d \Gamma=-\int_{\Gamma}\left(\kappa \gamma v+\delta \nabla_{\Gamma} \gamma \nabla_{\Gamma} \psi\right) d \Gamma
$$

It easily follows from Green's formula that $A_{N D}$ is symmetric w.r.t. the usual $L^{2}$-inner product on $\Gamma$, and thus

$$
\begin{equation*}
\mathcal{E}^{\prime}(\gamma, \Gamma)\{v\}=-\int_{\Gamma}\left(\gamma \kappa v-\delta \Delta_{\Gamma} \gamma A_{N D} v\right) d \Gamma=-\int_{\Gamma}\left(\gamma \kappa-\delta A_{N D} \Delta_{\Gamma} \gamma\right) v d \Gamma . \tag{2.11}
\end{equation*}
$$

We have to consider (2.7), (2.11) as a differential rule for the change of surface energy dependent upon surface and energy density. They allow the computation of the energy along any path in $M$ starting from a known initial shape $\Gamma(0)$ with known energy density $\gamma_{0}$. But of course, in general, this computation is path-dependent; i.e., the resulting energy in the endpoint of the path will depend on the history along the whole path.

Now, as in the case of constant $\gamma$, we define the normal velocity $V_{n} \in V_{\Gamma}$ as a solution of the variational problem

$$
g_{\Gamma}\left(V_{n}, v\right)=-\mathcal{E}^{\prime}(\gamma, \Gamma)\{v\} \text { for all } v \in V_{\Gamma}
$$

Together with $(2.2),(2.5)$, and (2.11), this yields the dynamic boundary condition

$$
\varphi+\beta \partial_{n} \varphi=\gamma \kappa-\delta A_{N D} \Delta_{\Gamma} \gamma
$$

Summarizing and using an auxiliary function $\psi$ instead of the nonlocal operator $A_{N D}$, we have obtained the following moving boundary problem: For a given bounded domain $\Omega(0) \subset \mathbb{R}^{m}$ and a given nonnegative function $\gamma_{0}$ defined on $\partial \Omega(0)$ one looks
for a family of $C^{2}$-domains $\Omega(t) \subseteq \mathbb{R}^{m}, t>0$, and functions $\varphi(\cdot, t), \psi(\cdot, t) \in C^{2}(\overline{\Omega(t)})$, $\gamma_{t} \in C^{2}(\Gamma(t))$ such that

$$
\left\{\begin{align*}
\Delta \varphi(\cdot, t) & =0 & & \text { in } \Omega(t)  \tag{2.12}\\
\Delta \psi(\cdot, t) & =0 & & \text { in } \Omega(t) \\
\partial_{n} \psi(\cdot, t) & =\Delta_{\Gamma(t)} \gamma_{t} & & \text { on } \Gamma(t) \\
\varphi(\cdot, t)+\beta \partial_{n} \varphi(\cdot, t) & =\gamma_{t} \kappa(t)-\delta \psi(\cdot, t) & & \text { on } \Gamma(t) \\
V_{n}(t) & =\partial_{n} \varphi(\cdot, t) & & \text { on } \Gamma(t)
\end{align*}\right.
$$

where $\kappa(t)$ is the curvature of $\Gamma(t)$. In the main part of this paper, we restrict our attention to the case $\delta=1$. The generalization to $\delta \in[0,1)$ is sketched at the end of section 5. Additionally, we describe the transport of $\gamma$ by (2.7), (2.8) with $\delta=1$. Introducing Lagrangian coordinates $x=x(\xi, t), \xi \in \Gamma(0)$ corresponding to the velocity field via

$$
\begin{equation*}
\partial_{t} x(\xi, t)=\nabla \varphi(x(\xi, t), t) \text { for } t \geq 0, \quad x(\xi, 0)=\xi \tag{2.13}
\end{equation*}
$$

we obtain from $(2.2)$ that $x=x(\cdot, t)$ is a diffeomorphism from $\Gamma(0)$ onto $\Gamma(t)$, and the transport law for $\gamma_{t}$ takes the form

$$
\begin{equation*}
\gamma_{t}(x(\xi, t))=\gamma_{0}(\xi), \quad \xi \in \Gamma(0), t \geq 0 \tag{2.14}
\end{equation*}
$$

In (2.12), $\varphi(\cdot, t)$ and $\psi(\cdot, t)$ are determined up to a constant only, but this is without significance for the evolution of both $\Omega(t)$ and $\gamma_{t}$. Note that in the case $\beta=0$, by setting $\Phi=\varphi+\psi,(2.12)$ simplifies to

$$
\left\{\begin{align*}
\Delta \Phi(\cdot, t) & =0 & & \text { in } \Omega(t)  \tag{2.15}\\
\Phi(\cdot, t) & =\gamma_{t} \kappa(t) & & \text { on } \Gamma(t) \\
V_{n} & =\partial_{n} \Phi(\cdot, t)-\Delta_{\Gamma(t)} \gamma_{t} & & \text { on } \Gamma(t)
\end{align*}\right.
$$

In what follows, however, we will restrict our attention to the case $\beta>0$. Without loss of generality, we can assume $\beta=1$. In the case $\beta>0, \delta=1$, we can show well-posedness of our moving boundary problem even if $\gamma$ is zero on parts of the boundary, provided its square root is smooth. This seems to be particular to this situation. We intend to discuss the case $\beta=0$, which leads to a third order problem, in a forthcoming paper.

For $\gamma_{t}=\gamma=$ const and $\gamma>0, \psi$ is constant, and (2.12) is known as the so-called Hele-Shaw flow problem with kinetic undercooling and surface tension regularization. From a modeling point of view, this problem can be seen as the quasi-stationary version of the well-known Stefan problem. In this context, the boundary condition incorporates both the Gibbs-Thomson surface energy and a nonequilibrium effect of temperature decrease at the advancing phase boundary. A short-time existence proof for this problem and a proof that its solution is the limit for the solutions of the corresponding Stefan problems can be found in [20]. For existence results concerning a corresponding two-phase problem we refer to [5, 21]. Both effects are known to regularize the motion of the interface, and this is also true for Hele-Shaw flow problems $[13,18,19]$. In the case $\gamma \equiv 0$, with internal sources or sinks as driving forces, existence results are given in [11] for the two-dimensional case and analytic data and in [16] for arbitrary dimensions in the framework of Sobolev spaces.

If $\gamma$ is a positive constant, the moving boundary has stable, attractive equilibria which are given by the spheres (see, e.g., $[4,6,7]$ for the case $\beta=0$ ). In general,
however, after prescribing a nonconstant function $\gamma$ on the reference domain and an initial diffeomorphism $u$, it is not a priori clear (even with $\gamma$ near a constant and the moving domain near a ball) what the long-time evolution and the corresponding equilibrium will be. Instead, determining the equilibria belonging to a $\gamma$ prescribed on the reference domain leads to a stationary free boundary problem in $\psi$ whose solvability and stability (for $\Gamma$ near a sphere and $\gamma$ near a constant) we intend to discuss elsewhere.
3. Notation and main results. We list some notation. $C, C_{1}, \ldots$, etc., denote generic constants; their dependences on other quantities is indicated only if not obvious from the context. Let $E \subseteq \mathbb{R}^{m}, m \geq 2$, be a bounded domain with smooth boundary $S:=\partial E$ and $\nu$ the outer unit normal on $S$. For $M=S$ or $M=E$, we make constant use of the usual $L^{2}$-based Sobolev spaces $H^{s}(S), H^{s}\left(S, \mathbb{R}^{m}\right)$ of order $s$ with values in $\mathbb{R}$ and $\mathbb{R}^{m}$, respectively. If no confusion is likely, we just write $H^{s}$. The norms of these spaces will be denoted by $\|\cdot\|_{s}^{M}$; for $M=S$ the upper index $M$ is dropped in most cases. When Fréchet derivatives of operator-valued mappings are considered, the additional arguments describing the variations are written in braces $(\})$.
3.1. Well-posedness for the moving boundary problem. Now, as already mentioned in the introduction, we reformulate the moving boundary problem (2.12)(2.14) by describing $\Gamma(t)$ as an embedding $u(\cdot, t): S \rightarrow \mathbb{R}^{m}$ such that the curves $t \mapsto u(y, t)$ for fixed $y \in S$ are trajectories belonging to the velocity field and $\gamma_{t}$ is constant along these curves. This approach enables us to consider $\gamma_{t}$ as a known function during the evolution at the cost of describing the moving boundary by $m$ functions. To do so, let

$$
\begin{equation*}
U:=\left\{u: S \rightarrow \mathbb{R}^{m}|u=w|_{S} \text { with } w \in \operatorname{Diff}\left(\bar{E}, \Omega_{u} \cup \Gamma_{u}\right)\right\} \tag{3.1}
\end{equation*}
$$

where

$$
\Omega_{u}:=w(E) \quad \text { and } \quad \Gamma_{u}:=\partial \Omega_{u}=u(S)
$$

Throughout this paper, we use the abbreviation

$$
U_{s}:=U \cap H^{s}\left(S, \mathbb{R}^{m}\right)
$$

Now, (2.12)-(2.14) is reduced to the following Cauchy problem, which will be investigated in what follows: Given $u_{0} \in U_{s}, s$ sufficiently large, we look for $T>0$ and a mapping $[0, T] \ni t \mapsto u(t) \in U_{s}$, such that

$$
\begin{align*}
u^{\prime}(t) & =\mathcal{F}(u(t)), \quad t \in[0, T],  \tag{3.2}\\
u(0) & =u_{0} \tag{3.3}
\end{align*}
$$

Thereby, for $u \in U$, we have set

$$
\begin{equation*}
\mathcal{F}(u):=F(u)(\mathcal{G}(u)) \quad \text { with } \quad \mathcal{G}(u):=H(u)+G(u), \tag{3.4}
\end{equation*}
$$

where, for any given function $f$ on $S$,

$$
\begin{equation*}
F(u) f:=\nabla \varphi(u, f) \circ u \tag{3.5}
\end{equation*}
$$

and $\varphi=\varphi(u, f)$ denotes the solution of the Robin boundary value problem

$$
\begin{equation*}
\Delta \varphi=0 \text { in } \Omega_{u}, \quad \partial_{n} \varphi+\varphi=f \circ u^{-1} \text { on } \Gamma_{u} . \tag{3.6}
\end{equation*}
$$

Further, $H(u), G(u)$ are given by

$$
\begin{equation*}
H(u):=\gamma\left(\kappa_{\Gamma_{u}} \circ u\right), \quad G(u):=-A(u)(\Delta(u) \gamma) \tag{3.7}
\end{equation*}
$$

Here $\gamma \in C^{\infty}(S)$ is a fixed and given nonnegative function, $\kappa_{\Gamma_{u}}$ denotes the mean curvature of $\Gamma_{u}$ with sign and scaling conventions as above,

$$
\begin{equation*}
\Delta(u) w:=\Delta_{\Gamma_{u}}\left(w \circ u^{-1}\right) \circ u \tag{3.8}
\end{equation*}
$$

is the pullback to $S$ of the Laplace-Beltrami operator $\Delta_{\Gamma_{u}}$ on $\Gamma_{u}$, and

$$
\begin{equation*}
A(u) f:=\varphi_{N}(u, f) \circ u \tag{3.9}
\end{equation*}
$$

is the Neumann-Dirichlet operator, i.e., $\varphi_{N}=\varphi_{N}(u, f)$ solves the Neumann problem

$$
\begin{equation*}
\Delta \varphi_{N}=0 \text { in } \Omega_{u}, \quad \partial_{n} \varphi_{N}=c+f \circ u^{-1} \text { on } \Gamma_{u}, \quad \int_{\Gamma_{u}} \varphi_{N} d x=0 \tag{3.10}
\end{equation*}
$$

The constant $c=c(u, f) \in \mathbb{R}$ in (3.10) is determined by the solvability condition

$$
\begin{equation*}
\int_{\Gamma_{u}}(f \circ u+c) d \Gamma_{u}=0 \tag{3.11}
\end{equation*}
$$

clearly $c(u, f)=0$ for $f=\Delta(u) \gamma$. For fixed smooth $\gamma$ on $S$, the mappings $u \mapsto$ $H(u)$ and $u \mapsto \Delta(u) \gamma$ constitute quasi-linear second order differential operators on $S$. Moreover, the solutions of the boundary value problems (3.6), (3.10) depend smoothly on the domain $\Omega_{u}$, i.e., on $u \in H^{s}, s>(m+1) / 2$, and $f \mapsto F(u) f, f \mapsto A(u) f$ represent pseudodifferential operators of order zero and minus one, respectively. In particular, $G$ is a pseudodifferential operator of lower order than $H$ and may be considered as a correction term to ensure the gradient flow structure of the evolution problem. For precise formulations of the mapping properties of $F$ and $A$ and detailed proofs, see section 4 . As a consequence, this leads to

$$
\begin{equation*}
[u \mapsto \mathcal{F}(u)] \in C^{\infty}\left(U_{s}, H^{s-2}\left(S, \mathbb{R}^{m}\right)\right) \tag{3.12}
\end{equation*}
$$

for $s>(m+3) / 2$. Now we are in position to formulate our main results.
ThEOREM 3.1 (short-time existence and uniqueness). Fix an integer $s_{0}>(m+$ 5)/2 and assume $\gamma=\rho^{2}$ with $\rho \in C^{\infty}(S)$. Let $s \geq s_{0}$ be an integer and let $u_{0} \in U_{s}$. Then there exists $T>0$ and a unique solution

$$
\begin{equation*}
u \in C\left([0, T], U_{s}\right) \cap C^{1}\left([0, T], H^{s-2}\left(S, \mathbb{R}^{m}\right)\right) \tag{3.13}
\end{equation*}
$$

of the initial value problem (3.2), (3.3). Additionally, any given $\bar{u}_{0} \in U_{s_{0}}$ has a suitable $H^{s_{0}}$-neighborhood $K$, such that for initial values $u_{0}$ varying in $K \cap H^{s}$, there are $T>0$ and $C$ independent of $u_{0}$ such that

$$
\begin{equation*}
\|u(t)\|_{s} \leq C\left(1+\|u(0)\|_{s}\right) \text { for all } t \in[0, T] \tag{3.14}
\end{equation*}
$$

ThEOREM 3.2 (regularity and continuous dependence on initial values). Under the assumptions of Theorem 3.1 let $u$ be any solution to (3.2) in the class (3.13) with some $T>0$. Then the following holds:
(i) $u(0) \in H^{s+1}\left(S, \mathbb{R}^{m}\right)$ implies

$$
u \in C\left([0, T], U_{s+1}\right) \cap C^{1}\left([0, T], H^{s-1}\left(S, \mathbb{R}^{m}\right)\right)
$$

(ii) Assume $u_{0}^{n} \rightarrow u_{0}$ in $H^{s}\left(S, \mathbb{R}^{m}\right)$ for $n \rightarrow \infty$. Then, for $n$ sufficiently large, there exist solutions $u_{n}$ of (3.2) in the class (3.13) with initial values $u_{n}(0)=$ $u_{0}^{n}$, and there holds $u_{n} \rightarrow u$ in $C\left([0, T], H^{s}\left(S, \mathbb{R}^{m}\right)\right)$.
The proofs of both theorems are given in section 6 .
3.2. An existence result for abstract evolution equations. Here we consider (3.2), (3.3) as an abstract nonlinear Cauchy problem for an unknown function $u=u(t)$ with values in a Banach space and prove existence of a solution if the nonlinearity $\mathcal{F}$ satisfies a certain condition of semiboundedness w.r.t. a family of bilinear forms. As a general framework we adopt the following assumptions:

$$
\left\{\begin{array}{l}
\text { Let } X \subseteq Y \subseteq Z \text { be real, separable Banach spaces with dense and } \\
\text { continuous embeddings and } \mathcal{U} \subseteq Y \text { open. For every } u \in \mathcal{U} \text { let }\langle\cdot, \cdot\rangle_{u} \text { : } \\
X \times Z \rightarrow \mathbb{R} \text { be a continuous and nondegenerate bilinear form, such } \\
\text { that with fixed constants } C \geq 1, M \geq 0 \text {, } \\
\text { (H1) }\langle v, w\rangle_{u}=\langle w, v\rangle_{u} \text { for all } v, w \in X \text {; }  \tag{H}\\
\text { (H2) } \quad C^{-1}\|v\|_{Y}^{2} \leq\langle v, v\rangle_{u} \leq C\|v\|_{Y}^{2} \text { for all } v \in X, u \in \mathcal{U} \text {; } \\
\text { (H3) }\langle v, v\rangle_{u} \leq\langle v, v\rangle_{w}\left(1+M\|u-w\|_{Z}\right) \text { for all } v \in X, u, w \in \mathcal{U} ; \\
\text { (H4) } \quad \text { weak convergences } u_{n} \rightharpoonup u \text { in } Y, u_{n}, u \in \mathcal{U} \text {, and } w_{n} \rightharpoonup w \text { in } \\
\\
\quad Z \text { imply }\left\langle v, w_{n}\right\rangle_{u_{n}} \rightarrow\langle v, w\rangle_{u} \text { for all } v \in X .
\end{array}\right.
$$

Assuming (H) holds, by the dense embedding $X \subseteq Y$ and

$$
\left|\langle v, w\rangle_{u}\right|^{2} \leq\langle v, v\rangle_{u}\langle w, w\rangle_{u} \leq C^{2}\|v\|_{Y}^{2}\|w\|_{Y}^{2} \text { for } v, w \in X
$$

there exists for each $u \in \mathcal{U}$ an inner product $(\cdot, \cdot)_{u}$ on $Y$, which is compatible with $\langle\cdot, \cdot\rangle_{u}$; i.e., we have

$$
(v, w)_{u}=\langle v, w\rangle_{u} \text { for } v \in X, w \in Y
$$

Moreover, for $u_{n}, u \in \mathcal{U}, u_{n} \rightharpoonup u, w_{n} \rightharpoonup w$ in $Y$ implies

$$
\left(v, w_{n}\right)_{u_{n}} \rightarrow(v, w)_{u} \text { for all } v \in X
$$

In further considerations, for the sake of brevity we put

$$
\|v\|_{u}=(v, v)_{u}^{1 / 2}, \quad\| \| u\| \|=(u, u)_{u}^{1 / 2}
$$

Assumption (H2) implies that $\|\cdot\|_{Y}$ and $\|\cdot\|_{u}$ are equivalent, and hence $Y$ has all topological properties of a Hilbert space - in particular, $Y$ is reflexive. From $u_{n}, u \in \mathcal{U}$, $u_{n} \rightharpoonup u$ in $Y$ it follows that

$$
\left|\|u\|\left\|\leq \underline{\lim }_{n \rightarrow \infty} \mid\right\| u_{n}\| \| ;\right.
$$

if $\|\mid u\|\left\|=\lim _{n \rightarrow \infty}\right\|\left\|u_{n}\right\| \|$, one concludes hereby that $u_{n} \rightarrow u$ in $Y$.
ThEOREM 3.3. Let (H) be valid and let $\mathcal{F}: \mathcal{U} \rightarrow Z$ be a weakly sequentially continuous mapping such that for every $u_{0} \in \mathcal{U}$ there exists a neighborhood $B\left(u_{0}\right) \subset \mathcal{U}$ of $u_{0}$ in $Y$ with

$$
\begin{equation*}
\sup \left\{\langle u, \mathcal{F}(u)\rangle_{u} \mid u \in B\left(u_{0}\right) \cap X\right\}<+\infty \tag{3.15}
\end{equation*}
$$

Then for any $u_{0} \in \mathcal{U}$, there exist $T>0$ and a solution $u$ of (3.2), (3.3) in the class

$$
\begin{equation*}
C_{w}([0, T], \mathcal{U}) \cap C_{w}^{1}([0, T], Z) \tag{3.16}
\end{equation*}
$$

Additionally, this solution satisfies $u(t) \rightarrow u_{0}$ in $Y$ for $t \rightarrow+0$. Moreover, $T>0$ can be chosen uniformly for initial values taken from a suitable neighborhood of $u_{0}$ in $Y$.

In (3.16), we denote by $C_{w}([0, T], \mathcal{U})$ the space of functions from $[0, T]$ to $\mathcal{U}$ which are continuous w.r.t. weak convergence in $Y$. Similarly, $C_{w}^{1}([0, T], Z)$ denotes the set of weakly differentiable functions from $[0, T]$ to $Z$ with the derivative in $C_{w}([0, T], Z)$. It should be noted that in general there is no uniqueness and no continuous dependence on initial data in any sense in Theorem 3.3. This theorem can be easily derived from a more elaborate, quantitative formulation given in the next theorem. Note that, for the limit case $R=+\infty$ and bilinear forms independent of $u$, this theorem coincides with Theorem A in [14], but, as already mentioned in the introduction, our application requires only the generalization to such variable bilinear forms.

Theorem 3.4. Assume (H) is satisfied with some ball

$$
\mathcal{U}=B:=\left\{u \in Y \mid\|u\|_{Y}<R\right\}, \quad R>0
$$

and $\mathcal{G}: B \rightarrow Z$ is a weakly sequentially continuous mapping such that

$$
\begin{equation*}
2\langle u, \mathcal{G}(u)\rangle_{u}+M\|\mathcal{G}(u)\|_{Z}\|u\| \| \leq \beta\left(\|u\|^{2}\right) \text { for all } u \in X \cap B \tag{3.17}
\end{equation*}
$$

with a $C^{1}$-function $\beta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}=[0, \infty)$. Let $u_{0} \in B$,

$$
\left\|u_{0}\right\| \|<r:=R /\left(2 C^{3}\right)^{1 / 2}
$$

and $T>0$ such that the solution $\rho$ of the scalar Cauchy problem

$$
\begin{equation*}
d \rho / d t=\beta(\rho(t)), \quad \rho(0)=\| \| u_{0} \|^{2} \tag{3.18}
\end{equation*}
$$

exists on $[0, T]$ and satisfies $\rho(t)<r^{2}$ there. Then the Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=\mathcal{G}(u(t)), \quad u(0)=u_{0} \tag{3.19}
\end{equation*}
$$

possesses a solution $u$ in the class (3.16) for which additionally

$$
\begin{gathered}
\|u(t)\|^{2} \leq \rho(t) \text { for all } t \in[0, T] \\
u(t) \rightarrow u_{0} \text { in } Y \text { for } t \rightarrow+0
\end{gathered}
$$

The proof of this theorem will be given in the appendix.
Proof of Theorem 3.3. Let $u_{0} \in \mathcal{U}$ and $B\left(u_{0}\right)$ as in Theorem 3.3 be given. We set

$$
\begin{gathered}
\mathcal{G}(v)=\mathcal{F}\left(v+w_{0}\right) \text { for } v \in B:=\left\{v \in Y \mid\|v\|_{Y}<R\right\}, \\
\langle\cdot, \cdot\rangle_{v, 1}:=\langle\cdot, \cdot\rangle_{v+w_{0}}, \quad\|v v\|_{1}:=(v, v)_{v+w_{0}}^{1 / 2}
\end{gathered}
$$

whereby the density of $X$ in $Y$ enables us to choose $w_{0} \in X$ and $R>0$ such that

$$
\left\|w_{0}-u_{0}\right\|_{Y}<R /\left(32 C^{5}\right)^{1 / 2}, \quad\left\{w_{0}+v \mid v \in B\right\} \subseteq B\left(u_{0}\right)
$$

Clearly, the bilinear form $\langle\cdot, \cdot\rangle_{v, 1}, v \in B$, satisfies the assumptions (H) again (with the same constants as $\langle\cdot, \cdot\rangle_{u}, u \in \mathcal{U}$ ). Further, by (3.15), there exists $L>0$ such that

$$
\left\langle v+w_{0}, \mathcal{G}(v)\right\rangle_{v, 1} \leq L \text { for all } v \in B \cap X
$$

and, by the weak sequential continuity of $\mathcal{F}$, the reflexivity of $Y$ and (H4),

$$
\left|\left\langle w_{0}, \mathcal{G}(v)\right\rangle_{v, 1}\right|,\|\mathcal{G}(v)\|_{Z} \leq L \text { for all } v \in B
$$

Thus

$$
2\langle v, \mathcal{G}(v)\rangle_{v, 1}+M\|\mathcal{G}(v)\|_{Z}\|v v\|_{1} \leq K \text { for all } v \in B \cap X
$$

with $K:=L(4+M C R)$. Now, for any given $w \in Y$ with

$$
\left\|w-u_{0}\right\|_{Y} \leq R /\left(32 C^{5}\right)^{1 / 2}
$$

we apply Theorem 3.4 to solve the initial value problem

$$
d v / d t=\mathcal{G}(v), \quad v(0)=w-w_{0}
$$

which corresponds to (3.2) with initial value $u(0)=w$. As

$$
\left\|w-w_{0}\right\|_{1} \leq C\left(\left\|w-u_{0}\right\|_{Y}+\left\|u_{0}-w_{0}\right\|_{Y}\right)<r / 2, \quad r:=R /\left(2 C^{3}\right)^{1 / 2}
$$

Theorem 3.4 ensures the existence of a solution in the class (3.16) with $T=3 r^{2} /(4 K)$ and $v(t) \rightarrow w-w_{0}$ in $Y$ for $t \rightarrow+0$.
4. Smooth domain dependence of the nonlocal operators. In this section we study the domain dependence, i.e., dependence on $u \in U_{s}$, of the Robin problem (3.6) by transforming it into a boundary value problem on the fixed reference domain $E$. In particular, we derive multilinear estimates for the Fréchet derivatives w.r.t. $u$. The crucial tools here will be estimates for (multiple) pointwise products in our scale of Sobolev spaces and a differentiation rule based on invariance properties of the nonlocal operators.

To begin with, we recall some well-known basic properties and estimates concerning Sobolev spaces. For $s>d / 2$, where $M$ is $E$ or $S$ and $d=\operatorname{dim} M / 2$, the spaces $H^{s}(M)$ turn into Banach algebras and the pointwise product of functions $w_{1}, \ldots, w_{n} \in H^{s}(M)$ allows the estimate

$$
\begin{equation*}
\left\|w_{1} w_{2} \cdots w_{n}\right\|_{s}^{M} \leq C \sum_{i=1}^{n}\left(\left\|w_{i}\right\|_{s}^{M} \prod_{j \neq i}\left\|w_{j}\right\|_{s_{0}}^{M}\right) \tag{4.1}
\end{equation*}
$$

if $s \geq s_{0}>d / 2$. Moreover, for such values of $s$ the composition of $C^{\infty}$-functions with $H^{s}$-functions leads to $H^{s}$-functions again: e.g., $\Psi \in C^{\infty}(\bar{M} \times \mathbb{R})$ and $w \in H^{s}(M)$ imply $\Psi(\cdot, w(\cdot)) \in H^{s}(M)$ (note the continuity of $w$ by Sobolev's embedding),

$$
\begin{equation*}
[w \mapsto \Psi(\cdot, w(\cdot))] \in C^{\infty}\left(H^{s}(M), H^{s}(M)\right) \tag{4.2}
\end{equation*}
$$

and it holds that

$$
\begin{equation*}
\|\Psi(\cdot, w(\cdot))\|_{s}^{M} \leq C\left(1+\|w\|_{s}^{M}\right) \tag{4.3}
\end{equation*}
$$

for all $w$ from bounded subsets of $H^{s_{0}}(M)$, where the constant depends, in addition to $s_{0}, s$, and $M$, on $\Psi$ and on upper bounds of $\|w\|_{s_{0}}$. In particular,

$$
\begin{equation*}
\|1 / w\|_{s}^{M} \leq C\left(\alpha,\|w\|_{s_{0}}^{M}\right)\|w\|_{s}^{M} \tag{4.4}
\end{equation*}
$$

for all $w \in H^{s}(M)$ with $w \geq \alpha>0$ on $M$. On the other hand, we have the following counterpart of (4.1) for the product of functions $w_{1} \in H^{s_{1}}(M), \ldots, w_{n} \in H^{s_{n}}(M)$ :

$$
\begin{equation*}
\left\|w_{1} w_{2} \cdots w_{n}\right\|_{s}^{M} \leq c\left\|w_{1}\right\|_{s_{1}}^{M}\left\|w_{2}\right\|_{s_{2}}^{M} \cdots\left\|w_{n}\right\|_{s_{n}}^{M} \tag{4.5}
\end{equation*}
$$

if $0 \leq s \leq s_{1}, \ldots, s_{n} \leq s_{0}$ with $s_{1}+\cdots+s_{n} \geq s+(n-1) s_{0}$ and $s_{0}>d / 2$.
In the following, for functions $w$ defined on $S$ let $\mathcal{E} w$ be an extension into $\bar{E}$, i.e., $\left.\mathcal{E} w\right|_{S}=w$, whereby the trace mapping theorem permits us to choose

$$
\begin{equation*}
\mathcal{E} \in \mathcal{L}\left(H^{s}(S), H^{s+1 / 2}(E)\right) \text { for all } s>0 \tag{4.6}
\end{equation*}
$$

For $\mathbb{R}^{m}$-valued functions we apply $\mathcal{E}$ componentwise.
Our first technical concern is the extension of the mapping $u \in U_{s}$ to a suitable diffeomorphism $\widetilde{u}$ from $\bar{E}$ to $\Omega_{u} \cup \Gamma_{u}$. For fixed, smooth $u_{0} \in \operatorname{Diff}\left(\bar{E}, \Omega_{u} \cup \Gamma_{u}\right)$, (4.7) clearly defines a possible extension for all $u$ in $U_{s}$ such that $\left\|\left.u_{0}\right|_{S}-u\right\|_{s}<\varepsilon$ for sufficiently small $\varepsilon>0$. However, $\varepsilon$ depends on $u_{0}$ in an uncontrolled way. Eventually, this would restrict our existence results to evolutions in an open and dense subset of $U_{s}$ containing $U_{s} \cap C^{\infty}\left(S, \mathbb{R}^{m}\right)$ but being uncharacterized otherwise. The following lemma provides a way to avoid this unnecessary restriction.

LEMmA 4.1. Let $v \in U_{s}, s>(m+1) / 2$. Then there exist an $H^{s}$-neighborhood $V_{s} \subseteq U_{s}$ of $v$ and a map $u_{0} \in C^{\infty}\left(\bar{E}, \mathbb{R}^{m}\right)$ such that for every $u \in V_{s}$ the mapping

$$
\begin{equation*}
\widetilde{u}:=u_{0}+\mathcal{E}\left(u-u_{0}\right) \tag{4.7}
\end{equation*}
$$

defines a diffeomorphism of $\bar{E}$ onto $\bar{\Omega}_{u}$.
Proof. By the definition (3.1) of $U$, every $v \in U$ has an extension $v_{1} \in \operatorname{Diff}\left(\bar{E}, \bar{\Omega}_{v}\right)$ and there exists an $\varepsilon>0$ such that $w \in \operatorname{Diff}\left(\bar{E}, \bar{\Omega}_{\left.w\right|_{S}}\right)$ for all $w \in C^{1}\left(\bar{E}, \mathbb{R}^{n}\right)$ with $\left\|w-v_{1}\right\|_{C^{1}}^{\bar{E}} \leq \varepsilon$. Thus it suffices to find $u_{0}$ and $V_{s}$ with

$$
\begin{equation*}
\left\|\widetilde{u}-v_{1}\right\|_{C^{1}}^{\bar{E}} \leq \varepsilon \text { for all } u \in V_{s} \tag{4.8}
\end{equation*}
$$

where $\widetilde{u}$ is given by (4.7). Let

$$
\begin{equation*}
\mathcal{E}_{1} \in \mathcal{L}\left(C^{1}\left(S, \mathbb{R}^{m}\right), C^{1}\left(\bar{E}, \mathbb{R}^{m}\right)\right) \tag{4.9}
\end{equation*}
$$

be an extension operator which maps $C^{\infty}\left(S, \mathbb{R}^{m}\right)$ into $C^{\infty}\left(\bar{E}, \mathbb{R}^{m}\right)$. Setting

$$
u_{0}=w_{1}+\mathcal{E}_{1} w_{2} \quad \text { with } \quad w_{1} \in C^{\infty}\left(\bar{E}, \mathbb{R}^{m}\right), w_{2} \in C^{\infty}\left(S, \mathbb{R}^{m}\right)
$$

to be chosen later, we get by Sobolev embedding $H^{s+1 / 2}(E) \hookrightarrow C^{1}(\bar{E})$ and (4.6), (4.9)

$$
\begin{aligned}
\left\|\widetilde{u}-v_{1}\right\|_{C^{1}}^{\bar{E}} & \leq C\left\|u-u_{0}\right\|_{H^{s}}^{S}+\left\|u_{0}-v_{1}\right\|_{C^{1}}^{\bar{E}} \\
& \leq C\left(\left\|w_{2}\right\|_{C^{1}}^{S}+\left\|u-u_{0}\right\|_{H^{s}}^{S}\right)+\left\|w_{1}-v_{1}\right\|_{C^{1}}^{\bar{E}} \\
& \leq C\left(\left\|w_{1}-v_{1}\right\|_{C^{1}}^{\bar{E}}+\left\|w_{2}+w_{1}-v\right\|_{H^{s}}^{S}+\left\|v-u_{0}\right\|_{H^{s}}^{S}+\|u-v\|_{H^{s}}^{S}\right)
\end{aligned}
$$

Hence, letting $\delta=\varepsilon /(4 C)$ and choosing first $w_{1}$ with $\left\|w_{1}-v_{1}\right\|_{C^{1}}^{\bar{E}} \leq \delta$ and, afterwards, $w_{2}$ with $\left\|w_{2}+w_{1}-v\right\|_{H^{s}}^{S} \leq \delta$, then (4.8) is valid with $V_{s}=\left\{u \mid\|u-v\|_{H^{s}}^{S}<\delta\right\}$.

Fix $s>(m+1) / 2, v \in U_{s}$, and $V_{s}$ according to Lemma 4.1. Maintaining notation and construction of this lemma, let

$$
\begin{equation*}
\bar{E} \ni x \rightarrow y=\widetilde{u}(x)=\left(\widetilde{u}_{1}(x), \ldots, \widetilde{u}_{m}(x)\right) \in \bar{\Omega}_{u}, \quad u \in V_{s} \tag{4.10}
\end{equation*}
$$

be the corresponding diffeomorphism (4.7), $J=\left(\partial_{i} \widetilde{u}_{j}\right)$ its Jacobian, and $\left(g_{i j}\right)=J^{\top} J$ the Euclidean metric tensor relative to the above coordinates. Furthermore let ( $g^{i j}$ ) be the inverse of $\left(g_{i j}\right)$ and $g=\operatorname{det}\left(g_{i j}\right)$. Then we have $\left(g^{i j}\right)=g^{-1}(\operatorname{Cof} J)^{\top}(\operatorname{Cof} J)$, where

Cof $J=\left(a_{i j}\right)$ and $a_{i j}$ is the algebraic complement of $\partial_{i} \widetilde{u}_{j}$ in $J$. Note that, uniformly in $u \in V_{s}$, the function $g$ is strictly positive in $E$. Moreover, for the transformation $\omega=d \Gamma_{u} / d S$ of surface area elements via (4.10) and the outer normals $n$ of $\Omega_{u}$ and $\nu$ of $S$, the following holds:

$$
\omega=|(\operatorname{Cof} J) \nu|, \quad n \circ \widetilde{u}=(\operatorname{Cof} J) \nu /|(\operatorname{Cof} J) \nu| .
$$

By definition, all of the quantities $g, g_{i j}, a_{i j}$, and $g^{i j}$ are polynomials in the first derivatives of $\widetilde{u}$ and, in the case of $g^{i j}$, additionally in $1 / g$. Consequently, remembering (4.1)-(4.5) and the construction (4.7) of $\widetilde{u}$, we obtain smooth dependence of these quantities on $u$. More precisely, we have

$$
\begin{equation*}
[u \mapsto q] \in C^{\infty}\left(V_{s}, H^{s-1 / 2}(E)\right), \quad q=g, g_{i j}, a_{i j}, \text { or } g^{i j} \tag{4.11}
\end{equation*}
$$

and (4.5) implies an estimate of the $k$ th Fréchet derivative:

$$
\begin{equation*}
\left\|q^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\}\right\|_{t-1 / 2}^{E} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}} \tag{4.12}
\end{equation*}
$$

if $1 / 2 \leq t \leq s_{1}, \ldots, s_{k} \leq s$ and $s_{1}+\cdots+s_{k} \geq t+(k-1) s$. The constant is independent of $u \in V_{s}$ and of $u_{1} \in H^{s_{1}}(S), \ldots, u_{k} \in H^{s_{k}}(S)$. Similar arguments lead to

$$
\begin{equation*}
[u \mapsto p] \in C^{\infty}\left(V_{s}, H^{s-1}(S)\right), \quad p=\omega \text { or } n \circ \widetilde{u} \tag{4.13}
\end{equation*}
$$

with an estimate of the derivatives corresponding to (4.12).
Now, introducing the transformed velocity potential $\psi=\psi(u) f=\varphi(u, f) \circ \widetilde{u}$ and the transformed Laplace and boundary operator according to

$$
L(u) \psi=\partial_{i}\left(\sqrt{g} g^{i j} \partial_{j} \psi\right), \quad B(u) \psi=\omega \psi+\nu_{i} \sqrt{g} g^{i j} \partial_{j} \psi
$$

the Robin problem (3.6) may be written as

$$
\begin{equation*}
L(u) \psi=0 \text { in } E, \quad B(u) \psi=\omega f \text { on } S \tag{4.14}
\end{equation*}
$$

Note that the values of $\psi(u) f$ in $E$ depend not only on $u$ and $f$, but also on the diffeomorphism $\tilde{u}$, i.e., on the chosen $V_{s}$. On the other hand, $\left.\psi(u) f\right|_{S}$ is completely determined by $u$ and $f$. The symmetry of the operator $h \mapsto \varphi(u) h$ w.r.t. the $L^{2}$-inner product on $\Gamma_{u}$ implies

$$
\begin{equation*}
\int_{S} w \psi(u) f d S=\int_{S} \omega f \psi(u)\left(w \omega^{-1}\right) d S \tag{4.15}
\end{equation*}
$$

(recall that $\omega=d \Gamma_{u} / d S$ ) and the operator $F$ from (3.5) gets the form

$$
\begin{equation*}
F(u) f=\left(F_{1}(u) f, \ldots, F_{m}(u) f\right), \quad F_{i}(u) f=a_{i j} \partial_{j} \psi(u) f / \sqrt{g} \tag{4.16}
\end{equation*}
$$

We start the investigation of $F$ by discussing a generalized version of (4.14). Note that we have to deal with two technical difficulties here concerning nonsmooth coefficients and uniformity of the estimates for "large" subsets of $U_{s}$. Therefore, we need the following preparation.

LEMMA 4.2. Let $\Omega \subset \mathbb{R}^{m}$ be a bounded smooth domain, let $x_{0} \in \Omega, \chi \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$, and let

$$
\chi_{\varepsilon}(x):=\chi\left(\left(x-x_{0}\right) / \varepsilon\right), \quad x \in \mathbb{R}^{m} .
$$

Moreover, let $\mu \in H^{s}(\Omega)$ with $s>m / 2$ and $\mu\left(x_{0}\right)=0$. Then there is an $s_{1} \in(m / 2, s)$ such that

$$
\lim _{\varepsilon \downarrow 0}\left\|\chi_{\varepsilon} \mu\right\|_{s_{1}}^{\Omega}=0
$$

Proof. Note at first that

$$
\left\|\chi_{\varepsilon}\right\|_{s}^{\mathbb{R}^{m}} \leq C \varepsilon^{m / 2-s}
$$

This is immediately clear for integer $s$; the general case follows by interpolation. By Sobolev's embedding, we have $\mu \in C^{\alpha}(\bar{\Omega})$ for some $\alpha>0$, and consequently, due to $\mu\left(x_{0}\right)=0$,

$$
|\mu(x)| \leq C \varepsilon^{\alpha}, \quad x \in \operatorname{supp} \chi_{\varepsilon} \cap \Omega .
$$

Thus,

$$
\left\|\chi_{\varepsilon} \mu\right\|_{0}^{\Omega} \leq C \varepsilon^{\alpha}\left\|\chi_{\varepsilon}\right\|_{0}^{\Omega} \leq C \varepsilon^{\alpha+m / 2}
$$

and

$$
\left\|\chi_{\varepsilon} \mu\right\|_{s}^{\Omega} \leq C\left\|\chi_{\varepsilon}\right\|_{s}^{\Omega}\|\mu\|_{s}^{\Omega} \leq C \varepsilon^{m / 2-s}
$$

The assertion follows now from interpolation.
Lemma 4.3. Let $s>(m+1) / 2, s_{0} \in((m+1) / 2, s)$ be given.
For any $v \in U_{s}$ there is an $H^{s_{0}}$-neighborhood $V_{s_{0}}$ such that the boundary value problem

$$
L(u) w=\partial_{i} h_{i} \quad \text { in } E, \quad B(u) w=\omega e+\nu_{i} h_{i} \quad \text { on } S
$$

is uniquely solvable for $u \in V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$, $e \in H^{s-1}(S)$, $h \in H^{s-1 / 2}\left(E, \mathbb{R}^{m}\right)$. Moreover, we have

$$
\begin{equation*}
\|w\|_{t}^{E} \leq C\left(\|h\|_{t-1}^{E}+\|e\|_{t-3 / 2}^{S}\right) \tag{4.17}
\end{equation*}
$$

for $t \in[1, s+1 / 2]$ with $C$ independent of $h$, $e$, and $u$ varying in $H^{s}$-bounded subsets of $V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$.

Proof. 1. Fix $v \in U_{s}$ and choose $V_{s_{0}}$ according to Lemma 4.1. Fix $u \in$ $V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$. For $t=1$, the assertions are easily seen from the variational formulation. For $t=s+1 / 2$, the assertions follow from the $H^{s}$-regularity theory of elliptic boundary value problems (with operators in divergence form). Our coefficients $\sqrt{g} g^{i j}$, however, are only in $H^{s-1 / 2}(E)$, which is slightly nonstandard. To prove the necessary regularity result in this case, we can proceed as in the proof of Theorem A. 14 in [12], replacing the Hölder norms there by Sobolev norms. To control the error terms occurring from the freezing of coefficients, we use the estimate

$$
\left\|\mu_{i j} \partial_{j} w\right\|_{s-1 / 2}^{E} \leq C\left(\left\|\mu_{i j}\right\|_{s_{1}}^{E}\|w\|_{s+1 / 2}^{E}+\left\|\mu_{i j}\right\|_{s-1 / 2}^{E}\|w\|_{s_{1}+1 / 2}^{E}\right)
$$

(and a corresponding one for the boundary term) with $s_{1}$ from Lemma 4.2. Recalling that $\mu_{i j}$ has a form to which that lemma applies, (4.17) can be established for $t=$ $s+1 / 2$ by a usual perturbation argument, with a constant $C=C(u)$. The general case follows by interpolation.
2. To show uniformity w.r.t. $u \in V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$, we proceed in a similar way: For $t=s+1 / 2$, pick $u_{1}, u_{2} \in V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$, denote the corresponding coefficients by $\sqrt{g_{k}} g_{k}^{i j}, k=1,2$, and estimate

$$
\begin{aligned}
\|\left(\sqrt{g_{1}} g_{1}^{i j}\right. & \left.-\sqrt{g_{2}} g_{2}^{i j}\right) \partial_{j} w \|_{s-1 / 2}^{E} \\
& \leq C\left(\left\|\widetilde{u}_{1}-\widetilde{u}_{2}\right\|_{s_{0}+1 / 2}^{E}\|w\|_{s+1 / 2}^{E}+\left\|\widetilde{u}_{1}-\widetilde{u}_{2}\right\|_{s+1 / 2}^{E}\|w\|_{s_{0}+1 / 2}^{E}\right) \\
& \leq C\left(\left\|u_{1}-u_{2}\right\|_{s_{0}}^{S}\|w\|_{s}^{E}+\|w\|_{1}^{E}\right),
\end{aligned}
$$

where an interpolation inequality has been used. A similar estimate can be given for the boundary term. After shrinking $V_{s_{0}}$ if necessary, one can show the uniformity by another perturbation argument.

Under the assumptions of Lemma 4.3, as a first trivial consequence we obtain the estimate

$$
\begin{equation*}
\|\psi(u) f\|_{t}^{E},\|\psi(u) f\|_{t-1 / 2}^{S} \leq C\|f\|_{t-3 / 2} \tag{4.18}
\end{equation*}
$$

for $t \in[1, s+1 / 2]$. Note for later reference that these estimates continue to hold for $t \in[0, s+1 / 2]$, provided $s>\max \{m+1,5\} / 2$. To see this, it is sufficient to show (4.18) for $t=0$; the general case follows by interpolation again. Fix $u$, pick $\phi \in L^{2}(S)$ arbitrary and define $w \in H^{3 / 2}(E)$ by

$$
L(u) w=0 \text { in } E, \quad B(u) w=\phi \text { on } S
$$

Then, by Green's formula rewritten in the form

$$
\int_{E}\left(\phi_{1} L(u) \phi_{2} d x-\phi_{2} L(u) \phi_{1}\right) d x=\int_{S}\left(\phi_{1} B(u) \phi_{2}-\phi_{2} B(u) \phi_{1}\right) d S
$$

and (4.17) with $t=2$,

$$
\begin{aligned}
\int_{S} \phi \psi(u) f d S & =\int_{S} B(u) w \psi(u) f d S=\int_{S} w \omega f d S \\
& \leq C\|w\|_{3 / 2}\|f\|_{-3 / 2} \leq C\|\phi\|_{1 / 2}\|f\|_{-3 / 2}
\end{aligned}
$$

This proves the second estimate in (4.18). Analogously, picking $\zeta \in L^{2}(E)$ and defining $v \in H^{2}(E)$ by

$$
L(u) v=\zeta \text { in } E, \quad B(u) w=0 \text { on } S
$$

we get

$$
\int_{e} \zeta \psi(u) f d x=\int_{E} L(u) w \psi(u) f d x=-\int_{S} v \omega_{f} d S \leq C\|\zeta\|_{0}\|f\|_{-3 / 2}
$$

This proves the first estimate in (4.18).
Furthermore, concerning the smooth dependence of $\psi(u) f$ on $u$, Lemma 4.3 together with (4.11), (4.13) implies via a perturbation argument

$$
\begin{equation*}
[u \mapsto \psi(u)] \in C^{\infty}\left(V_{s}, \mathcal{L}\left(H^{t-3 / 2}(S), H^{t}(E)\right)\right) \tag{4.19}
\end{equation*}
$$

Replacing $t$ by $t-3 / 2$ and considering (4.16), leads to the following corollary.

Corollary 4.4. Let $s>(m+1) / 2$ and $-1 / 2 \leq t \leq s-1$. Then

$$
[u \mapsto F(u)] \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t}(S), H^{t}\left(S, \mathbb{R}^{m}\right)\right)\right)
$$

Recall that our ultimate goal is to prove the energy estimate (1.3). Since we will translate spatial derivatives into Fréchet derivatives later, higher order Fréchet derivatives will have to be estimated. The operator $(u, f) \mapsto F(u) f$ is of order one w.r.t. $u$ and of order zero w.r.t. $f$; note that the estimates (4.20) are standard for local operators of this type, e.g.,

$$
(u, f) \mapsto[x \mapsto \Psi(\nabla u(x)) f(x)]
$$

The nonstandard aspect here is that $F$ involves the solution of an elliptic boundary value problem, and therefore the same is true for its Fréchet derivatives.

Lemma 4.5. Let $s>(m+1) / 2, u \in U_{s}$, and $t \in[1, s]$ be given. Then for any choice of $s_{1}, \ldots s_{k+1} \in[t, s]$ with $s_{1}+\cdots+s_{k+1} \geq t+k s$ there exists a constant $C>0$ such that for all $f \in H^{s-1}(S)$ and all $u_{1}, \ldots, u_{k} \in H^{s}\left(S, \mathbb{R}^{m}\right)$ the following holds:

$$
\begin{equation*}
\left\|F^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t-1} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}}\|f\|_{s_{k+1}-1} \tag{4.20}
\end{equation*}
$$

The constant may be chosen independently of $u$ as long as $u$ varies in $H^{s}$-bounded subsets of $U_{s}$ which are $H^{s_{0}}$-closed for some $s_{0} \in((m+1) / 2, s)$.

Proof. 1. Fix $v \in U_{s}$ and a neighborhood $V_{s_{0}}$ according to Lemma 4.3. We show (4.20) with $C$ independent of $u \in V_{s_{0}} \cap H^{s}\left(S, \mathbb{R}^{m}\right)$. To begin with, recall the estimate (4.18) in the form

$$
\begin{equation*}
\|\nabla \psi(u) f\|_{t-1}^{S},\|\psi(u) f\|_{t+1 / 2}^{E} \leq C\|f\|_{t-1} \tag{4.21}
\end{equation*}
$$

for $t \in[1, s]$; concerning the estimate of $\nabla \psi$ along $S$ in the limit case $t=1$, note that the boundary condition allows a representation of $\nabla \psi$ as a suitable linear combination of $\psi, f$, and tangential derivatives of $\psi$. In view of (4.16) this implies the asserted estimate (4.20) for the simplest case $k=0$. To obtain similar estimates for the Fréchet derivatives $\psi^{(k)}=\psi^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f, k=1,2, \ldots$, we have to examine the corresponding derivatives of the coefficients in the transformed Laplacian and the boundary terms. For $\psi^{(k)}$ we get

$$
\begin{align*}
L(u) \psi^{(k)}= & -\sum L^{(l)}(u)\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \psi^{(k-l)}(u)\left\{u_{i_{j+1}}, \ldots, u_{i_{k}}\right\} f \text { in } E, \\
B(u) \psi^{(k)}= & -\sum B^{(l)}(u)\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \psi^{(k-l)}(u)\left\{u_{i_{j+1}}, \ldots, u_{i_{k}}\right\} f  \tag{4.22}\\
& +\omega^{(k)}\left\{u_{1}, \ldots, u_{k}\right\} f \text { on } S
\end{align*}
$$

where

$$
\begin{aligned}
& L^{(l)}(u)\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \varphi=\partial_{i}\left(\left(\sqrt{g} g^{i j}\right)^{(k)}\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \partial_{j} \varphi\right) \\
& B^{(l)}(u)\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \varphi=\nu_{i}\left(\sqrt{g} g^{i j}\right)^{(k)}\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \partial_{j} \varphi+\omega^{(l)}\left\{u_{i_{1}}, \ldots, u_{i_{j}}\right\} \varphi
\end{aligned}
$$

and the sums are extended over $1 \leq l \leq k$ and all decompositions $i_{1}<\cdots<i_{l}$ and $i_{j+1}<\cdots<i_{k}$ of the indices $1,2, \ldots, n$. In particular, if $k=1$, we obtain for $\psi^{\prime}=\psi^{\prime}(u)\left\{u_{1}\right\} f$ the boundary value problem

$$
\begin{align*}
& L(u) \psi^{\prime}=-\partial_{i}\left(\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\} \partial_{j} \psi\right) \text { in } E, \\
& B(u) \psi^{\prime}=-\nu_{i}\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\} \partial_{j} \psi+\omega^{\prime}\left\{u_{1}\right\}(f-\psi) \text { on } S . \tag{4.23}
\end{align*}
$$

Thus, for any $t \in[1, s]$, Lemma 4.3 implies

$$
\left\|\psi^{\prime}(u)\left\{u_{1}\right\} f\right\|_{t+1 / 2}^{E} \leq C\left(\left\|\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\} \partial_{j} \psi\right\|_{t-1 / 2}^{E}+\left\|\omega^{\prime}\left\{u_{1}\right\}(f-\psi)\right\|_{t-1}^{S}\right)
$$

To estimate the terms on the right-hand side, by (4.5) we obtain

$$
\left\|\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\} \partial_{j} \psi\right\|_{t-1 / 2}^{E} \leq C\left\|\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\}\right\|_{s_{1}-1 / 2}^{E}\left\|\partial_{j} \psi\right\|_{s_{2}-1 / 2}^{E}
$$

and accordingly

$$
\left\|\omega^{\prime}\left\{u_{1}\right\}(f-\psi)\right\|_{t-1}^{S} \leq C\left\|\omega^{\prime}\left\{u_{1}\right\}\right\|_{s_{1}-1}^{S}\left(\|f\|_{s_{2}-1}+\|\psi\|_{s_{2}-1}^{S}\right)
$$

for any choice of $s_{1}, s_{2} \in[t, s]$ with $s_{1}+s_{2} \geq t+s$. As

$$
\|\psi\|_{s_{2}-1}^{S},\left\|\partial_{j} \psi\right\|_{s_{2}-1 / 2}^{E} \leq C\|\psi\|_{s_{2}+1 / 2}^{E} \leq C^{\prime}\|f\|_{s_{2}-1}
$$

by (4.21), using (4.12), (4.13), we find

$$
\left\|\left(\sqrt{g} g^{i j}\right)^{\prime}\left\{u_{1}\right\} \partial_{j} \psi\right\|_{t-1 / 2}^{E},\left\|\omega^{\prime}\left\{u_{1}\right\}(f-\psi)\right\|_{t-1}^{S} \leq C^{\prime}\left\|u_{1}\right\|_{s_{1}}\|f\|_{s_{2}-1}
$$

and hence

$$
\left\|\nabla \psi^{\prime}(u)\left\{u_{1}\right\} f\right\|_{t-1}^{S},\left\|\psi^{\prime}(u)\left\{u_{1}\right\} f\right\|_{t+1 / 2}^{E} \leq C\left\|u_{1}\right\|_{s_{1}}\|f\|_{s_{2}-1}
$$

where the same remark applies to the estimate of $\nabla \psi^{\prime}$ along $S$ as to (4.21). Using (4.22), these estimates are extended inductively to $\psi^{(k)}$ :

$$
\begin{equation*}
\left\|\nabla \psi^{(k)}\right\|_{t-1}^{S},\left\|\psi^{(k)}\right\|_{t+1 / 2}^{E} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}}\|f\|_{s_{k+1}-1} \tag{4.24}
\end{equation*}
$$

provided $t \in[1, s], s_{1}, \ldots, s_{k+1} \in[t, s]$ with $s_{1}+\cdots+s_{k+1} \geq t+k s$. In view of (4.16), these estimates together with (4.11) and (4.5) imply the asserted estimate (4.20).
2. Let $K \subset U_{s}$ be $H^{s_{0}}$-closed and bounded in $H^{s}\left(S, \mathbb{R}^{m}\right)$. As shown in part 1 of this proof, $K$ can be covered by $H^{s_{0}}$-open sets $V_{s_{0}, v}, v \in K$, such that (4.20) holds uniformly for $u \in V_{s_{0}, v} \cap K$. Now the assertion follows from the compactness of $K$ in $H^{s_{0}}\left(S, \mathbb{R}^{m}\right)$.

Now we use invariance properties w.r.t. diffeomorphisms (cf., e.g., [10]). Let $\tau \in \operatorname{Diff}(S)$. Then by definition

$$
\begin{equation*}
\varphi(u, f)=\varphi(u \circ \tau, f \circ \tau) \text { in } \Omega_{u} \tag{4.25}
\end{equation*}
$$

Recalling the definition of $F$, we have

$$
\begin{gathered}
(F(u) f) \circ \tau=(\nabla \varphi(u, f)) \circ(u \circ \tau), \\
F(u \circ \tau)(f \circ \tau)=(\nabla \varphi(u \circ \tau, f \circ \tau)) \circ(u \circ \tau) p
\end{gathered}
$$

consequently (4.25) implies

$$
\begin{equation*}
(F(u) f) \circ \tau=F(u \circ \tau)(f \circ \tau) \text { on } S \tag{4.26}
\end{equation*}
$$

Any smooth vector field $D$ on $S$, identified with a first order differential operator, generates a one-parameter group of smooth diffeomorphisms $t \mapsto \tau_{t}$ with $\tau_{t}=i d$ for $t=0$. Setting $\tau=\tau_{t}$ in (4.26) and differentiating w.r.t. $t$ at $t=0$ gives

$$
\begin{equation*}
D F(u) f=F^{\prime}(u)\{D u\} f+F(u) D f \tag{4.27}
\end{equation*}
$$

for $u \in U_{s}$ and $f \in H^{s-1}(S), s>(m+1) / 2$. Furthermore, by differentiation w.r.t. $u$,

$$
\begin{align*}
D F^{(k)}(u)\{\ldots\} f= & F^{(k+1)}(u)\{D u, \ldots\} f+F^{(k)}(u)\{\ldots\} D f \\
& +\sum_{j=1}^{k} F^{(k)}(u)\left\{u_{1}, \ldots, u_{j-1}, D u_{j}, u_{j+1}, \ldots, u_{k}\right\} f \tag{4.28}
\end{align*}
$$

where the dots indicate the arguments $u_{1}, \ldots, u_{k} \in H^{s}\left(S, \mathbb{R}^{m}\right)$. We choose $m$ smooth vector fields $D_{1}, \ldots, D_{m}$ on $S$ such that

$$
\operatorname{span}\left\{D_{1}, \ldots, D_{m}\right\}=T_{x} \text { for all } x \in S
$$

and use the multi-index notation $D^{\alpha}=D_{1}^{\alpha_{1}} \ldots D_{m}^{\alpha_{m}}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$, for higher order derivatives. Note that, for $s \geq 0$ integer, we can use

$$
(u, v)_{s}=\sum_{|\alpha| \leq s}\left(D^{\alpha} u, D^{\alpha} v\right)_{L^{2}(S)}
$$

as the inner product generating the norm in $H^{s}(S)$. As a consequence of (4.27), (4.28), by induction we obtain a differentiation rule which resembles Leibniz's rule at an abstract level: For any multi-index $\alpha$ and $u \in U_{s}, f \in H^{s-1}(S), s>|\alpha|+(m+1) / 2$, it holds that

$$
\begin{equation*}
D^{\alpha} F(u) f=\sum c_{\beta_{1}, \ldots, \beta_{k+1}} F^{(k)}(u)\left\{D^{\beta_{1}} u, \ldots, D^{\beta_{k}} u\right\} D^{\beta_{k+1}} f \tag{4.29}
\end{equation*}
$$

where the sum has to be extended over all integers $k$ and systems of nonnegative multi-indices $\beta_{1}, \ldots, \beta_{k+1}$ with

$$
\begin{equation*}
0 \leq k \leq|\alpha|, \quad 1 \leq\left|\beta_{1}\right|, \ldots,\left|\beta_{k}\right|, \quad \beta_{1}+\cdots+\beta_{k+1}=\alpha \tag{4.30}
\end{equation*}
$$

The coefficients are nonnegative integers, in particular, $c_{\alpha}=c_{\alpha, 0}=1$.
The differentiation rule (4.29) and Lemma 4.5 enable us to prove estimates involving spatial derivatives of $F$. Concerning the second part of the following proposition, note that (4.31) provides a splitting of $D^{\alpha} F(u) f$ according to (4.29), with $R_{\alpha}(u) f$ containing the lower order terms, i.e., the terms involving spatial derivatives up to order $|\alpha|-1$ only. Again, the results (as well as the techniques used in the proof) are standard for local operators of corresponding types.

Proposition 4.6.
(i) Let $s \geq s_{0}>(m+1) / 2$ integer, $u \in U_{s+1}$. Then

$$
\|F(u) f\|_{s} \leq C\left(\|u\|_{s+1}\|f\|_{s_{0}}+\|f\|_{s}\right)
$$

(ii) Assume additionally $s \geq s_{0}+1$ and let $\alpha$ be any multi-index with $|\alpha|=s$. Then we have

$$
\begin{equation*}
D^{\alpha} F(u) f=F(u) D^{\alpha} f+F^{\prime}(u)\left\{D^{\alpha} u\right\} f+R_{\alpha}(u) f \tag{4.31}
\end{equation*}
$$

where the remainder term allows the estimate

$$
\left\|R_{\alpha}(u) f\right\|_{0} \leq C\left(\|u\|_{s}\|f\|_{s_{0}}+\|f\|_{s-1}\right)
$$

The constants in both estimates can be chosen uniformly as u varies in $H^{s_{0}}$-closed, $H^{s_{0}+1}$-bounded subsets of $U_{s+1}$.

Proof. We consider the more complicated situation (ii) only. According to (4.29), the remainder term has a representation as a sum of terms

$$
I_{\beta}=F^{(k)}(u)\left\{D^{\beta_{1}} u, \ldots, D^{\beta_{k}} u\right\} D^{\beta_{k+1}} f
$$

where the multi-indices satisfy (4.30) and additionally $\left|\beta_{i}\right|<s=|\alpha|$. Thus $k \geq 1$ and $\left|\beta_{i}\right| \geq 1$ for at least two indices, say $i=i_{1}, i_{2}$. We estimate $I_{\beta}$ using (4.20) with $s_{i}=1+\left(1-\theta_{i}\right)\left(s_{0}-1\right)$ and

$$
\theta_{i}=\left(\left|\beta_{i}\right|-1\right) /(s-2), \quad i=i_{1}, i_{2}, \quad \theta_{i}=\left|\beta_{i}\right| /(s-2), \quad i \notin\left\{i_{1}, i_{2}\right\}
$$

Then $s_{i} \in\left[1, s_{0}\right]$ and $s_{1}+\cdots+s_{k+1}=1+k s_{0}$; hence applying (4.20) (with $t=1$, $s=s_{0}$ ) yields

$$
\left\|I_{\beta}\right\|_{0} \leq C\|u\|_{\left|\beta_{1}\right|+s_{1}} \ldots\|u\|_{\left|\beta_{1}\right|+s_{k}}\|f\|_{\left|\beta_{k+1}\right|+s_{k+1}-1}
$$

Note that $\theta_{1}+\cdots+\theta_{k+1}=1$ and set $\lambda:=\theta_{1}+\cdots+\theta_{k}$. From

$$
\left|\beta_{i}\right|+s_{i} \leq\left(1-\theta_{i}\right)\left(s_{0}+1\right)+\theta_{i} s
$$

we get by norm convexity and Young's inequality

$$
\begin{aligned}
\left\|I_{\beta}\right\|_{0} & \leq C\|u\|_{s_{0}+1}^{k-1}\left(\|u\|_{s_{0}+1}\|f\|_{s-1}\right)^{1-\lambda}\left(\|u\|_{s}\|f\|_{s_{0}}\right)^{\lambda} \\
& \leq C\|u\|_{s_{0}+1}^{k-1}\left(\|u\|_{s_{0}+1}\|f\|_{s-1}+\|u\|_{s}\|f\|_{s_{0}}\right) .
\end{aligned}
$$

This proves the assertion.
We conclude this section with remarks concerning the Neumann-Dirichlet operator $A$ defined by (3.9), (3.10). It is obvious that the regularity properties of $u \mapsto A(u)$ are the same as for $\left.u \mapsto \psi(u)\right|_{S}$; hence (4.19) reappears as

$$
\begin{equation*}
[u \mapsto A(u)] \in C^{\infty}\left(U_{s}, \mathcal{L}\left(H^{t}(S), H^{t+1}(S)\right)\right) \tag{4.32}
\end{equation*}
$$

for $s>(m+1) / 2$ and $-1 / 2 \leq t \leq s-1$. Moreover, the differentiation rule (4.28) also holds for $A$, and $\psi_{N}(u) f:=\varphi_{N}(u) f \circ \tilde{u}$ satisfies estimates parallel to (4.24). Hence we get

$$
\begin{equation*}
\left\|A^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} f\right\|_{t} \leq C\left\|u_{1}\right\|_{s_{1}} \cdots\left\|u_{k}\right\|_{s_{k}}\|f\|_{s_{k+1}-1} \tag{4.33}
\end{equation*}
$$

provided $s_{1}, \ldots, s_{k+1} \in[t, s]$ with $s_{1}+\cdots+s_{k+1} \geq t+k s$. Thus we have the following analogue to Proposition 4.6.

Proposition 4.7.
(i) Let $s \geq s_{0}>(m+1) / 2$ integer, $u \in U_{s}$, and $f \in H^{s-1}(S)$. Then

$$
\|A(u) f\|_{s} \leq C\left(\|u\|_{s}\|f\|_{s_{0}-1}+\|f\|_{s-1}\right)
$$

with a uniform constant as long as $u$ varies in $H^{s_{0}}$-closed, $H^{s_{0}}$-bounded subsets of $U_{s}$.
(ii) Assume additionally $s \geq s_{0}+1$, and let $\alpha$ be any multi-index with $|\alpha|=s-1$. Then we have

$$
\left\|D^{\alpha} A(u) f-A(u) D^{\alpha} f\right\|_{1} \leq C\left(\|u\|_{s}\|f\|_{s_{0}-1}+\|f\|_{s-2}\right)
$$

where now the constant can be chosen uniformly as $u$ varies in $H^{s_{0}}$-closed, $H^{s_{0}+1}$ bounded subsets of $U_{s+1}$.

Finally, for later reference we point out the simple commutator estimate

$$
\begin{equation*}
\|A(u)(h f)-h A(u) f\|_{1} \leq C\|h\|_{s}\|f\|_{-1} \tag{4.34}
\end{equation*}
$$

for $u \in U_{s}, f, h \in H^{s}(S), s>(m+1) / 2$. Fixing any neighborhood $V_{s}$ according to Lemma 4.1, fixing $u \in V_{s}$ with corresponding diffeomorphism (4.10), and considering

$$
A(u) f=\left.\psi(u)(f-\omega A(u) f)\right|_{S}
$$

reduces (4.34) to

$$
\begin{equation*}
\|h \psi(u) f-\psi(u)(h f)\|_{1}^{S} \leq C\|h\|_{s}\|f\|_{-1} \tag{4.35}
\end{equation*}
$$

Let $\tilde{h}$ be the extension of $h$ into $E$ determined by solving the Dirichlet problem

$$
L(u) \tilde{h}=0 \text { in } E, \quad \tilde{h}=h \text { on } S
$$

Clearly $\|\tilde{h}\|_{s+1 / 2}^{E} \leq C\|h\|_{s}$ and $\tilde{\psi}:=h \psi(u) f-\psi(u)(h f)$ solves the boundary value problem

$$
\begin{aligned}
& L(u) \tilde{\psi}=2 \partial_{i}\left(\sqrt{g} g^{i j} \partial_{i} \tilde{h} \psi(u) f\right) \text { in } E, \\
& B(u) \tilde{\psi}=-\omega \nu_{i} g^{i j} \partial_{i} \tilde{h} \psi(u) f \text { on } S .
\end{aligned}
$$

Hence by Lemma 4.3

$$
\|\tilde{\psi}\|_{3 / 2}^{E} \leq C\left\|\sqrt{g} g^{i j} \partial_{i} \tilde{h}\right\|_{s-1 / 2}\|\psi(u) f\|_{1 / 2}^{E} \leq C\|h\|_{s}\|\psi(u) f\|_{1 / 2}^{E} .
$$

Together with (4.18) this implies (4.35).
5. The main estimate. In this section we prove $H^{s}$ a priori estimates for the nonlinear operator $\mathcal{F}$ w.r.t. variable bilinear forms, which we define in what follows. As already mentioned in the introduction, these estimates are the main ingredient in the existence proof.

To begin with, for $u \in U_{s}, s>(m+1) / 2$, we define

$$
\begin{gather*}
P(u) v:=v \cdot(n(u) \circ u), \quad N(u) w:=w(n(u) \circ u),  \tag{5.1}\\
\Lambda(u) w:=\nabla_{\Gamma_{u}}\left(w \circ u^{-1}\right) \circ u \tag{5.2}
\end{gather*}
$$

as the Euclidean inner product and multiplication with outer normal $n(u)$ of $\Gamma_{u}$ and pullback of tangential gradient $\nabla_{\Gamma_{u}}$ along $\Gamma_{u}$, respectively. If $P(u), N(u)$, and $\Lambda(u)$ are considered as operators in $v$ and $w$, their coefficients are smooth functions of $u$ and its first derivatives. Thus, using (4.1)-(4.5),

$$
\begin{gather*}
P(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t}(S)\right), \quad N(u) \in \mathcal{L}\left(H^{t}(S), H^{t}\left(S, \mathbb{R}^{m}\right)\right)  \tag{5.3}\\
\Lambda(u) \in \mathcal{L}\left(H^{t}(S), H^{t-1}\left(S, \mathbb{R}^{m}\right)\right) \tag{5.4}
\end{gather*}
$$

depend smoothly on $u \in U_{s}$ for $0 \leq t \leq s-1$ and $1 \leq t \leq s$, respectively. Clearly, the operators $P, N, \Lambda$ satisfy invariance properties as stated for $F$ in (4.26). As a consequence, the differentiation rule (4.27) and its corollary (4.28) are also true for $P, N, \Lambda$; we make use of that without explicit mention. Further, recall that the pullback $\Delta(u) w$ of the Laplace-Beltrami operator $\Delta_{\Gamma_{u}}$ on $\Gamma_{u}$ according to (3.8) and the operator $H(u)$ according to (3.7) may be expressed as

$$
\Delta(u) w=\Lambda_{i}(u)\left(\Lambda_{i}(u) w\right), \quad H(u)=-\gamma \Lambda_{i}(u)\left(n_{i}(u) \circ u\right)
$$

respectively (see, e.g., $[9$, sect. 15.1]). Thus, recalling (4.32), the operator $\mathcal{G}$ defined by (3.4), (3.7) satisfies

$$
[u \mapsto \mathcal{G}(u)] \in C^{\infty}\left(U_{s}, H^{s-2}(S)\right),
$$

provided $s>(m+3) / 2$. Together with Corollary 4.4 this implies the smoothness of $\mathcal{F}$ as stated in (3.12).

In further considerations of this section we fix the integer $s_{0}:=[(m+5) / 2]+1$ and set

$$
\widetilde{U}_{s}:=U_{s} \cap K \text { for all } s \geq s_{0}
$$

with an $H^{s_{0}}$-bounded and $L^{2}$-closed subset $K \subseteq U_{s_{0}}$. Note that

$$
1 \leq C\|u\|_{s_{0}} \leq C^{\prime}\|u\|_{s}, \quad\|u\|_{C^{3}(S)} \leq C
$$

for all $u \in \widetilde{U}_{s}, s \geq s_{0}$. By transforming the well-known integration by parts formula for the differential operator $\nabla_{\Gamma_{u}}$ onto $S$, we get the form

$$
\int_{S} \omega \Lambda_{i}(u) f d S=-\int_{S} \omega\left(\kappa_{\Gamma_{u}} \circ u\right)\left(n_{i}(u) \circ u\right) f d S .
$$

Consequently, for $u \in \widetilde{U}_{s}, s \geq s_{0}$, and any $f \in C^{1}(S)$, we have

$$
\begin{equation*}
\left|\int_{S} \Lambda_{i}(u) f d S\right| \leq C \int_{S}|f| d S . \tag{5.5}
\end{equation*}
$$

Furthermore, note the estimates

$$
\|\mathcal{G}(u)\|_{s-2},\|\mathcal{F}(u)\|_{s-2} \leq C\|u\|_{s} \text { for all } u \in \widetilde{U}_{s}, s \geq s_{0} .
$$

The following lemma is crucial, as it identifies the leading (first) order term in the linearization of $u \mapsto F(u)$ in an explicit way.

Lemma 5.1. Let $s \geq s_{0}$. Then for $u \in U_{s}, v \in H^{s}\left(S, \mathbb{R}^{m}\right)$, and $f \in H^{s-1}(S)$ it holds that

$$
F^{\prime}(u)\{v\} f=F(u)(\Lambda(u)(P(u) v) \cdot F(u) f)+R(u)\{v\} f,
$$

where $R$ allows the estimate

$$
\|R(u)\{v\} f\|_{0} \leq C\|f\|_{s-1}\|v\|_{0}
$$

The constant is independent of $u$ as long as $u$ varies in $\widetilde{U}_{s}$.
Proof. As in the proof of Lemma 4.5 we can assume $u \in V_{s}$. We have

$$
F_{i}^{\prime}(u)\{v\} f=\partial_{i} \varphi^{\prime} \circ u+v_{j} \partial_{i} \partial_{j} \varphi \circ u,
$$

where $\varphi^{\prime}=\varphi^{\prime}(u, f)\{v\}$ denotes the derivative w.r.t. $u$ of the velocity potential $\varphi=$ $\varphi(u, f)$ in $\Omega_{u}$. As

$$
\|\varphi(u, f)\|_{C^{2}\left(\bar{\Omega}_{u}\right)} \leq C_{1}\|\psi(u) f\|_{C^{2}(\bar{E})} \leq C_{2}\|\psi(u) f\|_{H^{s+1 / 2}(E)} \leq C_{3}\|f\|_{s-1}
$$

by Sobolev's embedding and (4.21), we obtain

$$
\left\|v_{j} \partial_{i} \partial_{j} \varphi \circ u\right\|_{0}^{S} \leq C\|f\|_{s-1}\|v\|_{0} .
$$

Furthermore, $\varphi^{\prime}$ satisfies $\Delta \varphi^{\prime}=0$ in $\Omega_{u}$ and the boundary condition

$$
\varphi^{\prime}+n \cdot \nabla \varphi^{\prime}+n^{\prime} \cdot \nabla \varphi+\left(\partial_{i} \varphi+n_{j} \partial_{i} \partial_{j} \varphi\right) v_{i} \circ u^{-1}=0 \text { on } \Gamma_{u},
$$

where we have used the abbreviation

$$
n^{\prime}=\left.\partial_{\varepsilon}\left(n(u+\varepsilon v) \circ\left(i d+\varepsilon v \circ u^{-1}\right)\right)\right|_{\varepsilon=0}
$$

for the variation of the outer normal on $\Gamma_{u}$. A simple calculation (cf. Lemma 1.1 in [3]) shows

$$
\begin{equation*}
n^{\prime}=-\nabla_{\Gamma_{u}}\left(n \cdot v \circ u^{-1}\right)+v_{i} \circ u^{-1} \nabla_{\Gamma_{u}} n_{i} . \tag{5.6}
\end{equation*}
$$

By retransformation onto the reference domain $E$, for $\tilde{\psi}^{\prime}=\varphi^{\prime} \circ u$ to satisfy the boundary value problem, this implies

$$
L(u) \tilde{\psi}^{\prime}=0 \text { in } E, \quad B(u) \tilde{\psi}^{\prime}=\Lambda(u)(P(u) v) \cdot F(u) f+R_{1}(u)\{v\} f \text { on } S
$$

The operator $R_{1}$ acts by pointwise multiplications w.r.t. the components of $v$, and hence by the same reasoning as above we get the estimate

$$
\left\|R_{1}(u)\{v\} f\right\|_{0}^{S} \leq C\|f\|_{s-1}\|v\|_{0}
$$

Thus the result follows.
For $u \in U_{s}$ let $M(u) \in \mathcal{L}\left(L^{2}\left(S, \mathbb{R}^{m}\right)\right)$ be the operator defined by

$$
\begin{equation*}
M(u) v:=v-\Lambda(u)(\psi(u) P(u) v) \tag{5.7}
\end{equation*}
$$

By (4.19) and (5.4),

$$
M(u) \in \mathcal{L}\left(H^{t}\left(S, \mathbb{R}^{m}\right), H^{t}\left(S, \mathbb{R}^{m}\right)\right), \quad 0 \leq t \leq s-1
$$

depends smoothly on $u \in U_{s}, s>(m+1) / 2$; for later reference we state explicitly

$$
\begin{equation*}
\left\|M^{(k)}(u)\left\{u_{1}, \ldots, u_{k}\right\} v\right\|_{t} \leq C\left\|u_{1}\right\|_{s} \cdots\left\|u_{k}\right\|_{s}\|v\|_{t} \tag{5.8}
\end{equation*}
$$

Because of $P(u) \Lambda(u)=0$ the operator $M(u)$ constitutes an isomorphism in $L^{2}\left(S, \mathbb{R}^{m}\right)$ with inverse

$$
\begin{equation*}
M(u)^{-1} v=v+\Lambda(u)(\psi(u) P(u) v) \tag{5.9}
\end{equation*}
$$

and we have

$$
\begin{equation*}
C^{-1}\|v\|_{0} \leq\|M(u) v\|_{0} \leq C\|v\|_{0} \tag{5.10}
\end{equation*}
$$

for all $v \in L^{2}\left(S, \mathbb{R}^{m}\right)$ with a positive constant $C$ independent of $u \in \widetilde{U}_{s}$.
The operator $M$ will be used for the definition of our variable inner products; see (5.12) below. The technique used here is comparable to the symmetrization of hyperbolic systems. The following lemma exhibits the crucial property on which the choice of $M$ is based. Note that it relates, up to lower order terms, an inner product for vector-valued functions to an inner product for scalar-valued ones.

Lemma 5.2. Let $s>(m+3) / 2$. There exists a positive constant $C$ such that for all $u \in \widetilde{U}_{s}$ and $f \in L^{2}(S), w \in L^{2}\left(S, \mathbb{R}^{m}\right)$

$$
\begin{equation*}
\left|(M(u) F(u) f, M(u) w)_{0}-(f, P(u) w)_{0}\right| \leq C\|f\|_{-1}\|w\|_{0} \tag{5.11}
\end{equation*}
$$

Proof. Reformulating the boundary condition satisfied by $\psi(u) f$, we have

$$
P(u)(F(u) f)=f-\psi(u) f, \quad F(u) f-\Lambda(u)(\psi(u) f)=N(u)(f-\psi(u) f)
$$

and consequently

$$
\begin{aligned}
M(u) F(u) f & =F(u) f-\Lambda(u) \psi(u)(f-\psi(u) f) \\
& =N(u)(f-\psi(u) f)+\Lambda(u) \psi(u)^{2} f
\end{aligned}
$$

Further, recalling $P(u) \Lambda(u)=0$,

$$
(N(u) f, M(u) w)_{0}=(f, P(u) M(u) w)_{0}=(f, P(u) w)_{0}
$$

and we obtain

$$
(M(u) F(u) f, M(u) w)_{0}=(f-\psi(u) f, P(u) w)_{0}+\left(\Lambda(u) \psi(u)^{2} f, M(u) w\right)_{0}
$$

Together with

$$
\left\|\Lambda(u) \psi(u)^{2} f\right\|_{0}^{S},\|\psi(u) f\|_{0}^{S} \leq C\|f\|_{-1}
$$

from (4.18), this immediately implies (5.11).
In view of (5.10), for every fixed $u \in U_{s}, s \geq s_{0}$,

$$
\begin{equation*}
(v, w)_{s, u}:=(M(u) v, M(v) w)_{0}+\sum_{|\alpha|=s}\left(M(u) D^{\alpha} v, M(u) D^{\alpha} w\right)_{0} \tag{5.12}
\end{equation*}
$$

defines a inner product on $H^{s}\left(S, \mathbb{R}^{m}\right)$, which is equivalent to the usual one. This inner product (and corresponding bilinear forms) will be used when we apply the abstract existence theorem, Theorem 3.4, to our evolution problem. The next two lemmas provide the properties necessary for this.

Lemma 5.3. Let $s \geq s_{0}$ and $u \in \widetilde{U}_{s}$.
(i) There exists a $C>0$ independent of $u$ such that for all $v \in H^{s+2}\left(S, \mathbb{R}^{m}\right)$ and $w \in H^{s}\left(S, \mathbb{R}^{m}\right)$

$$
\begin{equation*}
(v, w)_{s, u} \leq C\|v\|_{s+2}\|w\|_{s-2} \tag{5.13}
\end{equation*}
$$

(ii) There exist $\lambda_{0}, c_{0}>0$ independent of $u$ such that for all $v \in H^{s+4}\left(S, \mathbb{R}^{m}\right)$ and $\lambda \geq \lambda_{0}$

$$
\begin{equation*}
\left(v,\left(\Delta_{0}^{2}+\lambda\right) v\right)_{s, u} \geq c_{0}\|v\|_{s+2}^{2} \tag{5.14}
\end{equation*}
$$

with the elliptic operator $\Delta_{0}:=D_{i} D_{i}$ on $S$.
Proof. (i) We consider a typical term of (5.12) and show

$$
\begin{equation*}
I_{\alpha}(v, w):=\left(M(u) D^{\alpha} v, M(u) D^{\alpha} w\right)_{0} \leq C\|v\|_{s+2}\|w\|_{s-2} \tag{5.15}
\end{equation*}
$$

for smooth $v, w$ and multi-indices $\alpha$ with $|\alpha|=s$. Recalling (5.8), we have

$$
\left\|M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} w\right\|_{0} \leq C\|w\|_{0}
$$

if $\left|\alpha_{1}\right|, \ldots,\left|\alpha_{k}\right| \leq 2$. Thus, writing $D^{\alpha} w=D^{\beta} D^{\delta} w$ with $|\beta|=2$ and $|\delta|=s-2$, multiple application of the differentiation rule gives a representation

$$
\begin{equation*}
M(u) D^{\alpha} w=\sum(-1)^{\left|\alpha_{0}\right|} D^{\alpha_{0}} M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w \tag{5.16}
\end{equation*}
$$

where $\left|\alpha_{i}\right| \leq 2\left(\right.$ in fact $\left.\alpha_{0}+\cdots+\alpha_{k}=\beta\right)$; hence

$$
\left\|M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w\right\|_{0} \leq C\|w\|_{s-2}
$$

Furthermore, using the differentiation rule again, we have

$$
\left\|M(u) D^{\alpha} v\right\|_{2} \leq C\|v\|_{s+2}
$$

and consequently

$$
\left(M(u) D^{\alpha} w, D^{\alpha_{0}} M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} v\right)_{0} \leq C\|v\|_{s+2}\|w\|_{s-2}
$$

This implies (5.15).
(ii) Using the same type of argument as in the proof of part (i), we obtain

$$
\left(v, \Delta_{0}^{2} v\right)_{s, u} \geq\left(D_{i} D_{j} v, D_{i} D_{j} v\right)_{s, u}-C\|v\|_{s+1}\|v\|_{s+2}
$$

and consequently

$$
\left(v,\left(\Delta_{0}^{2}+\lambda\right) v\right)_{s, u} \geq c_{0}\left(\|v\|_{s+2}^{2}+\lambda\|v\|_{s}^{2}\right)-C\|v\|_{s+1}^{2}
$$

with a positive constant $c_{0}$. Hence applying

$$
\|v\|_{s+1}^{2} \leq \sigma\|v\|_{s+2}^{2}+C(\sigma)\|v\|_{s}^{2}
$$

with $\sigma=c_{0} / 2$ and choosing $\lambda$ sufficiently large, we get the claim.
An immediate consequence of Lemma 5.3(i) is the existence of a continuous bilinear form $\langle\cdot, \cdot\rangle_{s, u}$ on $H^{s+2}\left(S, \mathbb{R}^{m}\right) \times H^{s-2}\left(S, \mathbb{R}^{m}\right)$ compatible with $(\cdot, \cdot)_{s, u}$; i.e., it holds that $\langle v, w\rangle_{s, u}=(v, w)_{s, u}$ for all $v, w \in H^{s+2}\left(S, \mathbb{R}^{m}\right)$. Further, we put for $\varepsilon \in(0,1]$

$$
\begin{equation*}
\langle v, w\rangle_{s, u}^{\varepsilon}:=\langle v, w\rangle_{s_{0}, u}+\varepsilon^{2}\langle v, w\rangle_{s, u} \tag{5.17}
\end{equation*}
$$

Lemma 5.4. We assume as above that $s \geq s_{0}, \varepsilon \in(0,1]$.
(i) For fixed $u \in U_{s}$, the mapping $\langle\cdot, \cdot\rangle_{s, u}^{\bar{\varepsilon}}: H^{s+2}\left(S, \mathbb{R}^{m}\right) \times H^{s-2}\left(S, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ constitutes a continuous, nondegenerate bilinear form, symmetric on $H^{s+2}\left(S, \mathbb{R}^{m}\right) \times$ $H^{s+2}\left(S, \mathbb{R}^{m}\right)$.
(ii) With constants $C>0$ independent of $\varepsilon, u, v, w$, one has for $u, w \in \tilde{U}_{s}$ and $v \in H^{s+2}\left(S, \mathbb{R}^{m}\right)$

$$
\begin{gather*}
C\left(\|v\|_{s_{0}}^{2}+\varepsilon^{2}\|v\|_{s}^{2}\right) \leq\langle v, v\rangle_{s, u}^{\varepsilon} \leq C^{-1}\left(\|v\|_{s_{0}}^{2}+\varepsilon^{2}\|v\|_{s}^{2}\right)  \tag{5.18}\\
\langle v, v\rangle_{s, u}^{\varepsilon} \leq\langle v, v\rangle_{s, w}^{\varepsilon}\left(1+C\|u-w\|_{s_{0}-2}\right) . \tag{5.19}
\end{gather*}
$$

(iii) The weak convergences $u_{n} \rightharpoonup u \in H^{s}, w_{n} \rightharpoonup w \in H^{s-2}$ imply for each $v \in H^{s+2}$

$$
\left\langle v, w_{n}\right\rangle_{s, u_{n}}^{\varepsilon} \rightarrow\langle v, w\rangle_{s, u}^{\varepsilon}
$$

Proof. (i) It remains only to show nondegeneracy. First note that Lemma 5.3(ii) implies for every $v \in H^{s+2}$ and $\lambda \geq \lambda_{0}$

$$
\left\langle v, \Delta_{0}^{2} v+\lambda v\right\rangle_{s, u}^{\varepsilon} \geq c_{0}\|v\|_{0}^{2}
$$

Let $\varepsilon, u, w$ be fixed such that $\langle v, w\rangle_{s, u}^{\varepsilon}=0$ for every $v \in H^{s+2}$. Let $\lambda$ be sufficiently large and let $v \in H^{s+2}$ be the unique solution of the fourth order elliptic equation

$$
\Delta_{0}^{2} v+\lambda v=w \text { on } S
$$

Thus we have

$$
0=\langle v, w\rangle_{s, u}^{\varepsilon}=\left\langle v, \Delta_{0}^{2} v+\lambda v\right\rangle_{s, u}^{\varepsilon} \geq c_{0}\|v\|_{0}^{2}
$$

for our special $v$; consequently it follows that $v=0$ and then $w=0$.
(ii) The estimates (5.18) are immediate consequences of (5.10). Concerning (5.19) we note only that by (5.8)

$$
\|M(u) f-M(w) f\|_{0} \leq C\|u-w\|_{s_{0}-2}\|f\|_{0}
$$

from which the assertion can easily be derived.
(iii) Fix $v \in H^{s+2}, u \in U_{s}$, and, for the time being, $w \in H^{s}$. Using the representation (5.14), we get for $|\alpha|=s$

$$
\begin{aligned}
& \left(M(u) D^{\alpha} v, M(u) D^{\alpha} w\right)_{0} \\
& \quad=\sum(-1)^{\left|\alpha_{0}\right|}\left(M(u) D^{\alpha} v, D^{\alpha_{0}} M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w\right)_{0}
\end{aligned}
$$

with $\left|\alpha_{i}\right| \leq 2,|\delta|=s-2$. Now assume $u_{n} \rightharpoonup u$ in $U_{s}$; thus $u_{n} \rightarrow u$ in $H^{s^{\prime}}$ with $s \in[0, s)$, and $w_{n} \rightharpoonup w$ in $H^{s-2}$. According to the above remark, $\left\langle v, w_{n}\right\rangle_{s, u_{n}}$ can essentially be represented as a sum of terms

$$
\sum(-1)^{\left|\alpha_{0}\right|}\left\langle M\left(u_{n}\right) D^{\alpha} v, D^{\alpha_{0}} M^{(k)}\left(u_{n}\right)\left\{D^{\alpha_{1}} u_{n}, \ldots, D^{\alpha_{k}} u_{n}\right\} D^{\delta} w_{n}\right\rangle_{H^{2} \times H^{-2}}
$$

with $\alpha, \alpha_{i}$, and $\delta$ as above, where $\langle\cdot, \cdot\rangle_{H^{2} \times H^{-2}}$ denotes the $L^{2}$-duality map on $H^{2}\left(S, \mathbb{R}^{m}\right) \times H^{-2}\left(S, \mathbb{R}^{m}\right)$. From the smoothness properties of $M$ we conclude that

$$
\begin{equation*}
M\left(u_{n}\right) D^{\alpha} v \rightarrow M(u) D^{\alpha} v \text { in } H^{2}\left(S, \mathbb{R}^{m}\right) \tag{5.20}
\end{equation*}
$$

Similarly, uniform boundedness of $\left\|w_{n}\right\|_{s-2}$ and convergence $u_{n} \rightarrow u$ in $H^{s_{0}-2}$ imply via (5.8)

$$
M^{(k)}\left(u_{n}\right)\left\{D^{\alpha_{1}} u_{n}, \ldots, D^{\alpha_{k}} u_{n}\right\} D^{\delta} w_{n}-M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w_{n} \rightarrow 0
$$

in $L^{2}$. Since strong continuity of linear operators implies weak continuity, we have

$$
M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w_{n} \rightharpoonup M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w
$$

weakly in $L^{2}$, and consequently

$$
D^{\alpha_{0}} M^{(k)}\left(u_{n}\right)\left\{D^{\alpha_{1}} u_{n}, \ldots, D^{\alpha_{k}} u_{n}\right\} D^{\delta} w_{n} \rightharpoonup D^{\alpha_{0}} M^{(k)}(u)\left\{D^{\alpha_{1}} u, \ldots, D^{\alpha_{k}} u\right\} D^{\delta} w
$$

weakly in $H^{-2}$. Together with (5.20), this completes the proof.
The following estimates, given in Lemma 5.5 and Proposition 5.6, form the core of the existence proof. The techniques are quite standard (cf. (4.1), (4.5)), but it is crucial to use the structure of $\mathcal{G}$ given by (5.25), which provides "coercivity w.r.t. the normal component"; cf. (5.24). Finally, in the proof of Proposition 5.6 we will couple the results concerning the operators $F$ and $\mathcal{G}$ and use an integration by parts to deal with the possible degeneration of $\gamma$.

LEMMA 5.5. Let $s \geq s_{0}$ be an integer, let $u \in \widetilde{U}_{s}$, and assume $\gamma=\rho^{2}$ with $\rho \in C^{\infty}(S)$.
(i) There exist positive constants $c, C$, independent of $u$, such that

$$
\begin{align*}
\left\|\mathcal{G}^{\prime}(u) v\right\|_{0} & \leq C\left(\|\rho P(u) v\|_{2}+\|v\|_{1}\right),  \tag{5.21}\\
\left(D P(u) v, D \mathcal{G}^{\prime}(u) v\right)_{0} & \leq-c\|\rho P(u) D v\|_{1}^{2}+C\|v\|_{1}^{2} \tag{5.22}
\end{align*}
$$

for all $v \in H^{2}\left(S, \mathbb{R}^{m}\right)$ and any derivative $D=D^{\alpha},|\alpha| \leq 1$.
(ii) Moreover, for $|\alpha|=s$ we have

$$
\begin{align*}
\left\|D^{\alpha} \mathcal{G}(u)\right\|_{-1} & \leq C\left(\left\|\rho P(u) D^{\alpha} u\right\|_{1}+\|u\|_{s}\right)  \tag{5.23}\\
\left(P(u) D^{\alpha} u, D^{\alpha} \mathcal{G}(u)\right)_{0} & \leq-c\left\|\rho P(u) D^{\alpha} u\right\|_{1}^{2}+C\|u\|_{s}^{2} . \tag{5.24}
\end{align*}
$$

Proof. (i) To show (5.21), (5.22) it suffices to construct a representation of the form

$$
\begin{equation*}
\mathcal{G}^{\prime}(u) v=\gamma \Delta(u)(P(u) v)+\rho R_{1}(u) v+R_{2}(u) v \tag{5.25}
\end{equation*}
$$

with operators $R_{1}(u), R_{2}(u)$ such that

$$
\begin{equation*}
\left\|R_{1}(u) v\right\|_{0},\left\|R_{2}(u) v\right\|_{1} \leq C\|v\|_{1} . \tag{5.26}
\end{equation*}
$$

For the part $H^{\prime}(u) v$ of $\mathcal{G}^{\prime}(u) v$, which is a second order differential operator in $v$, this is quite clear using the well-known fact that the linearization of the mean curvature has $\Delta(u)(P(u) v)$ as its main part. Concerning $G^{\prime}(u) v$ we note

$$
\begin{aligned}
-G^{\prime}(u) v & =A(u) \Delta^{\prime}(u)\{v\} \gamma+A^{\prime}(u)\{v\} \Delta(u) \gamma \\
\Delta^{\prime}(u)\{v\} \gamma & =2 \rho \Delta^{\prime}(u)\{v\} \rho+4 \Lambda_{i}^{\prime}(u)\{v\} \rho \Lambda_{i}(u) \rho
\end{aligned}
$$

hence we have the representation $-G^{\prime}(u) v=\rho R_{1}(u)+R_{2}(u)$ with

$$
\begin{aligned}
R_{1}(u):= & 2 A(u) \Delta^{\prime}(u)\{v\} \rho, \\
R_{2}(u):= & 2\left(A(u)\left(\rho \Delta^{\prime}(u)\{v\} \rho\right)-\rho A(u) \Delta^{\prime}(u)\{v\} \rho\right) \\
& +4 A(u) \Lambda_{i}^{\prime}(u)\{v\} \rho \Lambda_{i}(u) \rho+A^{\prime}(u)\{v\} \Delta(u) \gamma .
\end{aligned}
$$

Due to

$$
\|\Delta(u) \rho\|_{s_{0}-2} \leq C, \quad\left\|\Delta^{\prime}(u)\{v\} \rho\right\|_{-1},\left\|\Lambda_{i}^{\prime}(u)\{v\} \rho\right\|_{0} \leq C\|v\|_{1},
$$

the estimate (5.26) for $R_{1}$ is now a consequence of

$$
\|A(u) f\|_{0} \leq C\|f\|_{-1}, \quad\left\|\Delta^{\prime}(u)\{v\} \rho\right\|_{-1} \leq C\|v\|_{1},
$$

whereas the estimate for $R_{2}$ follows from the commutator estimate (4.34) together with

$$
\|A(u) f\|_{1} \leq C\|f\|_{0}, \quad\left\|A^{\prime}(u)\{v\} f\right\|_{1} \leq C\|v\|_{1}\|f\|_{s_{0}-2} .
$$

(ii) Similar to part (i), it suffices to show the existence of a decomposition

$$
D^{\alpha} \mathcal{G}(u)=\gamma \Delta(u)\left(P(u) D^{\alpha} u\right)+\rho R_{1}(u)+R_{2}(u)
$$

with operators $R_{1}, R_{2}$ allowing the estimates

$$
\left\|R_{1}(u)\right\|_{-1},\left\|R_{2}(u)\right\|_{0} \leq C\|u\|_{s} .
$$

Again, for the part $D^{\alpha} H$ of $D^{\alpha} \mathcal{G}$ this is quite clear, where $R_{1}, R_{2}$ are now local differential operators w.r.t. $u$ of order $s+1$ and $s$, respectively. Concerning $D^{\alpha} G(u)$ we write $\alpha=\beta+\delta$ with $|\beta|=1,|\delta|=s-1$ and calculate

$$
-D^{\alpha} G(u)=2 \rho D^{\beta} A(u) \Delta^{\prime}(u)\left\{D^{\delta} u\right\} \rho+Q_{1}+\cdots+Q_{5}
$$

with

$$
\begin{aligned}
& Q_{1}:=D^{\beta}\left(D^{\delta} A(u) \Delta(u) \gamma-A(u) D^{\delta} \Delta(u) \gamma\right) \\
& Q_{2}:=D^{\beta} A(u)\left(D^{\delta} \Delta(u) \gamma-\Delta^{\prime}(u)\left\{D^{\delta} u\right\} \gamma\right), \\
& Q_{3}:=4 D^{\beta} A(u) \Lambda_{i}^{\prime}(u)\left\{D^{\delta} u\right\} \rho \Lambda_{i}(u) \rho, \\
& Q_{4}:=2 D^{\beta}\left(A(u)\left(\rho \Delta^{\prime}(u)\left\{D^{\delta} u\right\} \rho\right)-\rho A(u) \Delta^{\prime}(u)\left\{D^{\delta} u\right\} \rho\right), \\
& Q_{5}:=2\left(D^{\beta} \rho\right) A(u) \Delta^{\prime}(u)\left\{D^{\delta} u\right\} \rho .
\end{aligned}
$$

Now we set $R_{1}:=2 D^{\beta} A(u) \Delta^{\prime}(u)\left\{D^{\delta} u\right\} \rho$ and $R_{2}:=Q_{1}+\cdots+Q_{5}$. The necessary estimates follow from the properties of $A$-in particular, Proposition 4.7 (ii) and (4.34) - and from the additional commutator estimate

$$
\left\|D^{\delta} \Delta(u) \gamma-\Delta^{\prime}(u)\left\{D^{\delta} u\right\} \gamma\right\|_{0} \leq C\|u\|_{s}
$$

Now we are prepared to formulate and prove the following a priori estimates for $\mathcal{F}$ w.r.t. the bilinear forms $\langle\cdot, \cdot\rangle_{s, u}$.

Proposition 5.6. Let $s \geq s_{0}$ be an integer. Then

$$
\begin{align*}
\left\langle v, \mathcal{F}^{\prime}(u) v\right\rangle_{1, u} & \leq C\|v\|_{1}^{2}  \tag{5.27}\\
\langle u, \mathcal{F}(u)\rangle_{s, u} & \leq C\|u\|_{s}^{2} \tag{5.28}
\end{align*}
$$

for all $u \in \widetilde{U}_{s}$ and $v \in H^{2}\left(S, \mathbb{R}^{m}\right)$ with constants independent of $u$ and $v$.
Proof. We start with the proof of (5.27). Due to (5.21), for any derivative $D$

$$
\left\|D \mathcal{F}^{\prime}(u) v-F^{\prime}(u)\{D v\} \mathcal{G}(u)-F(u)\left(D \mathcal{G}^{\prime}(u) v\right)\right\|_{0} \leq C\left(\|v\|_{1}+\|\rho P(u) v\|_{2}\right)
$$

and consequently by Lemma 5.1

$$
D \mathcal{F}^{\prime}(u) v=F(u)\left(\mathcal{F}(u) \cdot \Lambda(u)(P(u) D v)+D \mathcal{G}^{\prime}(u) v\right)+R(u) v
$$

where the remainder term satisfies

$$
\|R(u) v\|_{0} \leq C\left(\|v\|_{1}+\|\rho P(u) v\|_{2}\right)
$$

Further, by (5.21) we have

$$
\left\|D \mathcal{G}^{\prime}(u) v\right\|_{-1} \leq C\left(\|v\|_{1}+\|\rho P(u) v\|_{2}\right)
$$

and moreover

$$
\|\mathcal{F}(u) \cdot \Lambda(u)(P(u) D v)\|_{-1} \leq C\|v\|_{1}
$$

Hence by Lemma 5.2 it follows that

$$
\left\langle D v, D \mathcal{F}^{\prime}(u) v\right\rangle_{0, u} \leq\left(P(u) D v, \mathcal{F}(u) \cdot \Lambda(u)(P(u) D v)+D \mathcal{G}^{\prime}(u) v\right)_{0}+I(u) v^{2}
$$

where now

$$
I(u) v^{2} \leq C\left(\|v\|_{1}+\|\rho P(u) v\|_{2}\right)\|v\|_{1}
$$

Writing

$$
\begin{aligned}
&(P(u) D v, \mathcal{F}(u) \cdot \Lambda(u)(P(u) D v))_{0} \\
& \quad=\frac{1}{2} \int_{S}\left(\Lambda_{i}(u)\left(\mathcal{F}_{i}(u)(P(u) D v)^{2}\right)-(P(u) D v)^{2} \Lambda_{i}(u) \mathcal{F}_{i}(u)\right) d S
\end{aligned}
$$

an integration by parts on $S$ using (5.5) yields

$$
\left|(P(u) D v, \mathcal{F}(u) \cdot \Lambda(u)(P(u) D v))_{0}\right| \leq C\|v\|_{1}^{2}
$$

hence together with Lemma 5.5 and (5.22) we obtain the estimate (5.27).
Further, to prove (5.28) we use the abbreviation

$$
\|u\|_{s+1}^{\prime}:=\left(\|u\|_{s}+\sum_{|\alpha|=s}\left\|\rho P(u) D^{\alpha} u\right\|_{1}\right)
$$

Using Proposition 4.6(ii) we write

$$
D^{\alpha} \mathcal{F}(u)=F(u) D^{\alpha} \mathcal{G}(u)+F^{\prime}(u)\left\{D^{\alpha} u\right\} \mathcal{G}(u)+R_{1}(u)
$$

where $R_{1}$ allows the estimate

$$
\left\|R_{1}(u)\right\|_{0} \leq C\left(\|u\|_{s}\|\mathcal{G}(u)\|_{s_{0}-2}+\|\mathcal{G}(u)\|_{s-1}\right) \leq C\|u\|_{s+1}^{\prime}
$$

because of

$$
\|\mathcal{G}(u)\|_{s-1} \leq C\left(\sum_{|\alpha|=s}\left\|D^{\alpha} \mathcal{G}(u)\right\|_{-1}+\|\mathcal{G}(u)\|_{0}\right)
$$

and (5.23). Further, using Lemma 5.1 we have

$$
D^{\alpha} \mathcal{F}(u)=F(u)\left(D^{\alpha} \mathcal{G}(u)+\mathcal{F}(u) \cdot \Lambda(u)\left(P(u) D^{\alpha} u\right)\right)+R_{1}(u)+R_{2}(u)
$$

where again

$$
\left\|R_{2}(u)\right\|_{0} \leq C\left\|D^{\alpha} u\right\|_{0} \leq C\|u\|_{s}
$$

and consequently

$$
\left\langle R_{1}(u)+R_{2}(u), D^{\alpha} u\right\rangle_{0, u} \leq C\|u\|_{s+1}^{\prime}\|u\|_{s}
$$

By (5.11) we obtain

$$
\left\langle D^{\alpha} u, D^{\alpha} \mathcal{F}(u)\right\rangle_{0, u}=\left(P(u) D^{\alpha} u, \mathcal{F}(u) \cdot \Lambda(u)\left(P(u) D^{\alpha} u\right)+D^{\alpha} \mathcal{G}(u)\right)_{0}+I(u)
$$

where $I(u)$ allows the estimate

$$
\begin{aligned}
I(u) & \leq C\left\|D^{\alpha} u\right\|_{0}\left(\left\|D^{\alpha} \mathcal{G}(u)\right\|_{-1}+\left\|\mathcal{F}(u) \cdot \Lambda(u)\left(P(u) D^{\alpha} u\right)\right\|_{-1}\right) \\
& \leq C\left(1+\|u\|_{s+1}^{\prime}\right)\|u\|_{s}
\end{aligned}
$$

Finally, by an integration by parts as above we get

$$
\left(D^{\alpha} u, \mathcal{F}(u) \cdot \Lambda(u)\left(P(u) D^{\alpha} u\right)_{0} \leq C\|u\|_{s}^{2}\right.
$$

Together with (5.24), this completes the proof.
The structure of $F^{\prime}(u)$ as stated in Lemma 5.1 and the integration by parts argument used in the above proof are necessary to cover the case of a $\gamma$ which can degenerate. If $\gamma$ is strictly positive, the argumentation can be simplified by using Lemma 5.1 to obtain the estimate

$$
\begin{equation*}
\left\|F^{\prime}(u)\{v\} f\right\|_{0} \leq C\left(\|P(u) v\|_{1}+\|v\|_{0}\right)\|f\|_{s_{0}-1} \tag{5.29}
\end{equation*}
$$

To conclude this section we add some remarks about the case of a slip factor $\delta$ (introduced in (2.8)) different from one. The nonlinear operator of the evolution equation is now

$$
\mathcal{F}_{1}(u):=F_{1}(u)\left(\mathcal{G}_{1}(u)\right)
$$

with

$$
F_{1}(u) f:=(\delta i d+(1-\delta) N(u) P(u)) F(u) f, \quad \mathcal{G}_{1}(u)=H(u)+\delta G(u)
$$

Clearly, Lemma 4.5 and Proposition 4.6 continue to hold also for $F_{1}$. To see that $F_{1}^{\prime}(u)$ satisfies an estimate parallel to (5.29) as well, note that due to (5.6) we have

$$
\begin{aligned}
\left\|P^{\prime}(u)\{v\} w\right\|_{0} & \leq C\left(\|P(u) v\|_{1}+\|v\|_{0}\right)\|w\|_{s_{0}-2} \\
\left\|N^{\prime}(u)\{v\} z\right\|_{0} & \leq C\left(\|P(u) v\|_{1}+\|v\|_{0}\right)\|z\|_{s_{0}-2}
\end{aligned}
$$

This implies such an estimate for $F_{1}$. Hence, by changing the definition (5.7) of $M$ into

$$
M(u) v:=v-\delta \Lambda(u)(\psi(u) P(u) v)
$$

and $\langle\cdot, \cdot\rangle_{s, u}$ accordingly, we obtain the crucial estimates (5.27), (5.28) of Proposition 5.6 also for $\mathcal{F}_{1}$, at least in the case of strictly positive $\gamma$. Note that for $\delta=0$ the bilinear forms $\langle\cdot, \cdot\rangle_{s, u}$ are in fact independent of $u$.
6. Proofs of Theorems $\mathbf{3 . 1}$ and 3.2. As pointed out earlier, the abstract existence results, Theorems 3.3 and 3.4 , provide neither uniqueness of the solution nor strong continuity. The corresponding statements of Theorem 3.1 have to be proved separately. We start with a result on (Lipschitz) continuous dependence on the initial data in a weak norm which immediately implies uniqueness but will also be used in the proof of strong continuity. The techniques (Gronwall's lemma and Taylor expansion, together with the use of estimates obtained earlier) are quite standard.

Lemma 6.1. Fix $\widetilde{U}_{s_{0}} \subset U_{s_{0}}$. Let $u, v \in C_{w}\left([0, T], H^{s_{0}}\right) \cap C_{w}^{1}\left([0, T], H^{s_{0}-2}\right)$ be two solutions of (3.2) with

$$
u(t), v(t) \in \widetilde{U}_{s_{0}} \text { for } t \in[0, T]
$$

There exists a real number $C$ depending only on $T$ and $\widetilde{U}_{s_{0}}$ such that

$$
\begin{equation*}
\|u(t)-v(t)\|_{1} \leq C\|u(0)-v(0)\|_{1} \text { for all } t \in[0, T] \tag{6.1}
\end{equation*}
$$

Proof. We put $w(t):=v(t)-u(t)$ and remark

$$
u, v \in C\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-2}\right) \text { for } 2 \leq s<s_{0}
$$

in particular, the mapping $[0, T] \ni t \mapsto\langle w(t), w(t)\rangle_{0, u(t)}$ is differentiable and we will show

$$
\begin{equation*}
\frac{d}{d t}\langle w(t), w(t)\rangle_{1, u(t)} \leq C\langle w(t), w(t)\rangle_{1, u(t)} \tag{6.2}
\end{equation*}
$$

which implies (6.1) via Gronwall's lemma. Recalling that $H$ is a quasi-linear second order differential operator, we have

$$
\left\|H^{\prime}(z) w\right\|_{1} \leq C\|w\|_{3}, \quad\left\|H^{\prime \prime}(z)\{w, w\}\right\|_{1} \leq C\|w\|_{3}\|w\|_{s_{0}-2}
$$

and, accordingly by (4.33),

$$
\left\|G^{\prime}(z) w\right\|_{1} \leq C\|v\|_{3}, \quad\left\|G^{\prime \prime}(z)\{w, w\}\right\|_{1} \leq C\|w\|_{3}\|w\|_{s_{0}-2}
$$

Consequently, together with Lemma 4.5 and (4.20), we obtain

$$
\begin{equation*}
\left\|\mathcal{F}^{\prime \prime}(z)\{w, w\}\right\|_{1} \leq C\|w\|_{3}\|w\|_{s_{0}-2} \tag{6.3}
\end{equation*}
$$

Using Taylor's theorem we have

$$
w^{\prime}(t):=\frac{d}{d t} w(t)=\mathcal{F}(v(t))-\mathcal{F}(u(t))=\mathcal{F}^{\prime}(u(t)) w(t)+R(u(t), v(t))
$$

the remainder term therein can be estimated by (6.3) and norm convexity

$$
\|R(u(t), v(t))\|_{1} \leq C_{1}\|w(t)\|_{s_{0}-2}\|w(t)\|_{3} \leq C_{2}\|w(t)\|_{s_{0}}\|w(t)\|_{1} \leq C_{3}\|w(t)\|_{1}
$$

From this and (5.27), we obtain

$$
\begin{equation*}
\left\langle w(t), w^{\prime}(t)\right\rangle_{1, u(t)}=\left\langle w(t), \mathcal{F}^{\prime}(u(t)) w(t)+R(u(t), v(t))\right\rangle_{1, u(t)} \leq C\|w(t)\|_{1}^{2} \tag{6.4}
\end{equation*}
$$

Furthermore, recalling (5.8), we have

$$
\left\|M^{\prime}(u(t))\left\{u^{\prime}(t)\right\} w(t)\right\|_{1} \leq C_{2}\left\|u^{\prime}(t)\right\|_{s_{0}-2}\|w(t)\|_{1}
$$

Hence

$$
\left\|u^{\prime}(t)\right\|_{s_{0}-2}=\|\mathcal{F}(u(t))\|_{s_{0}-2} \leq C
$$

gives

$$
\begin{equation*}
\left\|M^{\prime}(u(t))\left\{u^{\prime}(t)\right\} w(t)\right\|_{1} \leq C\|w(t)\|_{1} \tag{6.5}
\end{equation*}
$$

Consequently, considering

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\langle w(t), w(t)\rangle_{1, u(t)} \\
& \quad=\left\langle w(t), w^{\prime}(t)\right\rangle_{1, u(t)}+\left(M(u(t)) w(t), M^{\prime}(u(t))\left\{u^{\prime}(t)\right\} w(t)\right)_{1}
\end{aligned}
$$

we obtain the desired estimate (6.1) from (6.4), (6.5).

We note a result on nonlinear interpolation, whose proof can be found in [2, Prop. A. 1 and Rem. A.2]. It will be crucial in the proof of strong continuity of the solution in time.

LEMMA 6.2. Let $\mathcal{U} \subseteq H^{s}\left(S, \mathbb{R}^{m}\right)$, $s \geq 1$, be an open set. Let $T_{\alpha}: \mathcal{U} \rightarrow H^{1}\left(S, \mathbb{R}^{m}\right)$ be mappings with $T_{\alpha}\left(\mathcal{U} \cap H^{s+1}\right) \subseteq H^{s+1} ; \alpha$ runs through a certain index set $I$. Further, assume Lipschitz continuity of $T_{\alpha}$ in $H^{1}$ and boundedness of $T_{\alpha}$ in $H^{s+1}$ :

$$
\begin{gathered}
\left\|T_{\alpha}(u)-T_{\alpha}(v)\right\|_{1} \leq C\|u-v\|_{1} \text { for all } u, v \in \mathcal{U} \\
\left\|T_{\alpha}(u)\right\|_{s+1} \leq C\left(1+\|u\|_{s+1}\right) \text { for all } u \in \mathcal{U} \cap H^{s+1}
\end{gathered}
$$

with a constant $C$ independent of $u, v$ and $\alpha \in I$. Then $T_{\alpha}\left(\mathcal{U} \cap H^{s}\right) \subseteq H^{s}$ and the mappings $T_{\alpha}: \mathcal{U} \subseteq H^{s} \rightarrow H^{s}$ are continuous, uniformly w.r.t. $\alpha \in I$.

Now we are prepared for the proof of our theorems. In many respects, it is parallel to the proof of the main results in [10].

Proof of Theorem 3.1.
Step 1. We show that for any given $\bar{u}_{0} \in U_{s_{0}}$ and any integer $s \geq s_{0}$ there exist $T=T\left(\bar{u}_{0}, s\right)>0$ and $\delta=\delta\left(\bar{u}_{0}, s\right)>0$ such that the Cauchy problem (3.2) has a unique solution in the class

$$
u \in C_{w}\left([0, T], U_{s}\right) \cap C_{w}^{1}\left([0, T], H^{s-2}\right)
$$

for all initial values $u_{0} \in H^{s}$ with $\left\|u_{0}-\bar{u}_{0}\right\|_{s_{0}} \leq \delta$. The uniqueness of the solution follows immediately from Lemma 6.1. In order to prove the existence we use Theorem 3.4. With a fixed $s \geq s_{0}$ and an $\varepsilon \in(0,1]$ which will be fixed below, we put

$$
\begin{aligned}
& X=H^{s+2}\left(S, \mathbb{R}^{m}\right), \quad\|\cdot\|_{X}=\|\cdot\|_{s_{0}+2}+\varepsilon\|\cdot\|_{s+2} \\
& Y=H^{s}\left(S, \mathbb{R}^{m}\right), \quad\|\cdot\|_{Y}=\|\cdot\|_{s_{0}}+\varepsilon\|\cdot\|_{s} \\
& Z=H^{s-2}\left(S, \mathbb{R}^{m}\right), \quad\|\cdot\|_{Z}=\|\cdot\|_{s_{0}-2}+\varepsilon\|\cdot\|_{s-2}
\end{aligned}
$$

Further, let $\widetilde{U}_{s}$ be as in section 5 and assume that the given $\bar{u}_{0}$ is an interior point. Then, according to the results of section 5 , for $u \in \widetilde{U}_{s}$ the bilinear forms $\langle v, w\rangle_{s, u}^{\varepsilon}$ : $X \times Z \rightarrow \mathbb{R}$ satisfy the requirements $(\mathrm{H})$ of section 3 ; note that the constants $C, M$ in (H) can be chosen independently of $\varepsilon$. As in the proof of Theorem 3.3 we choose $w_{0} \in C^{\infty}\left(S, \mathbb{R}^{m}\right)$ and $R>0$ (both independent of $\varepsilon$ ) such that

$$
\left\|w_{0}-u_{0}\right\|_{s_{0}} \leq R /\left(32 C^{5}\right)^{1 / 2}, \quad\left\{w_{0}+v \mid v \in B\right\} \subseteq \widetilde{U}_{s_{0}}
$$

with the ball $B:=\left\{v \in Y \mid\|v\|_{Y}<R\right\}$. We set

$$
\langle v, w\rangle_{u}:=\langle v, w\rangle_{s, w_{0}+u}^{\varepsilon}, \quad\|v\| \|=\langle v, v\rangle_{w_{0}+v}
$$

and define a map $\mathcal{H}: B \subseteq Y \rightarrow Z$ by

$$
\mathcal{H}(v):=\mathcal{F}\left(v+w_{0}\right), \quad u \in B
$$

Further, the mapping $\mathcal{H}: B \subseteq Y \rightarrow Z$ is weakly sequentially continuous and

$$
\left\langle w_{0}+v, \mathcal{H}(v)\right\rangle \leq C_{1}\left\|w_{0}+v\right\|_{Y}^{2} \leq C_{2}
$$

by Proposition 5.6. Moreover we have

$$
\|\mathcal{H}(v)\|_{Z} \leq C_{3}\left\|v+w_{0}\right\|_{Y} \leq C_{4}
$$

and

$$
\left|\left\langle w_{0}, \mathcal{H}(v)\right\rangle_{v}\right| \leq C_{5}\left\|w_{0}\right\|_{X}\|\mathcal{H}(v)\|_{Z} \leq C_{6}
$$

These estimates hold for all $v \in B$ with constants $C_{1}, \ldots$, which may depend on $C, M, R, s$ and $\bar{u}_{0}, w_{0}$, but not on $v$. Gathering them, we obtain the inequality

$$
2\langle v, \mathcal{H}(v)\rangle_{v}+M\|\mathcal{H}(v)\|_{Z}\| \| v \| \leq C_{7} \text { for all } v \in B \cap X
$$

Now, let $u_{0} \in H^{s}\left(S, \mathbb{R}^{m}\right)$ be given such that

$$
\begin{equation*}
\left\|u_{0}-\bar{u}_{0}\right\|_{s_{0}} \leq R /\left(32 C^{5}\right)^{1 / 2} \tag{6.6}
\end{equation*}
$$

Hence, with $r:=R /\left(2 C^{3}\right)^{1 / 2}$ we find

$$
\mid\left\|u_{0}-w_{0}\right\| \| \leq C\left(\left\|u_{0}-\bar{u}_{0}\right\|_{s_{0}}+\left\|\bar{u}_{0}-w_{0}\right\|_{s_{0}}+\varepsilon\left(\left\|u_{0}\right\|_{s}+\left\|w_{0}\right\|_{s}\right)\right) \leq r
$$

if $\varepsilon$ is chosen according to

$$
\begin{equation*}
\varepsilon:=\min \left\{1, r / 4 C\left(\left\|u_{0}\right\|_{s}+\left\|w_{0}\right\|_{s}\right)\right\} \tag{6.7}
\end{equation*}
$$

By Theorem 3.4, applied to $\mathcal{H}$, there exist $T>0$, independent of $u_{0}$ with (6.6), and a solution

$$
v \in C_{w}\left([0, T], B \cap H^{s}\right) \cap C_{w}^{1}\left([0, T], H^{s-2}\right)
$$

of

$$
d v(t) / d t=\mathcal{G}(v(t)) \text { for } t \in[0, T], \quad v(0)=u_{0}-w_{0}
$$

Then $u:=v+w_{0}$ is a solution of (3.2) with initial value $u(0)=u_{0}$, and we have

$$
\|u(t)\|_{s} \leq\left\|w_{0}\right\|_{s}+\|v(t)\|_{s} \leq\left\|w_{0}\right\|_{s}+\varepsilon^{-1}\|v(t)\|_{Y}
$$

which in view of (6.7) implies

$$
\begin{equation*}
\|u(t)\|_{s} \leq C\left(1+\|u(0)\|_{s}\right) \tag{6.8}
\end{equation*}
$$

Step 2. Let $u, \tilde{u}$ be two solutions of (3.2) in $[0, T]$ according to Step 1 with initial values

$$
u(0), \tilde{u}(0) \in \mathcal{U}, \quad \mathcal{U}:=\left\{v \in H^{s} \mid\left\|v-\bar{u}_{0}\right\|_{s_{0}} \leq \delta\right\}
$$

$\delta>0$ sufficiently small. Lemma 6.1 gives

$$
\begin{equation*}
\|u(t)-\tilde{u}(t)\|_{1} \leq C\|u(0)-\tilde{u}(0)\|_{1} \tag{6.9}
\end{equation*}
$$

For fixed $t \in[0, T]$ we consider the evolution operator

$$
\mathcal{U} \ni u_{0} \mapsto T_{t}\left(u_{0}\right):=u(t) \in H^{s}
$$

assigning to any initial value $u_{0}$ the value of the corresponding solution of (3.2) at time $t$. By Step 1 with $s$ replaced by $s+1$ we obtain $T_{t}\left(\mathcal{U} \cap H^{s+1}\right) \subseteq H^{s+1}$ and the estimate

$$
\begin{equation*}
\left\|T_{t}\left(u_{0}\right)\right\|_{s+1} \leq C\left(1+\left\|u_{0}\right\|_{s+1}\right) \tag{6.10}
\end{equation*}
$$

Equations (6.9) and (6.10) together with the interpolation result from Lemma 6.2 show the continuity of the mapping

$$
\mathcal{U} \cap H^{s} \ni u_{0} \mapsto u(t) \in H^{s} \text { for } s \geq s_{0}
$$

uniformly w.r.t. $t \in[0, T]$.
Step 3. To complete the proof of Theorem 3.1 it remains to show that the solutions according to Step 1 actually belong to

$$
\begin{equation*}
u \in C\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-2}\right) \tag{6.11}
\end{equation*}
$$

To do this, we approximate the initial value $u_{0}=u(0)$ by a sequence $u_{0}^{n} \in H^{s+1}$ such that $u_{0}^{n} \rightarrow u_{0}$ in $H^{s}$. Then by Step 1 , for $n$ sufficiently large, there exist solutions $u_{n}$ of (3.2) with $u_{n}(0)=u_{0}^{n}$ in the class

$$
u_{n} \in C_{w}\left([0, T], H^{s+1}\right) \cap C_{w}^{1}\left([0, T], H^{s-1}\right)
$$

which in particular implies

$$
u_{n} \in C\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-2}\right)
$$

On the other hand, by Step 2, we have $u_{n}(t) \rightarrow u(t)$ in $H^{s}$ uniformly w.r.t. $t \in$ $[0, T]$. Since the uniform limit of continuous functions is continuous again, this implies (6.11).

Proof of Theorem 3.2. Let a solution $u \in C\left([0, T], U_{s}\right) \cap C^{1}\left([0, T], H^{s-2}\right)$ be given. The set $\{u(t) \mid t \in[0, T]\}$ is compact in $H^{s}$ and can be covered by the open sets $\left\{v \in H^{s} \mid\|v-u(t)\|_{s}<\delta(u(t), s+1)\right\}, t \in[0, T]$, where $\delta(u(t), s+1)$ are the same as in the proof of Theorem 3.1. Choosing a finite subcover, we find from this theorem and the autonomous character of (3.2) that there is a $T_{0}>0$ such that for any $t \in[0, T]$ with $u(t) \in H^{s+1}$, we have

$$
\left.u\right|_{\left[t, T_{1}\right]} \in C\left(\left[t, T_{1}\right], U_{s+1}\right) \cap C^{1}\left(\left[t, T_{1}\right], H^{s-1}\right), \quad T_{1}:=\min \left\{t+T_{0}, T\right\}
$$

Proceeding stepwise, we obtain (i).
A similar compactness argument together with Theorem 3.1 and its proof ensures the existence of $T_{2}>0$ such that the following is true for all $t \in[0, T]$ : Problem (3.2) is solvable on the time interval $\left[0, T_{2}\right]$ (in the class (3.13)) for all initial values $z$ sufficiently near $u(t)$, and the mapping which assigns to $z$ its corresponding solution $V(\cdot, z)$ is continuous with values in $C\left(\left[0, T_{2}\right], H^{s}\right)$. We choose $t_{i} \in[0, T]$ such that $0=t_{0}<\cdots<t_{n}=T, t_{i}-t_{i-1}<T_{2}$, and open $H^{s}$-neighborhoods $K_{i}$ of $u\left(t_{i}\right)$ small enough to ensure that $V$ is defined on $K_{i}$ and $V\left(t_{i}-t_{i-1}, K_{i-1}\right) \subset K_{i}, i=n-1, \ldots, 1$. Now (ii) follows from the continuity of the composition of continuous maps.

Appendix. Proof of Theorem 3.4. We will construct a solution of (3.19) by implicit time discretization, solving the nonlinear problems in each timestep by Galerkin approximations. For this purpose, we need the following lemma.

Lemma A.1. For any $K \in\left(0, r^{2}\right)$ there is an $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right]$ and any $v \in Y$ satisfying $\left\|\|v\|^{2} \leq K\right.$ there is a $u^{*} \in B$ satisfying

$$
\begin{equation*}
u^{*}=v+\varepsilon \mathcal{G}\left(u^{*}\right) \tag{A.1}
\end{equation*}
$$

and the estimate

$$
\begin{equation*}
\left\|u^{*}\right\|\left\|^{2} \leq\right\| v \|^{2}+\varepsilon \beta\left(\left\|u^{*}\right\| \|^{2}\right) \leq 2 K \tag{A.2}
\end{equation*}
$$

Proof. For arbitrary $v \in Y, u \in X \cap B$ we have

$$
\begin{align*}
\langle u, u-\varepsilon \mathcal{G}(u)-v\rangle_{u} & =\mid\|u\|^{2}-\varepsilon\langle u, \mathcal{G}(u)\rangle_{u}-(u, v)_{u} \\
& \geq\|u u\|^{2}-\frac{\varepsilon}{2} \beta\left(\| \| u \|^{2}\right)+\frac{\varepsilon M}{2}\|\mathcal{G}(u)\|_{Z}\|u u\|^{2}-\|u\|\| \| v \|_{u} \\
& \geq \frac{1}{2}\left(\| \| u\left\|^{2}-\varepsilon \beta\left(\| \| u \|^{2}\right)-\right\| v\left\|_{u}^{2}+\varepsilon M\right\| \mathcal{G}(u)\left\|_{Z}\right\| u \|^{2}\right) \tag{A.3}
\end{align*}
$$

Choose $\varepsilon_{0}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$ and for all $s \in\left[0,2 C^{4} K\right]$

$$
\begin{align*}
K-\varepsilon \beta(s) & \geq 0  \tag{A.4}\\
1-\varepsilon \beta^{\prime}(s) & \geq 0 \tag{A.5}
\end{align*}
$$

Assume now that $v \in B,\|v v\|^{2} \leq K$. Let

$$
\mathcal{B}:=\left\{u \in Y \mid\|u\|_{Y}^{2} \leq 2 K C^{3}\right\}
$$

and note that $\mathcal{B}$ is a closed convex subset of $B$. Assume $\|u\|_{Y}^{2}=2 K C^{3}$. Then

$$
\begin{gathered}
2 C^{2} K=C^{-1}\|u\|_{Y}^{2} \leq\|u\|\left\|^{2} \leq C\right\| u \|_{Y}^{2}=2 C^{4} K \\
\|v\|_{u}^{2} \leq C\|v\|_{Y}^{2} \leq C^{2}\|v v\|^{2} \leq C^{2} K
\end{gathered}
$$

Therefore, for $\varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\begin{equation*}
\langle u, u-\varepsilon \mathcal{G}(u)-v\rangle_{u} \geq \frac{1}{2}\left(C^{2} K-\varepsilon \beta\left(\| \| u \|^{2}\right)\right) \geq 0 \tag{A.6}
\end{equation*}
$$

Let $\left\{M_{n}\right\}$ be an increasing sequence of finite-dimensional subspaces of $X$ whose union is dense in $X$. We fix $n$, choose a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $M_{n}$, and show that the variational equality

$$
\begin{equation*}
\left\langle w, u_{n}-\varepsilon \mathcal{G}\left(u_{n}\right)-v\right\rangle_{u}=0 \text { for all } w \in M_{n} \tag{A.7}
\end{equation*}
$$

has a solution $u_{n} \in M_{n} \cap \mathcal{B}$. Note that (A.7) is equivalent to $g\left(u_{n}\right)=0$, where $g: M_{n} \cap \mathcal{B} \rightarrow M_{n}$ is defined by

$$
g(u):=P_{u}(u-\varepsilon \mathcal{G}(u)-v) \quad \text { with } \quad P_{u}(z):=\sum_{i=1}^{n}\left\langle e_{i}, z\right\rangle_{u} e_{i} .
$$

Due to (H4), $g$ is continuous. Assume now that $g(u) \neq 0$ for all $u \in M_{n} \cap \mathcal{B}$. Then we define the continuous operator $f: M_{n} \cap \mathcal{B} \rightarrow M_{n}$ by

$$
f(u):=-\sqrt{2 K C^{3}} g(u) /\|g(u)\|_{Y}
$$

As $\|f(u)\|_{Y}^{2}=2 K C^{3}, f$ maps the closed convex set $M_{n} \cap \mathcal{B}$ into itself. Therefore, by Brouwer's fixed point theorem, there is a $\bar{u} \in M_{n} \cap \mathcal{B}$ such that $\bar{u}=f(\bar{u})$. Consequently, $\|\bar{u}\|_{Y}^{2}=2 K C^{3}$, and from (A.6) we obtain the contradictory inequality

$$
\begin{aligned}
0 & <\|\bar{u}\|^{2}=\langle\bar{u}, f(\bar{u})\rangle_{\bar{u}}=-\frac{\sqrt{2 K C^{3}}}{\|g(u)\|_{Y}}\langle\bar{u}, g(\bar{u})\rangle_{\bar{u}} \\
& =-\frac{\sqrt{2 K C^{3}}}{\|g(u)\|_{Y}}\langle\bar{u}, \bar{u}-\varepsilon \mathcal{G}(\bar{u})-v\rangle_{\bar{u}} \leq 0
\end{aligned}
$$

Therefore, (A.7) is solvable for every $n$, and as $\left\{u_{n}\right\}$ is bounded in $Y$, we can assume without loss of generality that $u_{n} \rightharpoonup u^{*}$ in $Y$ for some $u^{*} \in \mathcal{B}$. Passage to the limit in (A.7) yields by (H4)

$$
\left\langle w, u^{*}-\varepsilon \mathcal{G}\left(u^{*}\right)-v\right\rangle_{u^{*}}=0 \text { for all } w \in M_{n}, n=1,2, \ldots
$$

and consequently by the density assumption

$$
\left\langle w, u^{*}-\varepsilon \mathcal{G}\left(u^{*}\right)-v\right\rangle_{u^{*}}=0 \text { for all } w \in X
$$

The nondegeneracy of $\langle\cdot, \cdot\rangle_{u^{*}}$ yields (A.1). To show the estimate (A.2), note first that

$$
\left\|u^{*} \mid\right\|^{2} \leq \underline{\lim }_{n \rightarrow \infty}\| \| u_{n}\| \|^{2} \leq 2 C^{4} K
$$

Thus, the second inequality in (A.2) follows from (A.4). To show the first inequality we assume without loss of generality that $\|\|v\|\| \leq\| \| u^{*}\| \|$ and use (A.5), (A.3), and (H4) to obtain

$$
\begin{aligned}
\left\|u^{*} \mid\right\|^{2} & -\varepsilon \beta\left(\| \| u^{*} \mid \|^{2}\right) \leq \underline{\lim }_{n \rightarrow \infty}\left(\| \| u_{n} \|^{2}-\varepsilon \beta\left(\left\|u_{n}\right\|^{2}\right)\right) \\
& \leq \underline{\lim }_{n \rightarrow \infty}\left(\|v\|_{u_{n}}^{2}-M \varepsilon\left\|\mathcal{G}\left(u_{n}\right)\right\|_{Z}\left\|u_{n}\right\| \|^{2}\right) \leq\|v\|_{u^{*}}^{2}-M \varepsilon\left\|\mathcal{G}\left(u^{*}\right)\right\|_{Z}\left\|u^{*}\right\|^{2} \\
& \leq\left\|\left|\|v\|^{2}+M\left\|u^{*}-v\right\|_{Z}\|v\|^{2}-M \varepsilon\left\|\mathcal{G}\left(u^{*}\right)\right\|_{Z}\left\|u^{*} \mid\right\|^{2}\right.\right. \\
& =\|\mid v\|\left\|^{2}+M \varepsilon\right\| \mathcal{G}\left(u^{*}\right)\left\|_{Z}\right\|\|v\|^{2}-M \varepsilon\left\|\mathcal{G}\left(u^{*}\right)\right\|_{Z}\left\|u^{*}\right\|^{2} \leq\|v v\|^{2} .
\end{aligned}
$$

As further preparation for the proof of Theorem 3.4 we need the following simple result on approximate solutions of the ordinary differential equation (3.18).

Lemma A.2. Assume $u_{0} \in B$ and let $\rho \in C^{1}[0, T]$ be the solution of (3.18). There is an $n_{0} \in \mathbb{N}$ such that for $n \geq n_{0}$ and $k=1, \ldots, n$ there are $\rho_{n}^{k}, r_{n} \in \mathbb{R}$ such that

$$
\rho_{n}^{0}=\left\|u_{0}\right\|^{2}, \quad \rho_{n}^{k}+\delta_{n} \beta\left(\rho_{n}^{k+1}\right) \leq \rho_{n}^{k+1} \leq \rho\left((k+1) \delta_{n}\right)+r_{n}, \quad r_{n} \rightarrow 0
$$

where $\delta_{n}:=T / n$.
Proof. If $n_{0}$ is sufficiently large, $n \geq n_{0}$, there exist solutions $\rho_{n} \in C^{1}[0, T]$ to the initial value problems

$$
\rho_{n}^{\prime}(t)=\beta\left(\rho_{n}(t)\right)+1 / \sqrt{n}, \quad \rho_{n}(0)=\| \| u_{0} \|^{2}
$$

We set

$$
\rho_{n}^{k}:=\rho_{n}\left(k \delta_{n}\right), \quad k=0, \ldots, n
$$

Then

$$
\rho_{n}^{k+1}-\rho_{n}^{k}=\delta_{n} \rho_{n}^{\prime}(\xi)=\delta_{n} \beta\left(\rho_{n}(\xi)\right)+\delta_{n} n^{-1 / 2}
$$

for some $\xi \in\left(k \delta_{n},(k+1) \delta_{n}\right)$. Moreover,

$$
\left|\beta\left(\rho_{n}(\xi)\right)-\beta\left(\rho_{n}^{k+1}\right)\right| \leq S\left|\rho_{n}(\xi)-\rho_{n}^{k+1}\right| \leq S^{\prime} n^{-1}
$$

with constants $S, S^{\prime}$ independent of $n$. Thus

$$
\rho_{n}^{k+1}-\rho_{n}^{k} \geq \delta_{n} \beta\left(\rho_{n}^{k+1}\right)+\delta_{n} n^{-1 / 2}-S^{\prime} \delta_{n} n^{-1} \geq \delta_{n} \beta\left(\rho_{n}^{k+1}\right)
$$

for $n \geq n_{0}, n_{0}$ sufficiently large. Moreover, well-known results on the dependence of the solution of ordinary differential equation's on their right-hand sides ensure

$$
r_{n}:=\max _{t \in[0, T]}\left|\rho_{n}(t)-\rho(t)\right| \rightarrow 0, \quad n \rightarrow \infty
$$

and hence

$$
\rho_{n}(t) \leq \rho(t)+r_{n}, \quad t \in[0, T] .
$$

This proves the lemma.
Proof of Theorem 3.4. In a first step, we construct approximations $u_{n}^{k}$ for the solution at time $k T / n$. Choose $K \in\left(\max _{t \in[0, T]} \rho(t), r^{2}\right)$ and choose $\varepsilon_{0}>0$ such that the assertions of Lemma A. 1 and (A.5) hold. Let $n_{0} \in \mathbb{N}$ be at least as large as in Lemma A. 2 and assume additionally that $n_{0} \geq T / \varepsilon_{0}$ and

$$
\rho(t)+r_{n} \leq K \quad \text { for } n \geq n_{0} \text { and } t \in[0, T]
$$

Now we fix $n \geq n_{0}$ and show the existence of $u_{n}^{k} \in B, k=0, \ldots, n$, such that

$$
\begin{aligned}
u_{n}^{k+1} & =u_{n}^{k}+\delta_{n} \mathcal{G}\left(u_{n}^{k+1}\right), \quad k=0, \ldots, n-1 \\
u_{n}^{0} & =u_{0} \\
\left\|u_{n}^{k}\right\|^{2} & \leq \rho_{n}^{k}
\end{aligned}
$$

where the $\rho_{n}^{k}$ are given by Lemma A.2. For $k=0$, existence and the estimate are clear. Assume now that $u_{n}^{0}, \ldots, u_{n}^{k}$ are constructed according to these conditions for $0 \leq k \leq n-1$. Our assumptions imply $\delta_{n} \leq \varepsilon_{0}$ and $\left\|u_{n}^{k}\right\|^{2} \leq K$; hence the existence of $u_{n}^{k+1}$ follows from Lemma A.1. Moreover, by (A.2), $\left\|\left\|u_{n}^{k+1}\right\|^{2} \leq 2 K\right.$ and

$$
\left\|\left\|u_{n}^{k+1} \mid\right\|^{2} \leq\right\| u_{n}^{k} \|^{2}+\delta_{n} \beta\left(\| \| u_{n}^{k+1} \|^{2}\right) \leq \rho_{n}^{k}+\delta_{n} \beta\left(\| \| u_{n}^{k+1} \|^{2}\right)
$$

hence

$$
\left\|u_{n}^{k+1}\right\|^{2}-\delta_{n} \beta\left(\left\|u_{n}^{k+1}\right\|^{2}\right) \leq \rho_{n}^{k+1}-\delta_{n} \beta\left(\rho_{n}^{k+1}\right)
$$

Note that (A.5) implies that the mapping $s \mapsto s-\delta_{n} \beta(s)$ is monotone increasing on $[0,2 K]$, and hence $\left\|u_{n}^{k+1}\right\|^{2} \leq \rho_{n}^{k+1}$.

In a second step, we approximate $u$ on $[0, T]$ by piecewise linear functions $u_{n}$ and piecewise constant functions $\bar{u}_{n}, n \geq n_{0}$, given by

$$
\begin{aligned}
u_{n}(t):= & u_{n}^{k}+\delta_{n}^{-1}\left(t-k \delta_{n}\right)\left(u_{n}^{k+1}-u_{n}^{k}\right) \text { for } k \delta_{n} \leq t \leq(k+1) \delta_{n} \\
& k=0, \ldots, n-1 \\
\bar{u}_{n}(t):= & u_{n}^{k+1} \text { for } k \delta_{n}<t \leq(k+1) \delta_{n}, k=0, \ldots, n-1, \bar{u}_{n}(0)=u_{n}^{0} .
\end{aligned}
$$

Then

$$
u_{n}(t)=u_{0}+\int_{0}^{t} \mathcal{G}\left(\bar{u}_{n}(\tau)\right) d \tau, \quad t \in[0, T]
$$

and with a suitable constant $S$ independent of $t \in[0, T]$ and $n \geq n_{0}$,

$$
\left\|u_{n}(t)\right\|_{Y},\left\|\bar{u}_{n}(t)\right\|_{Y} \leq S
$$

Consequently, $\left\|\mathcal{G}\left(\bar{u}_{n}(t)\right)\right\|_{Z}$ is bounded independently of $n$ and thus

$$
\left\|u_{n}(t)-u_{n}\left(t^{\prime}\right)\right\|_{Z} \leq L\left|t-t^{\prime}\right|
$$

with $L$ independent of $n$. Hence, the sequence $\left\{u_{n}\right\}$ is bounded and equicontinuous with values in $Z$, and hence by Ascoli's theorem, we can assume without loss of generality that

$$
u_{n} \rightarrow u \text { in } C([0, T], Z)
$$

Moreover,

$$
\begin{equation*}
u_{n}(t) \rightharpoonup u(t) \text { in } Y, \quad t \in[0, T] . \tag{A.8}
\end{equation*}
$$

To show this, fix $t \in[0, T]$ and choose an arbitrary subsequence $\left\{u_{n^{\prime}}(t)\right\}$. As it is bounded in $Y$, it has a weakly convergent subsequence $\left\{u_{n^{\prime \prime}}(t)\right\}$ for which $u_{n^{\prime \prime}}(t) \rightharpoonup u^{\star}$ in $Y$, and hence also in $Z$, and thus $u^{\star}=u(t)$. Now (A.8) follows from a standard argument. An analogous argument shows

$$
u \in C_{w}([0, T], Y)
$$

Furthermore, for $t \in\left(k \delta_{n},(k+1) \delta_{n}\right]$ we have

$$
\left\|\bar{u}_{n}(t)-u_{n}(t)\right\|_{Z}=\left\|u_{n}\left((k+1) \delta_{n}\right)-u_{n}(t)\right\|_{Z} \leq L \delta_{n}
$$

hence also

$$
\bar{u}_{n} \rightarrow u \text { in } C([0, T], Z)
$$

and, by the same arguments as for $u_{n}$ above,

$$
\bar{u}_{n}(t) \rightharpoonup u(t) \text { in } Y, \quad t \in[0, T] .
$$

As $\mathcal{G}$ is weakly sequentially continuous,

$$
\mathcal{G}\left(\bar{u}_{n}(t)\right) \rightharpoonup \mathcal{G}(u(t)) \text { in } Z, \quad t \in[0, T]
$$

and $\mathcal{G} \circ u \in C_{w}([0, T], Z)$. If $f$ is any bounded linear functional on $Z$, it follows that

$$
f\left(\int_{0}^{t} \mathcal{G}\left(\bar{u}_{n}(\tau)\right) d \tau\right)=\int_{0}^{t} f\left(\mathcal{G}\left(\bar{u}_{n}(\tau)\right)\right) d \tau \rightarrow \int_{0}^{t} f(\mathcal{G}(u(\tau))) d \tau, \quad n \rightarrow \infty
$$

and hence

$$
f(u(t))=f\left(u_{0}\right)+\int_{0}^{t} f(\mathcal{G}(u(\tau))) d \tau, \quad t \in[0, T]
$$

Consequently,

$$
f\left(\frac{u(t+h)-u(t)}{h}\right) \rightarrow f(\mathcal{G}(u(t))), \quad h \rightarrow 0
$$

i.e.,

$$
\frac{u(t+h)-u(t)}{h} \rightharpoonup \mathcal{G}(u(t)) \text { in } Z, \quad h \rightarrow 0
$$

Therefore $u \in C_{w}^{1}([0, T], Z)$ and $u$ satisfies (3.19). Finally, for $t \in\left(k \delta_{n},(k+1) \delta_{n}\right]$ we get

$$
\left\|\bar{u}_{n}(t)\right\|^{2}=\| \| u_{n}^{k+1} \|^{2} \leq \rho\left((k+1) \delta_{n}\right)+r_{n},
$$

and hence

$$
\left\|\bar{u}_{n}(t)\right\|^{2} \leq \rho\left(t+\delta_{n}\right)+r_{n} \text { for } 0 \leq t \leq T-\delta_{n} .
$$

Thus

$$
\|u(t)\|^{2} \leq \underline{\lim }_{n \rightarrow \infty}\| \| \bar{u}_{n}(t) \|^{2} \leq \rho(t), \quad t \in[0, T] .
$$

For $t \rightarrow 0$ this implies, in particular,

$$
\overline{\lim }_{t \rightarrow 0}\| \| u(t)\left\|^{2} \leq \lim _{t \rightarrow 0} \rho(t)=\right\|\|u(0)\|^{2} \leq \underline{\lim }_{t \rightarrow 0}\| \| u(t) \|^{2} ;
$$

hence $\|\|u(t)\|\|\|u(0)\| \|$ and consequently $u(t) \rightarrow u(0)$ in $Y$ as $t \rightarrow 0$.
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1. Introduction. We study the asymptotic behavior, as $p \rightarrow \infty$, of the solution $u_{p}$ of the Dirichlet problem

$$
\left\{\begin{align*}
-\Delta_{p} u(x) & =f(x) & & \text { in } \Omega,  \tag{1.1}\\
u(x) & =0 & & \text { for } x \in \partial \Omega .
\end{align*}\right.
$$

Here and henceforth $\Delta_{p}$ denotes the $p$-Laplacian, i.e.,

$$
\Delta_{p} u(x):=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(|D u|^{p-2} \frac{\partial u}{\partial x_{i}}\right),
$$

$\Omega \subset \mathbf{R}^{n}$ is a bounded open set, the exponent $p$ satisfies $p>1$, and $f \in C(\bar{\Omega})$.
The PDE in (1.1) is the Euler-Lagrange equation of the maximization problem for the functional

$$
\begin{equation*}
I_{p}(u):=\int_{\Omega}\left(f(x) u(x)-\frac{1}{p}|D u(x)|^{p}\right) \mathrm{d} x \quad \text { over } W_{0}^{1, p}(\Omega) . \tag{1.2}
\end{equation*}
$$

As is well known, the two problems (1.1) and (1.2) are equivalent. The problem (1.1) has a unique solution $u \in W_{0}^{1, p}(\Omega)$, and so does (1.2). For the existence and uniqueness of a solution of (1.1), we refer to [L]. According to the regularity results for (1.1), the solution $u_{p}$ has Hölder continuous derivatives in $\Omega$. That is, $u_{p} \in C^{1, \gamma}(\Omega)$ for some constant $\gamma \in(0,1)$ which depends on $p$. Moreover, if the boundary $\partial \Omega$ is smooth, then $u_{p} \in C^{1, \gamma}(\bar{\Omega})$. See $[\mathrm{U}, \mathrm{D}, \mathrm{Lb}, \mathrm{T}]$ for these regularity properties.

The asymptotic problem for (1.1) as $p \rightarrow \infty$ appears in modeling of a torsional creep phenomenon for a prismatic elastoplastic rod. This corresponds to the case

[^22]where $n=2$ and $f$ is a positive constant (see, for instance, [BDM, K, PP]). In fact, if $f>0$, then the limit of $u_{p}$ in $C(\bar{\Omega})$ exists and is the distance function from the boundary $\partial \Omega$, i.e., the function $d(x):=\operatorname{dist}(x, \partial \Omega)$. See [IK, IL1, IL2, FIN, BK, JLM] for some related topics.

This convergence result is then generalized to the case of general nonnegative functions $f$ by using the $\infty$-Laplace equation in the region $\omega$ where $f$ vanishes, i.e, solving the problem

$$
\left\{\begin{align*}
-\Delta_{\infty} w(x) & =0 & & \text { in } \omega,  \tag{1.3}\\
w(x) & =d(x) & & \text { on } \partial \omega,
\end{align*}\right.
$$

where

$$
\Delta_{\infty} w(x):=\sum_{i, j=1}^{n} \frac{\partial w(x)}{\partial x_{i}} \frac{\partial w(x)}{\partial x_{j}} \frac{\partial^{2} w(x)}{\partial x_{i} \partial x_{j}} \quad \text { and } \quad \omega:=\operatorname{int}\{x \in \Omega \mid f(x)=0\}
$$

Due to [J] (see also $[\mathrm{BB}]$ ), the problem (1.3) has a unique viscosity solution $w \in C(\bar{\omega})$ which is Lipschitz continuous in $\omega$ and satisfies $\|D w\|_{L^{\infty}(\omega)} \leq 1$. If we assume that $f \geq 0$ in $\Omega$ and define $U \in C(\bar{\Omega})$ by

$$
U(x)= \begin{cases}d(x) & \text { for } x \in \bar{\Omega} \backslash \omega \\ w(x) & \text { for } x \in \omega\end{cases}
$$

where $w$ is the unique viscosity solution of (1.3), then $U$ gives the limit of $u_{p}$ in $C(\bar{\Omega})$ as $p \rightarrow \infty$. See Remark 5.2 in $[\mathrm{BDM}]$, where the above idea of finding the limit function appears. See also [CIL] for an introduction to viscosity solutions.

In 1967 G. Aronsson initiated the study of the $\infty$-Laplace equation in his study of absolutely minimal Lipschitz extensions (AMLE), also called canonical Lipschitz extensions, to a domain $\omega$ of a function given on $\partial \omega$. The AMLE and $\infty$-Laplace equation are subjects which have seen intensive research activities recently. For these developments, we refer to [A1, A2, CEG, ACJ].

As we will see in section 5 , the family $\left\{u_{p}\right\}_{p>q}$, with $q>n$, is precompact in $C(\bar{\Omega})$. Therefore, $\left\{u_{p}\right\}_{p>1}$ has a sequence $\left\{u_{p_{j}}\right\}_{j \in \mathbf{N}}$ convergent in $C(\bar{\Omega})$, where $p_{j} \rightarrow \infty$ as $j \rightarrow \infty$. However, it is not clear whether the whole family $\left\{u_{p}\right\}_{p>1}$ is convergent in $C(\bar{\Omega})$ or not, except in the case where $f \geq 0$.

In this paper we address ourselves to the question of whether the whole family $\left\{u_{p}\right\}_{p>1}$ is convergent in $C(\bar{\Omega})$ as $p \rightarrow \infty$. We present only partial positive answers to this question in this paper.

In the cases where $n=1$ or when $\Omega$ is an open ball and $f$ is a radial function, we show the convergence of $u_{p}$ in $C(\bar{\Omega})$ and identify the limit function. In these cases, our proof relies heavily on an explicit formula for $u_{p}$.

In the general situation we do not know any convenient formula for $u_{p}$ and in our approach we make a careful study (especially the structure of its maximizers) of the variational problem for the functional

$$
\begin{equation*}
I_{\infty}(u):=\int_{\Omega} f(x) u(x) \mathrm{d} x \tag{1.4}
\end{equation*}
$$

over the set $X:=\left\{v \in C(\bar{\Omega}) \cap W^{1, \infty}(\Omega)|v|_{\partial \Omega}=0,\|D v\|_{L^{\infty}(\Omega)} \leq 1\right\}$. This variational problem appears as the limit problem of (1.2). (See Proposition 5.3 below.) This problem may be conceived of an $L^{\infty}$ variational problem because of the $L^{\infty}$ bound
on the gradient $D u$ and because it appears as the limit problem for the variational problem (1.2) as $p \rightarrow \infty$.

As a generalization of the case where $f \geq 0$, we show the convergence of $u_{p}$ in $C(\bar{\Omega})$ under the condition of no balanced family, i.e., under the assumption that for any nonempty family $\mathcal{C}$ of Lipschitz-connected components of $\{x \in \Omega \mid f(x) \neq 0\}$ that stay away from $\partial \Omega$ and $\omega:=\bigcup\{U \in \mathcal{C}\}$ (the union of the sets $U$, where $U$ ranges over all $U \in \mathcal{C}$ ),

$$
\int_{\omega} f(x) \mathrm{d} x \neq 0 .
$$

Here the standard definition of connected components is not appropriate and we have used the notion of Lipschitz-connected (L-connected, for short) components. See section 2 for the precise assumption, (2.4), and for the definition of L-connected components.

We also consider the case when

$$
\begin{equation*}
\int_{\Omega} f(x) \mathrm{d} x=0 \quad \text { and } \quad f \neq 0 . \tag{1.5}
\end{equation*}
$$

This is the case when the above assumption (the assumption of no balanced family) is not satisfied. Also, this is the case related to the Monge-Kantorovich mass transfer problem. The Monge-Kantorovich mass transfer problem has received much attention in the last decade. We refer to [EG, BBD, ACBBV] for the recent developments of the Monge-Kantorovich mass transfer problem and the role of the asymptotic problem for (1.1) as $p \rightarrow \infty$ in the mass transfer problem.

In the Monge-Kantorovich case, i.e., the case where (1.5) holds, we have only two special results besides those in the cases when $n=1$ or when $\Omega$ is an open ball and $f$ is radial. One of them says that if $\Omega$ is symmetric with respect to the origin and $f$ is an odd function, $u_{p}$ converges in $C(\bar{\Omega})$, and the other roughly says that if the diameter of $\Omega$ is relatively small compared with support of $f, \operatorname{spt} f$, then the convergence of $u_{p}$ in $C(\bar{\Omega})$ is valid.

The main results of this paper, concerned with convergence of $u_{p}$, are precisely stated in section 2. The proof of convergence in the one-dimensional case and the radial case are presented in sections 3 and 4, respectively. Section 5 is devoted to general properties of $\left\{u_{p}\right\}$, the set $\mathcal{M}$ of maximizers of the variational problem (1.4), the set $\mathcal{A}$ of the limits of $u_{p}$, i.e.,

$$
\begin{equation*}
\mathcal{A}=\left\{U \in C(\bar{\Omega}) \mid \text { there is a sequence } p_{j} \rightarrow \infty \text { such that } u_{p_{j}} \rightarrow U \text { in } C(\bar{\Omega})\right\} . \tag{1.6}
\end{equation*}
$$

Section 6 is devoted to further properties of the set $\mathcal{M}$ which are useful in our study of convergence of $u_{p}$. These observations on $\mathcal{M}$ comprise the main results of this paper together with our results on the convergence of $u_{p}$.

We prove our convergence results in the case of no balanced family and in the vanishing integral case (the case of (1.5)), respectively, in sections 7 and 8 .

We explain the notation in this paper. For $a, b \in \mathbf{R}$ we write $a \vee b=\max \{a, b\}$, $a \wedge b=\min \{a, b\}, a^{+}=a \vee 0$, and $a^{-}=a \wedge 0$. We use the same notation for functions. We denote by $\mu(A)$ the Lebesgue measure of the measurable set $A \subset \mathbf{R}^{n}$. If needed, we denote by $\mu_{n}(A)$ in order to specify the dimension of the space where $A$ lives. We denote by $B(x, a)$ the closed ball of radius $a$ with $x$ as its center.

Finally, we remark that most of the results in this paper have already been announced in [IL4].
2. Main results on the convergence. In this section we state our results concerning the limit, as $p \rightarrow \infty$, of the solution $u_{p}$ of the Dirichlet problem

$$
\left\{\begin{align*}
-\Delta_{p} u(x)=f(x) & \text { in } \Omega,  \tag{2.1}\\
u(x)=0 & \text { for } x \in \partial \Omega .
\end{align*}\right.
$$

Here, as before, $\Omega \subset \mathbf{R}^{n}$ is a bounded, open subset of $\mathbf{R}^{n}$ and $f \in C(\bar{\Omega})$.
To begin with, let us recall that the problem (2.1) has a unique solution $u_{p} \in$ $W_{0}^{1, p}(\Omega)$ for any $p \in(1, \infty)$. See, e.g., [L].

Let $X=\left\{v \in C(\bar{\Omega}) \cap W^{1, \infty}(\Omega)|v|_{\partial \Omega}=0,\|D v\|_{L^{\infty}(\Omega)} \leq 1\right\}$. We will recall that the family $\left\{u_{p}\right\}_{p>r}$ is bounded in $W^{1, q}(\Omega)$ for any $q>1$ and $r>1$, which guarantees that for any sequence $p_{j} \rightarrow \infty$, there is a subsequence $\left\{p_{j_{k}}\right\}_{k \in \mathbf{N}}$ such that $u_{p j_{k}}$ converges to a function $U \in X$ uniformly in $\bar{\Omega}$ as $k \rightarrow \infty$.

We are interested in whether the following claim (C) is true or not:
(C) The solution $u_{p}$ converges uniformly to a function $U \in X$ as $p \rightarrow \infty$.

We are not yet able to determine if the claim (C) is always true or not, and in what follows we present a couple of sufficient conditions for (C) to hold as our main results in this paper.

First we treat the case when $n=1$. In this case we can not only show that (C) holds but also identify the limit, as the next theorem states.

Let $n=1$ and $\Omega=(0, a)$, where $a>0$ is a constant. We define the function $F \in C^{1}([0, a])$ by

$$
F(x)=\int_{0}^{x} f(t) \mathrm{d} t
$$

We define

$$
\begin{aligned}
h(r) & =\mu(\{x \in \Omega \mid F(x)<r\}), \quad \beta^{*}=\sup \left\{r \in \mathbf{R} \left\lvert\, h(r) \leq \frac{a}{2}\right.\right\}, \\
O_{-} & =\left\{x \in \Omega \mid F(x)<\beta^{*}\right\}, O_{+}=\left\{x \in \Omega \mid F(x)>\beta^{*}\right\}, O_{0}=\left\{x \in \Omega \mid F(x)=\beta^{*}\right\}, \\
k & = \begin{cases}0 & \text { if } \mu\left(O_{0}\right)=0, \\
\frac{\mu\left(O_{+}\right)-\mu\left(O_{-}\right)}{\mu\left(O_{0}\right)} & \text { if } \mu\left(O_{0}\right)>0 .\end{cases}
\end{aligned}
$$

Then we introduce the function $U \in C([0, a])$ by

$$
\begin{equation*}
U(x)=\int_{0}^{x}\left(\mathbf{1}_{O_{-}}(t)-\mathbf{1}_{O_{+}}(t)+k \mathbf{1}_{O_{0}}(t)\right) \mathrm{d} t \tag{2.2}
\end{equation*}
$$

Here and henceforth $\mathbf{1}_{A}$ denotes the characteristic function of the set $A$. We will see in the next section (Lemma 3.5) that $|k| \leq 1$, which assures that $U \in X$.

Theorem 2.1. If $n=1$ and $\Omega=(0, a)$, then $(\mathrm{C})$ holds and, moreover, the limit function $U$ is given by (2.2).

As above in the radial case we can show that (C) is valid and give an explicit formula for the limit function.

Let $a>0$ be a constant and assume that $\Omega=\operatorname{int} B(0, a)$ and $f(x)=g(|x|)$ for some $g \in C([0, a])$.

We define $O_{ \pm} \subset \mathbf{R}^{n}$ by

$$
O_{+}=\left\{t \in(0, a) \mid \int_{B(0, t)} f(x) \mathrm{d} x>0\right\}, \quad O_{-}=\left\{t \in(0, a) \mid \int_{B(0, t)} f(x) \mathrm{d} x<0\right\}
$$

and $U \in X$ by

$$
\begin{equation*}
U(x)=\int_{|x|}^{a}\left(\mathbf{1}_{O_{+}}(t)-\mathbf{1}_{O_{-}}(t)\right) \mathrm{d} t \tag{2.3}
\end{equation*}
$$

ThEOREM 2.2. If $\Omega=\operatorname{int} B(0, a)$ and $f(x)=g(|x|)$ is a radial function, then (C) holds and the limit function $U$ is given by (2.3).

The next condition under which (C) holds is a generalization of the well-known observation due to $[\mathrm{BDM}]$ and $[\mathrm{J}]$ (see Remark 5.2 of $[\mathrm{BDM}]$ and the uniqueness result of $[\mathrm{J}])$ that if $f \geq 0$ in $\Omega$, then (C) holds.

In order to make a precise statement, we need to introduce some notation.
We write
$\Omega_{+}=\{x \in \Omega \mid f(x)>0\}, \quad \Omega_{-}=\{x \in \Omega \mid f(x)<0\}, \quad$ and $\quad \Omega_{*}=\Omega_{+} \cup \Omega_{-}$.
Note that $\operatorname{spt} f=\bar{\Omega}_{*}$. Let $\mathcal{O}_{*}$ denote the sets of all connected components of $\Omega_{*}$.
We modify the notion of "connectedness" for a better formulation, as follows. Let $A, B \subset \mathbf{R}^{n}$. Define $\rho(A, B) \in[0, \infty]$ by setting

$$
\rho(A, B)=\inf \left\{d\left(A, U_{1}\right)+d\left(U_{1}, U_{2}\right)+\cdots+d\left(U_{m}, B\right) \mid U_{1}, \ldots, U_{m} \in \mathcal{O}_{*}\right\}
$$

where $d(U, V)=\inf \{|x-y| \mid x \in U, y \in V\}$. Notice that $\rho(A, B)=\infty$ if and only if either $A=\emptyset$ or $B=\emptyset$. Since, as is easily checked,

$$
\rho(A, B)=\rho(B, A) \geq 0, \quad \rho(A, B) \leq \rho(A, C)+\rho(C, B)
$$

for any $A, B, C \subset \mathbf{R}^{n}$, if we write $A \sim B$ for $A, B \subset \mathbf{R}^{N}$ when $\rho(A, B)=0$, then this relation $\sim$ defines an equivalence relation in $\mathcal{O}_{*}$.

Using the above equivalence relation, we classify $\mathcal{O}_{*}$ as

$$
\mathcal{O}_{*}=\bigcup\left\{\mathcal{O}_{\lambda} \mid \lambda \in \Lambda\right\}
$$

where
(i) for each $\lambda \in \Lambda, \mathcal{O}_{\lambda} \neq \emptyset$;
(ii) for each $\lambda \in \Lambda$, if $U \in \mathcal{O}_{\lambda}$, then $\mathcal{O}_{\lambda}=\left\{V \in \mathcal{O}_{*} \mid V \sim U\right\}$;
(iii) if $\lambda_{1}, \lambda_{2} \in \Lambda$ and $\lambda_{1} \neq \lambda_{2}$, then $\mathcal{O}_{\lambda_{1}} \cap \mathcal{O}_{\lambda_{2}}=\emptyset$.

We set

$$
G_{\lambda}=\bigcup\left\{U \mid U \in \mathcal{O}_{\lambda}\right\} \quad \text { for } \lambda \in \Lambda
$$

and define

$$
\Lambda_{0}=\left\{\lambda \in \Lambda \mid \rho\left(G_{\lambda}, \partial \Omega\right)=0\right\}
$$

We note that $\left\{G_{\lambda} \mid \lambda \in \Lambda\right\}$ classifies the set $\Omega_{*}$. Each $G_{\lambda}$, with $\lambda \in \Lambda$, is called an L-connected component of $\Omega_{*}$.

As the proof of Lemma 7.1 below shows, if $w$ is a Lipschitz continuous function on $\Omega$ and $D w(x)=0$ for almost every (a.e.) $x \in \Omega_{*}$, then $w$ is constant on each $G_{\lambda}$, with $\lambda \in \Lambda$. Conversely, one can show the following: Let $U, V$ be connected components of $\Omega_{*}$ having the property that if $w$ is Lipschitz continuous on $\Omega$ and $D w(x)=0$ for a.e. $x \in \Omega_{*}$, then $w$ is constant on $U \cup V$. Then $U \sim V$, i.e., $U, V$ are subsets of an L -connected component $G_{\lambda}$. In light of these observations, we have chosen the term "Lipschitz-connected" (L-connected).
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Our assumption on $(f, \Omega)$ is as follows:

$$
\begin{align*}
& \text { For any nonempty } \Gamma \subset \Lambda \backslash \Lambda_{0} \text { and } \omega:=\bigcup\left\{G_{\lambda} \mid \lambda \in \Gamma\right\}  \tag{2.4}\\
& \qquad \int_{\omega} f(x) \mathrm{d} x \neq 0
\end{align*}
$$

We call this condition that of no balanced family (of L-connected components).
Figure 1 gives pictorially an example of a function $f$ which satisfies condition (2.4). Here $\int_{\alpha_{1}}^{\alpha_{2}} f(x) \mathrm{d} x=\int_{\alpha_{2}}^{\alpha_{3}} f(x) \mathrm{d} x=-\int_{\alpha_{4}}^{\alpha_{5}} f(x) \mathrm{d} x$ is assumed. In this example, $\Omega_{+}=\left(\alpha_{1}, \alpha_{2}\right) \cup\left(\alpha_{2}, \alpha_{3}\right), \Omega_{-}=\left(\alpha_{4}, \alpha_{5}\right)$, and the L-connected components are $\Omega_{+}$and $\Omega_{-}$. The integral of $f$ over $\omega=\Omega_{+}, \Omega_{-}$, or $\Omega_{+} \cup \Omega_{-}$does not vanish. On the other hand, the connected components of $\Omega_{*}$ are $\left(\alpha_{1}, \alpha_{2}\right),\left(\alpha_{2}, \alpha_{3}\right)$, and $\left(\alpha_{4}, \alpha_{5}\right)$, and the integral of $f$ over $\omega=\left(\alpha_{1}, \alpha_{2}\right) \cup\left(\alpha_{4}, \alpha_{5}\right)$ vanishes. For this $f$, the condition similar to (2.4) but with the usual notion of connectedness in place of that of L-connectedness does not hold.

Next, we examine the function $f$ given pictorially by Figure 2, where $\int_{\alpha_{1}}^{\alpha_{2}} f(x) \mathrm{d} x=$ 0 is assumed. For this function $f, \Omega_{*}=\left(\alpha_{1}, \alpha_{2}\right)$ is the only L-connected component of $\Omega_{*}$, and condition (2.4) does not hold. This function $f$ will appear in Example 3.2 in section 3.

Theorem 2.3. Under the assumption (2.4), (C) holds.
Regarding the cases when (2.4) is violated, we restrict ourselves to the case where

$$
\begin{equation*}
\int_{\Omega} f(x) \mathrm{d} x=0 \quad \text { and } \quad f \neq 0 \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{+} \text {and } \Omega_{-} \text {are connected. } \tag{2.6}
\end{equation*}
$$



Fig. 3. $A$ case where $b \geq a+c$.

We give two sufficient conditions for (C) to hold. One is a symmetry requirement on $(f, \Omega)$. That is, we assume that

$$
\begin{equation*}
\Omega \text { is symmetric with respect to the origin, i.e., }-\Omega=\Omega \text {, } \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
f \text { is an odd function, i.e., } f(-x)=-f(x) \text { for all } x \in \Omega . \tag{2.8}
\end{equation*}
$$

The asymptotic problem, as $p \rightarrow \infty$, for (1.1) has applications to the MongeKantorovich mass transfer problem. In the mass transfer problem, the condition of vanishing integral, (2.5), is a natural compatibility condition, which means conservation of the total mass in the process of mass transfer.

The second one is the condition that

$$
\begin{equation*}
\min \left\{\inf _{x \in \Omega_{+}} \sup _{y \in \Omega_{-}}[d(x)+d(y)-|x-y|], \quad \inf \sup _{y \in \Omega_{-}}[d(x)+d(y)-|x-y|]\right\} \leq 0 \tag{2.9}
\end{equation*}
$$

holds. Here and henceforth $d(x)$ denotes the distance between $x$ and $\partial \Omega$, i.e., $d(x)=$ $\operatorname{dist}(x, \partial \Omega)$. See Figure 3.

THEOREM 2.4. Under the assumptions (2.5) and (2.6), if either (2.7) and (2.8) or (2.9) are satisfied, then (C) holds.
3. One-dimensional case. In this section we prove Theorem 2.1.

Let $\Omega=(0, a)$, where $a>0$ is a constant, and $f \in C([0, a])$. Fix $p>1$ and consider the $(p+1)$-Laplace equation with the inhomogeneous term $f$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\left|u^{\prime}(x)\right|^{p-1} u^{\prime}(x)\right)=-f(x) \quad \text { in } \Omega \tag{3.1}
\end{equation*}
$$

together with the Dirichlet condition

$$
\begin{equation*}
u(0)=u(a)=0 \tag{3.2}
\end{equation*}
$$

Here $u^{\prime}$ denotes the derivative of $u$. The unique solution in $W_{0}^{1, p+1}(\Omega)$ of (3.1) (i.e., the solution of (3.1)-(3.2)) is denoted by $u_{p+1}$ as in the previous sections.

We seek an explicit formula for $u_{p+1}$. For this, noting that $u:=u_{p+1} \in C^{1}([0, a])$ and integrating both sides of (3.1), we get

$$
\left|u^{\prime}(x)\right|^{p-1} u^{\prime}(x)=\left|u^{\prime}(0)\right|^{p-1} u^{\prime}(0)-F(x) \quad \text { for } x \in \Omega
$$

where $F(x):=\int_{0}^{x} f(t) \mathrm{d} t$.

Let $\psi_{p}$ be the inverse function of $r \mapsto|r|^{p-1} r$. That is, $\psi_{p}(s)=|s|^{\frac{1}{p}-1} s$ for $s \in \mathbf{R}$. Note that as $p \rightarrow \infty$,

$$
\psi_{p}(r) \rightarrow \begin{cases}1 & \text { for } r>0 \\ -1 & \text { for } r<0\end{cases}
$$

Observe, moreover, that for any $\varepsilon \in(0,1)$, the above convergence is uniform for $|r| \in\left[\varepsilon, \varepsilon^{-1}\right]$.

Writing $\beta=\left|u^{\prime}(0)\right|^{p-1} u^{\prime}(0)$ and integrating the equality $u^{\prime}(x)=\psi_{p}(\beta-F(x))$, we get

$$
\begin{equation*}
u(x)=\int_{0}^{x} \psi_{p}(\beta-F(t)) \mathrm{d} t \quad \text { for } x \in \bar{\Omega} \tag{3.3}
\end{equation*}
$$

Conversely, if we can choose $\beta \in \mathbf{R}$ so that

$$
\int_{0}^{a} \psi_{p}(\beta-F(t)) \mathrm{d} t=0
$$

then the function $u$ defined by (3.3) is in $C^{1}([0, a])$ and the unique solution of (3.1)(3.2).

We show directly that there is a unique constant $\beta_{p} \in \mathbf{R}$ such that

$$
\begin{equation*}
\int_{0}^{a} \psi_{p}\left(\beta_{p}-F(t)\right) \mathrm{d} t=0 \tag{3.4}
\end{equation*}
$$

although this can be deduced from the general existence and uniqueness result for solutions of (1.1).

Set

$$
G_{p}(r)=\int_{0}^{a} \psi_{p}(r-F(t)) \mathrm{d} t
$$

for $r \in \mathbf{R}$. Since the function $\psi_{p}(r)$ is strictly increasing, the function $G_{p}$ is strictly increasing on $\mathbf{R}$. In view of the monotone convergence theorem, we see that the function $G_{p}$ is continuous on $\mathbf{R}$. If $f=0$, then it is clear that $\beta_{p}=0$ gives the unique solution of (3.4).

We may thus assume in what follows that $f \neq 0$. We set

$$
\begin{equation*}
F_{-}=\min _{[0, a]} F, \quad F_{+}=\max _{[0, a]} F, \quad \delta(F)=F_{+}-F_{-} \tag{3.5}
\end{equation*}
$$

Note that $F_{-} \leq 0 \leq F_{+}$and $\delta(F)>0$. Since $F_{-}-F(x) \leq 0$ for all $x \in \Omega$ and $\delta(F)>0$, we have $G_{p}\left(F_{-}\right)<0$. Similarly, we have $G_{p}\left(F_{+}\right)>0$. Thus we see that there is a unique constant $\beta_{p} \in\left(F_{-}, F_{+}\right)$such that $G_{p}\left(\beta_{p}\right)=0$, and we find an explicit formula

$$
\begin{equation*}
u_{p+1}(x)=\int_{0}^{x} \psi_{p}\left(\beta_{p}-F(t)\right) \mathrm{d} t \quad \text { for } x \in \bar{\Omega} \tag{3.6}
\end{equation*}
$$

Next, we study the asymptotic behavior of the function $u_{p+1}$ given by (3.6) as $p \rightarrow \infty$. Recall that
$h(r)=\mu(\{x \in \Omega \mid F(x)<r\}), \quad \beta^{*}=\sup \left\{r \in \mathbf{R} \left\lvert\, h(r) \leq \frac{a}{2}\right.\right\}$,
$O_{-}=\left\{x \in \Omega \mid F(x)<\beta^{*}\right\}, O_{+}=\left\{x \in \Omega \mid F(x)>\beta^{*}\right\}, O_{0}=\left\{x \in \Omega \mid F(x)=\beta^{*}\right\}$.

We define open sets $O(r) \subset \mathbf{R}$ for $r \in \mathbf{R}$ by

$$
O(r)=\{x \in \Omega \mid F(x)<r\}
$$

We have (i) for $r \leq s, O(r) \subset O(s)$; (ii) $O\left(F_{-}\right)=\emptyset$; (iii) $O(r)=(0, a)$ for all $r>F_{+}$; and (iv)

$$
\bigcup_{t<r} O(t)=O(r), \quad \bigcap_{t>r} O(t)=\{x \in \Omega \mid F(x) \leq r\}
$$

Consequently, we have (i) $h$ is nondecreasing in $\mathbf{R}$; (ii) $h(r)=\mu(\emptyset)=0$ for $r \in\left(-\infty, F_{-}\right]$; (iii) $h(r)=\mu(\Omega)=a$ for $r \in\left(F_{+}, \infty\right)$; and (iv)

$$
\lim _{t / r} h(t)=h(r) \leq \mu(\{x \in \Omega \mid F(x) \leq r\})=\lim _{t \searrow r} h(t)
$$

Now, property (iv) for $h$ and the definition of $\beta^{*}$ implies that

$$
h\left(\beta^{*}\right) \leq \frac{a}{2} \leq h\left(\beta^{*}+0\right):=\lim _{t \searrow \beta^{*}} h(t) .
$$

A key step in the proof of Theorem 2.1 is the following lemma.
Lemma 3.1. We have

$$
\lim _{p \rightarrow \infty} \beta_{p}=\beta^{*}
$$

We use three lemmas to prepare for the proof of Lemma 3.1.
Lemma 3.2. Let $r \in\left(F_{-}, F_{+}\right)$. Then, if $s>r($ resp., $s<r)$, then $h(s)>h(r)$ (resp., $h(s)<h(r)$ ).

Proof. We consider the case when $s>r$. We may assume that $s \in\left(F_{-}, F_{+}\right)$. By the intermediate value theorem, we have

$$
F(y)=\frac{s+r}{2}
$$

for some $y \in \bar{\Omega}$. By the continuity of $F$, we can choose $\delta>0$ so that

$$
F(x) \in(r, s) \quad \text { for all } x \in \omega:=(y-\delta, y+\delta) \cap \Omega
$$

It is clear that $\omega \subset O(s), \mu(\omega)>0$, and $\omega \cap O(r)=\emptyset$. Hence we have

$$
h(s)=\mu(O(s))=\mu(O(r))+\mu(O(s) \backslash O(r)) \geq \mu(O(r))+\mu(\omega)>\mu(O(r))=h(r)
$$

The proof for the case when $s<r$ is similar and will be omitted.
Lemma 3.3. Let $\beta \in\left[F_{-}, F_{+}\right]$. We have

$$
\left|\psi_{p}(\beta-F(x))\right| \leq \psi_{p}(\max \{\delta(F), 1\}) \leq \psi_{1}(\max \{\delta(F), 1\}) \quad \text { for } x \in \Omega
$$

Proof. For $x \in \Omega$ we have

$$
-\delta(F)=F_{-}-F_{+} \leq \beta-F(x) \leq F_{+}-F_{-}=\delta(F)
$$

and hence $\left|\psi_{p}(\beta-F(x))\right| \leq \psi_{p}(\max \{\delta(F), 1\}) \leq \psi_{1}(\max \{\delta(F), 1\})$.

Lemma 3.4. Let $\left\{\alpha_{j}\right\} \subset\left[F_{-}, F_{+}\right]$be a sequence converging to some $r \in \mathbf{R}$, let $\left\{p_{j}\right\} \subset(1, \infty)$ be a sequence such that $p_{j} \rightarrow \infty$ as $j \rightarrow \infty$, and let $\phi \in L^{1}(\Omega)$. Set

$$
O_{-}(r)=\{x \in \Omega \mid F(x)<r\} \quad \text { and } \quad O_{+}(r)=\{x \in \Omega \mid F(x)>r\}
$$

Then

$$
\begin{aligned}
& \int_{O_{-}(r)} \psi_{p_{j}}\left(\alpha_{j}-F(x)\right) \phi(x) \mathrm{d} x \rightarrow \int_{O_{-}(r)} \phi(x) \mathrm{d} x \\
& \int_{O_{+}(r)} \psi_{p_{j}}\left(\alpha_{j}-F(x)\right) \phi(x) \mathrm{d} x \rightarrow-\int_{O_{+}(r)} \phi(x) \mathrm{d} x
\end{aligned}
$$

Proof. Fix $x \in O_{-}(r)$. Since $r-F(x)>\delta$ for some constant $\delta>0$, there is a $J \in \mathbf{N}$ such that for all $j \geq J$,

$$
\delta<\alpha_{j}-F(x) \leq \delta(F)
$$

which implies that

$$
\lim _{j \rightarrow \infty} \psi_{p_{j}}\left(\alpha_{j}-F(x)\right)=1
$$

Now, in view of Lemma 3.3 and the Lebesgue convergence theorem, we conclude that

$$
\lim _{j \rightarrow \infty} \int_{O_{-}(r)} \psi_{p_{j}}\left(\alpha_{j}-F(x)\right) \phi(x) \mathrm{d} x=\int_{O_{-}(r)} \phi(x) \mathrm{d} x
$$

In the same way we see that

$$
\lim _{j \rightarrow \infty} \int_{O_{+}(r)} \psi_{p_{j}}\left(\alpha_{j}-F(x)\right) \phi(x) \mathrm{d} x=-\int_{O_{+}(r)} \phi(x) \mathrm{d} x
$$

Proof of Lemma 3.1. First of all we show that $\liminf _{p \rightarrow \infty} \beta_{p} \geq \beta^{*}$. For this, we argue by contradiction and thus suppose that $r:=\liminf _{p \rightarrow \infty} \beta_{p}<\beta^{*}$. There is a sequence $\left\{p_{j}\right\} \subset(1, \infty)$ such that $\lim _{j \rightarrow \infty} p_{j}=\infty$ and $\lim _{j \rightarrow \infty} \beta_{p_{j}}=r$. By Lemma 3.2, we see that $h(r+0)<h\left(\beta^{*}\right) \leq a / 2$. Therefore, setting $A=\{x \in \Omega \mid F(x) \leq r\}$ and $B=\{x \in \Omega \mid F(x)>r\}$, we have

$$
h(r+0)=\mu(A)<\frac{a}{2}, \quad \mu(B)=a-\mu(A)>\frac{a}{2} .
$$

Since $\left|\psi_{p}\left(\beta_{p}-F(x)\right)\right| \leq \psi_{p}(\max \{\delta(F), 1\})$ for $x \in \Omega$ by Lemma 3.3, we have

$$
\begin{aligned}
& \limsup _{j \rightarrow \infty}\left|\int_{A} \psi_{p_{j}}\left(\beta_{p_{j}}-F(x)\right) \mathrm{d} x\right| \\
& \quad \leq \limsup _{j \rightarrow \infty} \int_{A} \psi_{p_{j}}(\max \{\delta(F), 1\}) \mathrm{d} x=\int_{A} \mathrm{~d} x=\mu(A)<\frac{a}{2}
\end{aligned}
$$

Observe next by Lemma 3.4 that

$$
\lim _{j \rightarrow \infty} \int_{B} \psi_{p_{j}}\left(\beta_{p_{j}}-F(x)\right) \mathrm{d} x=-\mu(B)<-\frac{a}{2}
$$

Since

$$
0=\int_{A} \psi_{p_{j}}\left(\beta_{p_{j}}-F(x)\right) \mathrm{d} x+\int_{B} \psi_{p_{j}}\left(\beta_{p_{j}}-F(x)\right) \mathrm{d} x
$$

we find that $0<\frac{a}{2}-\frac{a}{2}=0$, which is a contradiction. This shows that $\lim _{\inf }{ }_{p \rightarrow \infty} \beta_{p} \geq$ $\beta^{*}$.

An argument similar to the above shows that $\lim \sup _{p \rightarrow \infty} \beta_{p} \leq \beta^{*}$, and we conclude that $\lim _{p \rightarrow \infty} \beta_{p}=\beta^{*}$.

Recall that $k=0$ if $\mu\left(O_{0}\right)=0$, and otherwise

$$
k=\frac{\mu\left(O_{+}\right)-\mu\left(O_{-}\right)}{\mu\left(O_{0}\right)}
$$

Lemma 3.5. We have $|k| \leq 1$.
Proof. Since

$$
\mu\left(O_{-}\right)=h\left(\beta^{*}\right) \leq \frac{a}{2} \leq h\left(\beta^{*}+0\right)=\mu\left(O_{-}\right)+\mu\left(O_{0}\right)
$$

we have

$$
\begin{aligned}
& 0 \geq 2 \mu\left(O_{-}\right)-a=\mu\left(O_{-}\right)-\mu\left(O_{+}\right)-\mu\left(O_{0}\right) \\
& 0 \leq 2 \mu\left(O_{-}\right)+2 \mu\left(O_{0}\right)-a=\mu\left(O_{-}\right)+\mu\left(O_{0}\right)-\mu\left(O_{+}\right)
\end{aligned}
$$

Hence, if $k \neq 0$, then

$$
-1 \leq k=\frac{\mu\left(O_{+}\right)-\mu\left(O_{-}\right)}{\mu\left(O_{0}\right)} \leq 1
$$

Proof of Theorem 2.1. We show first that the family $\left\{u_{p}\right\}_{p>2}$ is uniformly bounded and equicontinuous on $\bar{\Omega}$.

To see this, fix $x \in \Omega$ and $p>1$. By Lemma 3.3, we have

$$
\left|u_{p+1}(x)\right| \leq \int_{0}^{x} \psi_{1}(\max \{\delta(F), 1\}) \mathrm{d} x \leq a \psi_{1}(\max \{\delta(F), 1\})
$$

and $\left|u_{p+1}^{\prime}(x)\right| \leq \psi_{1}(\max \{\delta(F), 1\})$. These show that the family $\left\{u_{p}\right\}_{p>2}$ is uniformly bounded and equicontinuous on $\bar{\Omega}$.

Next we show that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \psi_{p}\left(\beta_{p}-\beta^{*}\right)=k \quad \text { if } \mu\left(O_{0}\right)>0 \tag{3.7}
\end{equation*}
$$

In fact, we have

$$
\begin{aligned}
0= & \int_{0}^{a} \psi_{p}\left(\beta_{p}-F(x)\right) \mathrm{d} x=\int_{O_{-}} \psi_{p}\left(\beta_{p}-F(x)\right) \mathrm{d} x \\
& +\psi_{p}\left(\beta_{p}-\beta^{*}\right) \mu\left(O_{0}\right)+\int_{O_{+}} \psi_{p}\left(\beta_{p}-F(x)\right) \mathrm{d} x
\end{aligned}
$$

and then Lemma 3.4 yields

$$
0=\mu\left(O_{-}\right)-\mu\left(O_{+}\right)+\lim _{p \rightarrow \infty} \psi_{p}\left(\beta_{p}-\beta^{*}\right) \mu\left(O_{0}\right)
$$

which shows (3.7).
Since $\left\{u_{p}\right\}_{p>2}$ is precompact in $C([0, a])$, we need to show only that for each fixed $x \in \Omega$,

$$
u_{p+1}(x) \rightarrow U(x):=\int_{0}^{x}\left(\mathbf{1}_{O_{-}}(t)-\mathbf{1}_{O_{+}}(t)+k \mathbf{1}_{O_{0}}(t)\right) \mathrm{d} t \quad \text { as } p \rightarrow \infty
$$



Fig. 4. A case where $f>0$.
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Fix $x \in \Omega$ and note that

$$
\begin{aligned}
u_{p+1}(x)= & \int_{(0, x) \cap O_{-}} \psi_{p}\left(\beta_{p}-F(t)\right) \mathrm{d} t+\int_{(0, x) \cap O_{+}} \psi_{p}\left(\beta_{p}-F(t)\right) \mathrm{d} t \\
& +\psi_{p}\left(\beta_{p}-\beta^{*}\right) \int_{(0, x) \cap O_{0}} \mathrm{~d} t .
\end{aligned}
$$

Sending $p \rightarrow \infty$ and using Lemma 3.4, we get

$$
\lim _{p \rightarrow \infty} u_{p}(x)=\int_{(0, x) \cap \Omega_{-}} \mathrm{d} t-\int_{(0, x) \cap \Omega_{+}} \mathrm{d} t+k \int_{(0, x) \cap \Omega_{0}} \mathrm{~d} t=U(x)
$$

Next we examine the limit function $U$ in a few cases.
Example 3.1. We consider the case when $f(x)>0$ for all $x \in \Omega$. Then the function $F$ is strictly increasing in $\bar{\Omega}$. Therefore we have $O_{-}=(0, a / 2)$ and $O_{+}=$ $(a / 2, a)$, and hence

$$
U(x)=\int_{0}^{x}\left(\mathbf{1}_{O_{-}}(t)-\mathbf{1}_{O_{+}}(t)\right) d t= \begin{cases}x & \text { for } 0 \leq x \leq a / 2 \\ a-x & \text { for } a / 2 \leq x \leq a\end{cases}
$$

This is the distance function from $\partial \Omega=\{0, a\}$ and, as is well known, it is the unique viscosity solution of $\left|U^{\prime}(x)\right|=1$ in $\Omega$ and $U(0)=U(a)=0$. See Figure 4 .

Example 3.2. Let $0<\alpha_{1}<\alpha_{2}<a$ satisfy $\alpha_{2}-\alpha_{1}<\frac{a}{2}$. Let $F$ satisfy $F(x)=0$ for $x \in\left[0, \alpha_{1}\right] \cup\left[\alpha_{2}, a\right]$ and $F(x)<0$ for $x \in\left(\alpha_{1}, \alpha_{2}\right)$. (See Figure 5.) Then we have $\beta^{*}=0, O_{-}=\left(\alpha_{1}, \alpha_{2}\right), O_{+}=\emptyset$, and $O_{0}=\left(0, \alpha_{1}\right) \cup\left(\alpha_{2}, a\right)$. Furthermore, we have $k=-\left(\alpha_{2}-\alpha_{1}\right) /\left(a-\left(\alpha_{2}-\alpha_{1}\right)\right)$, and


Fig. 6. A case where $|k|<1$.


Fig. 7.

$$
U(x)=\int_{0}^{x}\left(\mathbf{1}_{O_{-}}(t)+k \mathbf{1}_{O_{0}}(t)\right) d t= \begin{cases}k x & \text { for } 0 \leq x \leq \alpha_{1} \\ k \alpha_{1}+x-\alpha_{1} & \text { for } \alpha_{1} \leq x \leq \alpha_{2} \\ k(x-a) & \text { for } \alpha_{2} \leq x \leq a\end{cases}
$$

See Figure 6.
Example 3.3. Let $0<\alpha_{1}^{-}<\alpha_{2}^{-}<\alpha_{1}^{+}<\alpha_{2}^{+}<a$ satisfy $\alpha_{2}^{-}-\alpha_{1}^{-}=\alpha_{2}^{+}-\alpha_{1}^{+}<\frac{a}{2}$. Let $F$ satisfy the following: $F(x)=0$ for $x \in\left[0, \alpha_{1}^{-}\right] \cup\left[\alpha_{2}^{-}, \alpha_{1}^{+}\right] \cup\left[\alpha_{2}^{+}, a\right], F(x)<0$ for $x \in\left(\alpha_{1}^{-}, \alpha_{2}^{-}\right)$, and $F(x)>0$ for $x \in\left(\alpha_{1}^{+}, \alpha_{2}^{+}\right)$. (See Figure 7.) Then we have $\beta^{*}=0$ and $k=\left(\alpha_{2}^{+}-\alpha_{1}^{+}-\left(\alpha_{2}^{-}-\alpha_{1}^{-}\right)\right) /\left(a-\left(\alpha_{2}^{+}-\alpha_{1}^{+}\right)-\left(\alpha_{2}^{-}-\alpha_{1}^{-}\right)\right)=0$, and the limit function $U$ is given by

$$
U(x)= \begin{cases}0 & \text { for } x \in\left[0, \alpha_{1}^{-}\right] \cup\left[\alpha_{2}^{+}, a\right] \\ x-\alpha_{1}^{+} & \text {for } x \in\left(\alpha_{1}^{-}, \alpha_{2}^{-}\right) \\ \alpha_{2}^{-}-\alpha_{1}^{-} & \text {for } x \in\left[\alpha_{2}^{-}, \alpha_{1}^{+}\right] \\ -x+\alpha_{2}^{+} & \text {for } x \in\left(\alpha_{1}^{+}, \alpha_{2}^{+}\right)\end{cases}
$$

See Figure 8.
4. Radial case. In this section we give a proof of Theorem 2.2, which is rather close to that of Theorem 2.1 presented in the previous section.

Let $a>0$ and $g \in C([0, a])$, and define $f \in C(B(0, a))$ by $f(x)=g(|x|)$. Set $\Omega=\operatorname{int} B(0, a)$.

We consider the Dirichlet problem for $u_{p+1}$ as in the previous section:

$$
\left\{\begin{align*}
-\Delta_{p+1} u(x) & =f(x) & & \text { in } \Omega,  \tag{4.1}\\
u(x) & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

By the uniqueness of the solution of (4.1), we see that the function $u_{p+1}$ is a radial function, i.e., $u_{p+1}(x)=v_{p}(|x|)$ for some $v_{p} \in C([0, a])$. By the regularity results for


Fig. 8. A case where $k=0$.
(4.1), we know that $u_{p+1} \in C^{1, \gamma}(\bar{\Omega})$ for some $\gamma \in(0,1)$. In particular, we have

$$
v_{p} \in C^{1}([0, a]), \quad v_{p}^{\prime}(0)=0
$$

The PDE (4.1) is now reduced to the following ODE for $v_{p}$ :

$$
\begin{equation*}
\left(r^{n-1}\left|v^{\prime}(r)\right|^{p-1} v^{\prime}(r)\right)^{\prime}=-r^{n-1} g(r) \quad \text { in }(0, a) \tag{4.2}
\end{equation*}
$$

and the boundary condition for $v_{p}$ is $v^{\prime}(0)=v(a)=0$. Integrating twice yields

$$
v(r)=\alpha-\int_{0}^{r} \psi_{p}\left(t^{1-n} \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s\right) \mathrm{d} t \quad \text { for all } r \in[0, a]
$$

and for some $\alpha \in \mathbf{R}$, where $\psi_{p} \in C(\mathbf{R})$ is the function given by $\psi_{p}(s)=|s|^{\frac{1}{p}-1} s$ as in the previous section. Here the constant $\alpha$ for $v=v_{p}$ should be determined by

$$
\alpha=\int_{0}^{a} \psi_{p}\left(t^{1-n} \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s\right) \mathrm{d} t
$$

Setting

$$
\alpha_{p}=\int_{0}^{a} \psi_{p}\left(t^{1-n} \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s\right) \mathrm{d} t
$$

we have

$$
v_{p}(r)=\alpha_{p}-\int_{0}^{r} \psi_{p}\left(t^{1-n} \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s\right) \mathrm{d} t \quad \text { for } r \in[0, r]
$$

At this point one can check directly and easily that $v_{p} \in C^{1}([0, a])$, and it satisfies (4.2) and the boundary condition $v_{p}^{\prime}(0)=v_{p}(a)=0$.

Completion of the proof of Theorem 2.2. It is easy to see that as $p \rightarrow \infty$,

$$
\alpha_{p} \rightarrow \alpha^{*}:=\int_{0}^{a}\left(\mathbf{1}_{O_{+}}(r)-\mathbf{1}_{O_{-}}(r)\right) \mathrm{d} r
$$

and

$$
v_{p}(r) \rightarrow V(r):=\alpha^{*}+\int_{0}^{r}\left(\mathbf{1}_{O_{-}}(t)-\mathbf{1}_{O_{+}}(t)\right) \mathrm{d} t \quad \text { for each } r \in[0, a]
$$

where

$$
\begin{aligned}
& O_{+}=\left\{t \in(0, a) \mid \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s>0\right\}=\left\{t \in(0, a) \mid \int_{B(0, t)} f(x) \mathrm{d} x>0\right\} \\
& O_{-}=\left\{t \in(0, a) \mid \int_{0}^{t} s^{n-1} g(s) \mathrm{d} s<0\right\}=\left\{t \in(0, a) \mid \int_{B(0, t)} f(x) \mathrm{d} x<0\right\}
\end{aligned}
$$

As in the previous section, it is easy to show that the collection of functions $v_{p}(|x|)$, with $p>1$, is precompact in $C(\bar{\Omega})$. Thus the above pointwise convergence is enough for us to conclude that $u_{p}(x)$ converges to $U(x):=V(|x|)$ uniformly for $x \in \bar{\Omega}$ as $p \rightarrow \infty$.

Remark. Contrary to the general one-dimensional case, the limit function $V$ has the property that $V^{\prime}(r) \in\{-1,0,1\}$ for all $r \in[0, a]$.

Remark. We also have a convergence result in the case when $\Omega$ is an annulus and $f$ is radial. Indeed, let $0<r_{1}<r_{2}, \Omega=\left\{x \in \mathbf{R}^{n}\left|r_{1}<|x|<r_{2}\right\}\right.$, and $f(x)=g(|x|)$ for some $g \in C\left(\left[r_{1}, r_{2}\right]\right)$. Let $u_{p}$ be the solution of (1.1). We define, for $r \in \mathbf{R}$,

$$
\begin{gathered}
G(r)=\int_{r_{1}}^{r} t^{n-1} g(t) \mathrm{d} t \quad \text { for } r \in\left[r_{1}, r_{2}\right], \quad h(r)=\mu_{1}\left(\left\{t \in\left(r_{1}, r_{2}\right) \mid G(t)<r\right\}\right) \\
\beta^{*}=\sup \left\{t \in\left(r_{1}, r_{2}\right) \left\lvert\, h(r) \leq \frac{r_{2}-r_{1}}{2}\right.\right\}, O_{+}=\left\{r \in\left(r_{1}, r_{2}\right) \mid G(r)>\beta^{*}\right\} \\
O_{-}=\left\{r \in\left(r_{1}, r_{2}\right) \mid G(r)<\beta^{*}\right\}, O_{0}=\left\{r \in\left(r_{1}, r_{2}\right) \mid G(r)=\beta^{*}\right\} \\
k= \begin{cases}0 & \text { for } \mu_{1}\left(O_{0}\right)=0 \\
\frac{\mu_{1}\left(O_{+}\right)-\mu_{1}\left(O_{-}\right)}{\mu_{1}\left(O_{0}\right)} & \text { otherwise, }\end{cases} \\
U(x)=\int_{r_{1}}^{|x|}\left(\mathbf{1}_{O_{-}}(t)-\mathbf{1}_{O_{+}}(t)+k \mathbf{1}_{O_{0}}(t)\right) \mathrm{d} t \quad \text { for } x \in \bar{\Omega}
\end{gathered}
$$

Then we have

$$
u_{p} \rightarrow U \quad \text { in } C(\bar{\Omega}) \quad \text { as } p \rightarrow \infty
$$

We do not give the proof of this result here since it is a simple combination of the proofs of Theorems 2.1 and 2.2.
5. General observations. Here we study a few general properties of the solution $u_{p}$ of (1.1), the set $\mathcal{A}$ of the limits of $u_{p}$ defined by (1.6), and the set $\mathcal{M}$ of the maximizers of the variational problem (1.4), i.e.,

$$
\mathcal{M}=\left\{v \in X \mid I_{\infty}(v)=\sup _{u \in X} I_{\infty}(u)\right\}
$$

We start by observing that the estimate

$$
\begin{equation*}
\left\|D u_{p}\right\|_{L^{p}(\Omega)} \leq C \tag{5.1}
\end{equation*}
$$

holds, where the constant $C$ can be chosen independently of $p$ for $p>2$. Indeed, using the test function $u=u_{p}$ in the weak formulation of (1.1), we get

$$
\int_{\Omega}|D u|^{p} \mathrm{~d} x=\int_{\Omega} f u \mathrm{~d} x
$$

and hence by the Poincaré inequality for functions in $W_{0}^{1,1}(\Omega)$,

$$
\begin{aligned}
& \int_{\Omega}|D u|^{p} \mathrm{~d} x \leq\|f\|_{L^{\infty}(\Omega)}\|u\|_{L^{1}(\Omega)} \leq C_{1}\|f\|_{L^{\infty}(\Omega)}\|D u\|_{L^{1}(\Omega)} \\
& \quad \leq C_{1}\|f\|_{L^{\infty}(\Omega)} \mu(\Omega) \int_{\Omega}|D u|^{\mathrm{d} x} \frac{\mu(\Omega)}{} \leq C_{1}\|f\|_{L^{\infty}(\Omega)} \mu(\Omega)\left(\int_{\Omega}|D u|^{p} \frac{\mathrm{~d} x}{\mu(\Omega)}\right)^{\frac{1}{p}} \\
& \quad \leq C_{1}\|f\|_{L^{\infty}(\Omega)} \mu(\Omega)^{1-\frac{1}{p}}\|D u\|_{L^{p}(\Omega)}
\end{aligned}
$$

where $C_{1}$ is a positive constant independent of $p$. Hence, we obtain

$$
\|D u\|_{L^{p}(\Omega)} \leq\left(C_{1}\|f\|_{L^{\infty}(\Omega)}\right)^{\frac{1}{p-1}} \mu(\Omega)^{\frac{1}{p}}
$$

which shows (5.1).
From the above estimate (5.1), we have the following well-known observations (see [BDM], for instance).

Proposition 5.1. (i) For any $q>n$, the collection $\left\{u_{p}\right\}_{p \geq q}$ is precompact in $C(\bar{\Omega})$. In particular, for any sequence $1<p_{k} \rightarrow \infty$ there is a subsequence $p_{k_{j}}$ such that $u_{p_{k_{j}}}(x) \rightarrow U(x)$ uniformly on $\bar{\Omega}$ for some $U \in C(\bar{\Omega})$.
(ii) Let $U \in C(\bar{\Omega})$ be as above. Then $U \in W^{1, \infty}(\Omega)$ and $|D U(x)| \leq 1$ for a.e. $x \in$ $\Omega$.

Proof. We first show (i). For $p \geq q$, we have

$$
\begin{equation*}
\left\|D u_{p}\right\|_{L^{q}(\Omega)} \leq \mu(\Omega)^{\frac{1}{q}-\frac{1}{p}}\left\|D u_{p}\right\|_{L^{p}(\Omega)} \tag{5.2}
\end{equation*}
$$

For $q>n$, by the Sobolev embedding theorem (see, e.g., [GT]), we have

$$
\left\|u_{p}\right\|_{C^{0, \gamma}(\bar{\Omega})} \leq C_{q}\|D u\|_{L^{q}(\Omega)}
$$

for some constants $\gamma \in(0,1)$ and $C_{q}>0$. These together with (5.1) imply that for any $q>n$, the collection $\left\{u_{p}\right\}_{p \geq q}$ is precompact.

Next, we prove (ii). The estimates (5.1) and (5.2) and the weak compactness of the balls in $W_{0}^{1, q}(\Omega)$, with $1<q<\infty$, guarantee that $U \in W_{0}^{1, q}(\Omega)$ for any $q \in(1, \infty)$. This weak compactness, (5.1), and (5.2) yield

$$
\|D U\|_{L^{q}(\Omega)} \leq \mu(\Omega)^{\frac{1}{q}} \quad \text { for any } q>1
$$

which implies that $|D U(x)| \leq 1$ almost everywhere in $\Omega$.
Recalling the definition (1.6) of the set $\mathcal{A}$, from Proposition 5.1 we immediately have the following proposition.

Proposition 5.2. (i) $\mathcal{A} \neq \emptyset$ and $\mathcal{A} \subset X$. (ii) $u_{p} \rightarrow U$ in $C(\bar{\Omega})$ as $p \rightarrow \infty$ if and only if $\mathcal{A}=\{U\}$.

Next, we consider the functional $I_{\infty}(u)$ for $u \in X$ defined by (1.4) and study the set $\mathcal{M}$ of maximizers of this functional.

The following proposition states a basic relation between $\mathcal{A}$ and $\mathcal{M}$.

Proposition 5.3. (i) $\mathcal{A} \subset \mathcal{M}$. (ii) As $p \rightarrow \infty, I_{p}\left(u_{p}\right) \rightarrow \sup _{u \in X} I_{\infty}(u)$.
Proof. Let $U \in \mathcal{A}$ and $p_{j} \rightarrow \infty$ be such that $u_{p_{j}} \rightarrow U$ in $C(\bar{\Omega})$ as $j \rightarrow \infty$. As $p=p_{j} \rightarrow \infty$, we have

$$
I_{p}\left(u_{p}\right)=I_{\infty}\left(u_{p}\right)-\frac{1}{p} \int_{\Omega}\left|D u_{p}\right|^{p} \mathrm{~d} x \leq I_{\infty}\left(u_{p}\right) \rightarrow I_{\infty}(U) .
$$

Fix any $V \in X$ and observe that as $p \rightarrow \infty$,

$$
I_{p}\left(u_{p}\right) \geq I_{p}(V)=I_{\infty}(V)-\frac{1}{p} \int_{\Omega}|D V(x)|^{p} \mathrm{~d} x \rightarrow I_{\infty}(V)
$$

Hence we get

$$
I_{\infty}(U) \geq \limsup _{j \rightarrow \infty} I_{p_{j}}\left(u_{p_{j}}\right) \geq \liminf _{p \rightarrow \infty} I_{p}\left(u_{p}\right) \geq I_{\infty}(V) .
$$

Since $U \in X$ by Proposition 5.2, we thus conclude that

$$
I_{\infty}(U)=\sup _{u \in X} I_{\infty}(u), \quad \lim _{j \rightarrow \infty} I_{p_{j}}\left(u_{p_{j}}\right)=\sup _{u \in X} I_{\infty}(u),
$$

and $\mathcal{A} \subset \mathcal{M}$. Using (i) of Proposition 5.1, we deduce that

$$
I_{p}\left(u_{p}\right) \rightarrow \sup _{u \in X} I_{\infty}(u) \quad \text { as } p \rightarrow \infty .
$$

Proposition 5.4. If $u \in \mathcal{A}$, then $u$ satisfies

$$
-\Delta_{\infty} u(x) \leq 0 \quad \text { in } \Omega \backslash \bar{\Omega}_{+} \quad \text { and } \quad-\Delta_{\infty} u(x) \geq 0 \quad \text { in } \Omega \backslash \bar{\Omega}_{-}
$$

in the viscosity sense.
Proof. We prove only the first inequality, as the proof of the other inequality is similar. We set $W=\Omega \backslash \bar{\Omega}_{+}$. Let $\varphi \in C^{2}(W)$ and $\hat{x} \in W$. We assume that $u-\varphi$ attains a strict maximum at $\hat{x}$ and will show that $-\Delta_{\infty} \varphi(\hat{x}) \leq 0$. For this, we argue by contradiction, and hence we assume that $-\Delta_{\infty} \varphi(\hat{x})>0$. Here we may assume that $u(\hat{x})=\varphi(\hat{x})$.

Since $u \in \mathcal{A}$, there is a sequence $1<p_{j} \rightarrow \infty$ such that $u_{p_{j}} \rightarrow u$ in $C(\bar{\Omega})$ as $j \rightarrow \infty$. Fix an $r>0$ so that $B(\hat{x}, r) \subset W$ and $\Delta_{\infty} \varphi(x)<0$ for all $x \in B(\hat{x}, r)$. Since

$$
\Delta_{p} \varphi(x)=|D \varphi(x)|^{p-4}\left(|D \varphi(x)|^{2} \Delta \varphi(x)+(p-2) \Delta_{\infty} \varphi(x)\right) \quad \text { for } x \in B(\hat{x}, r),
$$

and

$$
\min _{B(\hat{x}, r)}|D \varphi|>0 \quad \text { and } \quad \max _{B(\hat{x}, r)} \Delta_{\infty} \varphi<0
$$

we see that if $p$ is large enough, then $\Delta_{p} \varphi(x)<0$ for all $x \in B(\hat{x}, r)$.
Set $\omega=\operatorname{int} B(\hat{x}, r)$. Choose an $\varepsilon>0$ so that $\left.(u-\varphi)\right|_{\partial \omega}<-3 \varepsilon$. If we choose $j \in \mathbf{N}$ large enough, then we have $\left.\left(u_{p_{j}}-\varphi\right)\right|_{\partial \omega}<-2 \varepsilon$ and $\left(u_{p_{j}}-\varphi\right)(\hat{x})>-\varepsilon$. Fix such a $j$ and set $v=u_{p_{j}}+\varepsilon$ and $q=p_{j}$ for notational simplicity. We may assume as well that $\Delta_{q} \varphi(x)<0$ for all $x \in \omega$.

Since $f \leq 0$ in $\omega$ and $(v-\varphi)^{+} \in W_{0}^{1, q}(\omega)$, we have

$$
\begin{aligned}
& \int_{\omega}|D v|^{q-2} D v \cdot D(v-\varphi)^{+} \mathrm{d} x=\int_{\omega} f(v-\varphi)^{+} \mathrm{d} x \leq 0 \\
& \int_{\omega}|D \varphi|^{q-2} D \varphi \cdot D(v-\varphi)^{+} \mathrm{d} x=-\int_{\omega} \Delta_{q} \varphi(v-\varphi)^{+} \mathrm{d} x>0
\end{aligned}
$$

and hence

$$
\int_{\omega_{+}}\left(|D v|^{q-2} D v-|D \varphi|^{q-2} D \varphi\right) \cdot D(v-\varphi) \mathrm{d} x<0
$$

where $\omega_{+}=\{x \in \omega \mid v(x)>\varphi(x)\}$. On the other hand, because of the convexity of the function, $\xi \mapsto|\xi|^{q}$, we know that

$$
\int_{\omega_{+}}\left(|D v|^{q-2} D v-|D \varphi|^{q-2} D \varphi\right) \cdot D(v-\varphi) \mathrm{d} x \geq 0
$$

which contradicts the above inequality.
Remark. Let $u \in \mathcal{A}$. By an argument similar to the above proof, we can prove that $\min \left\{|D u(x)|-1,-\Delta_{\infty} u(x)\right\} \leq 0$ in $\Omega$ in the viscosity sense. However, we have a stronger conclusion that

$$
\begin{equation*}
|D u(x)| \leq 1 \quad \text { in } \Omega \text { in the viscosity sense. } \tag{5.3}
\end{equation*}
$$

Indeed, if $u \in \mathcal{A}$, then $u \in X$, which implies that $u$ satisfies (5.3) (see, for instance, Proposition 3.4 in [Ln]).

Definition. Let $Y \subset X$. We call $Y$ essentially single if for any $u, v \in Y, u=v$ on $\operatorname{spt} f$.

Proposition 5.5. Let $Y \subset X$ be such that $\mathcal{A} \subset Y$. If $Y$ is essentially single, then $\mathcal{A}$ is a singleton. In particular, the whole family $\left\{u_{p}\right\}_{p>1}$ converges in $C(\bar{\Omega})$.

The following proof has already been explained in the introduction.
Proof. Let $u, v \in \mathcal{A}$. By assumption, we have $u=v$ on $\operatorname{spt} f$. By Proposition 5.4, we see that $u$ and $v$ are both viscosity solutions of

$$
-\Delta_{\infty} w(x)=0 \quad \text { in } \Omega \backslash \operatorname{spt} f
$$

By the uniqueness result for this $\operatorname{PDE}$ due to $[\mathrm{J}]$, we conclude that $u=v$ in $\Omega \backslash \operatorname{spt} f$, which guarantees that $u=v$ in $\bar{\Omega}$.
6. Properties of the set $\boldsymbol{\mathcal { M }}$. In this section we collect some properties of the set $\mathcal{M}$ of the maximizers of the functional $I_{\infty}$.

Proposition 6.1. Let $u \in \mathcal{M}$. Then

$$
\begin{equation*}
u(x)=\inf \left\{u(y)+|x-y| \mid y \in \Omega_{-} \cup \partial \Omega\right\} \quad \text { for all } x \in \Omega_{+} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x)=\sup \left\{u(y)-|x-y| \mid y \in \Omega_{+} \cup \partial \Omega\right\} \quad \text { for all } x \in \Omega_{-} . \tag{6.2}
\end{equation*}
$$

A proposition similar to this can be found in [EG] (Lemma 3.1 of [EG]), the proof of which can be easily adapted to our case, but we give a proof here for completeness.

Proof. We prove only (6.1), since the proof of (6.2) is similar. Let $u \in X$. Then

$$
|u(x)-u(y)| \leq|x-y| \quad \text { for all } x, y \in \bar{\Omega}
$$

from which we have

$$
u(x) \leq \inf \{u(y)+|x-y| \mid y \in A\}
$$

for all $x \in \bar{\Omega}$ and any $A \subset \bar{\Omega}$. In particular, we have

$$
\begin{equation*}
u(x) \leq \inf \left\{u(y)+|x-y| \mid y \in \Omega_{-} \cup \partial \Omega\right\} \quad \text { for all } x \in \bar{\Omega} \tag{6.3}
\end{equation*}
$$

Now, let $u \in \mathcal{M}$. Since $\mathcal{M} \subset X$, inequality (6.3) holds with this $u$. Setting

$$
v(x)=\inf \left\{u(y)+|x-y| \mid y \in \Omega_{-} \cup \partial \Omega\right\} \quad \text { for } x \in \bar{\Omega}
$$

we see immediately from the definition of $v$ that

$$
v(x)-v(y) \leq|x-y| \quad \text { for all } x, y \in \bar{\Omega}
$$

which implies that $|D v(x)| \leq 1$ almost everywhere in $\Omega$. Also, we have

$$
u(x) \leq v(x) \quad \text { for all } x \in \bar{\Omega}, \text { by }(6.3)
$$

and

$$
v(x) \leq u(x) \quad \text { for all } x \in \Omega_{-} \cup \partial \Omega, \quad \text { by the definition of } v
$$

Combining these we find that $u(x)=v(x)$ for all $x \in \Omega_{-} \cup \partial \Omega$. In particular, $v(x)=0$ for all $x \in \partial \Omega$. Thus we see that $v \in X$.

Next note that $I_{\infty}(u)=\max _{w \in X} I_{\infty}(w) \geq I_{\infty}(v)$. On the other hand, since $u=v$ on $\Omega_{-}$and $v \geq u$ on $\Omega_{+}$, we get $I_{\infty}(u) \leq I_{\infty}(v)$. Hence, we see that $I_{\infty}(v)=I_{\infty}(u)$. Now, since

$$
\int_{\Omega_{+}} f(x) u(x) \mathrm{d} x=\int_{\Omega_{+}} f(x) v(x) \mathrm{d} x
$$

and $v \geq u$ on $\Omega_{+}$, we conclude that $u=v$ on $\Omega_{+}$, which completes the proof.
Remark. As one can see from the above proof, the set $\Omega_{-} \cup \partial \Omega$ in (6.1) can be replaced by any set $A \subset \bar{\Omega}$ satisfying $\Omega_{-} \cup \partial \Omega \subset A$. Similarly, the set $\Omega_{+} \cup \partial \Omega$ in (6.2) can be replaced by any set $A \subset \bar{\Omega}$ satisfying $\Omega_{+} \cup \partial \Omega \subset A$.

Proposition 6.2. Let $u, v \in \mathcal{M}$ and $k \geq 0$. Then $u \wedge(v+k),(u-k) \vee v \in \mathcal{M}$.
Proof. It is easy to see that $u \wedge(v+k),(u-k) \vee v \in X$. In particular, we have

$$
\max \left\{I_{\infty}(u \wedge(v+k)), I_{\infty}((u-k) \vee v)\right\} \leq I_{\infty}(u)=I_{\infty}(v)
$$

Noting that $u \wedge(v+k)=u-(u-v-k)^{+}$and $(u-k) \vee v=v+(u-v-k)^{+}$, we see that

$$
I_{\infty}(u \wedge(v+k))=I_{\infty}(u)-I_{\infty}\left((u-v-k)^{+}\right), \quad I_{\infty}((u-k) \vee v)=I_{\infty}(v)+I_{\infty}\left((u-v-k)^{+}\right)
$$

and hence

$$
\begin{aligned}
0 & \leq I_{\infty}(u)-I_{\infty}(u \wedge(v+k)) \\
& =I_{\infty}\left((u-v-k)^{+}\right)=I_{\infty}((u-k) \vee v)-I_{\infty}(v) \leq 0
\end{aligned}
$$

Consequently, we have

$$
I_{\infty}(u \wedge(v+k))=I_{\infty}((u-k) \vee v)=I_{\infty}(u)
$$

Thus we conclude that $u \wedge(v+k),(u-k) \vee v \in \mathcal{M}$.
The following proposition establishes the existence of the maximal and minimal elements of $\mathcal{M}$.

Proposition 6.3. Define $V, W: \bar{\Omega} \rightarrow \mathbf{R}$ by

$$
V(x)=\sup \{v(x) \mid v \in \mathcal{M}\} \quad \text { and } \quad W(x)=\inf \{v(x) \mid v \in \mathcal{M}\}
$$

Then $V, W \in \mathcal{M}$.
Proof. We prove only the identity for $V$, since the proof of the other is similar.
First of all, note that $V \in X$. Choose a dense subset $\left\{y_{k}\right\}_{k \in \mathbf{N}}$ of $\Omega$. For each $k \in \mathbf{N}$ we choose a sequence $\left\{v_{k j}\right\}_{j \in \mathbf{N}} \subset \mathcal{M}$ such that $\lim _{j \rightarrow \infty} v_{k j}\left(y_{k}\right)=V\left(y_{k}\right)$. By the definition of $V$, we have $v(x) \leq V(x)$ for all $x \in \Omega$ and $v \in \mathcal{M}$. Therefore, we find that

$$
V\left(y_{l}\right)=\sup \left\{v_{k j}\left(y_{l}\right) \mid k, j \in \mathbf{N}\right\} \quad \text { for } l \in \mathbf{N}
$$

Define $w \in X$ by setting

$$
w(x)=\sup \left\{v_{k j}(x) \mid k, j \in \mathbf{N}\right\} \quad \text { for } x \in \bar{\Omega}
$$

It is immediate to see that $V=w$ on $\bar{\Omega}$.
We intend to show that $V \in \mathcal{M}$. Relabeling the countable set $\left\{v_{k j}\right\}_{k, j \in \mathbf{N}}$, we find a sequence $\left\{v_{m}\right\}_{m \in \mathbf{N}} \subset \mathcal{M}$ such that

$$
V(x)=\sup \left\{v_{m}(x) \mid m \in \mathbf{N}\right\} \quad \text { for all } x \in \bar{\Omega}
$$

We define the nondecreasing sequence $\left\{w_{j}\right\}_{j \in \mathbf{N}}$ by induction as follows:

$$
w_{1}=v_{1}, \quad w_{j+1}=w_{j} \vee v_{j+1} \quad \text { for } j \in \mathbf{N}
$$

By Proposition 6.2, we see that $w_{j} \in \mathcal{M}$ for all $j \in \mathbf{N}$. It is clear that

$$
\lim _{j \rightarrow \infty} w_{j}(x)=V(x) \quad \text { for all } x \in \bar{\Omega}
$$

Therefore we see by the monotone convergence theorem that

$$
I_{\infty}(V)=\lim _{j \rightarrow \infty} I_{\infty}\left(w_{j}\right)=\max _{v \in X} I_{\infty}(v)
$$

and conclude that $V \in \mathcal{M}$.
Proposition 6.4. For any $u, v \in \mathcal{M}$, we have

$$
\sup _{\Omega_{+}}(u-v)^{+}=\sup _{\Omega_{-}}(u-v)^{+} .
$$

Proof. Set $k=\sup _{\Omega_{-}}(u-v)^{+}$and observe that $u(y) \leq v(y)+k$ for $y \in \Omega_{-} \cup \partial \Omega$. Using Proposition 6.1, we see that for $x \in \Omega_{+}$,

$$
u(x)=\inf \left\{u(y)+|x-y| \mid y \in \Omega_{-} \cup \partial \Omega\right\} \leq \inf \left\{v(y)+|x-y| \mid y \in \Omega_{-} \cup \partial \Omega\right\}+k
$$

Hence, we have $u(x) \leq v(x)+k$ for all $x \in \Omega_{+}$, and therefore

$$
\sup _{\Omega_{+}}(u-v)^{+} \leq \sup _{\Omega_{-}}(u-v)^{+}
$$

Exchanging the role of $\Omega_{+}$and $\Omega_{-}$in the above argument, we get

$$
\sup _{\Omega_{-}}(u-v)^{+} \leq \sup _{\Omega_{+}}(u-v)^{+}
$$

and finish the proof.
Proposition 6.5. If $u \in \mathcal{M}$, then in the viscosity sense $u$ satisfies

$$
\begin{equation*}
|D u(x)|=1 \quad \text { in } \Omega_{+} \quad \text { and } \quad-|D u(x)|=-1 \quad \text { in } \Omega_{-} . \tag{6.4}
\end{equation*}
$$

This proposition is an easy consequence of Proposition 6.1. For completeness we give a proof here.

Proof. Fix $u \in \mathcal{M}$. Let $\varphi \in C^{1}(\Omega)$ and $\hat{x} \in \Omega_{+}$. Assume that $u-\varphi$ attains a maximum at $\hat{x}$. Then, since $|u(x)-u(\hat{x})| \leq|x-\hat{x}|$ for all $x \in \Omega$, we have as $x \rightarrow \hat{x}$

$$
-|x-\hat{x}| \leq u(x)-u(\hat{x}) \leq \varphi(x)-\varphi(\hat{x})=D \varphi(\hat{x}) \cdot(x-\hat{x})+o(|x-\hat{x}|)
$$

Substituting $\hat{x}-t D \varphi(\hat{x})$ for $x$ and sending $t \searrow 0$, we see that $|D \varphi(\hat{x})| \leq 1$.
Now, we assume that $u-\varphi$ attains a minimum at $\hat{x}$. In view of Proposition 6.1, we choose a point $y \in \bar{\Omega}_{-} \cup \partial \Omega$ so that $u(\hat{x})=u(y)+|\hat{x}-y|$ holds. As before, we have as $x \rightarrow \hat{x}$

$$
|x-y|-|\hat{x}-y| \geq u(x)-u(\hat{x}) \geq \varphi(x)-\varphi(\hat{x}) \geq-|D \varphi(\hat{x})||x-\hat{x}|+o(|x-\hat{x}|)
$$

Substituting $\hat{x}+t(y-\hat{x})$ for $x$ and sending $t \searrow 0$, we see that $|D \varphi(\hat{x})| \geq 1$.
Thus we see that $u$ is a viscosity solution of $|D u(x)|=1$ in $\Omega_{+}$. A parallel argument shows that $u$ is a viscosity solution of $-|D u(x)|=-1$ in $\Omega_{-}$.

Proposition 6.6. $\mathcal{M}$ is a convex set as a subset of $C(\bar{\Omega})$.
Proof. Note that $X \subset C(\bar{\Omega})$ is a convex set. Since $I_{\infty}$ is a linear functional on $C(\bar{\Omega})$, we conclude that $\mathcal{M}$ is convex.

Proposition 6.7. Let $u, v \in \mathcal{M}$. Then

$$
D u(x)=D v(x) \quad \text { for a.e. } x \in \Omega_{*} .
$$

Proof. Let $u$ and $v \in \mathcal{M}$. Define $w \in C(\bar{\Omega})$ by

$$
w=\frac{1}{2}(u+v) .
$$

According to Proposition 6.6, we have $w \in \mathcal{M}$. By Rademacher's theorem, we see that functions $u, v, w$ are almost everywhere differentiable in $\Omega$. Now, Proposition 6.5 yields

$$
|D u(x)|=|D v(x)|=|D w(x)|=1 \quad \text { for a.e. } x \in \Omega_{*},
$$

and therefore the strict convexity of the Euclidean norm in $\mathbf{R}^{n}$ implies that

$$
D u(x)=D v(x)=D w(x) \quad \text { for a.e. } x \in \Omega_{*} .
$$

7. Case of no balanced family. In this section we first prove Theorem 2.3 and then examine a case where the hypothesis (2.4) is satisfied.

We begin with a lemma. Let $\left\{\mathcal{O}_{\lambda}\right\}_{\lambda \in \Lambda}$ be the classification of $\mathcal{O}_{*}$,

$$
G_{\lambda}:=\bigcup\left\{U \mid U \in \mathcal{O}_{\lambda}\right\} \quad \text { for } \lambda \in \Lambda
$$

as in section 2. Also, let $\Lambda_{0} \subset \Lambda$ be as in section 2 .

Lemma 7.1. If $u, v \in \mathcal{M}$, then $u-v$ is constant on any $G_{\lambda}$, with $\lambda \in \Lambda$.
Proof. Let $u, v \in \mathcal{M}$. First of all, we observe that for any $A, B \subset \Omega$,

$$
\begin{align*}
\inf _{(x, y) \in A \times B}|(u-v)(x)-(u-v)(y)| & \leq \inf _{(x, y) \in A \times B}(|u(x)-u(y)|+|v(x)-v(y)|)  \tag{7.1}\\
& \leq 2 d(A, B) .
\end{align*}
$$

Fix $\lambda \in \Lambda$ and $U, V \in \mathcal{O}_{\lambda}$. By Proposition 6.7, we have

$$
(u-v)(x)= \begin{cases}k_{U} & \text { for } x \in U \\ k_{V} & \text { for } x \in V\end{cases}
$$

for some constants $k_{U}, k_{V}$. Fix any $\varepsilon>0$. Since $\rho(U, V)=0$, there is a finite family $W_{1}, \ldots, W_{m} \in \mathcal{O}_{*}$ such that $d\left(U, W_{1}\right)+d\left(W_{1}, W_{2}\right)+\cdots+d\left(W_{m}, V\right)<\varepsilon$. By Proposition 6.7, for each $i \in\{1, \ldots, m\}$ there is a constant $k_{i}$ such that $(u-v)(x)=k_{i}$ for all $x \in U_{i}$.

Now, using (7.1), we get

$$
\begin{aligned}
\left|k_{U}-k_{V}\right| & \leq\left|k_{U}-k_{1}\right|+\left|k_{1}-k_{2}\right|+\cdots+\left|k_{m}-k_{V}\right| \\
& \leq 2\left(d\left(U, W_{1}\right)+d\left(W_{1}, W_{2}\right)+\cdots+d\left(W_{m}, V\right)\right)<2 \varepsilon
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary, we conclude that $k_{U}=k_{V}$. This shows that $u-v$ is constant on $G_{\lambda}$.

Lemma 7.2. Let $u, v \in \mathcal{M}$ and $\lambda \in \Lambda_{0}$. Then $u=v$ on $G_{\lambda}$.
Proof. In view of Lemma 7.1, let $k \in \mathbf{R}$ be a constant such that $u=v+k$ on $G_{\lambda}$. Fix any $U \in \mathcal{O}_{\lambda}$ and $\varepsilon>0$. There is a finite sequence $U_{1}, \ldots, U_{m} \in \Omega$ such that $d\left(U, U_{1}\right)+d\left(U_{1}, U_{2}\right)+\cdots+d\left(U_{m}, \partial \Omega\right)<\varepsilon$. As in the proof of Lemma 7.1, since $u=v=0$ on $\partial \Omega$, we find that $|k| \leq 2\left(d\left(U, U_{1}\right)+d\left(U_{1}, U_{2}\right)+\cdots+d\left(U_{m}, \partial \Omega\right)\right)<2 \varepsilon$. This is enough for us to conclude that $u=v$ on $G_{\lambda}$.

Proof of Theorem 2.3. In view of Proposition 5.5, it is enough to show that $\mathcal{M}$ is essentially single.

For this we argue by contradiction. Thus we let $u, v \in \mathcal{M}$ and assume that $u \neq v$ on $\operatorname{spt} f$. We may assume that $u$ and $v$ are, respectively, the maximal and minimal elements of $\mathcal{M}$, i.e.,

$$
u(x) \geq w(x) \geq v(x) \quad \text { for all } x \in \Omega \text { and } w \in \mathcal{M}
$$

Fix any $k>0$ so that $k<\sup _{\Omega_{*}}(u-v)$. For $t \in(0, k]$ we set $w_{t}=u \wedge(v+t)$. Note that for $x \in \Omega$ and $0 \leq t<s \leq k$,

$$
v(x) \leq w_{t}(x) \leq w_{s}(x) \leq w_{k}(x)
$$

Also, since $0<k<\sup _{\Omega_{*}}(u-v)$, we see that $w_{k}-v$ attains the maximum value $k$ at some point of $\Omega_{*}$.

By Proposition 6.2, we have $w_{t} \in \mathcal{M}$ for all $t \in(0, k]$. Hence we have $I_{\infty}\left(w_{k}\right)=$ $I_{\infty}\left(w_{t}\right)$ for all $t \in(0, k)$, which reads

$$
0=\int_{\Omega} \frac{\left(w_{k}-w_{t}\right)(x)}{k-t} f(x) \mathrm{d} x \quad \text { for all } t \in(0, k)
$$

For $0 \leq t<k$, we set

$$
A_{t}=\left\{x \in \Omega_{*} \mid w_{t}(x)<w_{k}(x)\right\} \quad \text { and } \quad B=\bigcap_{0<t<k} A_{t} .
$$

Note that $A_{t} \supset A_{s}$ for $0<t<s<k$.

We claim here that

$$
B=\left\{x \in \Omega_{*} \mid\left(w_{k}-v\right)(x)=k\right\}
$$

To see this, we write $C$ for the right-hand side of the above identity. Let $x \in B$. By definition, we have $w_{t}(x)<w_{k}(x)$ for all $t \in(0, k)$. This implies that $w_{t}(x)=v(x)+t$ for all $t \in(0, k)$, and hence that $v(x)+t<u(x)$ for all $t \in(0, k)$. Therefore, we have $v(x)+k \leq u(x)$ and, moreover, $w_{k}(x)=v(x)+k$. Thus, we see that $B \subset C$.

Next, let $x \in C$. We then have $w_{k}(x)=v(x)+k$, which yields that $u(x) \geq$ $v(x)+k>v(x)+t$ for all $t \in[0, k)$. Hence we have $w_{t}(x)<w_{k}(x)$ for all $t \in(0, k)$. That is, we have $x \in B$, which concludes that $C \subset B$ and, moreover, $B=C$.

Since $w_{k}-v$ takes the value $k$ at some point of $\Omega_{*}$, we have $B \neq \emptyset$.
Now we go back to the equality

$$
0=\int_{\Omega} \frac{\left(w_{k}-w_{t}\right)(x)}{k-t} f(x) \mathrm{d} x=\int_{A_{t}} \frac{\left(w_{k}-w_{t}\right)(x)}{k-t} f(x) \mathrm{d} x \quad \text { for } t \in(0, k)
$$

We are going to apply the Lebesgue convergence theorem. Since $A_{t} \supset A_{s}$ for $0<t<s<k$ and $\bigcap_{0<t<k} A_{t}=B$, we see that as $t \nearrow k$,

$$
\mathbf{1}_{A_{t}}(x) \rightarrow \mathbf{1}_{B}(x) \quad \text { for all } x \in \Omega
$$

Note that $\left|\left(w_{k}-w_{t}\right)(x)\right| \leq|k-t|$ for all $t \in(0, k)$ and $x \in A_{t}$, and hence

$$
\mathbf{1}_{A_{t}}(x)\left|\frac{\left(w_{k}-w_{t}\right)(x)}{k-t} f(x)\right| \leq|f(x)| \quad \text { for all } t \in(0, k) \text { and } x \in \Omega
$$

For $x \in B$, we have $w_{k}(x)=v(x)+k$ and $w_{t}(x)=v(x)+t$, and therefore

$$
\frac{\left(w_{k}-w_{t}\right)(x)}{k-t}=1
$$

Therefore, as $t \nearrow k$,

$$
\mathbf{1}_{A_{t}}(x) \frac{\left(w_{k}-w_{t}\right)(x)}{k-t} f(x) \rightarrow \mathbf{1}_{B}(x) f(x)
$$

We apply the Lebesgue convergence theorem along any sequence $t_{k} \nearrow k$, to conclude that $\int_{B} f(x) \mathrm{d} x=0$.

Finally, noting by Lemma 7.1 that the function $w_{k}-v$ is constant on any $G_{\lambda}$, with $\lambda \in \Lambda$, and setting

$$
\Gamma=\left\{\lambda \in \Lambda \mid\left(w_{k}-v\right)(x)=k \quad \text { on } G_{\lambda}\right\}
$$

we have

$$
B=\bigcup\left\{G_{\lambda} \mid \lambda \in \Gamma\right\}
$$

We see from Lemma 7.2 that $\Gamma \subset \Lambda \backslash \Lambda_{0}$. Recalling that $B \neq \emptyset$, by the assumption (2.4) we have $\int_{B} f(x) \mathrm{d} x \neq 0$. This is a contradiction.

Let us examine the case where

$$
\begin{equation*}
\mu(\{x \in \Omega \mid f(x)=0\})=0 \tag{7.2}
\end{equation*}
$$

We have the following theorem as a corollary of Proposition 6.7.
Theorem 7.3. Under the assumption (7.2), $\mathcal{M}$ is a singleton. As a consequence, the whole family $\left\{u_{p}\right\}_{p>1}$ converges in $C(\bar{\Omega})$.

Proof. Let $u, v \in \mathcal{M}$. By Proposition 6.7, we have $D u(x)=D v(x)$ almost everywhere in $\Omega_{*}$. By (7.2), we have $D u(x)=D v(x)$ almost everywhere in $\Omega$. Hence, $u=v$ in $\Omega$.

We wish to explain here that the convergence result in Theorem 7.3 can be shown as a consequence of Theorem 2.3.

Proposition 7.4. If (7.2) holds, then $\Lambda=\Lambda_{0}$ and hence (2.4) is satisfied.
Proof. We need to show only that $\rho(U, \partial \Omega)=0$ for all $U \in \mathcal{O}_{*}$.
To do this, we fix $U \in \mathcal{O}_{*}$ and $x \in U$. Choose a closest point $y$ in $\partial \Omega$ to the point $x$. Set $R=|y-x|$. Choose a constant $r \in(0, R)$ so that $B(x, r) \subset U$. Let $H$ be the hyperplane normal to the vector $y-x$ and passing through the point $x$, i.e., $H=\left\{\xi \in \mathbf{R}^{n} \mid(\xi-x) \cdot(y-x)=0\right\}$. Let $C$ be the truncated open cone generated by the point $y$ and the $(n-1)$-dimensional sphere $H \cap B(x, r)$. That is, we write

$$
C=\{t y+(1-t) \xi \mid(t, \xi) \in(0,1) \times(H \cap B(x, r))\}
$$

Note that $C \subset \operatorname{int} B(x, R) \subset \Omega$.
By the assumption (7.2), we have

$$
\mu(C)=\mu\left(C \cap \Omega_{*}\right)
$$

Using the Fubini theorem, from this we deduce that for $\mu_{n-1}$-almost all $\xi \in H \cap$ $B(x, r)$, we have $\mu_{1}\left(\left\{t \in(0,1) \mid t y+(1-t) \xi \in \Omega_{*}\right\}\right)=1$.

Fix a point $\xi \in H \cap B(x, r)$ so that $\mu_{1}\left(\left\{t \in(0,1) \mid t y+(1-t) \xi \in \Omega_{*}\right\}\right)=1$. Define $I \subset(0,1)$ by setting $I=\left\{t \in(0,1) \mid t y+(1-t) \xi \in \Omega_{*}\right\}$. Since $I$ is an open subset of $(0,1)$, there is a sequence $\left\{I_{j}\right\}_{j \in J}$, with $J \subset \mathbf{N}$, of nonempty open intervals $I_{j} \subset(0,1)$ such that $I=\bigcup\left\{I_{j} \mid j \in J\right\}$. We may assume as well that if $i, j \in J$ and $i \neq j$, then $I_{i} \cap I_{j}=\emptyset$. Since $\mu_{1}(I)=1$, we have $\sum_{j \in J} \mu_{1}\left(I_{j}\right)=1$.

Fix any $\varepsilon>0$. There is a finite subset $J_{\varepsilon} \subset J$ such that $\sum_{j \in J_{\varepsilon}} \mu_{1}\left(I_{j}\right)>1-\varepsilon$. We may assume that $J_{\varepsilon}=\{1, \ldots, m\}$, where $m$ is a positive integer which depends on $\varepsilon$. For each $j \in J_{\varepsilon}$, we choose $a_{j}, b_{j} \in[0,1]$ so that $I_{j}=\left(a_{j}, b_{j}\right)$. We may further assume that $a_{1}<b_{1} \leq a_{2}<b_{2} \leq \cdots \leq a_{m}<b_{m}$. Then we have $\sum_{j \in J_{\varepsilon}} \mu_{1}\left(I_{j}\right)=$ $\sum_{j \in J_{\varepsilon}}\left(b_{j}-a_{j}\right)>1-\varepsilon$.

For each $j \in J_{\varepsilon}$, since $t y+(1-t) \xi \in \Omega_{*}$ for $t \in I_{j}$, and the set $\left\{t y+(1-t) \xi \mid t \in I_{j}\right\}$ is connected, we see that there is a $U_{j} \in \mathcal{O}_{*}$ such that

$$
t y+(1-t) \xi \in U_{j} \text { for } t \in I_{j}
$$

Observe that

$$
\begin{aligned}
d\left(U, U_{1}\right) & \leq\left|\xi-\left(a_{1} y+\left(1-a_{1}\right) \xi\right)\right| \leq a_{1}|y-\xi| \\
d\left(U_{j-1}, U_{j}\right) & \leq\left|\left(b_{j-1} y+\left(1-b_{j-1}\right) \xi\right)-\left(a_{j} y+\left(1-a_{j}\right) \xi\right)\right| \\
& \leq\left(a_{j}-b_{j-1}\right)|y-\xi| \quad \text { for all } j \in\{2, \ldots, m\} \\
d\left(U_{m}, \partial \Omega\right) & \leq\left|y-\left(b_{m} y+\left(1-b_{m}\right) \xi\right)\right| \leq\left(1-b_{m}\right)|y-\xi| .
\end{aligned}
$$

Adding all of these, we get

$$
\begin{aligned}
d\left(U, U_{1}\right)+d\left(U_{1}, U_{2}\right)+\cdots+d\left(U_{m}, \partial \Omega\right) & \leq\left(a_{1}+\left(a_{2}-b_{1}\right)+\cdots+\left(1-b_{m}\right)\right)|y-\xi| \\
& =\left(1-\sum_{j \in J_{\varepsilon}}\left(b_{j}-a_{j}\right)\right)|y-\xi|<\varepsilon|y-\xi|
\end{aligned}
$$

Thus we see that $\rho(U, \partial \Omega)=0$ and finish the proof.
8. Cases with vanishing integral. In this section we prove Theorem 2.4.

Proof of Theorem 2.4. Assume that (2.5) and (2.6) are satisfied.
First, we assume that (2.7) and (2.8) are satisfied and show in view of Proposition 5.5 that $\mathcal{A}$ is essentially single.

We observe that every $u \in \mathcal{A}$ is an odd function. This follows from the uniqueness of solutions of the Dirichlet problem

$$
\left\{\begin{array}{rlrl}
-\Delta_{p} u(x) & =f(x) & & \text { in } \Omega  \tag{8.1}\\
u(x)=0 & & \text { on } \partial \Omega .
\end{array}\right.
$$

Indeed, if $u$ is a solution of (8.1), then the function $-u(-x)$ is a solution of (8.1) as well and, by the uniqueness, $u(x)=-u(-x)$ for all $x \in \bar{\Omega}$. This shows that every function $u \in \mathcal{A}$ is an odd function.

Now, let $u, v \in \mathcal{A}$. Since $\Omega_{+}$and $\Omega_{-}$are connected and $D u(x)=D v(x)$ for a.e. $x \in \Omega_{*}$, there is a constant $k \in \mathbf{R}$ such that $u(x)=v(x)+k$ for all $x \in \Omega_{+}$. By symmetry in $u$ and $v$, we may assume that $k \geq 0$.

Since $u$ and $v$ are odd functions, we have

$$
-u(-x)=-v(-x)+k \quad \text { for all } x \in \Omega_{+} .
$$

That is, $u(x)=v(x)-k$ for all $x \in \Omega_{-}$. Using Proposition 6.4, we thus get

$$
k=\max _{\Omega_{+}}(u-v)^{+}=\max _{\Omega_{-}}(u-v)^{+}=0
$$

which shows that $u(x)=v(x)$ for all $x \in \Omega_{*}$ and hence $\mathcal{A}$ is essentially single.
Next we turn to the case where (2.9) is satisfied. It is enough to show that $\mathcal{M}$ is essentially single. Let $u, v \in \mathcal{M}$; we will show that $u=v$ on $\Omega_{*}$.

By Proposition 6.4, we have

$$
\begin{equation*}
\sup _{\Omega_{+}}(u-v)^{+}=\sup _{\Omega_{-}}(u-v)^{+} \tag{8.2}
\end{equation*}
$$

We argue by contradiction, and hence suppose that $u(z) \neq v(z)$ for some $z \in \Omega_{*}$. We may assume that $u(z)>v(z)$. In view of (8.2), there is a constant $k>0$ such that $u(x)-v(x)=k$ for all $x \in \Omega_{*}$.

From (2.9) we have either

$$
\begin{equation*}
\inf _{x \in \Omega_{+}} \sup _{y \in \Omega_{-}}[d(x)+d(y)-|x-y|] \leq 0 \tag{8.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\inf _{y \in \Omega_{-}} \sup _{x \in \Omega_{+}}[d(x)+d(y)-|x-y|] \leq 0 \tag{8.4}
\end{equation*}
$$

We consider only the case where (8.3) holds, since the other case can be treated similarly.

For each $\varepsilon>0$ there exists a point $x_{\varepsilon} \in \Omega_{+}$such that $d\left(x_{\varepsilon}\right)+d(y)-\left|x_{\varepsilon}-y\right| \leq \varepsilon$ for all $y \in \Omega_{-}$. Since $u, v \in X$, we have $|u(x)| \vee|v(x)| \leq d(x)$ for all $x \in \Omega$. From these we get

$$
d\left(x_{\varepsilon}\right) \leq \inf \left\{v(y)+\left|x_{\varepsilon}-y\right| \mid y \in \Omega_{-}\right\}+\varepsilon
$$

Since $v=0$ on $\partial \Omega$, we have

$$
d\left(x_{\varepsilon}\right)=\inf \left\{v(y)+\left|x_{\varepsilon}-y\right| \mid y \in \partial \Omega\right\} .
$$

Therefore, using Proposition 6.1, we have

$$
d\left(x_{\varepsilon}\right) \leq \inf \left\{v(y)+\left|x_{\varepsilon}-y\right| \mid y \in \Omega_{-} \cup \partial \Omega\right\}+\varepsilon=v\left(x_{\varepsilon}\right)+\varepsilon
$$

Thus we obtain $u\left(x_{\varepsilon}\right) \leq d\left(x_{\varepsilon}\right) \leq v\left(x_{\varepsilon}\right)+\varepsilon$, which yields a contradiction by choosing $\varepsilon \in(0, k)$. This completes the proof.
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#### Abstract

We present a generalized energy functional $\mathcal{E}$ for plane Couette flow providing conditional nonlinear stability for Reynolds numbers $\operatorname{Re}$ below $\operatorname{Re}_{\mathcal{E}}:=177.2$, which is larger than the ordinary energy stability limit. The method allows the explicit calculation of so-called stability balls in the $\mathcal{E}^{1 / 2}$-norm; i.e., the system is stable with respect to any perturbation with $\mathcal{E}^{1 / 2}$-norm in this ball.
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1. Introduction. Plane Couette flow is a paradigm with a long history of scientific investigation for a whole class of hydrodynamic stability problems, viz. plane parallel shear flows (cf. [DR, SH]). For these flows there is no obvious physical mechanism which triggers instability as, e.g., in circular Couette flow or in convection problems. Instead, viscous stresses seem to play the dominant role at the onset of instability. So, despite the striking simplicity of the set-up of these systems the onset of instability is up to the present insufficiently understood and its nature is the subject of ongoing research [TTRD, Gr].

The classical methods which yield rigorous stability results are the method of linearized stability and the energy method. The former method provides the critical value $\mathrm{Re}_{\mathrm{c}}$ of the Reynolds number Re, below which the system is conditionally stable and above which it is unstable. In the case of Couette flow ${ }^{1}$ it turns out that $\operatorname{Re}_{c}=\infty$, i.e., the system is linearly completely stable [Ro]. The second method provides global asymptotic stability below some value $\operatorname{Re}_{E}$. For Couette flow $\operatorname{Re}_{E}=82.6$ if $\operatorname{Re}$ is defined with the separation of the walls and their velocity difference [Jo]. This has to be compared with the experimentally observed onset of instability, which occurs at $\mathrm{Re} \approx 1300[\mathrm{Gr}, \mathrm{DD}]$. Thus, none of the classical methods describes the instability behavior of Couette flow satisfactorily.

A more recent method which has successfully been applied to a couple of hydrodynamic stability problems uses generalized energy functionals which are better adjusted to the specific problems under consideration [J1, J2, GP, St]. A generalized energy functional $\mathcal{E}$ is a bilinear form of the dynamic variables of the problem. In comparison with the ordinary energy these variables are, however, differently weighted by additional coupling parameters and appear possibly in the form of higher derivatives. A first part $\mathcal{E}_{1}$ of the functional determines (analogously to the energy method) via a variational problem the stability boundary $\mathrm{Re}_{\mathcal{E}}$. The coupling parameters are chosen such that $\operatorname{Re}_{\mathcal{E}}$ becomes as large as possible - in particular, larger than $\operatorname{Re}_{E}$.

[^23]Contrary to the energy balance the nonlinear terms in general do not drop from the generalized energy balance. Therefore, a second part $\mathcal{E}_{2}$ involving higher derivatives of the dynamic variables is needed in $\mathcal{E}$ in order to dominate these terms. If the method works one obtains conditional stability for all Reynolds numbers below $\mathrm{Re}_{\mathcal{E}}$ together with explicit stability balls in the $\mathcal{E}^{1 / 2}$-norm. This is different from the method of linearized stability which gives no estimates for stability balls.

Generalized energy functionals have already been applied to plane parallel shear flows, however, under the assumption of stress-free boundary conditions for the perturbations $[\mathrm{RM}]$. This assumption clearly overestimates the stability of these flows since wall induced stresses are neglected. In fact, the authors find conditional stability for all Reynolds numbers not only for Couette flow but also for Poiseuille flow, a system with finite critical Reynolds number if rigid boundary conditions are used.

If rigid boundary conditions are used no generalized energy functionals have been found so far, neither in plane parallel shear flows nor in any other hydrodynamical system with nontrivial basic flow and unrestricted (three-dimensional) perturbations. Moreover, in the case of Couette flow it has been argued that the generalized energy method as applied to systems with stress-free boundary conditions is incompatible with rigid boundary conditions [KT].

We present in this paper a generalized energy functional $\mathcal{E}$ for Couette flow (with correct rigid boundary conditions), which provides conditional stability for all Reynolds numbers below $\operatorname{Re}_{\mathcal{E}}=177.2$. This number is still far below what is desired. However, there is now hope that still more appropriate functionals can be found which cover a larger stability region. The crucial point which allows the treatment of rigid boundary conditions is a more refined calculus inequality that takes advantage of the special geometry of the system.

The following point is of some historical interest: For Couette flow $\operatorname{Re}_{\mathcal{E}}=177.2$ is just the two-dimensional energy stability limit, where perturbations are not allowed to vary in the spanwise direction. Following Orr [Or], early researchers in the field took this number for the correct energy stability limit. It came as a surprise when Joseph [Jo] showed that the complementary two-dimensional problem provided a considerably lower limit. Busse proved subsequently that the latter limit is in fact the correct energy stability limit $[\mathrm{Bu}]$. Thus, our result may be viewed as a late justification of (a weakened version of) Orr's original claim.

The paper is organized as follows: Section 2 sets the mathematical framework for the subsequent analysis. In particular, we introduce the so-called poloidal-toroidal decomposition of divergence-free vector fields. This decomposition eliminates the divergence constraint and provides appropriate building blocks for generalized energy functionals. In section 3 a linear auxiliary problem is solved, viz. the variational problem associated with $\mathcal{E}_{1}$ which determines the stability limit $\mathrm{Re}_{\mathcal{E}}$. Section 4 provides estimates of the remaining terms in the energy balance of $\mathcal{E}_{1}+\mathcal{E}_{2}$, the nonlinear terms in particular, and it formulates the basic stability result. Some well-known inequalities as well as the refined calculus inequality are collected in Appendix A, and the results of a numerical computation related to the variational problem are contained in Appendix B.
2. Mathematical setting. The Couette system is appropriately modeled by an infinite layer $\mathbb{R} \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ of thickness 1 with horizontal coordinates $x, y$ and vertical coordinate $z$. The basic flow in this system takes the dimensionless form

$$
\mathbf{U}_{0}=\mathbf{U}_{0}(z)=\operatorname{Re}\left(\begin{array}{c}
-z  \tag{2.1}\\
0 \\
0
\end{array}\right)
$$

with Re being the Reynolds number based on the distance between bottom and top boundaries of the layer and their velocity difference. In order to investigate the stability of $\mathbf{U}_{0}$ we impose perturbations $\mathbf{u}=\left(u_{x}, u_{y}, u_{z}\right)$. These are governed by the system

$$
\begin{array}{r}
\partial_{t} \mathbf{u}-\Delta \mathbf{u}-\operatorname{Re}\left(z \partial_{x} \mathbf{u}+u_{z} \mathbf{e}_{x}\right)+\mathbf{u} \cdot \nabla \mathbf{u}+\nabla p=0  \tag{2.2}\\
\nabla \cdot \mathbf{u}=0
\end{array}
$$

in $\mathbb{R}^{2} \times\left(-\frac{1}{2}, \frac{1}{2}\right) \times(0, T), T>0$, and satisfy the boundary conditions

$$
\begin{equation*}
\mathbf{u}(x, y, z, t)=0 \quad \text { for } \quad(x, y, z) \in \mathbb{R}^{2} \times\left\{-\frac{1}{2}, \frac{1}{2}\right\}, t>0 \tag{2.3}
\end{equation*}
$$

Here $\mathbf{e}_{x}=(1,0,0)^{\mathrm{T}}$. The initial value $\mathbf{u}(\cdot, \cdot, \cdot, 0)=\mathbf{u}_{0}$ is assumed to be given (and of course solenoidal). $\mathbf{u}$ corresponds to the velocity field of the perturbation and $p$ denotes the pressure perturbation. Both $\mathbf{u}$ and $\nabla p$ are assumed to be $x, y$-periodic with respect to a rectangle $\mathcal{P}=\left(-\frac{\pi}{\alpha}, \frac{\pi}{\alpha}\right) \times\left(-\frac{\pi}{\beta}, \frac{\pi}{\beta}\right)$ with wave numbers $(\alpha, \beta) \in \mathbb{R}_{+}^{2}$. In the following it suffices, therefore, to consider functions over the box

$$
\Omega=\mathcal{P} \times\left(-\frac{1}{2}, \frac{1}{2}\right)=\left(-\frac{\pi}{\alpha}, \frac{\pi}{\alpha}\right) \times\left(-\frac{\pi}{\beta}, \frac{\pi}{\beta}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)
$$

As basic function space we take $L^{2}(\Omega)$. In what follows, $\|\cdot\|$ is always the norm in $L^{2}(\Omega)$ except in the case when applied to a function defined on $\left(-\frac{1}{2}, \frac{1}{2}\right)$. Then, $\|\cdot\|$ means the norm in $L^{2}\left(-\frac{1}{2}, \frac{1}{2}\right)$; the correct notion should be clear from the context. $(\cdot, \cdot)$ always denotes the scalar product associated with $\|\cdot\|$.

In order to cope with the divergence constraint $(2.2)_{2}$ we make use of the poloidaltoroidal decomposition [SW]:

$$
\begin{align*}
\mathbf{u} & =\nabla \times\left(\nabla \times\left(\varphi \mathbf{e}_{z}\right)\right)+\nabla \times\left(\psi \mathbf{e}_{z}\right)+\mathbf{F}  \tag{2.4}\\
& =: \quad \varphi+\psi+\mathbf{F}
\end{align*}
$$

Here $\mathbf{e}_{z}=(0,0,1)^{\mathrm{T}}$. The functions $\varphi$ and $\psi$ are determined uniquely if one requires them to be periodic with respect to $\mathcal{P}$ and to fulfill $\int_{\mathcal{P}} \varphi(x, y, z) d x d y=$ $\int_{\mathcal{P}} \psi(x, y, z) d x d y=0$ for every $z \in\left(-\frac{1}{2}, \frac{1}{2}\right)$. The first part in (2.4) is called the poloidal part of $\mathbf{u}$ and the second part the toroidal one. The third part, the mean flow, depends only on $z$ and has a constant third component. These three parts are mutually orthogonal in $L^{2}(\Omega)^{3}$. The vector operators and have the form

$$
\varphi=\left(\begin{array}{c}
\partial_{x} \partial_{z} \varphi \\
\partial_{y} \partial_{z} \varphi \\
\left(-\Delta_{2}\right) \varphi
\end{array}\right), \quad \psi=\left(\begin{array}{c}
\partial_{y} \psi \\
-\partial_{x} \psi \\
0
\end{array}\right)
$$

where $\Delta_{2}=\partial_{x}^{2}+\partial_{y}^{2}$ is the horizontal Laplacian. The boundary conditions (2.3) for $\mathbf{u}$ transform into

$$
\begin{equation*}
\varphi=\partial_{z} \varphi=0, \quad \psi=0, \quad F_{x}=F_{y}=0 \quad \text { for } \quad z= \pm \frac{1}{2} \tag{2.5}
\end{equation*}
$$

and $F_{z}(z) \equiv 0$. Applying the operators and to $(2.2)_{1}$ as well as taking the mean with respect to $\mathcal{P}$, the system (2.2) can equivalently be formulated in terms of the
new variables $\left(\varphi, \psi, F_{x}, F_{y}\right)$ :

$$
\begin{array}{r}
(-\Delta)\left(-\Delta_{2}\right) \partial_{t} \varphi+\Delta^{2}\left(-\Delta_{2}\right) \varphi-\operatorname{Re} z(-\Delta)\left(-\Delta_{2}\right) \partial_{x} \varphi+\cdot(\mathbf{u} \cdot \nabla \mathbf{u})=0  \tag{2.6}\\
\left(-\Delta_{2}\right) \partial_{t} \psi+(-\Delta)\left(-\Delta_{2}\right) \psi-\operatorname{Re} z\left(-\Delta_{2}\right) \partial_{x} \psi+\operatorname{Re}\left(-\Delta_{2}\right) \partial_{y} \varphi-\cdot(\mathbf{u} \cdot \nabla \mathbf{u})=0 \\
\partial_{t} F_{x}+\left(-\partial_{z}^{2}\right) F_{x}+\frac{1}{|\mathcal{P}|} \int_{\mathcal{P}} \tilde{\mathbf{u}} \cdot \nabla \tilde{u}_{x} d x d y=0 \\
\partial_{t} F_{y}+\left(-\partial_{z}^{2}\right) F_{y}+\frac{1}{|\mathcal{P}|} \int_{\mathcal{P}} \tilde{\mathbf{u}} \cdot \nabla \tilde{u}_{y} d x d y=0
\end{array}
$$

$\tilde{\mathbf{u}}:=\varphi+\psi$ is that part of $\mathbf{u}$ which has vanishing mean value over $\mathcal{P}$, and $|\mathcal{P}|:=\frac{4 \pi^{2}}{\alpha \beta}$ denotes the volume of $\mathcal{P}$.

With $\Phi:=\left(\varphi, \psi, F_{x}, F_{y}\right)^{\mathrm{T}}$ a neat matrix notation can be used for system (2.6):

$$
\begin{equation*}
\mathcal{B} \partial_{t} \Phi+\mathcal{A} \Phi-\operatorname{Re} \mathcal{C} \Phi+\mathcal{M}(\Phi, \Phi)=0 \tag{2.7}
\end{equation*}
$$

Here, $\mathcal{B}$ and $\mathcal{A}$ are diagonal matrix operators, $\mathcal{C}$ is a nonnormal interaction matrix, and $\mathcal{M}$ is a bilinear form. The operator $\mathcal{A}$, for example, has the form

$$
\mathcal{A}=\operatorname{diag}\left(\Delta^{2}\left(-\Delta_{2}\right),(-\Delta)\left(-\Delta_{2}\right),\left(-\partial_{z}^{2}\right),\left(-\partial_{z}^{2}\right)\right)
$$

acting in the Hilbert space

$$
\mathcal{H}:=L_{M}^{2}(\Omega) \times L_{M}^{2}(\Omega) \times L^{2}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right) \times L^{2}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)
$$

where $L_{M}^{2}(\Omega)$ denotes the space $\left\{f \in L^{2}(\Omega) \mid \int_{\mathcal{P}} f(x, y, z) d x d y=0\right.$ for a.e. $z \in$ $\left.\left(-\frac{1}{2}, \frac{1}{2}\right)\right\}$. The domain $D(\mathcal{A})$ is most easily described in terms of a Fourier mode expansion for $\varphi$ and $\psi$ with respect to the horizontal variables $x$ and $y$ :

$$
\begin{align*}
& \varphi(x, y, z)=\frac{1}{\sqrt{|\mathcal{P}|}} \sum_{\in \mathbb{Z}^{2} \backslash\{0\}} a(z) e^{i\left(\alpha \kappa_{1} x+\beta \kappa_{2} y\right)}  \tag{2.8}\\
& \psi(x, y, z)=\frac{1}{\sqrt{|\mathcal{P}|}} \sum_{\in \mathbb{Z}^{2} \backslash\{0\}} b(z) e^{i\left(\alpha \kappa_{1} x+\beta \kappa_{2} y\right)} \tag{2.9}
\end{align*}
$$

We then define (cf. [KS, Wa])

$$
D(\mathcal{A})=D\left(\Delta^{2}\left(-\Delta_{2}\right)\right) \times D\left((-\Delta)\left(-\Delta_{2}\right)\right) \times D\left(-\partial_{z}^{2}\right) \times D\left(-\partial_{z}^{2}\right)
$$

where
$D\left(\Delta^{2}\left(-\Delta_{2}\right)\right)=\{\varphi \mid \varphi$ expanded as in (2.8),

$$
\begin{gathered}
a \in H^{4}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right), \quad a=\partial_{z} a=0 \quad \text { at } \quad z= \pm \frac{1}{2} \\
\left.\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{2} \int_{-1 / 2}^{1 / 2}\left|\left(-\partial_{z}^{2}+\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{2} a \quad(z)\right|^{2} d z<\infty\right\}
\end{gathered}
$$

$$
\begin{aligned}
D\left((-\Delta)\left(-\Delta_{2}\right)\right)= & \{\psi \mid \psi \text { expanded as in (2.9), } \\
& b \in H^{2}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right), \quad b=0 \quad \text { at } \quad z= \pm \frac{1}{2} \\
& \left.\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{2} \int_{-1 / 2}^{1 / 2}\left|\left(-\partial_{z}^{2}+\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right) b \quad(z)\right|^{2} d z<\infty\right\}
\end{aligned}
$$

and

$$
D\left(-\partial_{z}^{2}\right)=H^{2}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right) \cap \stackrel{\circ}{H}^{1}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)
$$

With these definitions $\mathcal{A}$ is a self-adjoint and strictly positive operator. Thus, fractional powers of $\mathcal{A}$ make sense and can analogously be explained in terms of the expansions (2.8) and (2.9). Similar definitions apply to the operators $\mathcal{B}$ and $\mathcal{C}$.

A natural class of vector fields within which (2.7) can locally be uniquely solved is given by (cf. [Wa])

$$
\begin{equation*}
\Phi \in L^{2}((0, T), \mathcal{D}(\mathcal{A})), \quad \partial_{t} \Phi \in L^{2}((0, T), \mathcal{D}(\mathcal{B})) \tag{2.10}
\end{equation*}
$$

and, as a consequence,

$$
\Phi \in C^{0}([0, T], I)
$$

with $I$ being an appropriate interpolation space between $D(\mathcal{A})$ and $D(\mathcal{B})$. Going back to $(2.2)$ we obtain from (2.10) at least a solution $(\mathbf{u}, p)$ with

$$
\begin{gather*}
\mathbf{u} \in L^{2}((0, T), D(-\Delta)) \cap C^{0}\left([0, T], D\left((-\Delta)^{1 / 2}\right)\right), \quad \partial_{t} \mathbf{u} \in L^{2}\left((0, T), L^{2}(\Omega)\right),  \tag{2.11}\\
\nabla p \in L^{2}\left((0, T), L^{2}(\Omega)\right)
\end{gather*}
$$

where $D(-\Delta)=\left\{\mathbf{u} \in\left(H^{2}(\Omega)\right)^{3} \mid \mathbf{u}\right.$ periodic in $x$ and $y, \mathbf{u}=0$ at $\left.z= \pm \frac{1}{2}\right\}$. This is the usual notion of a strong solution. On the other hand, strong solutions have further regularity properties. In particular, decomposing $\mathbf{u}$ from the class (2.11) in its poloidal and toroidal part and the mean flow, $\Phi$ can be shown to lie in the class (2.10). In the following we work with solutions within this class. All manipulations with $\mathbf{u}$ (or $\Phi$ ) and its horizontal derivatives $\partial_{x} \mathbf{u}, \partial_{y} \mathbf{u}$ in the subsequent sections are then justified.

The energy of the system (in the volume $\Omega$ ) becomes in the new variables ${ }^{2}$

$$
\begin{equation*}
E=\frac{1}{2}\|\mathbf{u}\|^{2}=\frac{1}{2}\left\{\|\varphi\|^{2}+\|\psi\|^{2}+|\mathcal{P}|\|\mathbf{F}\|^{2}\right\} \tag{2.12}
\end{equation*}
$$

and the variational expression determining $\operatorname{Re}_{E}$ takes the form (cf. [KS])

$$
\begin{equation*}
\frac{\left|\Re\left(u_{x}, u_{z}\right)\right|}{\|\nabla \mathbf{u}\|^{2}}=\frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi+\partial_{y} \psi+F_{x}\right)\right|}{\|(-\Delta) \varphi\|^{2}+\|\psi\|^{2}+|\mathcal{P}|\left\|\partial_{z} \mathbf{F}\right\|^{2}} \tag{2.13}
\end{equation*}
$$

[^24]For later convenience we admit here complex valued velocity fields. Thus, the real part (denoted by $\Re$ ) of the interaction term appears in the numerator of (2.13). $\operatorname{Re}_{E}$ is then given by

$$
\begin{equation*}
\operatorname{Re}_{E}^{-1}=\sup _{(\alpha, \beta) \in \mathbb{R}_{+}^{2}} \sup _{(\varphi, \psi) \in \mathcal{V}_{\alpha \beta}} \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi,\left(\partial_{x} \partial_{z} \varphi+\partial_{y} \psi\right)\right)\right|}{\|(-\Delta) \varphi\|^{2}+\|\psi\|^{2}} \tag{2.14}
\end{equation*}
$$

Note that $\mathbf{F}$ does not depend on $x$ or $y$ and, therefore, drops from the numerator of (2.13). Thus, $\mathbf{F}$ does not contribute to the supremum of (2.13) and can be omitted altogether.

The variational class $\mathcal{V}_{\alpha \beta}$ should reflect the mean value condition, the boundary conditions, and the periodicity of the functions $\varphi$ and $\psi$. Moreover, it should ensure that the supremum is in fact attained. A suitable choice is $\mathcal{V}_{\alpha \beta}=D\left(\tilde{\mathcal{A}}^{1 / 2}\right) \backslash\{(0,0)\}$, where $\tilde{\mathcal{A}}$ is that part of $\mathcal{A}$ that is operating on $(\varphi, \psi)$ in the Hilbert space $\tilde{\mathcal{H}}:=$ $L_{M}^{2}(\Omega) \times L_{M}^{2}(\Omega)$.

If the class $\mathcal{V}_{\alpha \beta}$ of admissible functions is restricted to the class $\mathcal{V}_{\alpha}$ of functions depending only on $x$ and $z$, or to the class $\mathcal{V}_{\beta}$ of functions depending only on $y$ and $z$, the corresponding two-dimensional limits $\mathrm{Re}_{E}^{x}$ and $\mathrm{Re}_{E}^{y}$ are determined by the following simplified variational expressions:

$$
\begin{align*}
\frac{1}{\operatorname{Re}_{E}^{y}} & =\sup _{\beta \in \mathbb{R}_{+}} \sup _{(\varphi, \psi) \in \mathcal{V}_{\beta}} \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \psi\right)\right|}{\left\|(-\Delta) \partial_{y} \varphi\right\|^{2}+\|\psi\|^{2}}  \tag{2.15}\\
\frac{1}{\operatorname{Re}_{E}^{x}} & =\sup _{\alpha \in \mathbb{R}_{+}} \sup _{(\varphi, 0) \in \mathcal{V}_{\alpha}} \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)\right|}{\left\|(-\Delta) \partial_{x} \varphi\right\|^{2}} \tag{2.16}
\end{align*}
$$

It is well known that $\operatorname{Re}_{E}=\operatorname{Re}_{E}^{y}=82.6 \ldots$ and $\operatorname{Re}_{E}^{x}=177.2 \ldots$ (cf. [Or, Jo, Bu]).
Applying the matrix notation the variational expression (2.13) takes the form

$$
\frac{|(\Phi, \hat{\mathcal{C}} \Phi)|}{\left\|\mathcal{A}^{1 / 2} \Phi\right\|^{2}}
$$

with the symmetric lower order operator

$$
\hat{\mathcal{C}}=\frac{1}{2}\left(\begin{array}{cccc}
2\left(-\Delta_{2}\right) \partial_{x} \partial_{z} & \left(-\Delta_{2}\right) \partial_{y} & \left(-\Delta_{2}\right) & 0 \\
-\left(-\Delta_{2}\right) \partial_{y} & 0 & 0 & 0 \\
\left(-\Delta_{2}\right) & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Thus, $\mathcal{A}^{-1 / 2} \hat{\mathcal{C}} \mathcal{A}^{-1 / 2}$ is a self-adjoint and compact operator in $\mathcal{H}$ and the supremum (with respect to $(\varphi, \psi) \in D\left(\tilde{\mathcal{A}}^{1 / 2}\right)$ ) in (2.14) is actually a maximum. This argument applies, of course, also to the suprema in (2.15) and (2.16).
3. Generalized functional and variational problem. The usual method to proceed from the energy functional to a generalized one is to introduce additional coupling parameters and possibly additional derivatives in order to weigh the dynamic variables in an optimal way. For this purpose the generalized energy balance is considered and (analogously to the energy method) the ratio of the interaction term over the dissipative term is maximized with respect to the admissible functions. This maximum still depends on the coupling parameters and possibly discrete parameters counting the additional derivatives. Minimizing with respect to these parameters
furnishes optimal (generalized) energy limits. Therefore, the first problem is to find functionals which furnish larger stability limits than those provided by the energy functional. Considering the functional (2.12) with $\mathbf{F} \equiv 0$ (as already noted, the mean flow does not contribute to the maximum in the variational problem) there is, however, not much freedom to introduce additional parameters. An obvious choice is the functional

$$
\begin{equation*}
\mathcal{E}_{1}[\varphi, \psi]:=\frac{1}{2}\left\{\|\varphi\|^{2}+\lambda\|\psi\|^{2}\right\} \tag{3.1}
\end{equation*}
$$

with $0<\lambda<\infty$. Taking the scalar product of $(2.6)_{1,2}$ with $(\varphi, \psi)$ in $\tilde{\mathcal{H}}$ and using the boundary conditions (2.5) one obtains the generalized energy balance

$$
\begin{equation*}
\partial_{t} \mathcal{E}_{1}=-\mathcal{D}_{1}+\operatorname{Re} \mathcal{I}_{1}+\mathcal{N}_{1} \tag{3.2}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{D}_{1}[\varphi, \psi] & :=\|(-\Delta) \varphi\|^{2}+\lambda\|\psi\|^{2}, \\
\mathcal{I}_{1}[\varphi, \psi] & :=\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\lambda \Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \psi\right),  \tag{3.3}\\
\mathcal{N}_{1}[\varphi, \psi, \mathbf{F}] & :=-\Re((\mathbf{u} \cdot \nabla \mathbf{u}), \varphi+\lambda \psi) .
\end{align*}
$$

The generalized energy limit $\operatorname{Re}_{\mathcal{E}}$ is then determined by

$$
\begin{align*}
\operatorname{Re}_{\mathcal{E}}^{-1} & =\sup _{(\alpha, \beta) \in \mathbb{R}_{+}^{2}} \sup _{(\varphi, \psi) \in \mathcal{V}_{\alpha \beta}} \frac{\mathcal{I}_{1}}{\mathcal{D}_{1}}[\varphi, \psi] \\
& =\sup _{(\alpha, \beta) \in \mathbb{R}_{+}^{2}} \sup _{(\varphi, \psi) \in \mathcal{V}_{\alpha \beta}} \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\lambda \Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \psi\right)\right|}{\|(-\Delta) \varphi\|^{2}+\lambda\|\psi\|^{2}} \tag{3.4}
\end{align*}
$$

Note that in (3.4) $\mathcal{I}_{1}$ can always be replaced by $\left|\mathcal{I}_{1}\right| ;$ as with $(\varphi(x, y, z), \psi(x, y, z)) \in$ $\mathcal{V}_{\alpha \beta},(\varphi(-x,-y, z), \psi(-x,-y, z))$ is also admissible. Thus, $\mathcal{I}_{1}$ can always be chosen positive without affecting $\mathcal{D}_{1}$.

A comparison of (3.4) with the two-dimensional variational expressions (2.15) and (2.16) already furnishes some bounds on $\operatorname{Re}_{\mathcal{E}}$ : Setting $\varphi=\varphi(x, z), \psi=0$ in (3.4) reduces the variational expression to that in (2.16), which implies the bound $\operatorname{Re}_{\mathcal{E}} \leq \operatorname{Re}_{E}^{x}=177.2 \ldots$ for all $0<\lambda<\infty$. For $\lambda \geq 1$ the substitution $\tilde{\psi}:=\lambda \psi$ allows the estimate

$$
\begin{aligned}
& \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\lambda \Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \psi\right)\right|}{\|(-\Delta) \varphi\|^{2}+\lambda\|\psi\|^{2}}=\frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \tilde{\psi}\right)\right|}{\|(-\Delta) \varphi\|^{2}+\frac{1}{\lambda}\|\tilde{\psi}\|^{2}} \\
& \geq \frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \tilde{\psi}\right)\right|}{\|(-\Delta) \varphi\|^{2}+\|\tilde{\psi}\|^{2}},
\end{aligned}
$$

and restricting $\varphi$ and $\tilde{\psi}$ to functions independent of $x$ furnishes the bound $\operatorname{Re}_{\mathcal{E}} \leq$ $\operatorname{Re}_{E}^{y}=\operatorname{Re}_{E}=82.6 \ldots$ for $\lambda \geq 1$. Thus the question remains whether $\operatorname{Re}_{\mathcal{E}}$ does exceed $\operatorname{Re}_{E}$ for some $0<\lambda<1$.

A numerical computation indicates that $\operatorname{Re}_{\mathcal{E}}$ attains its upper bound $\operatorname{Re}_{E}^{x}$ for sufficiently small values of $\lambda$ (cf. Appendix B). In order to prove this, consider the variational expression

$$
\begin{equation*}
\frac{\mathcal{I}_{1}}{\mathcal{D}_{1}}[\varphi, \hat{\psi}]=\frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\sqrt{\lambda} \Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \hat{\psi}\right)\right|}{\|(-\Delta) \varphi\|^{2}+\|\hat{\psi}\|^{2}} \tag{3.5}
\end{equation*}
$$

where $\hat{\psi}:=\sqrt{\lambda} \psi$. Now, inserting the mode expansions (2.8) and (2.9) for $\varphi$ and $\hat{\psi}$ in (3.5) observe that the maximum for a fixed periodicity cell $\mathcal{P}$ is attained by a single mode. This can be seen as follows: Assume the maximum is attained by a (possibly infinite) linear combination of modes. By inserting this combination into the variational expression (3.5), the numerator as well as the denominator decomposes into a sum of bilinear terms each containing a single mode. Without restriction the modes can be chosen such that the expansion of the numerator contains only nonnegative terms. Applying Lemma 1 (cf. Appendix A) we can select a single mode with maximal ratio, which at most increases the value of the variational expression. Let $\in \mathbb{Z}^{2} \backslash\{0\}$ be this maximal mode. With the abbreviation $\tilde{\alpha}:=\kappa_{1} \alpha, \tilde{\beta}:=\kappa_{2} \beta$, $\tilde{a}(z):=a \quad(z), \tilde{b}(z):=b \quad(z)$ we obtain

$$
\begin{equation*}
\leq \max \left\{\frac{\tilde{\alpha}\left|\Im\left(\tilde{a}, \tilde{\alpha}^{\prime}\right)\right|}{\tilde{\alpha}^{4}\|\tilde{a}\|^{2}+2 \tilde{\alpha}^{2}\left\|\tilde{a}^{\prime}\right\|^{2}+\left\|\tilde{a}^{\prime \prime}\right\|^{2}}, \sqrt{\lambda} \frac{\tilde{\beta}|\Im(\tilde{a}, \tilde{b})|}{\tilde{\beta}^{4}\|\tilde{a}\|^{2}+2 \tilde{\beta}^{2}\left\|\tilde{a}^{\prime}\right\|^{2}+\tilde{\beta}^{2}\|\tilde{b}\|^{2}+\left\|\tilde{b}^{\prime}\right\|^{2}}\right\} \tag{3.6}
\end{equation*}
$$

where we used partial integration and Lemma 1 in the last line. Abbreviating the first term in (3.6) with $\mathcal{F}_{1}[\tilde{a}, \tilde{\alpha}]$ and the second with $\mathcal{F}_{2}[\tilde{a}, \tilde{b}, \tilde{\alpha}]$, it follows from (3.4)-(3.6) that

$$
\begin{equation*}
\operatorname{Re}_{\mathcal{E}}{ }^{-1}=\max \left\{\sup _{\tilde{\alpha} \in \mathbb{R}_{+}} \sup _{(\tilde{a}, 0) \in \mathcal{W}} \mathcal{F}_{1}[\tilde{a}, \tilde{\alpha}], \sqrt{\lambda} \sup _{\tilde{\beta} \in \mathbb{R}_{+}} \sup _{(\tilde{a}, \tilde{b}) \in \mathcal{W}} \mathcal{F}_{2}[\tilde{a}, \tilde{b}, \tilde{\beta}]\right\} \tag{3.7}
\end{equation*}
$$

with

$$
\mathcal{W}=\left\{\left.(a, b) \in H^{4}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right) \times H^{2}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right) \right\rvert\, a=\partial_{z} a=b=0 \text { at } z= \pm \frac{1}{2}\right\} \backslash\{0\}
$$

Inserting the mode expansion (2.8) into (2.16), the first term in (3.7) turns out to be $\frac{1}{\operatorname{Re}_{E}^{x}}$, whereas $\mathcal{F}_{2}[\tilde{a}, \tilde{b}, \tilde{\beta}]$ is estimated with the help of inequality (A.2) as follows:

$$
\begin{aligned}
\mathcal{F}_{2}[\tilde{a}, \tilde{b}, \tilde{\beta}] & \leq \frac{\tilde{\beta}\|\tilde{a}\|\|\tilde{b}\|}{\left(\tilde{\beta}^{4}+2 \tilde{\beta}^{2} \pi^{2}\right)\|\tilde{a}\|^{2}+\left(\tilde{\beta}^{2}+\pi^{2}\right)\|\tilde{b}\|^{2}} \leq \frac{\tilde{\beta}}{2\left[\left(\tilde{\beta}^{4}+2 \tilde{\beta}^{2} \pi^{2}\right)\left(\tilde{\beta}^{2}+\pi^{2}\right)\right]^{1 / 2}} \\
& \leq \frac{1}{2 \sqrt{2} \pi^{2}}
\end{aligned}
$$

Therefore, by choosing $\sqrt{\lambda} \leq \frac{2 \sqrt{2} \pi^{2}}{\operatorname{Re}_{E}^{x}}$, (3.7) yields $\operatorname{Re}_{\mathcal{E}} \geq \operatorname{Re}_{E}^{x}$, hence

$$
\operatorname{Re}_{\mathcal{E}}=\operatorname{Re}_{E}^{x}
$$

We formulate this result in the following proposition.
Proposition 1. For $0<\lambda<\frac{8 \pi^{4}}{\operatorname{Re}_{E}^{x}} \approx 0.025,0<\operatorname{Re}<\operatorname{Re}_{\mathcal{E}}$ with $\operatorname{Re}_{\mathcal{E}}=\operatorname{Re}_{E}^{x}=$ $177.2 \ldots,(\alpha, \beta) \in \mathbb{R}_{+}^{2}$, and $(\varphi, \psi) \in \mathcal{V}_{\alpha, \beta}=D\left(\tilde{\mathcal{A}}^{1 / 2}\right) \backslash\{(0,0)\}$ with $D\left(\tilde{\mathcal{A}}^{1 / 2}\right)$, as explained in section 2, we have the bound

$$
\begin{equation*}
\operatorname{Re} \frac{\mathcal{I}_{1}}{\mathcal{D}_{1}} \leq \frac{\operatorname{Re}}{\operatorname{Re}_{\mathcal{E}}}<1 \tag{3.8}
\end{equation*}
$$

where

$$
\frac{\mathcal{I}_{1}}{\mathcal{D}_{1}}=\frac{\left|\Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{x} \partial_{z} \varphi\right)+\lambda \Re\left(\left(-\Delta_{2}\right) \varphi, \partial_{y} \psi\right)\right|}{\|(-\Delta) \varphi\|^{2}+\lambda\|\psi\|^{2}}
$$

Remarks. 1. The numerical computation in Appendix B indicates coincidence of $\operatorname{Re}_{\mathcal{E}}$ with $\operatorname{Re}_{E}^{x}$ for values of $\lambda$ up to $\lambda \approx 0.042$.
2. Whether other functionals provide even larger stability limits is an open problem. Another candidate which failed to provide a larger stability limit has been discussed in [KT].
4. Nonlinear stability. For $\lambda \neq 1$ the nonlinear term $\mathcal{N}_{1}$ in (3.2) does not vanish. In order to dominate this term we introduce a second part $\mathcal{E}_{2}$ of the generalized energy functional $\mathcal{E}$,

$$
\begin{equation*}
\mathcal{E}_{2}[\mathbf{u}, \mathbf{F}]:=\frac{1}{2}\left\{\sigma\|\mathbf{u}\|^{2}+\rho \mid \mathcal{P}\| \| \mathbf{F} \|^{2}\right\} \tag{4.1}
\end{equation*}
$$

with yet undetermined nonnegative coupling parameters $\sigma$ and $\rho$.
By scalar multiplication of (2.2) with $\sigma \Delta_{2} \mathbf{u}$ and of $(2.6)_{3,4}$ with $\rho F_{x}, \rho F_{y}$ and using (2.3) and (2.5), we arrive at

$$
\begin{equation*}
\partial_{t} \mathcal{E}_{2}=-\mathcal{D}_{2}+\operatorname{Re} \mathcal{I}_{2}+\mathcal{N}_{2} \tag{4.2}
\end{equation*}
$$

where ${ }^{3}$

$$
\begin{align*}
& \mathcal{D}_{2}[\mathbf{u}, \mathbf{F}]=\sigma\|\mathbf{u}\|^{2}+\rho \mid \mathcal{P}\left\|\mathbf{F}^{\prime}\right\|^{2} \\
& \mathcal{I}_{2}[\mathbf{u}, \mathbf{F}]=\sigma \Re\left(u_{z}, u_{x}\right)  \tag{4.3}\\
& \mathcal{N}_{2}[\mathbf{u}, \mathbf{F}]=-\sigma \Re(\mathbf{u} \cdot \nabla \mathbf{u}, \mathbf{u})-\rho \Re(\tilde{\mathbf{u}} \cdot \nabla \tilde{\mathbf{u}}, \mathbf{F}) .
\end{align*}
$$

By defining

$$
\begin{equation*}
\Delta \operatorname{Re}:=1-\frac{\operatorname{Re}}{\operatorname{Re}_{\mathcal{E}}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}:=\Delta \operatorname{Re} \mathcal{D}_{1}+\mathcal{D}_{2} \tag{4.5}
\end{equation*}
$$

the interaction term $\operatorname{Re} \mathcal{I}_{2}$ can be estimated in terms of $\mathcal{D}$ :

$$
\mathcal{I}_{2} \leq \sigma\left|\left(u_{z}, \quad u_{x}\right)\right| \leq \sigma^{1 / 2}\left\|\left(-\Delta_{2}\right) \varphi\right\| \sigma^{1 / 2}\|\mathbf{u}\| \leq \sigma^{1 / 2} \mathcal{D}_{1}^{1 / 2}\left(2 \mathcal{E}_{2}\right)^{1 / 2}
$$

Using $2 \mathcal{E}_{2} \leq \frac{\mathcal{D}_{2}}{\pi^{2}}$, which follows with (A.2), and setting

$$
\begin{equation*}
\sigma:=\frac{\pi^{2} \Delta \operatorname{Re}}{\operatorname{Re}^{2}} \tag{4.6}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\operatorname{Re} \mathcal{I}_{2} \leq(\Delta \operatorname{Re})^{1 / 2} \mathcal{D}_{1}^{1 / 2} \mathcal{D}_{2}^{1 / 2} \leq \frac{1}{2}\left(\Delta \operatorname{Re} \mathcal{D}_{1}+\mathcal{D}_{2}\right)=\frac{1}{2} \mathcal{D} \tag{4.7}
\end{equation*}
$$

[^25]We estimate next the nonlinear parts in terms of $\mathcal{D E} \mathcal{E}^{1 / 2}, \mathcal{E}:=\mathcal{E}_{1}+\mathcal{E}_{2}$, and begin with $\mathcal{N}_{1}$ :

$$
\mathcal{N}_{1} \leq|(\mathbf{u} \cdot \nabla \mathbf{u}, \quad \varphi+\lambda \quad \psi)| \leq \operatorname{ess} \sup _{\Omega}|\mathbf{u}|\|\nabla \mathbf{u}\|(\|\varphi\|+\lambda\|\psi\|) .
$$

The three factors are estimated separately. With (A.8) we obtain for the first factor

$$
\|\mathbf{u}\|_{\infty} \leq \frac{C}{\sqrt{2}}\|\tilde{\mathbf{u}}\|+\sqrt{\frac{2}{\pi}}\left\|\mathbf{F}^{\prime}\right\|
$$

where $C=8\left(\frac{\sqrt{2}}{m}\right)^{3 / 2}$, and under the condition

$$
\begin{equation*}
\rho \geq \frac{4 \sigma}{\pi C^{2}|\mathcal{P}|} \tag{4.8}
\end{equation*}
$$

we get further

$$
\begin{equation*}
\|\mathbf{u}\|_{\infty} \leq \frac{C}{\sqrt{2 \sigma}}\left\{\sqrt{\sigma}\|\tilde{\mathbf{u}}\|+(\rho|\mathcal{P}|)^{1 / 2}\left\|\mathbf{F}^{\prime}\right\|\right\} \leq \frac{C}{\sqrt{\sigma}} \mathcal{D}_{2}^{1 / 2} \leq \frac{C}{\sqrt{\sigma}} \mathcal{D}^{1 / 2} . \tag{4.9}
\end{equation*}
$$

With the conditions

$$
\begin{equation*}
\rho \geq \lambda \Delta \operatorname{Re}, \quad 0<\lambda<1 \tag{4.10}
\end{equation*}
$$

we obtain for the second factor

$$
\|\nabla \mathbf{u}\|^{2}=\|\nabla \tilde{\mathbf{u}}\|^{2}+|\mathcal{P}|\left\|\mathbf{F}^{\prime}\right\|^{2} \leq \frac{\mathcal{D}_{1}}{\lambda}+\frac{\mathcal{D}_{2}}{\rho} \leq \frac{1}{\lambda \Delta \operatorname{Re}} \mathcal{D} ;
$$

thus

$$
\begin{equation*}
\|\nabla \mathbf{u}\| \leq \frac{1}{\sqrt{\lambda \Delta \operatorname{Re}}} \mathcal{D}^{1 / 2} . \tag{4.11}
\end{equation*}
$$

Finally, we have

$$
\begin{equation*}
\|\varphi\|+\lambda\|\psi\| \leq \sqrt{1+\lambda}\left(2 \mathcal{E}_{1}\right)^{1 / 2} \leq \sqrt{2} \sqrt{1+\lambda} \mathcal{E}^{1 / 2} \tag{4.12}
\end{equation*}
$$

The conditions (4.8) and (4.10) are satisfied for the choice

$$
\begin{equation*}
\rho:=\Delta \operatorname{Re} \max \left\{\lambda, \frac{\alpha \beta m^{3}}{\sqrt{2} 2^{7} \pi \operatorname{Re}^{2}}\right\}, \tag{4.13}
\end{equation*}
$$

and by collecting the estimates (4.9), (4.11), and (4.12) we have

$$
\begin{equation*}
\mathcal{N}_{1} \leq \frac{\sqrt{2} C}{\sqrt{\sigma \Delta \operatorname{Re}}} \sqrt{1+1 / \lambda} \mathcal{D} \mathcal{E}^{1 / 2} \tag{4.14}
\end{equation*}
$$

As to $\mathcal{N}_{2}$, we obtain by partial integration

$$
\begin{aligned}
\mathcal{N}_{2} & =-\sigma \Re \sum_{i, j=1}^{3} \sum_{n=1}^{2} \int_{\Omega} \partial_{n} u_{i} \partial_{i} u_{j} \partial_{n} \bar{u}_{j} d \tau-\rho \Re \sum_{i, j=1}^{3} \int_{\Omega} \tilde{u}_{i} \partial_{i} \tilde{u}_{j} \bar{F}_{j} d \tau \\
& =\sigma \Re \sum_{i, j=1}^{3} \sum_{n=1}^{2} \int_{\Omega} \partial_{n} u_{i} \partial_{n} \partial_{i} \bar{u}_{j} u_{j} d \tau+\rho \Re \sum_{n=1}^{2} \int_{\Omega} \tilde{u}_{z} \tilde{u}_{n} \bar{F}_{n}^{\prime} d \tau .
\end{aligned}
$$

Estimates analogous to those for $\mathcal{N}_{1}$, in particular (4.9), then yield

$$
\begin{align*}
\mathcal{N}_{2} & \leq \sigma\|\mathbf{u}\|_{\infty}\|\mathbf{u}\|\|\mathbf{u}\|+\rho\|\tilde{\mathbf{u}}\|_{\infty}|\mathcal{P}|^{1 / 2}\left\|\mathbf{F}^{\prime}\right\|\left\|\tilde{u}_{z}\right\| \\
& \leq \frac{C}{\sqrt{\sigma}} \mathcal{D}^{1 / 2} \sqrt{\sigma}\|\mathbf{u}\|\left(2 \mathcal{E}_{2}\right)^{1 / 2}+\frac{C}{\sqrt{\sigma}} \mathcal{D}^{1 / 2} \rho|\mathcal{P}|^{1 / 2}\left\|\mathbf{F}^{\prime}\right\|\left(2 \mathcal{E}_{1}\right)^{1 / 2}  \tag{4.15}\\
& \leq \frac{C}{\sqrt{\sigma}} \mathcal{D}^{1 / 2} \sqrt{1+\rho} \mathcal{D}_{2}^{1 / 2}(2 \mathcal{E})^{1 / 2} \leq \frac{\sqrt{2} C}{\sqrt{\sigma}} \sqrt{1+\rho} \mathcal{D} \mathcal{E}^{1 / 2}
\end{align*}
$$

Summarizing (4.14) and (4.15) we have

$$
\begin{equation*}
\mathcal{N}_{1}+\mathcal{N}_{2} \leq \frac{1}{2} \mathcal{D}\left(\frac{\mathcal{E}}{\delta}\right)^{1 / 2} \tag{4.16}
\end{equation*}
$$

with

$$
\delta:=\frac{\sigma}{8 C^{2}}\left(\sqrt{1+1 / \lambda} \frac{1}{\sqrt{\Delta \mathrm{Re}}}+\sqrt{1+\rho}\right)^{-2}
$$

Observe that the estimate (4.15) is based on the estimate (4.9), which increases the number of $z$-derivatives by only one. Previously used estimates (cf. [GP] or [St]) increase this number by two and do not work in our situation. On the other hand, functionals involving more $z$-derivatives do not work either, since there is not enough information about boundary values which would allow the necessary partial integrations [KT].

Finally, we add up equations (3.2) and (4.2), apply Proposition 1, and use the estimates (4.7) and (4.16). This yields the following for $\mathcal{E}=\mathcal{E}_{1}+\mathcal{E}_{2}$ :

$$
\begin{align*}
\partial_{t} \mathcal{E} & =-\left[\mathcal{D}_{1}\left(1-\frac{\operatorname{Re} \mathcal{I}_{1}}{\mathcal{D}_{1}}\right)+\mathcal{D}_{2}\right]+\operatorname{Re} \mathcal{I}_{2}+\mathcal{N}_{1}+\mathcal{N}_{2} \\
& \leq-\mathcal{D}+\frac{1}{2} \mathcal{D}+\frac{1}{2} \mathcal{D}\left(\frac{\mathcal{E}}{\delta}\right)^{1 / 2}  \tag{4.17}\\
& \leq-\frac{1}{2} \mathcal{D}\left[1-\left(\frac{\mathcal{E}}{\delta}\right)^{1 / 2}\right]
\end{align*}
$$

Inequality (4.17) implies that $\mathcal{E}(t)$ is monotonically nonincreasing if $\mathcal{E}(0)<\delta$. With

$$
\frac{1}{2} \mathcal{D}=\frac{1}{2}\left(\Delta \operatorname{Re} \mathcal{D}_{1}+\mathcal{D}_{2}\right) \geq \pi^{2}\left(\Delta \operatorname{Re} \mathcal{E}_{1}+\mathcal{E}_{2}\right) \geq \pi^{2} \Delta \operatorname{Re} \mathcal{E}
$$

which follows from (A.2), (A.3), and $0<\Delta R e<1$, we therefore have

$$
\partial_{t} \mathcal{E} \leq-\frac{1}{2} \mathcal{D}\left[1-\left(\frac{\mathcal{E}(0)}{\delta}\right)^{1 / 2}\right] \leq-\pi^{2} \Delta \operatorname{Re} \mathcal{E}\left[1-\left(\frac{\mathcal{E}(0)}{\delta}\right)^{1 / 2}\right]
$$

and integration yields

$$
\begin{equation*}
\mathcal{E}(t) \leq \mathcal{E}(0) \exp \left\{-\pi^{2} \Delta \operatorname{Re}\left[1-\left(\frac{\mathcal{E}(0)}{\delta}\right)^{1 / 2}\right] t\right\} \tag{4.18}
\end{equation*}
$$

We formulate our stability result in the following theorem.

THEOREM 2. Let us consider perturbations $\Phi=(\varphi, \psi, \mathbf{F})^{\mathrm{T}}$ of the basic flow $\mathbf{U}_{0}=$ $\operatorname{Re}(-z, 0,0)^{\mathrm{T}}$ in the plane Couette system satisfying globally (in time) the system (2.6) as a strong solution (i.e., in the sense of (2.10)) under rigid boundary conditions (2.5) and being periodic in the horizontal variables $x, y$ with wave numbers $(\alpha, \beta) \in \mathbb{R}_{+}^{2}$. Let $0<\operatorname{Re}<\operatorname{Re}_{\mathcal{E}}=177.2 \ldots, \Delta \operatorname{Re}=1-\frac{\operatorname{Re}}{\operatorname{Re}}, C=8\left(\frac{\sqrt{2}}{m}\right)^{3 / 2}$, and $m=\min (\alpha, \beta)$. Consider, furthermore, the generalized energy functional

$$
\mathcal{E}[\varphi, \psi, \mathbf{F}]=\frac{1}{2}\left\{\|\varphi\|^{2}+\lambda\|\psi\|^{2}+\sigma\|\mathbf{u}\|^{2}+\rho \frac{4 \pi^{2}}{\alpha \beta}\|\mathbf{F}\|^{2}\right\}
$$

with coupling parameters $0<\lambda<\frac{8 \pi^{4}}{R e_{\mathcal{E}}}$ and

$$
\sigma=\frac{\pi^{2} \Delta \operatorname{Re}}{\operatorname{Re}^{2}}, \quad \rho=\Delta \operatorname{Re} \max \left\{\lambda, \frac{\alpha \beta m^{3}}{\sqrt{2} 2^{7} \pi \operatorname{Re}^{2}}\right\}
$$

Then, the solution $(\varphi, \psi, \mathbf{F})$ of (2.5) and (2.6) decays in the norm $\mathcal{E}^{1 / 2}$ exponentially to zero provided the initial value satisfies

$$
\begin{equation*}
\mathcal{E}(0)<\delta=\frac{\sigma}{8 C^{2}}\left(\sqrt{1+1 / \lambda} \frac{1}{\sqrt{\Delta \operatorname{Re}}}+\sqrt{1+\rho}\right)^{-2} \tag{4.19}
\end{equation*}
$$

Remarks. 1. The functional $\mathcal{E}$ dominates the classical energy $E=\frac{1}{2}\|\mathbf{u}\|^{2}$. Therefore, $E(t)$ also decays to zero for $\operatorname{Re}<\operatorname{Re}_{\mathcal{E}}$. However, for $\operatorname{Re}>\operatorname{Re}_{E}, E(t)$ does not necessarily decay monotonically.
2. We did not try to obtain optimal (i.e., as large as possible) stability balls $\delta$. Considering the restricted Reynolds number range the stability balls have not yet any importance for experiments. The emphasis of the present paper is on demonstrating that the method of generalized energy functionals also works for rigid boundary conditions.
3. The stability balls $\delta$ vanish in the limit $\Delta \operatorname{Re} \rightarrow 0$ or $m \rightarrow 0$. Asymptotically we have

$$
\delta^{1 / 2} \sim\left\{\begin{array}{lll}
\Delta \operatorname{Re} & \text { in the limit } & \Delta \operatorname{Re} \rightarrow 0 \\
m^{3 / 2} & \text { in the limit } & m \rightarrow 0
\end{array}\right.
$$

This behavior seems to be intrinsic to the functional method and it is independent of the choice of boundary conditions (cf. [RM]). The decay constant (in time) in (4.18) for a fixed value $\frac{\mathcal{E}(0)}{\delta}=$ const $<1$ decreases likewise with $\Delta$ Re to zero, but it is independent of $m$. This is different from the case of free boundary conditions, ${ }^{4}$ where arbitrarily slowly decaying modes always exist; e.g.,

$$
\mathbf{u}=e^{-\alpha^{2} t} \sin \alpha y \mathbf{e}_{x}, \quad p \equiv 0
$$

for any $\alpha=m>0$.
4. There is another interesting approach, which is at least in parts rigorous and which aims at providing stability balls of power law type in the Reynolds number; they have the form $c \operatorname{Re}^{-\gamma}$, where $c$ depends on the geometry but is independent of Re. The starting point of the method is a power law bound on the resolvent of the linearized

[^26]operator, which has been obtained so far only by numerical methods. In a second step the exponent $\gamma$ can then rigorously be derived whereas $c$ remains unknown. Such bounds, valid for all Reynolds numbers, have been obtained for Couette flow [KLH] and have recently been improved [LK].
5. More generally, Theorem 2 applies to (not necessarily global) strong solutions on their maximal intervals of existence. In particular, it provides an a priori bound on the horizontal derivatives of $\mathbf{u}$ in the $L^{2}(\Omega)$-norm under an explicit condition on its initial values. An interesting (but so far open) question is whether this condition, viz. (4.19), guarantees already global existence of the solution in time. The following is known in this respect [KW]: A strong solution which is conditionally stable in the energy norm on the maximal interval of existence exists globally in time (in the class $(2.10))$ provided its initial value is small in the norm of the interpolation space $\mathcal{I}$. This norm is, however, stronger than $\mathcal{E}^{1 / 2}$; in particular, it involves nontangential derivatives of $\mathbf{u}$, which are not controlled by $\mathcal{E}^{1 / 2}$. The required smallness depends on the steady flow to be perturbed and the stability behavior of the kinetic energy of the perturbation.

Appendix A. We collect in this appendix some more-or-less standard inequalities we made use of in the main text. Only Lemma 3, which presents a refined calculus inequality, is proved.

Lemma 1. Let $n \in \mathbb{N}$ and $a_{\nu} \geq 0, b_{\nu}>0$ for $1 \leq \nu \leq n$. Then

$$
\begin{equation*}
\frac{\sum_{\nu=1}^{n} a_{\nu}}{\sum_{\nu=1}^{n} b_{\nu}} \leq \max \left\{\left.\frac{a_{\nu}}{b_{\nu}} \right\rvert\, 1 \leq \nu \leq n\right\}=: M \tag{A.1}
\end{equation*}
$$

and equality holds if and only if $a_{\nu}=M b_{\nu}$ for every $\nu$.
Note that inequality (A.1) remains valid for $n \rightarrow \infty$.
Frequent use is made of the Poincaré-type inequalities

$$
\begin{gather*}
\|f\| \leq \frac{1}{\pi}\|\nabla f\|  \tag{A.2}\\
\|\nabla f\| \leq \frac{1}{\pi}\|\nabla \nabla f\|=\frac{1}{\pi}\|\Delta f\| \tag{A.3}
\end{gather*}
$$

which are valid for $\mathcal{P}$-periodic functions $f$ decomposed according to

$$
\begin{equation*}
f(x, y, z)=\frac{1}{\sqrt{\mathcal{P}}} \sum_{\in \mathbb{Z}^{2}} f(z) e^{i\left(\alpha \kappa_{1} x+\beta \kappa_{2} y\right)} \tag{A.4}
\end{equation*}
$$

with (at least) $f \in H^{1}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)$ and (weakly) satisfying the boundary conditions $f\left( \pm \frac{1}{2}\right)=0, \quad \in \mathbb{Z}^{2}(c f$. Appendix A in $[\mathrm{KX}])$. The inequalities (A.2) and (A.3) hold likewise for vector valued functions if each component satisfies such a decomposition.

The next two lemmata provide bounds on the sup-norm $\|\cdot\|_{\infty}=\operatorname{ess} \sup |\cdot|$ in terms of the $L_{2}$-norm $\|\cdot\|_{2}=\|\cdot\|$ in one and three dimensions.

Lemma 2. Let $f \in H^{1}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)$ with (weakly) $f\left(-\frac{1}{2}\right)=0$. Then

$$
\begin{equation*}
\|f\|_{\infty}^{2} \leq 2\|f\|\left\|f^{\prime}\right\| \tag{A.5}
\end{equation*}
$$

Lemma 3. Let $f: \mathbb{R}^{2} \times\left[-\frac{1}{2}, \frac{1}{2}\right] \rightarrow \mathbb{R}$ be $\mathcal{P}$-periodic and decomposed according to (A.4) with $f \in H^{1}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)$ and weakly satisfying the boundary conditions $f\left( \pm \frac{1}{2}\right)=0$ for $\in \mathbb{Z}^{2} \backslash\{0\}, f_{0}=\frac{1}{\sqrt{|\mathcal{P}|}} \int_{\mathcal{P}} f(x, y, z) d x d y=0$. Then

$$
\begin{equation*}
\|f\|_{\infty} \leq C\left\|\left(-\Delta_{2}\right)^{1 / 2} \partial_{z} f\right\|^{1 / 2}\left\|\left(-\Delta_{2}\right) f\right\|^{1 / 2} \tag{A.6}
\end{equation*}
$$

with $C:=8\left(\frac{\sqrt{2}}{m}\right)^{3 / 2}, m:=\min \{\alpha, \beta\}$.

Proof. With (A.4) and Lemma 2 one obtains

$$
\begin{aligned}
\operatorname{ess} \sup _{\Omega}|f(x, y, z)| & \leq \operatorname{ess} \sup _{[-1 / 2,1 / 2]} \sum_{\in \mathbb{Z}^{2} \backslash\{0\}}|f(z)| \\
& \leq \sqrt{2} \sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left\|f^{\prime}\right\|^{1 / 2}\|f\|^{1 / 2}
\end{aligned}
$$

Therefore, with Hölder's inequality

$$
\begin{aligned}
\|f\|_{\infty} \leq & \sqrt{2} \sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left\|f^{\prime}\right\|^{1 / 2}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{1 / 4}\|f\|^{1 / 2}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{1 / 2} \\
& \times\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{-3 / 4} \\
\leq & \sqrt{2}\left(\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left\|f^{\prime}\right\|^{2}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)\right)^{1 / 4}\left(\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\|f\|^{2}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{2}\right)^{1 / 4} \\
& \times\left(\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{-3 / 2}\right)^{1 / 2} \\
\leq & C\left\|\left(-\Delta_{2}\right)^{1 / 2} \partial_{z} f\right\|^{1 / 2}\left\|\left(-\Delta_{2}\right) f\right\|^{1 / 2}
\end{aligned}
$$

In the last line we used the estimate

$$
\left(\sum_{\in \mathbb{Z}^{2} \backslash\{0\}}\left(\alpha^{2} \kappa_{1}^{2}+\beta^{2} \kappa_{2}^{2}\right)^{-3 / 2}\right)^{1 / 2} \leq 2^{5 / 2}\left(\frac{\sqrt{2}}{m}\right)^{3 / 2}
$$

(cf. Lemma 4.1 in [BK]).
A more convenient form of (A.6) is

$$
\begin{equation*}
\|f\|_{\infty} \leq \frac{C}{\sqrt{2}}\|f\| \tag{A.7}
\end{equation*}
$$

which follows from (A.6) by

$$
\begin{aligned}
\|f\|_{\infty}^{2} & \leq \frac{C^{2}}{2}\left[\left\|\left(-\Delta_{2}\right)^{1 / 2} \partial_{z} f\right\|^{2}+\left\|\left(-\Delta_{2}\right) f\right\|^{2}\right] \\
& =\frac{C^{2}}{2}\left[\left(\Delta_{2} f, \partial_{z}^{2} f\right)+\left(\Delta_{2} f, \Delta_{2} f\right)\right] \\
& =\frac{C^{2}}{2}\left(\Delta_{2} f, \Delta f\right)=\frac{C^{2}}{2}\|f\|^{2}
\end{aligned}
$$

If $f$ has a nonzero mean value $f_{0}$ the inequalities (A.2), (A.5), and (A.7) furnish

$$
\begin{equation*}
\|f\|_{\infty} \leq\|\tilde{f}\|_{\infty}+\left\|f_{0}\right\|_{\infty} \leq \frac{C}{\sqrt{2}}\|\tilde{f}\|+\sqrt{\frac{2}{\pi}}\left\|f_{0}^{\prime}\right\| \tag{A.8}
\end{equation*}
$$

where $\tilde{f}=f-f_{0}$.
The inequalities (A.5)-(A.8) hold likewise for vector valued functions if each component satisfies the appropriate conditions.

Appendix B. In this appendix the variational problem (3.4) with $0 \leq \lambda \leq 1$ is treated on a numerical basis. We first solve the eigenvalue problem associated with the variational problem with fixed periodicity cell $\mathcal{P}$ and subsequently perform the variation with respect to $\mathcal{P}$.

The Euler-Lagrange equations with Lagrange parameter $\mu$ read

$$
\begin{gather*}
\Delta^{2}\left(-\Delta_{2}\right) \varphi-\frac{\mu}{2}\left(2\left(-\Delta_{2}\right) \partial_{x} \partial_{z} \varphi+\lambda\left(-\Delta_{2}\right) \partial_{y} \psi\right)=0 \\
\lambda(-\Delta)\left(-\Delta_{2}\right) \psi+\frac{\mu}{2} \lambda\left(-\Delta_{2}\right) \partial_{y} \varphi=0 \tag{B.1}
\end{gather*}
$$

By inserting the mode expansions (2.8) and (2.9) the system (B.1) becomes equivalent to

$$
\begin{gather*}
D_{\kappa_{1} \alpha, \kappa_{2} \beta}^{2} a(z)-i \frac{\mu}{2}\left(2 \alpha \kappa_{1} \partial_{z} a(z)+\lambda \beta \kappa_{2} b(z)\right)=0, \\
D_{\kappa_{1} \alpha, \kappa_{2} \beta} b(z)+i \frac{\mu}{2} \beta \kappa_{2} a(z)=0,
\end{gather*}
$$

with $D_{\tilde{\alpha}, \tilde{\beta}}:=\tilde{\alpha}^{2}+\tilde{\beta}^{2}-\partial_{z}^{2}$. The system (B.2) has to be complemented with the boundary conditions

$$
a=\partial_{z} a=b=0 \quad \text { at } \quad z= \pm \frac{1}{2}, \quad \in \mathbb{Z}^{2} \backslash\{0\}
$$

in order to have a well-posed eigenvalue problem. As explained in section 3, the maximum is attained by a single mode. Since we are ultimately interested in the maximum with respect to all periodicity cells, it is sufficient to consider the finite dimensional system

$$
\begin{gather*}
D_{\tilde{\alpha}, \tilde{\beta}}^{2} \tilde{a}(z)-i \frac{\mu}{2}\left(2 \tilde{\alpha} \partial_{z} \tilde{a}(z)+\lambda \tilde{\beta} \tilde{b}(z)\right)=0,  \tag{B.3}\\
D_{\tilde{\alpha}, \tilde{\beta}} \tilde{b}(z)+i \frac{\mu}{2} \tilde{\beta} \tilde{a}(z)=0
\end{gather*}
$$

together with

$$
\begin{equation*}
\tilde{a}=\partial_{z} \tilde{a}=\tilde{b}=0 \quad \text { at } \quad z= \pm \frac{1}{2} \tag{B.4}
\end{equation*}
$$

$\operatorname{Re}_{\mathcal{E}}$ is then given by

$$
\operatorname{Re}_{\mathcal{E}}=\min _{(\tilde{\alpha}, \tilde{\beta}) \in \mathbb{R}^{2}} \mu_{0}(\tilde{\alpha}, \tilde{\beta}, \lambda)
$$

with $\mu_{0}$ being the smallest positive eigenvalue in (B.3) and (B.4). Applying a standard shooting method based on a fourth order Runge-Kutta integration, $\mu_{0}$ is determined as a function of $\tilde{\alpha}, \tilde{\beta}$, and $\lambda$. Subsequent minimization with respect to $\tilde{\alpha}$ and $\tilde{\beta}$ furnishes $\operatorname{Re}_{\mathcal{E}}$ as a function of $\lambda$. The result is displayed in Figure 1: With decreasing $\lambda$ the stability limit $\operatorname{Re}_{\mathcal{E}}$ increases from the ordinary energy limit $\operatorname{Re}_{E}=82.6 \ldots(\lambda=1)$ up to the value $\operatorname{Re}_{E}^{x}=177.2 \ldots$ (Figure 1, left), and this value is, in fact, attained for finite $\lambda(\lambda \approx 0.042$; see Figure 1 , right).
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Fig. 1. The generalized energy limit $\mathrm{Re}_{\mathcal{E}}$ versus coupling parameter $\lambda$ with $\mathcal{E}_{1}$ given in (3.1). In the left graph, $\lambda$ covers the range between 0 and $1(\lambda=1$ corresponds to the ordinary energy); the right graph magnifies the region close to $\lambda=0$.
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# WRIGGLED LAMELLAR SOLUTIONS AND THEIR STABILITY IN THE DIBLOCK COPOLYMER PROBLEM* 
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#### Abstract

In a diblock copolymer system the free energy field depends nonlocally on the monomer density field. In addition there are two positive parameters in the constitutive relation. One of them is small, with respect to which we do singular perturbation analysis. The second one is of order 1, with respect to which we do bifurcation analysis. Combining the two techniques we find wriggled lamellar solutions of the Euler-Lagrange equation of the total free energy under a hypothesis regarding the simplicity of the principal eigenvalue, which is generically satisfied. The wriggled lamellar solutions bifurcate from the perfect lamellar solutions. The stability of the wriggled lamellar solutions is reduced to a relatively simple finite dimensional problem, which may be solved accurately by a numerical method. Our tests show that most of them are stable. The existence of such stable wriggled lamellar solutions explains why in reality the lamellar phase is fragile and often exists in distorted forms.
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1. Introduction. Symmetry breaking distortions often appear for intrinsic reasons in systems of condensed matters that exhibit self-organization and pattern formation. We study this phenomenon in diblock copolymers. A diblock copolymer is a soft material, characterized by fluidlike disorder on the molecular scale and a high degree of order at longer length scales. A molecule in a diblock copolymer melt is a linear subchain of $A$ monomers grafted covalently to another subchain of $B$ monomers. Because of the repulsion between the unlike monomers, the different type subchains tend to segregate below some critical temperature, but as they are chemically bonded in chain molecules, even a complete segregation of subchains cannot lead to a macroscopic phase separation. Only a local microphase separation occurs: microdomains rich in $A$ and $B$ are formed. These microdomains form morphology patterns/phases in a larger scale. The most commonly observed undistorted phases are the spherical, cylindrical, and lamellar, depicted in Figure 1. Here we seek distorted, defective lamellar patterns, where the interfaces separating the microdomains, unlike the ones in Figure 1(c), are wriggled (Figure 2(b)).

We consider a scenario that a diblock copolymer melt is placed in a domain $D$ and maintained at fixed temperature. $D$ is scaled to have unit volume in space. Let $a \in(0,1)$ be the relative number of the $A$ monomers in a chain molecule, and $b=1-a$ be the relative number of the $B$ monomers in a chain. The relative $A$ monomer density field $u$ is an order parameter. $u \approx 1$ stands for high concentration of $A$ monomers.

[^27]

Fig. 1. The (a) spherical, (b) cylindrical, and (c) lamellar morphology phases commonly observed in diblock copolymer melts. The dark color indicates the concentration of type $A$ monomer, and the white color indicates the concentration of type $B$ monomer.

The melt is incompressible, and thus the relative $B$ monomer density is $1-u$ and $u \approx 0$ stands for high concentration of $B$ monomers.

Ohta and Kawasaki [11] introduced an equilibrium theory in which the free energy of the system is a functional of the relative $A$ monomer density,

$$
\begin{equation*}
I(u)=\int_{D}\left\{\frac{\epsilon^{2}}{2}|\nabla u|^{2}+\frac{\epsilon \gamma}{2}\left|(-\Delta)^{-1 / 2}(u-a)\right|^{2}+W(u)\right\} \tag{1.1}
\end{equation*}
$$

defined in $X_{a}=\left\{u \in W^{1,2}(D): \bar{u}=a\right\}$, where $\bar{u}:=\int_{D} u$ is the average of $u$ on $D$. The original formula in [11] is given on the entire $\mathbf{R}^{3}$. The expression here on a bounded domain $D$ first appeared in Nishiura and Ohnishi [9]. A mathematically more rigorous derivation is in Choksi and Ren [3]. The local function $W$ is smooth and has the shape of a double well. It has the global minimum value 0 at two numbers: 0 and 1 . To avoid unnecessary technical difficulties we assume that $W(p)=W(1-p)$. The two global minimum points are nondegenerate: $W^{\prime \prime}(0)=W^{\prime \prime}(1) \neq 0$.

The most unusual feature in (1.1) is the nonlocal expression $(-\Delta)^{-1 / 2}(u-a)$. It reflects the connectivity of polymer chains. $(-\Delta)^{-1 / 2}$ is the square root of the positive operator $(-\Delta)^{-1}$ from $\left\{w \in L^{2}(D): \bar{w}=0\right\}$ to itself. The integral of the nonlocal part in (1.1) may be rewritten as

$$
\int_{D}\left|(-\Delta)^{-1 / 2}(u-a)\right|^{2}=\int_{D} \int_{D} G_{D}(x, y)(u(x)-a)(u(y)-a) d x d y
$$

$G_{D}$ is the Green function of $-\Delta$ with the Neumann boundary condition. It splits to a fundamental solution part and a regular part. The fundamental solution in $\mathbf{R}^{3}$ is

$$
\frac{1}{4 \pi|x-y|}
$$

a long range Coulomb-type interaction, which is common in many important physical systems (see Muratov [7]).

The dimensionless parameters $\epsilon$ and $\gamma$ are positive and depend on various physical quantities [3]. In the strong segregation region where morphology patterns form, $\epsilon$ is very small. The second parameter $\gamma$ is of order 1 when we choose the size of the sample to be comparable to the size of the microdomains [3]. We develop a particular two-parameter perturbation method. We do singular perturbation analysis


Fig. 2. A perfect lamellar solution (a) and a wriggled lamellar solution (b). In the dark regions the solutions are close to 1 and in the light regions the solutions are close to 0 .
with respect to $\epsilon$ and bifurcation analysis with respect to $\gamma$. The challenge is to combine these two techniques to derive fine analytical results. Even though this mathematical method is tailored for the diblock copolymer problem, we believe that it may be applied to other ones with multiple parameters. Examples include the Seul-Andelman membrane problem [25, 19], charged Langmuir monolayers [1, 16], and smectic films [24].

The Euler-Lagrange equation of $I$ is

$$
\begin{equation*}
-\epsilon^{2} \Delta u+f(u)-\overline{f(u)}+\epsilon \gamma(-\Delta)^{-1}(u-a)=0, \quad \partial_{\nu} u=0 \text { on } \partial D \tag{1.2}
\end{equation*}
$$

The function $f$ is the derivative of $W$. The term $\overline{f(u)}$ is equal to the Lagrange multiplier corresponding to the constraint $\bar{u}=a$. Equation (1.2) may also be written as an elliptic system:

$$
\left\{\begin{array}{l}
-\epsilon^{2} \Delta u+f(u)+\epsilon \gamma v=\text { const }  \tag{1.3}\\
-\Delta v=u-a \\
\partial_{\nu} u=\partial_{\nu} v=0 \text { on } \partial D \\
\bar{u}-a=\bar{v}=0
\end{array}\right.
$$

Here const is the Lagrange multiplier.
In Ren and Wei [12] a family of lamellar solutions is found. When $D=(0,1)$, for each positive integer $K$ there exists a 1-dimensional (1-D) local minimizer of $I$ having $K$ sharp interfaces if $\epsilon$ is sufficiently small (see Theorem 2.1). This 1-D local minimizer may be extended trivially to a three-dimensional (3-D) solution of (1.2) on a box. Such a solution, illustrated in Figure 2(a), models the lamellar phase, Figure 1(c), only if it is stable in the sense that it is a local minimizer of $I$ in three dimensions. A local minimizer in three dimensions is called a metastable state of the physical system. It survives mild thermal fluctuation.

However, in Ren and Wei [15] it is shown that such 1-D local minimizers are not necessarily 3-D local minimizers after trivial extension. Detailed spectral information at each 1-D solution is found (see Theorem 3.1; a similar analysis for the FitzHugh-Nagumo system was carried out by Nishiura [8]). In summary, these 1-D
local minimizers are not 3-D local minimizers unless $K$ is sufficiently large or $\gamma$ is sufficiently small. Moreover, the 1-D global minimizer, which is one of the 1-D local minimizers with the optimal number of interfaces

$$
K_{o p t} \approx\left(\frac{a^{2} b^{2} \gamma}{3 \tau}\right)^{1 / 3}
$$

where $\tau$ is defined in (2.2), has a delicate stability property. It actually lies near the borderline that separates the stable 1-D solutions from the unstable 1-D solutions.

All this suggests that the lamellar phase is only a metastable, transient state of the material. Thermal fluctuation will eventually destroy this phase. In reality one often observes the lamellar phase in distorted forms. We predict based on the model (1.1) that a defective, wriggled lamellar pattern (Figure 2(b)) exists in diblock copolymers. We point out that the wriggled lamellar pattern is typically observed in systems with competing interactions [25].

To simplify the presentation of our results, we consider wriggled lamellar solutions in two dimensions. We take $D=(0,1) \times(0,1)$ to be a 2 -D square instead of a 3 -D box. The 1-D local minimizers are trivially extended to $D$. Generalization of our results to 3-D is straightforward.

The existence of wriggled lamellar solutions is shown by a bifurcation analysis. Each perfect lamellar solution $u_{\gamma}$ with $K$ interfaces is stable when $\gamma$ is sufficiently small. The spectrum of the second variation of $I$ at $u_{\gamma}$, which consists of real eigenvalues only, lies to the right of 0 . If we increase $\gamma$, the spectrum moves to the left. When $\gamma$ reaches a critical value $\gamma_{\mathrm{B}}$, the principal (smallest) eigenvalue in the spectrum becomes 0 . Under Hypothesis 4.1, which is generically satisfied, the principal eigenvalue is simple. Then a new solution branch bifurcates out of $u_{\gamma_{\mathrm{B}}}$. This is a wriggled lamellar solution (Figure 2(b)). If we further increase $\gamma$, then another eigenvalue of $u_{\gamma}$, which is not the principal eigenvalue, may become 0 , and another new solution also of a wriggled lamellar pattern bifurcates from $u_{\gamma}$. However, wriggled lamellar solutions that bifurcate from larger eigenvalues are unstable and physically less interesting.

Whether the wriggled lamellar solution associated with the principal eigenvalue of $u_{\gamma_{\mathrm{B}}}$ is stable is a subtle question. It is relatively easy to see that the bifurcation diagram has the shape of a pitchfork (Figure 3). The stability of the wriggled solution depends on the direction of the fork. Here we face a formidable problem. The direction is determined by the sign of a number which turns out to be terribly small (of order $\epsilon^{5}$; see Lemma 5.2). To find this number we have to expand the "trivial solution" $u_{\gamma_{\mathrm{B}}}$, its principal eigenfunction corresponding to the 0 eigenvalue, and the third function $g^{\prime}(0)$ defined in (5.4), with respect to $\epsilon$. As we prove Lemma 5.2, these expansions have to be carefully managed. All the lower order terms up to $\epsilon^{4}$ vanish. In the end we arrive at a quantity $S(a, K)$ that depends on $a$ and $K$ only. The bifurcating solution is stable if $S(a, K)>0$ and unstable if $S(a, k)<0$. The quantity $S(a, K)$ may be accurately calculated by a simple numerical method. Our tests, reported in section 5, show that for most values of $a$ and $K$ the wriggled lamellar solution bifurcating out of the principal eigenvalue is stable.

Our study of defects in diblock copolymers is partially motivated by the work of Tsori, Andelman, and Schick [27]. They considered two tilt lamellar patterns: chevron morphology and omega morphology. They used a model different from (1.1), which agrees well with experiments in the so-called weak segregation regime. In this regime interfaces separating microdomains are not sharp compared to the size of the
microdomains. In our work we deal with the strong segregation regime using (1.1). Here microdomains are separated by sharp interfaces. The calculations in [27] are restricted to an ansatz without solving the Euler-Lagrange equation of their free energy functional. The wriggled lamellar patterns we find are solutions of the EulerLagrange equation (1.2). Many of them are proved to be stable. They are therefore genuine metastable states of the system.

Moreover, we are able to answer the question whether a 1-D global minimizer, mentioned earlier, is stable in 2-D. We will find cases where the 1-D global minimizer is stable and also cases where the 1-D global minimizer is unstable.

The paper is organized as follows. In section 2 we recall some properties of the perfect lamellar solutions $u_{\gamma}$. Section 3 contains some spectral information of the second variation of $I$ at $u_{\gamma}$. Hypothesis 4.1, which guarantees the simplicity of the principal eigenvalue, is given in section 4 . Under this condition the existence of the wriggled lamellar solutions is given in Theorem 4.2. The reduction of their stability to the positivity of $S(a, K)$ culminates in Theorem 5.4. The stability of the 1-D global minimizer is discussed after Theorem 5.4. The lengthy calculations that prove Lemma 5.2 are in Appendices B and C.

To avoid clumsy notations a quantity's dependence on $\epsilon$ is usually suppressed. For example, we write $u$, the lamellar solution, instead of $u_{\epsilon}$. On the other hand we often emphasize a quantity's independence of $\epsilon$ with a superscript 0 . For example, the limit of a lamellar solution $u$ as $\epsilon \rightarrow 0$ is denoted by $u^{0}$. The parameter $\gamma$ may vary in a compact interval of positive numbers. It is understood in this paper that all estimates are uniform in such $\gamma$. In estimates $C$ is always a positive constant independent of $\epsilon$ and $\gamma$. Its value may vary from line to line. The $L^{2}$ inner product is denoted by $\langle\cdot, \cdot\rangle$ and the $L^{p}$ norm by $\|\cdot\|_{p}$.

References on the mathematical aspects of the block copolymer theory include, in addition to the ones cited already, Ohnishi et al. [10], Choksi [2], Fife and Hilhorst [5], Henry [6], and Ren and Wei [14, 13, 20, 21, 22] on diblock copolymers, and Ren and Wei $[17,18]$ on triblock copolymers.
2. The perfect lamellar solution . The perfect lamellar solutions that serve as "trivial solutions" in the bifurcation theory are constructed in [12] by the $\Gamma$-limit theory. The findings there are summarized in the following theorem.

Theorem 2.1 (see Ren and Wei [12]). In 1-D for each positive integer $K$ the functional

$$
I_{1}(u)=\int_{0}^{1}\left\{\frac{\epsilon^{2}}{2}\left(\frac{d u}{d x}\right)^{2}+\frac{\epsilon \gamma}{2}\left|\left(-\frac{d^{2}}{d x^{2}}\right)^{-1 / 2}(u-a)\right|^{2}+W(u)\right\} d x
$$

in $\left\{u \in W^{1,2}(0,1): \bar{u}=a\right\}$, has a local minimizer $u$ near $u^{0}$, under the $L^{2}$ norm, when $\epsilon$ is sufficiently small. It satisfies the Euler-Lagrange equation

$$
-\epsilon^{2} u^{\prime \prime}+f(u)-\overline{f(u)}+\epsilon \gamma G_{0}[u-a]=0, u^{\prime}(0)=u^{\prime}(1)=0
$$

and has the properties

$$
\lim _{\epsilon \rightarrow 0}\left\|u-u^{0}\right\|_{2}=0 \text { and } \lim _{\epsilon \rightarrow 0} \epsilon^{-1} I_{1}(u)=\tau K+\frac{\gamma}{2} \int_{0}^{1}\left|\left(-\frac{d^{2}}{d x^{2}}\right)^{-1 / 2}\left(u^{0}-a\right)\right|^{2} d x
$$

Let $H$ be the solution of

$$
\begin{equation*}
-H^{\prime \prime}+f(H)=0 \text { in } \mathbf{R}, H(-\infty)=0, H(\infty)=1, H(0)=\frac{1}{2} \tag{2.1}
\end{equation*}
$$

The constant $\tau$ in the theorem is defined by

$$
\begin{equation*}
\tau:=\int_{\mathbf{R}}\left(H^{\prime}(t)\right)^{2} d t \tag{2.2}
\end{equation*}
$$

$\tau$ is often called the surface tension in the literature. $u^{0}$ is a step function with $K$ jump discontinuity points, defined to be

$$
u^{0}(x)=1 \text { on }\left(0, x_{1}^{0}\right), 0 \text { on }\left(x_{1}^{0}, x_{2}^{0}\right), 1 \text { on }\left(x_{2}^{0}, x_{3}^{0}\right), 0 \text { on }\left(x_{3}^{0}, x_{4}^{0}\right), 1 \text { on }\left(x_{4}^{0}, x_{5}^{0}\right), \ldots
$$

with (recall $b=1-a$ )

$$
\begin{equation*}
x_{1}^{0}=\frac{a}{K}, x_{2}^{0}=\frac{1+b}{K}, x_{3}^{0}=\frac{2+a}{K}, x_{4}^{0}=\frac{3+b}{K}, x_{5}^{0}=\frac{4+a}{K}, \ldots \tag{2.3}
\end{equation*}
$$

$G_{0}$ is the solution operator of $-v^{\prime \prime}=g, v^{\prime}(0)=v^{\prime}(1)=\bar{v}=0$; i.e., $v=G_{0}[g]=$ $\left(-\frac{d^{2}}{d x^{2}}\right)^{-1} g$.

There is another $K$-interface 1-D local minimizer whose limiting value as $\epsilon \rightarrow 0$ is 0 instead of 1 on the first interval $(0, b / K)$. It is just $1-\tilde{u}$, where $\tilde{u}$ is a solution constructed in Theorem 2.1, but with $\overline{\tilde{u}}=b$ instead. $1-\tilde{u}$ has the same properties as $u$ does, so we focus on $u$. $u$ is periodic in the following sense.

Theorem 2.2 (see Ren and Wei [15]). Let u be a 1-D local minimizer constructed in Theorem 2.1. When $\epsilon$ is small, for every $x \in(0,1 / K)$,

$$
\begin{aligned}
u(x) & =u\left(\frac{2}{K}-x\right)=u\left(x+\frac{2}{K}\right)=u\left(\frac{4}{K}-x\right) \\
& =u\left(x+\frac{4}{K}\right)=\cdots= \begin{cases}u(1-x) & \text { if } K \text { is even } \\
u\left(x+\frac{K-1}{K}\right) & \text { if } K \text { is odd. }\end{cases}
\end{aligned}
$$

Moreover, when $\epsilon$ is small, $u$ is the unique local minimizer of $I_{1}$ in an $L^{2}$ neighborhood of $u^{0}$. If $u$ on $((j-1) / K, j / K)$ for some $j=1,2, \ldots, K$ is scaled to a function on $(0,1)$, then it is exactly a one-layer local minimizer of $I_{1}$ with $\epsilon$ and $\gamma$ replaced by $\tilde{\epsilon}=\epsilon K$ and $\tilde{\gamma}=\gamma / K^{3}$.

Let us denote this $u$ of $K$ interfaces by $u_{\gamma}$, to emphasize its dependence on $\gamma$. We need asymptotic expansions of $u_{\gamma}$ in terms of $\epsilon$. According to [15, Lemma A.1] there exist exactly $K$ points $x_{j}, j=1,2, \ldots, K$ in $(0,1)$ so that $u\left(x_{j}\right)=1 / 2$. These $K$ points identify the interfaces of $u$. Theorem 2.2 implies that $x_{2}=\frac{2}{K}-x_{1}, x_{3}=\frac{4}{K}-x_{2}$, $x_{4}=\frac{6}{K}-x_{3}$, etc. The zeroth order approximation of $u_{\gamma}$ is

$$
\begin{align*}
s(x)= & H\left(-\frac{x-x_{1}}{\epsilon}\right)+H\left(\frac{x-x_{2}}{\epsilon}\right) \\
& +H\left(-\frac{x-x_{3}}{\epsilon}\right)-1+\cdots+ \begin{cases}H\left(\frac{x-x_{K}}{\epsilon}\right) & \text { if } K \text { is even }, \\
H\left(-\frac{x-x_{K}}{\epsilon}\right)-1 & \text { if } K \text { is odd. }\end{cases} \tag{2.4}
\end{align*}
$$

The $\epsilon$ order outer expansion term is $z^{0}$, defined to be

$$
\begin{equation*}
z^{0}(x)=-\frac{\gamma\left(v^{0}(x)-v^{0}\left(x_{j}^{0}\right)\right)}{f^{\prime}(0)}, \quad v^{0}=\left(-\frac{d^{2}}{d x^{2}}\right)^{-1}\left(u^{0}-a\right) \tag{2.5}
\end{equation*}
$$

and the $\epsilon$ order inner expansion term is 0 . Because of the periodicity, $v^{0}\left(x_{j}^{0}\right)$ is independent of $j$ and $z^{0}$ is well defined. The $\epsilon^{2}$ order inner expansion term is $P$, where $P$ is the solution of

$$
\begin{equation*}
-P^{\prime \prime}+f^{\prime}(H) P=-\gamma\left(v^{0}\right)^{\prime}\left(x_{j}^{0}\right) t, P \perp H^{\prime} \tag{2.6}
\end{equation*}
$$

There are two different $P$ 's depending on whether $j$ is odd or even. But they just differ by a sign, and it is always easy to tell from the context which one is referred to.

Lemma 2.3 (see Ren and Wei [15]). Let $z$ be defined by $u_{\gamma}=s+\epsilon z$.

1. $\left\|z-z^{0}\right\|_{\infty}=O(\epsilon)$.
2. There exists a constant $C>0$ independent of $\epsilon$ so that $\left|\epsilon^{-1} z\left(x_{j}+\epsilon t\right)\right| \leq$ $C(1+|t|)$ for all $t \in\left(-\frac{x_{j}}{\epsilon}, \frac{1-x_{j}}{\epsilon}\right) \cdot \epsilon^{-1} z\left(x_{j}+\epsilon \cdot\right)$ converges to $P$ in $C_{l o c}^{2}(\mathbf{R})$.
Proof. See [15, Lemmas 2.4 and 2.5]. $\quad$ ]
It is proved in [15] that $u_{\gamma}$ is a nondegenerate 1-D local minimizer in the sense that the 1-D spectrum at $u_{\gamma}$ lies to the right of the origin (see part 2 of Theorem 3.1). This allows us to apply the implicit function theorem to conclude that $u_{\gamma}$ depends on $\gamma$ smoothly.

Next we estimate $d u_{\gamma} / d \gamma$. The inner approximation is

$$
\begin{equation*}
q_{j}(x)=c H^{\prime}\left(\frac{x-x_{j}}{\epsilon}\right)+\epsilon^{2} R\left(\frac{x-x_{j}}{\epsilon}\right) \tag{2.7}
\end{equation*}
$$

near each $x_{j}$. The constant $c$ is chosen so that

$$
\begin{equation*}
\frac{d u_{\gamma}}{d \gamma}\left(x_{j}\right)=c H^{\prime}(0) \tag{2.8}
\end{equation*}
$$

We will show in Appendix A that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} c=c_{0}:=-\frac{v^{0}\left(x_{j}^{0}\right)}{K f^{\prime}(0)} . \tag{2.9}
\end{equation*}
$$

The function $R$ is the solution of

$$
\begin{equation*}
-R^{\prime \prime}+f^{\prime}(H) R+c_{0} f^{\prime \prime}(H) H^{\prime} P+t v^{\prime}\left(x_{j}\right)=\zeta, R(0)=0 \tag{2.10}
\end{equation*}
$$

The constant $\zeta$ is chosen so that

$$
\begin{equation*}
\int_{\mathbf{R}}\left(c_{0} f^{\prime \prime}(H) H^{\prime} P+v\left(x_{j}\right)-\zeta\right) H^{\prime} d t=0 \tag{2.11}
\end{equation*}
$$

for solvability. Because of the periodicity of $u_{\gamma}$ in Theorem 2.2, neither $c$ nor $R$ depends on $j$. However, they do depend on $\epsilon$. Our argument here is a bit different from the formal matched asymptotics method. If we compare (2.10) to (2.6) we find that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} R=\frac{1}{\gamma} P+\tilde{R} \tag{2.12}
\end{equation*}
$$

where $\tilde{R}$ is the solution of

$$
\begin{equation*}
-\tilde{R}^{\prime \prime}+f^{\prime}(H) \tilde{R}+c_{0} f^{\prime \prime}(H) H^{\prime} P=\zeta_{0}, \quad \tilde{R}(0)=0 \tag{2.13}
\end{equation*}
$$

where $\zeta_{0}$ satisfies

$$
\begin{equation*}
\int_{\mathbf{R}}\left(c_{0} f^{\prime \prime}(H) H^{\prime} P+v^{0}\left(x_{j}^{0}\right)-\zeta\right) H^{\prime} d t=0 \tag{2.14}
\end{equation*}
$$

The inner approximation (2.7) is used in the interval $\left(x_{j}-\epsilon^{\alpha}, x_{j}+\epsilon^{\alpha}\right)$, where $\alpha$ satisfies

$$
\begin{equation*}
\alpha \in\left(\frac{1}{2}, 1\right) \tag{2.15}
\end{equation*}
$$

The outer approximation is denoted by $q_{o}$ :

$$
\begin{equation*}
q_{o}=\frac{\eta-\epsilon \gamma r-\epsilon v}{f^{\prime}\left(u_{\gamma}\right)} \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
r=G_{0}\left[\frac{d u_{\gamma}}{d \gamma}\right], v=G_{0}\left[u_{\gamma}-a\right] \tag{2.17}
\end{equation*}
$$

The outer approximation is used in

$$
\begin{equation*}
[0,1] \backslash\left(\cup_{j=1}^{K}\left(x_{j}-2 \epsilon^{\alpha}, x_{j}+2 \epsilon^{\alpha}\right)\right) \tag{2.18}
\end{equation*}
$$

The inner approximation is matched to the outer approximation in the matching intervals $\left(x_{j}-2 \epsilon^{\alpha}, x_{j}-\epsilon^{\alpha}\right)$ and $\left(x_{j}+\epsilon^{\alpha}, x_{j}+2 \epsilon^{\alpha}\right), j=1,2, \ldots, K$. Let $\chi_{j}$ be smooth cut-off functions so that

$$
\chi_{j}(x)= \begin{cases}0 & \text { if } x \notin\left(x_{j}-2 \epsilon^{\alpha}, x_{j}+2 \epsilon^{\alpha}\right), \\ 1 & \text { if } x \in\left(x_{j}-\epsilon^{\alpha}, x_{j}+\epsilon^{\alpha}\right)\end{cases}
$$

moreover, $\chi_{j}^{\prime}=O\left(\epsilon^{-\alpha}\right)$ and $\chi_{j}^{\prime \prime}=O\left(\epsilon^{-2 \alpha}\right)$ in $\left(x_{j}-2 \epsilon^{\alpha}, x_{j}-\epsilon^{\alpha}\right)$ and $\left(x_{j}+\epsilon^{\alpha}, x_{j}+2 \epsilon^{\alpha}\right)$. We glue the two approximations to form a uniform approximation

$$
\begin{equation*}
q=\sum_{j=1}^{K} \chi_{j} q_{j}+\left(1-\sum_{j=1}^{K} \chi_{j}\right) q_{o} \tag{2.19}
\end{equation*}
$$

Lemma 2.4. $q-u=o\left(\epsilon^{2}\right)$.
The proof of this lemma is technical. We include it in Appendix A.
3. The 2-D spectrum at . The 1-D local minimizer $u_{\gamma}$ of $I_{1}$ is now viewed as a function on $D$, through extension to the second dimension trivially, so $u_{\gamma}(x, y)=$ $u_{\gamma}(x)$. It is a solution of (1.2) and $I_{1}\left(u_{\gamma}\right)=I\left(u_{\gamma}\right)$. In two dimensions it has straight interfaces. We call it a perfect lamellar solution of (1.2).

The linearized operator of (1.2) at $u_{\gamma}$ is
$L_{\gamma} \varphi:=-\epsilon^{2} \Delta \varphi+f^{\prime}\left(u_{\gamma}\right) \varphi-\overline{f^{\prime}\left(u_{\gamma}\right) \varphi}+\epsilon \gamma(-\Delta)^{-1} \varphi, \varphi \in W^{2,2}(D), \partial_{\nu} \varphi=0$ on $\partial D, \bar{\varphi}=0$. (3.1)

This is an unbounded self-adjoint operator defined densely on $\left\{\phi \in L^{2}(D): \bar{\phi}=0\right\}$ whose spectrum consists of real eigenvalues only.

For an eigenpair $(\lambda, \varphi)$ of $L_{\gamma}$, separation of variables shows that $\varphi(x, y)=$ $\phi_{m}(x) \cos (m \pi y)$, where $m$, a nonnegative integer, is called the mode of $\varphi$. We denote a $\lambda$ that is associated with $m$ by $\lambda_{m}$. We have the following reduced eigenvalue problems for $\left(\lambda_{m}, \phi_{m}\right)$.

1. When $m=0$,

$$
\begin{equation*}
-\epsilon^{2} \phi_{0}^{\prime \prime}+f^{\prime}\left(u_{\gamma}\right) \phi_{0}-\overline{f^{\prime}\left(u_{\gamma}\right) \phi_{0}}+\epsilon \gamma G_{0}\left[\phi_{0}\right]=\lambda_{0} \phi_{0}, \quad \phi_{0}^{\prime}(0)=\phi_{0}^{\prime}(1)=\overline{\phi_{0}}=0 \tag{3.2}
\end{equation*}
$$

2. When $m \neq 0$,
$(3.3)-\epsilon^{2}\left(\phi_{m}^{\prime \prime}-m^{2} \pi^{2} \phi_{m}\right)+f^{\prime}\left(u_{\gamma}\right) \phi_{m}+\epsilon \gamma G_{m}\left[\phi_{m}\right]=\lambda_{m} \phi_{m}, \quad \phi_{m}^{\prime}(0)=\phi_{m}^{\prime}(1)=0$.
Here $G_{m}$ are the solution operators of the differential equations

$$
\begin{equation*}
-X^{\prime \prime}=\phi_{0}, \quad X^{\prime}(0)=X^{\prime}(1)=0, \bar{X}=0 \text { if } m=0 \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
-X^{\prime \prime}+m^{2} \pi^{2} X=\phi_{m}, \quad X^{\prime}(0)=X^{\prime}(1)=0 \text { if } m \neq 0 \tag{3.5}
\end{equation*}
$$

i.e., $G_{m}\left[\phi_{m}\right]=X$. We often identify the operators $G_{m}$ with the Green functions of (3.4) and (3.5).

Theorem 3.1 (see Ren and Wei [15]). The following three statements hold when $\epsilon$ is sufficiently small.

1. There exists $M(K)$ depending on $K$ but not $\epsilon$ so that when $m \geq M(K)$, $\lambda_{m} \geq C \epsilon^{2}$ for some $C>0$ independent of $\epsilon$.
2. When $m=0$, there are $K$ small positive $\lambda_{0}$ 's. One of them is of order $\epsilon$. The other $K-1 \lambda_{0}$ 's are of order $\epsilon^{2}$. The remaining $\lambda_{0}$ 's are positive and bounded below by a positive constant independent of $\epsilon$.
3. When $1 \leq m<M(K)$, there are $K \lambda_{m}$ 's of order $\epsilon^{2}$, which are not necessarily positive. The remaining $\lambda_{m}$ 's are positive and bounded below by a positive constant independent of $\epsilon$. For every $\gamma>0$ there exist $K_{0}>0$ and $\epsilon_{0}>0$ such that for $\epsilon<\epsilon_{0}$ and $K>K_{0}$ all the eigenvalues of $L$ are positive and the solution $u$, of $K$ interfaces, is stable. For every positive integer $K$ there exist $\gamma_{0}>0$ and $\epsilon_{0}>0$ so that for $\epsilon<\epsilon_{0}$ and $\gamma<\gamma_{0}$ all the eigenvalues of $L$ are positive and $u$ is stable.
Actually, [15, Theorem 1.1] is formulated for a 3-D box. Here we have stated the simpler 2-D version.

The eigenvalues $\lambda_{0}$ in part 2 of Theorem 3.1 are just the 1-D eigenvalues of $u_{\gamma}$. The asymptotic expansions of the $\lambda_{0}$ 's are given in [15, sections 4 and 5$]$. One of the small $\lambda_{0}$ 's satisfies

$$
\lim _{\epsilon \rightarrow 0} \epsilon^{-1} \lambda_{0}>0
$$

The other $K-1$ small $\lambda_{0}$ 's satisfy

$$
\lim _{\epsilon \rightarrow 0} \epsilon^{-2} \lambda_{0}>0
$$

That these eigenvalues are positive is consistent with the fact that $u_{\gamma}$ is a local minimizer of $I_{1}$.

Bifurcation occurs at a zero eigenvalue, and thus we focus on the $\lambda_{m}$ 's of part 3 , the proof of which is in [15, sections 6 and 7$]$. There we obtained asymptotic expansions of the $K$ eigenpairs $\left(\lambda_{m}, \phi_{m}\right)$ of (3.3) satisfying $\lambda_{m} \rightarrow 0$ as $\epsilon \rightarrow 0$. Define

$$
\begin{equation*}
h_{j}(x)=H^{\prime}\left(\frac{x-x_{j}}{\epsilon}\right) \chi\left(\frac{x-x_{j}}{\sqrt{\epsilon}}\right)=H^{\prime}\left(\frac{x-x_{j}}{\epsilon}\right)+\text { e.s. } \tag{3.6}
\end{equation*}
$$

where $\chi$ is a smooth, even cut-off function

$$
\chi(s)= \begin{cases}1 & \text { if }|s| \leq 1 \\ 0 & \text { if }|s| \geq 2\end{cases}
$$

Here e.s. is an exponentially small quantity with respect to $\epsilon$ because of the exponentially fast decay rate of $H^{\prime}: H^{\prime}(t) \leq C_{1} e^{-C_{2}|t|}$. Therefore $h_{j}(0)=h_{j}(1)=h_{j}^{\prime}(0)=$ $h_{j}^{\prime}(1)=0,\left\|h_{j}^{\prime}-\epsilon^{-1} H^{\prime \prime}\left(\frac{-x_{j}}{\epsilon}\right)\right\|_{\infty}=O\left(\epsilon^{-C / \epsilon}\right)$, and $\left\|h_{j}^{\prime \prime}-\epsilon^{-2} H^{\prime \prime \prime}\left(\frac{-x_{j}}{\epsilon}\right)\right\|_{\infty}=O\left(\epsilon^{-C / \epsilon}\right)$. When $m \geq 1$,

$$
\begin{equation*}
\lambda_{m}=\epsilon^{2}\left(\frac{\gamma}{\tau}\left(\Lambda-\frac{a b}{K}\right)+m^{2} \pi^{2}\right)+o\left(\epsilon^{2}\right), \phi_{m}=\sum_{j} c_{j} h_{j}+\epsilon^{2} \phi_{m}^{\perp} \tag{3.7}
\end{equation*}
$$

As mentioned in the introduction, the estimate of $\lambda_{m}$ in (3.7) is uniform in $\gamma$ when $\gamma$ varies in a compact interval of positive numbers. Here the $\Lambda$ 's are the $K$ eigenvalues of the $K$ by $K$ matrix $\left[G_{m}\left(x_{j}^{0}, x_{k}^{0}\right)\right] .\left[G_{m}\left(x_{j}^{0}, x_{k}^{0}\right)\right]$ is diagonalized in [15, section 7$]$. When $K=1$, it has, for each $m \geq 1$, one eigenpair $\left(\Lambda, c^{0}\right)$ :

$$
\begin{equation*}
\Lambda=\frac{1}{m \pi(\tanh (m \pi a)+\tanh (m \pi b))}, c^{0} \propto 1 \tag{3.8}
\end{equation*}
$$

When $K=2$, there are two eigenpairs $\left(\Lambda, c^{0}\right)$ :

$$
\begin{aligned}
\Lambda & =\frac{1}{m \pi(\operatorname{coth}(m \pi a)+\cot (m \pi b)-\operatorname{csch}(m \pi a)+\operatorname{csch}(m \pi b))}, c^{0} \propto(-1,1), \\
(3.9) \Lambda & =\frac{1}{m \pi(\operatorname{coth}(m \pi a)+\cot (m \pi b)-\operatorname{csch}(m \pi a)-\operatorname{csch}(m \pi b))}, \quad c^{0} \propto(1,1)
\end{aligned}
$$

When $K \geq 3$, there are $K$ eigenpairs

$$
\begin{equation*}
\Lambda=\frac{1}{d-q}, c^{0} \tag{3.10}
\end{equation*}
$$

Here $q$ is one of the $K$ eigenvalues of the trigonal matrix

$$
Q=\left[\begin{array}{lllll}
\alpha & \beta & & &  \tag{3.11}\\
\beta & 0 & \alpha & & \\
& \alpha & 0 & \beta & \\
& & \beta & 0 & \alpha \\
& & & \cdots &
\end{array}\right]
$$

where

$$
\alpha=m \pi \operatorname{csch} \frac{2 m \pi a}{K}, \beta=m \pi \operatorname{csch} \frac{2 m \pi b}{K}, d=m \pi\left(\operatorname{coth} \frac{2 m \pi a}{K}+\operatorname{coth} \frac{2 m \pi b}{K}\right),
$$

and $c^{0}$ is a corresponding eigenvector of $Q$.
In (3.7) $\phi_{m}$ is decomposed to $\sum_{j} c_{j} h_{j}$ in the subspace spanned by $h_{j}, j=$ $1,2, \ldots, K$, and $\epsilon^{2} \phi_{m}^{\perp}$ in the orthogonal complement of the subspace. Moreover, $\left\|\phi_{m}^{\perp}\right\|_{2}=O(|c|)$ (see [15, Formula (6.4)]). As $\epsilon \rightarrow 0, c_{j} \rightarrow c_{j}^{0}$.

Within each mode $m$ the $K$ eigenvalues $\lambda_{m}$ described in (3.7) are all different when $\epsilon$ is sufficiently small because the $K$ eigenvalues $\Lambda$ of $\left[G_{m}\left(x_{j}^{0}, x_{k}^{0}\right)\right]$ are all different [15, sections 5 and 7]. However, this does not imply that each $\lambda_{m}$ is a simple eigenvalue. It is possible that there exists a different mode $m^{\prime}$ such that a $\lambda_{m^{\prime}}$ happens to equal $\lambda_{m}$. This problem will appear when we consider the simplicity of the principal eigenvalue in the next section.

In this section we improve the estimate $\left\|\phi_{m}^{\perp}\right\|_{2}=O(|c|)$ to $\left\|\phi_{m}^{\perp}\right\|_{\infty}=O(|c|)$ and find the limiting behavior of $\phi_{m}^{\perp}$ near each $x_{j}$. Define $\Pi$ to be the solution of

$$
\begin{equation*}
-\Pi^{\prime \prime}+f^{\prime}(H) \Pi=\frac{\gamma}{\tau}\left(\Lambda-\frac{a b}{K}\right) H^{\prime}+\text { const, }, \quad \Pi \perp H^{\prime} \tag{3.12}
\end{equation*}
$$

in R. Recall $P$ from (2.6).

Lemma 3.2.

1. $\left\|\phi_{m}^{\perp}\right\|_{\infty}=O(|c|)$.
2. At each $x_{j}, \phi_{m}^{\perp}\left(x_{j}+\epsilon \cdot\right)$ converges in $C_{l o c}^{2}(\mathbf{R})$ to $c_{j}^{0}\left(P^{\prime}+\Pi\right)$.

Proof. We define an operator $L_{m}$ so that the left side of (3.3) is $L_{m} \phi_{m}$. Note that this $L_{m}$ differs from the one in [15] slightly. The function $\phi_{m}^{\perp}$ satisfies the equation
$L_{m} \phi_{m}^{\perp}-\lambda_{m} \phi_{m}^{\perp}=\sum_{j} c_{j}\left\{-m^{2} \pi^{2} h_{j}-\frac{1}{\epsilon^{2}}\left(f^{\prime}\left(u_{\gamma}\right)-f^{\prime}(H)\right) h_{j}-\gamma G_{m}\left[\frac{h_{j}}{\epsilon}\right]+\frac{\lambda_{m}}{\epsilon^{2}} h_{j}\right\}$.
We claim that the right side of $(3.13)$ is $O(|c|)$. The first term inside $\}$ on the right side is obviously $O(1)$. The last term is $O(1)$ by (3.7). The third term is $O(1)$ because $G_{m}\left[\frac{h_{j}}{\epsilon}\right] \rightarrow G_{m}\left(x, x_{j}^{0}\right)$ as $\epsilon \rightarrow 0$. The least obvious is the second term. It is $O(1)$ by Lemma 2.3.

Suppose that part 1 of Lemma 3.2 is false. Let

$$
\psi=\frac{\phi_{m}^{\perp}}{\left\|\phi_{m}^{\perp}\right\|_{\infty}}
$$

Then $\psi$ satisfies

$$
\begin{equation*}
L_{m} \psi=o(1) \tag{3.14}
\end{equation*}
$$

There exists $x_{*} \in[0,1]$ so that $\left|\psi\left(x_{*}\right)\right|=\max |\psi|=1$. Without the loss of generality we assume $\psi\left(x_{*}\right)=1$. Otherwise just change $\psi$ to $-\psi$. Then $x_{*}-x_{j}=O(\epsilon)$ for some $x_{j}$. If this is not the case, $(3.14)$ cannot be satisfied at $x_{*}$ since, by a maximum principle argument,
$L_{m} \psi\left(x_{*}\right)=-\epsilon^{2}\left(\psi^{\prime \prime}\left(x_{*}\right)-m^{2} \pi^{2} \psi\left(x_{*}\right)\right)+f^{\prime}\left(u_{\gamma}\left(x_{*}\right)\right) \psi\left(x_{*}\right)+\epsilon \gamma G_{m}[\psi]\left(x_{*}\right) \geq f^{\prime}(0)+o(1)$.
Here $\psi^{\prime \prime}\left(x_{*}\right) \leq 0$ because $x_{*}$ is a maximum, and because the Neumann boundary condition in case $x_{*}$ is on the boundary. Define $\Psi(t)=\psi\left(x_{j}+\epsilon t\right)$. On the rescaled interval $\left(x_{j} / \epsilon,\left(1-x_{j}\right) / \epsilon\right) \Psi$ satisfies
$-\Psi_{t t}+\epsilon^{2} m^{2} \pi^{2} \Psi+f^{\prime}\left(u_{\gamma}\right) \Psi+\epsilon \gamma G_{m}[\psi]\left(x_{j}+\epsilon t\right)=o(1), \quad \Psi^{\prime}\left(-\frac{x_{j}}{\epsilon}\right)=\Psi^{\prime}\left(\frac{1-x_{j}}{\epsilon}\right)=0$.
On every bounded subinterval of $\mathbf{R}$, because $\Psi$ is bounded and the terms $\epsilon^{2} m^{2} \pi^{2} \Psi$, $f^{\prime}\left(u_{\gamma}\right) \Psi$, and $\epsilon \gamma G_{m}[\psi]\left(x_{j}+\epsilon t\right)$ are bounded, by the elliptic regularity theory $\Psi$ is bounded in $W^{2, p}$ for any $p>1$. A bootstrapping argument shows that $\Psi$ is bounded in $C^{2, \alpha}$ on the subinterval.

As $\epsilon \rightarrow 0, \Psi$ converges in $C_{l o c}^{2}(\mathbf{R})$, along a subsequence of $\epsilon$, to a bounded nonzero solution $\Psi_{\infty}$ of

$$
-\Psi_{\infty}^{\prime \prime}+f^{\prime}(H) \Psi_{\infty}=0
$$

There are infinitely many solutions to the last equation. However, only $H^{\prime}$ and its scalar multiples are bounded on $\mathbf{R}$. Therefore $\Psi_{\infty} \propto H^{\prime}$. But $\psi \perp h_{j}$ implies that $\Psi_{\infty} \perp H^{\prime}$. Hence $\Psi_{\infty}=0$, a contradiction.

To prove part 2 we let $\Phi^{\perp}(t)=\phi_{m}^{\perp}\left(x_{j}+\epsilon t\right)$. By part 1 we can pass the limit in (3.13) to find that $\Phi^{\perp} \rightarrow \Phi_{\infty}^{\perp}$ in $C_{l o c}^{2}(\mathbf{R})$, which is a solution of

$$
\begin{equation*}
-\left(\Phi_{\infty}^{\perp}\right)^{\prime \prime}+f^{\prime}(H) \Phi_{\infty}^{\perp}=c_{j}^{0}\left(-f^{\prime \prime}(H) H^{\prime} P+\frac{\gamma}{\tau}\left(\Lambda-\frac{a b}{K}\right) H^{\prime}+\mathrm{const}\right) \tag{3.15}
\end{equation*}
$$

By differentiating the equation for $P$ we find

$$
-\left(P^{\prime}\right)^{\prime \prime}+f^{\prime}(H) P^{\prime}=-f^{\prime \prime}(H) H^{\prime} P-\frac{\gamma a b}{K}
$$

Thus $\Phi_{\infty}^{\perp}$ and $c_{j}^{0}\left(P^{\prime}+\Pi\right)$ satisfy the same equation (3.15). Moreover, $\phi_{m}^{\perp} \perp h_{j}$ implies $\Phi_{\infty}^{\perp} \perp H^{\prime}$. Hence $\Phi_{\infty}^{\perp}=c_{j}^{0}\left(P^{\prime}+\Pi\right)$.
4. Bifurcation at ( $\begin{array}{ll}\mathbf{B} & \text { в }) \text {. We use } \gamma \text { as a bifurcation parameter. Since we are }\end{array}$ mainly interested in stable wriggled solutions, we study bifurcation from the principal eigenvalue, i.e., the smallest eigenvalue, which we denote by $\lambda(\gamma)$. We must find $\gamma_{\mathrm{B}}$ so that $\lambda\left(\gamma_{\mathrm{B}}\right)=0$ and make sure that $\lambda\left(\gamma_{\mathrm{B}}\right)$ is a simple eigenvalue. The following procedure easily finds the critical $\gamma_{\mathrm{B}}$.

1. According to [15, section 7], for each $m$ the eigenvalues $\Lambda$ of the matrix $\left[G_{m}\left(x_{j}^{0}, x_{k}^{0}\right)\right]$ are all different and the smallest one is

$$
\begin{align*}
\Lambda_{m}= & \frac{1}{m \pi(\tanh (m \pi a)+\tanh (m \pi b))} \quad \text { if } K=1 \\
\Lambda_{m}= & \frac{1}{m \pi(\operatorname{coth}(m \pi a)+\cot (m \pi b)-\operatorname{csch}(m \pi a)+\operatorname{csch}(m \pi b))}  \tag{4.1}\\
& \text { if } K=2, \\
\Lambda_{m}= & \frac{1}{d+\sqrt{\alpha^{2}+\beta^{2}+2 \alpha \beta \cos \theta}}, \quad \theta=\frac{2 \pi}{K} \quad \text { if } K \geq 3
\end{align*}
$$

Recall that $\alpha, \beta$, and $d$ are defined after (3.11).
2. For each $m \geq 1$ we define $\gamma_{m}^{0}$ to be the solution of

$$
\begin{equation*}
\frac{\gamma_{m}^{0}}{\tau}\left(\Lambda_{m}-\frac{a b}{K}\right)+m^{2} \pi^{2}=0 \tag{4.2}
\end{equation*}
$$

According to (3.7) at $\gamma=\gamma_{m}^{0}, \lambda_{m}=o\left(\epsilon^{2}\right)$ where

$$
\lambda_{m}=\epsilon^{2}\left(\frac{\gamma_{m}^{0}}{\tau}\left(\Lambda_{m}-\frac{a b}{K}\right)+m^{2} \pi^{2}\right)+o\left(\epsilon^{2}\right)
$$

is the smallest eigenvalue of the mode $m$. The solution $\gamma_{m}^{0}$ may or may not be positive. If $\gamma_{m}^{0} \leq 0$, this means that the mode $m$ does not yield a zero eigenvalue for any $\gamma>0$. We discard nonpositive $\gamma_{m}^{0}$.
3. We minimize the positive $\gamma_{m}^{0}$ 's with respect to $m$. Because $\lim _{m \rightarrow \infty} \gamma_{m}^{0}=\infty$, the minimum is achieved and is denoted by ${\gamma_{B}}^{0}$. If $m$ is the mode where $\gamma_{m}^{0}=\gamma_{\mathrm{B}}{ }^{0}$ and $m^{\prime}$ is another mode such that $\gamma_{m^{\prime}}^{0}>\gamma_{\mathrm{B}}{ }^{0}$, then, since for $m^{\prime}$

$$
\Lambda_{m^{\prime}}-\frac{a b}{K}<0
$$

a consequence of $\gamma_{m^{\prime}}^{0}$ being positive, we find that

$$
\frac{\gamma_{\mathrm{B}}^{0}}{\tau}\left(\Lambda_{m^{\prime}}-\frac{a b}{K}\right)+\left(m^{\prime}\right)^{2} \pi^{2}>\frac{\gamma_{m^{\prime}}^{0}}{\tau}\left(\Lambda_{m^{\prime}}-\frac{a b}{K}\right)+\left(m^{\prime}\right)^{2} \pi^{2}=0
$$

Hence at $\gamma=\gamma_{\mathrm{B}}{ }^{0}$ the smallest eigenvalue associated with a mode $m$ of $\gamma_{\mathrm{B}}{ }^{0}$ vanishes up to order $\epsilon^{2}$ while the greater eigenvalues associated with the mode $m$ and the eigenvalues associated with the modes $m^{\prime}$ satisfying $\gamma_{m^{\prime}}^{0}>\gamma_{\mathrm{B}}{ }^{0}$ are positive and of order $\epsilon^{2}$. Then there exists $\gamma_{\mathrm{B}}$ such that $\lim _{\epsilon \rightarrow 0} \gamma_{\mathrm{B}}=\gamma_{\mathrm{B}}{ }^{0}$ and at $\gamma=\gamma_{\mathrm{B}}$ the principal eigenvalue $\lambda\left(\gamma_{\mathrm{B}}\right)$ is zero.

The simplicity of $\lambda\left(\gamma_{\mathrm{B}}\right)$ is more complex. For most $a$ and $\tau$, the minimum $\gamma_{\mathrm{B}}{ }^{0}$ of $\gamma_{m}^{0}$ is achieved at one $m$. Then, for sufficiently small $\epsilon$, the mode of $\lambda\left(\gamma_{\mathrm{B}}\right)$ is the unique $m$ and $\lambda\left(\gamma_{\mathrm{B}}\right)$ is a simple eigenvalue.

However, it is possible, for some particular $a$ and $\tau$, that two modes, $m$ and $m+1$, both minimize $\gamma_{m}^{0}$, and thus $\gamma_{\mathrm{B}}{ }^{0}$ is achieved by two modes. This does not necessarily mean that the principal eigenvalue $\lambda\left(\gamma_{\mathrm{B}}\right)$ has multiplicity two because there is the effect of the $o\left(\epsilon^{2}\right)$ order term in (3.7). Nevertheless we cannot exclude the possibility. Throughout the rest of the paper we impose the following condition which can be easily tested numerically for given $a$ and $\tau$.

Hypothesis 4.1. The positive $\gamma_{m}^{0}$ 's defined in (4.2) are minimized at a unique $m$.

Being a simple eigenvalue now, $\lambda\left(\gamma_{\mathrm{B}}\right)$ is continued smoothly to a curve of simple eigenvalues $\lambda(\gamma)$ of $L_{\gamma}$ as $\gamma$ varies. $\lambda(\gamma)$, which is estimated in (3.7), is valid uniformly in $\gamma$ when $\gamma$ varies in a neighborhood (such as $\left[\gamma_{B} / 2,2 \gamma_{B}\right]$ ) of $\gamma_{B}$. Denote the eigenfunction associated with $\lambda\left(\gamma_{\mathrm{B}}\right)$ by $\varphi_{\mathrm{B}}(x, y)=\phi_{\mathrm{B}}(x) \cos (m \pi y)$, where $m$ from now on is the unique mode in Hypothesis 4.1. We write $u_{\mathrm{B}}:=u_{\gamma_{\mathrm{B}}}$ and $L_{\mathrm{B}}:=L_{\gamma_{\mathrm{B}}}$ for simplicity. Let

$$
\begin{equation*}
X:=\left\{w \in W^{2,2}(D): \partial_{\nu} w=0 \text { on } \partial D, \bar{w}=0\right\}, \quad Y:=\left\{z \in L^{2}(D): \bar{z}=0\right\} \tag{4.3}
\end{equation*}
$$

Here $X$ is a dense subspace of $Y$ equipped with the $W^{2,2}$ norm; $Y$ is a Hilbert space with the usual inner product $\langle\cdot, \cdot\rangle$ inherited from $L^{2}(D)$.

A nonlinear map $F:(0, \infty) \times X \rightarrow Y$ is defined by

$$
\begin{equation*}
F(\gamma, w):=-\epsilon^{2} \Delta\left(u_{\gamma}+w\right)+f\left(u_{\gamma}+w\right)-\overline{f\left(u_{\gamma}+w\right)}+\epsilon \gamma(-\Delta)^{-1}\left(u_{\gamma}+w-a\right) \tag{4.4}
\end{equation*}
$$

Obviously the trivial branch $(\gamma, 0)$ is a solution branch of $F(\gamma, w)=0$. It corresponds to the $K$-interface, perfect lamellar solution $u_{\gamma}$ of (1.2), parameterized by $\gamma$. We look for another solution branch, a bifurcating branch, $(\gamma(s), w(s))$ of $F$. It gives another solution $u_{\gamma(s)}+w(s)$ of (1.2).

Theorem 4.2. Under Hypothesis 4.1, when $\epsilon$ is sufficiently small, at $\gamma=\gamma_{\mathrm{B}}$ another solution branch $(\gamma(s), w(s))$ bifurcates from the trivial branch $(\gamma, 0)$. Here $w(s)=s \varphi_{\mathrm{B}}+s g(s)$, where the parameter $s$ is in a neighborhood of 0 with $\gamma(0)=\gamma_{\mathrm{B}}$ and $w(0)=0$. Moreover, $\gamma: s \rightarrow \gamma(s) \in \mathbf{R}$ and $g: s \rightarrow g(s) \in X$ are both continuously differentiable, $g$ satisfies $g(s) \perp \varphi_{\mathrm{B}}$, and $g(0)=0$.

Note that $u_{\gamma(s)}+w(s)$ is approximately $u_{\gamma(s)}(x)+s \phi_{\mathrm{B}}(x) \cos (m \pi y)$ since $g(s)$ is a smaller term compared to $\varphi_{\mathrm{B}}(x, y)=\phi_{\mathrm{B}}(x) \cos (m \pi y)$. Figure 2(b) is made based on this observation.

Proof. We appeal to the standard bifurcation from the simple eigenvalue theorem (see [26, Theorem 13.5, page 173]). Denote the Fréchet derivatives of $F$ with respect to $\gamma$ by $D_{1}$ and with respect to $w$ by $D_{2}$. We need to verify the following three properties.

1. $D_{2} F\left(\gamma_{\mathrm{B}}, 0\right)$, which is just $L_{\mathrm{B}}: X \rightarrow Y$, has a 1-D kernel spanned by $\varphi_{\mathrm{B}}$.
2. $\mathcal{R}\left(D_{2} F\left(\gamma_{\mathrm{B}}, 0\right)\right)$, the range of $D_{2} F\left(\gamma_{\mathrm{B}}, 0\right)$, has codimension 1 .
3. $D_{1} D_{2} F\left(\gamma_{\mathrm{B}}, 0\right) \varphi_{\mathrm{B}}$ is not in $\mathcal{R}\left(D_{2} F\left(\gamma_{\mathrm{B}}, 0\right)\right)$.

Property 1 follows from the simplicity of $\lambda(\gamma)$. To prove 2 we claim that there exists a positive constant $c\left(\epsilon, \gamma_{\mathrm{B}}\right)$ depending on $\epsilon$ and $\gamma_{\mathrm{B}}$ so that

$$
\begin{equation*}
\|\psi\|_{2} \leq c\left(\epsilon, \gamma_{\mathrm{B}}\right)\left\|L_{\mathrm{B}} \psi\right\|_{2} \text { for all } \psi \perp \varphi_{\mathrm{B}}, \psi \in X \tag{4.5}
\end{equation*}
$$

Suppose (4.5) is false. There would exist a sequence $\psi_{n} \in X, \psi_{n} \perp \varphi_{\mathrm{B}},\left\|\psi_{n}\right\|_{2}=1$ so that $\left\|L_{\mathrm{B}} \psi_{n}\right\|_{2} \rightarrow 0$. Let $\psi_{n} \rightarrow \psi_{*}$ weakly in $L^{2}(D)$. Then $\psi_{*} \perp \varphi_{\mathrm{B}}$. For every $\omega \in X$,

$$
\left\langle\psi_{*}, L_{\mathrm{B}} \omega\right\rangle=\lim _{n \rightarrow \infty}\left\langle\psi_{n}, L_{\mathrm{B}} \omega\right\rangle=\lim _{n \rightarrow \infty}\left\langle L_{\mathrm{B}} \psi_{n}, \omega\right\rangle=0
$$

By the self-adjointness of $L_{\mathrm{B}}, \psi_{*} \in X$ and $L_{\mathrm{B}} \psi_{*}=0$. Hence $\psi_{*}=0$ from property 1 . Rewrite $L_{\mathrm{B}} \psi_{n}$ as

$$
-\epsilon^{2} \Delta \psi_{n}=-f^{\prime}\left(u_{\mathrm{B}}\right) \psi_{n}+\overline{f^{\prime}\left(u_{\mathrm{B}}\right) \psi_{n}}-\epsilon \gamma_{\mathrm{B}}(-\Delta)^{-1} \psi_{n}+L_{\mathrm{B}} \psi_{n}
$$

Since $\left\|\psi_{n}\right\|_{2}=1$ and $\left\|L_{\mathrm{B}} \psi_{n}\right\|_{2} \rightarrow 0$, the right side is bounded in $L^{2}(D)$. The elliptic regularity theory asserts that $\psi_{n}$ is precompact in $L^{2}(D)$. Hence $\psi_{n} \rightarrow 0$ in $L^{2}(D)$. This is inconsistent with the fact $\left\|\psi_{n}\right\|_{2}=1$. Hence (4.5) holds.

We now prove 2 . by showing $\mathcal{R}\left(L_{\mathrm{B}}\right)=\left\{\varphi_{\mathrm{B}}\right\}^{\perp}$. The self-adjointness of $L_{\mathrm{B}}$ and 1. imply that every $\psi \in \mathcal{R}\left(L_{\mathrm{B}}\right)^{\perp}$ is $\varphi_{\mathrm{B}}$ multiplied by a constant. It suffices to show that $\mathcal{R}\left(L_{\mathrm{B}}\right)$ is closed. Take $\omega_{n} \in \mathcal{R}\left(L_{\mathrm{B}}\right)$ so that $\omega_{n} \rightarrow \omega_{*}$ in $L^{2}(D)$. Let $\psi_{n} \in X$, $\psi_{n} \perp \varphi_{\mathrm{B}}$ such that $L_{\mathrm{B}} \psi_{n}=\omega_{n}$. Since $\omega_{n}$ is a Cauchy sequence, by (4.5) $\psi_{n}$ is also a Cauchy sequence. Let $\psi_{n} \rightarrow \psi_{*}$ in $L^{2}(D)$. Note that $L_{\mathrm{B}}$ is a closed operator since it is self-adjoint. Hence $\psi_{*} \in X$ and $L_{\mathrm{B}} \psi_{*}=\omega_{*}$. This proves property 2.

To prove 3, note that the linear map $D_{1} D_{2} F\left(\gamma_{\mathrm{B}}, 0\right): X \rightarrow Y$ is

$$
\begin{equation*}
\left.\psi \rightarrow f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \psi-\overline{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \psi}+\epsilon(-\Delta)^{-1} \psi \tag{4.6}
\end{equation*}
$$

Since $\mathcal{R}\left(L_{\mathrm{B}}\right)=\left\{\varphi_{\mathrm{B}}\right\}^{\perp}$, it suffices to show

$$
\begin{equation*}
\left\langle D_{1} D_{2} F\left(\gamma_{\mathrm{B}}, 0\right) \varphi_{\mathrm{B}}, \varphi_{\mathrm{B}}\right\rangle \neq 0 \text {, i.e., } \int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\} \neq 0 \tag{4.7}
\end{equation*}
$$

This fact is established in the next lemma.
Lemma 4.3. When $\epsilon$ is sufficiently small,

$$
\int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\}=-\frac{\epsilon^{3}\left|c^{0}\right|^{2} \tau m^{2} \pi^{2}}{2 \gamma_{\mathrm{B}}}+o\left(\epsilon^{3}\left|c^{0}\right|^{2}\right)<0
$$

Here $\tau$ is given in (2.2), and $c^{0}$ is in (3.8)-(3.10), a nonzero vector.
Proof. Note that $\varphi_{\mathrm{B}}(x, y)=\phi_{\mathrm{B}}(x) \cos (m \pi y)$ and $(-\Delta)^{-1} \varphi_{\mathrm{B}}(x, y)=$ $G_{m}\left[\phi_{\mathrm{B}}\right](x) \cos (m \pi y)$. Hence after integrating out the $y$ variable we deduce

$$
\begin{align*}
& \int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\} \\
& \quad=\int_{0}^{1}\left\{\left.\frac{1}{2} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \phi_{\mathrm{B}}^{2}+\frac{\epsilon}{2} G_{m}\left[\phi_{\mathrm{B}}\right] \phi_{\mathrm{B}}\right\} d x . \tag{4.8}
\end{align*}
$$

By Lemmas 2.4 and 3.2, we find

$$
\begin{aligned}
\left.\int_{0}^{1} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \phi_{\mathrm{B}}^{2} & =\int_{0}^{1} f^{\prime \prime}\left(u_{\mathrm{B}}\right)\left(\sum_{j}\left(c h_{j}+\epsilon^{2} R\right)\right) \phi_{\mathrm{B}}^{2}+o\left(\epsilon^{3}\right) \\
& =\int_{0}^{1} f^{\prime \prime}\left(u_{\mathrm{B}}\right)\left(\sum_{j}\left(c h_{j}+\epsilon^{2}\left(\gamma^{-1} P+\tilde{R}\right)\right) \phi_{\mathrm{B}}^{2}+o\left(\epsilon^{3}|c|^{2}\right)\right. \\
& =\epsilon^{2} \int_{0}^{1} f^{\prime \prime}\left(u_{\mathrm{B}}\right)\left(\gamma^{-1} P\right) \phi_{\mathrm{B}}^{2}+o\left(\epsilon^{3}|c|^{2}\right)
\end{aligned}
$$

We have used the fact that $P$ is odd, and $\tilde{R}$ and $H_{t}$ are even. Hence we arrive at

$$
\begin{aligned}
\left.\int_{0}^{1} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \phi_{\mathrm{B}}^{2} & =\epsilon^{3} \int_{\mathbf{R}} f^{\prime \prime}(H) \gamma^{-1} P\left(\sum_{j} c_{j}^{2}\right)\left(H^{\prime}\right)^{2} d t+o\left(\epsilon^{3}|c|^{2}\right) \\
& =-\frac{\epsilon^{3}\left|c^{0}\right|^{2} a b}{K}+o\left(\epsilon^{3}\left|c^{0}\right|^{2}\right)
\end{aligned}
$$

where the last equation follows after we differentiate the equation for $\gamma^{-1} P$,

$$
-\left(\gamma^{-1} P\right)^{\prime \prime \prime}+f^{\prime}(H)\left(\gamma^{-1} P\right)^{\prime}+f^{\prime \prime}(H) H^{\prime}\left(\gamma^{-1} P\right)=-\frac{a b}{K}
$$

multiply by $H^{\prime}$, and integrate: $\int_{\mathbf{R}} f^{\prime \prime}(H) \gamma^{-1} P\left(H^{\prime}\right)^{2} d t=-a b / K$. By Lemma 3.2 we obtain

$$
\begin{aligned}
\int_{0}^{1} \epsilon G_{m}\left[\phi_{\mathrm{B}}\right] \phi_{\mathrm{B}} & =\epsilon^{3} \int_{0}^{1}\left(\sum_{j} c_{j} G_{m}\left[\frac{h_{j}}{\epsilon}\right]\right)\left(\sum_{k} c_{k} \frac{h_{k}}{\epsilon}\right)+o\left(\epsilon^{3}|c|^{2}\right) \\
& =\epsilon^{3} \sum_{j, k} c_{j} c_{k} G_{m}\left(x_{k}, x_{j}\right)+o\left(\epsilon^{3}|c|^{2}\right)=\epsilon^{3} \Lambda\left|c^{0}\right|^{2}+o\left(\epsilon^{3}\left|c^{0}\right|^{2}\right)
\end{aligned}
$$

Here $\Lambda$ is an eigenvalue of the $K$ by $K$ matrix $G_{m}\left(x_{k}^{0}, x_{j}^{0}\right)$ and $c^{0}$ is a corresponding eigenvector, satisfying $\lim _{\epsilon \rightarrow 0} c_{j}=c_{j}^{0}$.

Hence the right side of (4.8) becomes

$$
\frac{\epsilon^{3}\left|c^{0}\right|^{2}}{2}\left(\Lambda-\frac{a b}{K}\right)+o\left(\epsilon^{3}\left|c^{0}\right|^{2}\right)
$$

To determine the sign of this quantity we recall (3.7):

$$
\lambda\left(\gamma_{\mathrm{B}}\right)=\epsilon^{2}\left[\frac{\gamma_{\mathrm{B}}}{\tau}\left(\Lambda-\frac{a b}{K}\right)+m^{2} \pi^{2}\right]+o\left(\epsilon^{2}\right)
$$

But here $\lambda\left(\gamma_{\mathrm{B}}\right)=0$. Hence

$$
\Lambda-\frac{a b}{K}=-\frac{\tau m^{2} \pi^{2}}{\gamma_{\mathrm{B}}}+o(1)
$$

This proves the lemma.
Remark 4.4. The proof of Theorem 4.2 does not use the fact that $\lambda\left(\gamma_{\mathrm{B}}\right)$ is a principal eigenvalue. The theorem continues to hold if $\lambda\left(\gamma_{\mathrm{B}}\right)$ is just a zero, simple eigenvalue, not necessarily principal. However, the bifurcating solution from a nonprincipal eigenvalue is unstable, and hence less interesting to us.
5. Stability of the bifurcating solutions. The eigenvalue $\lambda(\gamma)$ of the trivial branch $u_{\gamma}$ corresponds to an eigenvalue $\lambda_{*}(s)$ of the bifurcating solution $u_{\gamma(s)}+w(s)$. The sign of $\lambda_{*}(s)$ may be determined from the shape of $\gamma(s)$. Thus we proceed to compute $\gamma^{\prime}(0)$ and $\gamma^{\prime \prime}(0)$.

Place $w(s)=s \varphi_{\mathrm{B}}+s g(s)$ into $F(\gamma, w)=0$ and divide by $s$ :

$$
\begin{align*}
-\epsilon^{2} \Delta\left(\frac{u_{\gamma(s)}}{s}+\varphi_{\mathrm{B}}+g(s)\right) & +\frac{f\left(u_{\gamma(s)}+w(s)\right)}{s} \\
& +\epsilon \gamma(s)(-\Delta)^{-1}\left(\frac{u_{\gamma(s)}-a}{s}+\varphi_{\mathrm{B}}+g(s)\right)=\mathrm{const} \tag{5.1}
\end{align*}
$$



Fig. 3. The two possible diagrams of wriggled lamellar solutions bifurcating out of perfect lamellar solutions. The bifurcating solutions are unstable in the first case (left) where $\gamma^{\prime \prime}(0)<0$, and stable in the second case (right) where $\gamma^{\prime \prime}(0)>0$.
where const refers to the term coming from the average of $f$, which is independent of $(x, y)$. Here we do not need its exact value. On the other hand, divide (1.2) of $u_{\gamma(s)}$ by $s$ and subtract the result from (5.1):

$$
\begin{equation*}
-\epsilon^{2} \Delta\left(\varphi_{\mathrm{B}}+g(s)\right)+\frac{f\left(u_{\gamma(s)}+w(s)\right)-f\left(u_{\gamma(s)}\right)}{s}+\epsilon \gamma(s)(-\Delta)^{-1}\left(\varphi_{\mathrm{B}}+g(s)\right)=\text { const. } \tag{5.2}
\end{equation*}
$$

Differentiate (5.2) with respect to $s$ and set $s=0$ afterwards:

$$
\begin{equation*}
L_{\mathrm{B}} g^{\prime}(0)+\gamma^{\prime}(0)\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}+\epsilon(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\}+\frac{1}{2} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{2}=\text { const. } \tag{5.3}
\end{equation*}
$$

Then we multiply (5.3) by $\varphi_{\mathrm{B}}$ and integrate over $D$ :

$$
\begin{equation*}
\gamma^{\prime}(0) \int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\}=-\int_{D} \frac{1}{2} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{3} \tag{5.4}
\end{equation*}
$$

Clearly the right side of (5.4) is 0 since $\varphi_{\mathrm{B}}(x, y)=\phi_{\mathrm{B}}(x) \cos (m \pi y)$ and integration with respect to $y$ yields 0 . Lemma 4.3 then implies the following.

Corollary 5.1. $\gamma^{\prime}(0)=0$.
Consequently, (5.3) is simplified to

$$
\begin{equation*}
L_{\mathrm{B}} g^{\prime}(0)=-\frac{1}{2} f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{2}+\text { const }, \quad g^{\prime}(0) \perp \varphi_{\mathrm{B}} \tag{5.5}
\end{equation*}
$$

The right side of (5.5) is perpendicular to $\varphi_{\mathrm{B}}$ since the integration of the right side multiplied by $u_{\mathrm{B}}$ with respect to $y$ yields 0 , so there is a solution of $g^{\prime}(0) \cdot g^{\prime}(0) \perp \varphi_{\mathrm{B}}$ follows from $g(s) \perp \varphi_{\mathrm{B}}$ in Theorem 4.2, so $g^{\prime}(0)$ is uniquely determined.

Corollary 5.1 implies that the bifurcation diagram has the shape of a pitchfork. There are two possibilities illustrated in Figure 3. To determine which of the two cases occurs, we need to find $\gamma^{\prime \prime}(0)$. Differentiate (5.2) with respect to $s$ twice and set $s=0$ afterwards:

$$
\begin{align*}
& L_{\mathrm{B}} g^{\prime \prime}(0)+\gamma^{\prime \prime}(0)\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\} \\
& \quad+2 f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}} g^{\prime}(0)+\frac{1}{3} f^{\prime \prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{3}=\text { const. } \tag{5.6}
\end{align*}
$$

We have used Corollary 5.1 in deriving (5.6). Again we multiply (5.6) by $\varphi_{\mathrm{B}}$ and integrate:

$$
\begin{align*}
& \gamma^{\prime \prime}(0) \int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\} \\
& \quad=-\int_{D}\left\{2 f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{2} g^{\prime}(0)+\frac{1}{3} f^{\prime \prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{4}\right\} \tag{5.7}
\end{align*}
$$

The integral on the left side of (5.7) has been calculated in Lemma 4.3. We now need to know the right side.

Lemma 5.2 .

$$
\begin{aligned}
& -\int_{D}\left\{2 f^{\prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{2} g^{\prime}(0)+\frac{1}{3} f^{\prime \prime \prime}\left(u_{\mathrm{B}}\right) \varphi_{\mathrm{B}}^{4}\right\} \\
& =-\epsilon^{5} m \pi \gamma_{\mathrm{B}} \sum_{j=1}^{K} c_{j}^{4}\left[\frac{2+\cosh (2 m \pi)}{8 \sinh (2 m \pi)}+\frac{\cosh \left(2 m \pi\left(1-2 x_{j}^{0}\right)\right)}{8 \sinh (2 m \pi)}\right. \\
& \left.+\frac{\cosh \left(m \pi\left(1-2 x_{j}^{0}\right)\right)}{4 \sinh (m \pi)}-\frac{3(m \pi)^{3} \tau}{8 \gamma_{\mathrm{B}}}\right]+o\left(\epsilon^{5}|c|^{4}\right) .
\end{aligned}
$$

The proof of Lemma 5.2 is formidable. We have to expand the quantity to the $\epsilon^{5}$ order term, because all the lower order terms up to $\epsilon^{4}$ vanish. Our main idea is to expand $u_{\mathrm{B}}, \phi_{\mathrm{B}}, 2 g^{\prime}(0)$ as $(\cdots)+\epsilon^{2}(\cdots)$ near each interface $x_{j}$ and then show that the quantity in Lemma 5.2 depends "locally" on these expansions near $x_{j}$. This is a very long computation; we do not know if there is a simpler proof. We include the computation in Appendices B and C. The reader may skip it in a first reading. Combining Lemmas 4.3 and 5.2 we obtain the following.

Corollary 5.3. As $\epsilon \rightarrow 0, \epsilon^{-2} \gamma^{\prime \prime}(0) \rightarrow$

$$
\begin{aligned}
\frac{2\left(\gamma_{\mathrm{B}}^{0}\right)^{2}}{\left|c^{0}\right|^{2} m \pi \tau} & \sum_{j=1}^{K}\left(c_{j}^{0}\right)^{4}\left[\frac{2+\cosh (2 m \pi)}{8 \sinh (2 m \pi)}+\frac{\cosh \left(2 m \pi\left(1-2 x_{j}^{0}\right)\right)}{8 \sinh (2 m \pi)}\right. \\
& \left.+\frac{\cosh \left(m \pi\left(1-2 x_{j}^{0}\right)\right)}{4 \sinh (m \pi)}-\frac{3(m \pi)^{3} \tau}{8 \gamma_{\mathrm{B}}{ }^{0}}\right]
\end{aligned}
$$

where $\gamma_{\mathrm{B}}{ }^{0}=\lim _{\epsilon \rightarrow 0} \gamma_{\mathrm{B}}$ is given in section 4.
Define

$$
\begin{align*}
S(a, K):= & \sum_{j=1}^{K}\left(\frac{c_{j}^{0}}{\left|c^{0}\right|}\right)^{4}\left[\frac{2+\cosh (2 m \pi)}{8 \sinh (2 m \pi)}+\frac{\cosh \left(2 m \pi\left(1-2 x_{j}^{0}\right)\right)}{8 \sinh (2 m \pi)}\right. \\
& \left.+\frac{\cosh \left(m \pi\left(1-2 x_{j}^{0}\right)\right)}{4 \sinh (m \pi)}-\frac{3(m \pi)^{3} \tau}{8 \gamma_{\mathrm{B}}{ }^{0}}\right] \tag{5.8}
\end{align*}
$$

Note that $S(a, K)$ depends on $a$ and $K$ only. It does not depend on $\tau$. Since $\tau$ depends on the shape of $W, S(a, K)$ is independent of the exact shape of $W$. Then Corollary 5.3 implies

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon^{-2} \gamma^{\prime \prime}(0)=\frac{2\left(\gamma_{\mathrm{B}}^{0}\right)^{2}\left|c^{0}\right|^{2}}{m \pi \tau} S(a, K) \tag{5.9}
\end{equation*}
$$

Theorem 5.4. Under Hypothesis 4.1 when $\epsilon$ is sufficiently small, the bifurcating solution $u_{\gamma(s)}+w(s)$ of $K$ wriggled interfaces is stable if $S(a, K)>0$ and unstable if $S(a, K)<0$.

Proof. We first find $\lambda^{\prime}\left(\gamma_{\mathrm{B}}\right)$. Differentiate the equation $L_{\gamma} \varphi=\lambda \varphi$ with respect to $\gamma$ :
$-\epsilon^{2} \Delta \varphi_{\gamma}+f^{\prime}\left(u_{\gamma}\right) \varphi_{\gamma}+\epsilon \gamma(-\Delta)^{-1} \varphi_{\gamma}+f^{\prime \prime}\left(u_{\gamma}\right) \frac{d u_{\gamma}}{d \gamma} \varphi_{\gamma}+\epsilon(-\Delta)^{-1} \varphi=\lambda \varphi_{\gamma}+\lambda^{\prime}(\gamma) \varphi+$ const.
Set $\gamma=\gamma_{\mathrm{B}}$ in the equation, multiply the equation by $\varphi_{\mathrm{B}}$, and integrate over $D$.

$$
\int_{D}\left\{\left.f^{\prime \prime}\left(u_{\mathrm{B}}\right) \frac{d u_{\gamma}}{d \gamma}\right|_{\gamma=\gamma_{\mathrm{B}}} \varphi_{\mathrm{B}}^{2}+\epsilon \varphi_{\mathrm{B}}(-\Delta)^{-1} \varphi_{\mathrm{B}}\right\}=\lambda^{\prime}\left(\gamma_{\mathrm{B}}\right) \int_{D} \varphi_{\mathrm{B}}^{2}
$$

The left side is calculated in Lemma 4.3. The integral on the right side is

$$
\int_{D} \varphi_{\mathrm{B}}^{2}=\int_{D}\left(\sum_{j} c_{j} h_{j}\right)^{2} \cos ^{2}(m \pi y) d x d y+o\left(\epsilon|c|^{2}\right)=\frac{\epsilon \tau}{2} \sum_{j} c_{j}^{2}+o\left(\epsilon|c|^{2}\right)
$$

Therefore

$$
\begin{equation*}
\lambda^{\prime}\left(\gamma_{\mathrm{B}}\right)=-\frac{\epsilon^{2} m^{2} \pi^{2}}{\gamma_{\mathrm{B}}}+o\left(\epsilon^{2}\right)<0 \tag{5.10}
\end{equation*}
$$

According to Crandall and Rabinowitz [4, Theorem 1.16], who generalize an earlier result of Sattinger [23], near $s=0, \lambda_{*}(s)$ and $-s \gamma^{\prime}(s) \lambda^{\prime}\left(\gamma_{\mathrm{B}}\right)$ have the same zeros, and

$$
\begin{equation*}
\lim _{s \rightarrow 0, \lambda_{*}(s) \neq 0} \frac{-s \gamma^{\prime}(s) \lambda^{\prime}\left(\gamma_{\mathrm{B}}\right)}{\lambda_{*}(s)}=1 \tag{5.11}
\end{equation*}
$$

Here $\lambda_{*}(s)$ is the principal eigenvalue of the bifurcating solution $u_{\gamma(s)}+w(s)$. Whether the bifurcating solution is stable depends on whether $\lambda_{*}(s)$ is positive. The theorem follows from (5.9), (5.10), and (5.11).

Let us use Theorem 5.4 to work out some examples. The quantity $S(a, K)$ may be accurately calculated following these numerical steps.

1. Follow the procedure in section 4 to find ${\gamma_{B}}^{0} / \tau$ and $m$.
2. Make certain that Hypothesis 4.1 is satisfied.
3. Find $c^{0}$ from $Q$ corresponding to $\Lambda$ of (4.1).
4. Find $S(a, K)$ from (5.8).

Tables 1, 2, and 3 report our numerical calculations based on this method for the cases $a=1 / 2,1 / 8$, and $7 / 8$. In each table the first column is the number of the interfaces in the perfect lamellar solution $u_{\mathrm{B}}$. The second column gives the value of $m$ associated with the principal eigenvalue 0 of $u_{\mathrm{B}}$. Note that $m$ does not increase as fast as $K$ does. The third column has the value of $\gamma_{\mathrm{B}}{ }^{0} / \tau$. We will explain the fourth in a moment. The fifth column has the value of $S(a, K)$. The last column indicates the stability of the bifurcating solution with $K$ wriggled interfaces.

We have deliberately chosen $a=1 / 8$ and $a=7 / 8$ because they are somehow "symmetric." With the exception of $K=2$, the $\gamma_{\mathrm{B}}{ }^{0} / \tau$ 's are identical in Tables 2 and 3 for the same value of $K$. Moreover, the $S(a, K)$ values are the same in the two tables when $K$ is odd. All these symmetries and asymmetries can be explained

TABLE 1
The stability of the wriggled lamellar solutions that bifurcate from the principal eigenvalues of the perfect lamellar solutions, when $a=1 / 2$.

| $K$ | $m$ | $\gamma_{\mathrm{B}}{ }^{0} / \tau$ | $K_{o p t}$ | $S(1 / 2, K)$ | Stability |
| ---: | ---: | :---: | ---: | ---: | ---: |
| 1 | 1 | $1.2906 \mathrm{e}+02$ | 2 | $5.7961 \mathrm{e}-02$ | Stable |
| 2 | 2 | $8.6349 \mathrm{e}+02$ | 3 | $1.4167 \mathrm{e}-02$ | Stable |
| 3 | 3 | $2.7193 \mathrm{e}+03$ | 4 | $5.4073 \mathrm{e}-03$ | Stable |
| 4 | 3 | $5.3823 \mathrm{e}+03$ | 5 | $2.5346 \mathrm{e}-02$ | Stable |
| 5 | 3 | $9.7086 \mathrm{e}+03$ | 6 | $2.8045 \mathrm{e}-02$ | Stable |
| 6 | 4 | $1.6165 \mathrm{e}+04$ | 7 | $1.9801 \mathrm{e}-02$ | Stable |
| 7 | 4 | $2.4091 \mathrm{e}+04$ | 8 | $2.0216 \mathrm{e}-02$ | Stable |
| 8 | 4 | $3.4492 \mathrm{e}+04$ | 9 | $1.9435 \mathrm{e}-02$ | Stable |
| 9 | 4 | $4.7728 \mathrm{e}+04$ | 10 | $1.8273 \mathrm{e}-02$ | Stable |
| 10 | 4 | $6.4156 \mathrm{e}+04$ | 11 | $1.7045 \mathrm{e}-02$ | Stable |

TABLE 2
The stability of the wriggled lamellar solutions that bifurcate from the principal eigenvalues of the perfect lamellar solutions, when $a=1 / 8$.

| $K$ | $m$ | $\gamma_{\mathrm{B}}{ }^{0} / \tau$ | $K_{o p t}$ | $S(1 / 8, K)$ | Stability |
| ---: | ---: | :---: | ---: | ---: | ---: |
| 1 | 3 | $1.7317 \mathrm{e}+03$ | 2 | $-3.1473 \mathrm{e}-02$ | Unstable |
| 2 | 5 | $1.3418 \mathrm{e}+04$ | 4 | $2.7118 \mathrm{e}-02$ | Stable |
| 3 | 2 | $1.0218 \mathrm{e}+04$ | 3 | $6.0136 \mathrm{e}-02$ | Stable |
| 4 | 3 | $2.3798 \mathrm{e}+04$ | 5 | $5.5916 \mathrm{e}-02$ | Stable |
| 5 | 3 | $4.3553 \mathrm{e}+04$ | 6 | $3.5615 \mathrm{e}-02$ | Stable |
| 6 | 3 | $7.3607 \mathrm{e}+04$ | 7 | $3.0307 \mathrm{e}-02$ | Stable |
| 7 | 4 | $1.1373 \mathrm{e}+05$ | 8 | $2.5439 \mathrm{e}-02$ | Stable |
| 8 | 4 | $1.6489 \mathrm{e}+05$ | 9 | $2.2622 \mathrm{e}-02$ | Stable |
| 9 | 4 | $2.3061 \mathrm{e}+05$ | 10 | $2.0337 \mathrm{e}-02$ | Stable |
| 10 | 4 | $3.1284 \mathrm{e}+05$ | 11 | $1.8426 \mathrm{e}-02$ | Stable |

Table 3
The stability of the wriggled lamellar solutions that bifurcate from the principal eigenvalues of the perfect lamellar solutions, when $a=7 / 8$.

| $K$ | $m$ | $\gamma_{\mathrm{B}}{ }^{0} / \tau$ | $K_{o p t}$ | $S(7 / 8, K)$ | Stability |
| ---: | ---: | :---: | ---: | ---: | ---: |
| 1 | 3 | $1.7317 \mathrm{e}+03$ | 2 | $-3.1473 \mathrm{e}-02$ | Unstable |
| 2 | 2 | $3.4949 \mathrm{e}+03$ | 2 | $4.9812 \mathrm{e}-02$ | Stable |
| 3 | 2 | $1.0218 \mathrm{e}+04$ | 3 | $6.0136 \mathrm{e}-02$ | Stable |
| 4 | 3 | $2.3798 \mathrm{e}+04$ | 5 | $2.8615 \mathrm{e}-02$ | Stable |
| 5 | 3 | $4.3553 \mathrm{e}+04$ | 6 | $3.5615 \mathrm{e}-02$ | Stable |
| 6 | 3 | $7.3607 \mathrm{e}+04$ | 7 | $3.0508 \mathrm{e}-02$ | Stable |
| 7 | 4 | $1.1373 \mathrm{e}+05$ | 8 | $2.5439 \mathrm{e}-02$ | Stable |
| 8 | 4 | $1.6489 \mathrm{e}+05$ | 9 | $2.2655 \mathrm{e}-02$ | Stable |
| 9 | 4 | $2.3061 \mathrm{e}+05$ | 10 | $2.0337 \mathrm{e}-02$ | Stable |
| 10 | 4 | $3.1284 \mathrm{e}+05$ | 11 | $1.8433 \mathrm{e}-02$ | Stable |

from (4.1) for $\Lambda$ and the matrix (3.11) of $Q$. In summary, our problem is invariant under the reflection $u(x) \rightarrow u(1-x)$ with respect to $x=1 / 2$, and the exchange $u(x) \rightarrow 1-u(x)$ of $A$ and $B$ monomers. When $K$ is odd the perfect lamellar solution $u_{\gamma}$ studied in Table 2 becomes $u_{\gamma}$ in Table 3, and vice versa, after we perform the last two transformations. However, this is not true when $K$ is even.

There is an interesting relationship between the perfect lamellar solution $u_{\mathrm{B}}$ whose principal eigenvalue is 0 and the $1-\mathrm{D}$ global minimizer. In $[15$, section 8 ] it is shown that the 1-D global minimizer (the global minimizer of $I_{1}$ in Theorem 2.1, also a perfect
lamellar solution on $D$ after trivial extension), which is one of the 1-D local minimizers, has the number of interfaces $K_{o p t}$ which minimizes (among positive integers $N$ ) $\tau N+$ $\gamma a^{2} b^{2} /\left(6 N^{2}\right)$. If we take $\gamma=\gamma_{\mathrm{B}}$ so that the $K$-interface, perfect lamellar solution $u_{\mathrm{B}}$ has 0 principal eigenvalue, we find the 1-D global minimizer corresponding to $\gamma_{\mathrm{B}}$. The number of interfaces $K_{o p t}$ of this 1-D global minimizer is reported in the fourth columns in Tables 1, 2, and 3.

It is known [15] that for any $\gamma$ the 1-D global minimizer sits near the 2-D stability borderline. But it has not been determined whether the 1-D global minimizer is stable in $2-\mathrm{D}$. Now we show that the $1-\mathrm{D}$ global minimizer is stable in two dimensions for some $\gamma$ and unstable for other $\gamma$.

First consider $\gamma=\gamma_{\mathrm{B}}$. Then $u_{\mathrm{B}}$ is the borderline of 2-D stability. By examining the formulae (3.7) and (4.1) we find that for each $\gamma$ the principal eigenvalue increases as $K$ increases. If $\gamma=\gamma_{\mathrm{B}}$ and $K$ is the number of the interfaces of $u_{\mathrm{B}}$ whose principal eigenvalue is zero, then Tables $1-3$ show that in most cases $K_{o p t}=K+1$, and hence the 1-D global minimizer is stable.

However, in some cases, such as the third row of Table $2, K=K_{o p t}$. Then $u_{\mathrm{B}}$ is the 1-D global minimizer. Since the principal eigenvalue of $u_{\mathrm{B}}$ is zero, the linear stability of $u_{\mathrm{B}}$ is undetermined. However, if we consider $\gamma$ in a small neighborhood of $\gamma_{\mathrm{B}}$, then $u_{\gamma}$ continues to be the 1-D global minimizer. But Figure 3 shows that when $\gamma$ is slightly greater than $\gamma_{\mathrm{B}}$ the 1-D global minimizer is unstable in two dimensions.

## Appendix A. Proof of Lemma 2.4.

We differentiate the 1-D Euler-Lagrange equation in Theorem 2.1 with respect to $\gamma$ to deduce

$$
\begin{equation*}
-\epsilon^{2} \Delta\left(\frac{d u_{\gamma}}{d \gamma}\right)+f^{\prime}\left(u_{\gamma}\right) \frac{d u_{\gamma}}{d \gamma}-\eta+\epsilon \gamma G_{0}\left[\frac{d u_{\gamma}}{d \gamma}\right]+\epsilon v=0 \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\overline{f^{\prime}\left(u_{\gamma}\right) \frac{d u_{\gamma}}{d \gamma}} \tag{A.2}
\end{equation*}
$$

We first show that $d u_{\gamma} / d \gamma=O(1)$ so that $c$ defined in (2.8) is of order $O(1)$. By the periodicity of $u_{\gamma}$ and $d u_{\gamma} / d \gamma$ we consider (A.1) in one half period ( $0, l$ ) where $l=1 / K$. Decompose

$$
\begin{equation*}
\frac{d u_{\gamma}}{d \gamma}=\beta \phi_{0}+\phi_{0}^{\perp}, \phi_{0} \perp \phi_{0}^{\perp} \tag{A.3}
\end{equation*}
$$

where $\phi_{0}$ is the eigenfunction associated with the $\epsilon$ order eigenvalue $\lambda_{0}$ described in part 2 of Theorem 3.1. Note that $\lambda_{0}$ is the only small eigenvalue of mode zero now. In [15, section 4] it was shown that

$$
\begin{equation*}
\phi_{0}=h_{1}-\overline{h_{1}}+O(\epsilon) \tag{A.4}
\end{equation*}
$$

Denote the operator on the left side of (A.1) by $L_{0}$. Then

$$
L_{0} \phi_{0}^{\perp}=-\beta L_{0} \phi_{0}-\epsilon v=-\beta \lambda_{0}-\epsilon v=O(\epsilon|\beta|)+O(\epsilon)
$$

This equation and the fact that $\phi_{0} \perp \phi_{0}^{\perp}$ imply, as in the proof of Lemma 3.2, that

$$
\begin{equation*}
\phi_{0}^{\perp}=O(\epsilon|\beta|)+O(\epsilon) . \tag{A.5}
\end{equation*}
$$

We rewrite (A.1) as $\beta L_{0} \phi_{0}+L_{0} \phi_{0}^{\perp}=-\epsilon v$, multiply by $\phi_{0}$, and integrate to deduce

$$
\beta \lambda_{0}\left\|\phi_{0}\right\|_{2}^{2}=-\epsilon \int_{0}^{l} v \phi_{0} d x
$$

It follows from (A.4) that

$$
\begin{equation*}
\beta=O(1) \tag{A.6}
\end{equation*}
$$

and (A.5) in turn becomes

$$
\begin{equation*}
\phi_{0}^{\perp}=O(\epsilon) . \tag{A.7}
\end{equation*}
$$

Therefore $d u_{\gamma} / d \gamma=O(1)$. We can assume that along a subsequence of $\epsilon, c \rightarrow c_{0}$. After we prove Lemma 2.4 we will find the value of $c_{0}$. Then $c \rightarrow c_{0}$ along all $\epsilon \rightarrow 0$.

We now return to the whole interval $(0,1)$ as we prove Lemma 2.4. We first construct a preliminary approximation $p=c \sum_{j} h_{j}$. The difference

$$
\frac{d u_{\gamma}}{d \gamma}-p
$$

satisfies

$$
\begin{equation*}
-\epsilon^{2} \Delta\left(\frac{d u_{\gamma}}{d \gamma}-p\right)+f^{\prime}\left(u_{\gamma}\right)\left(\frac{d u_{\gamma}}{d \gamma}-p\right)=\eta+O(\epsilon) \tag{A.8}
\end{equation*}
$$

Together with the fact that

$$
\frac{d u_{\gamma}}{d \gamma}\left(x_{j}\right)=p\left(x_{j}\right)
$$

we deduce that

$$
\begin{equation*}
\frac{d u_{\gamma}}{d \gamma}-p=O(\epsilon)+O(|\eta|) \tag{A.9}
\end{equation*}
$$

If we multiply (A.8) by a $h_{i}$ and integrate, then

$$
\begin{equation*}
\eta=O\left(\epsilon^{2}\left\|\frac{d u_{\gamma}}{d \gamma}-p\right\|_{\infty}\right)+O(\epsilon) \tag{A.10}
\end{equation*}
$$

We conclude from (A.9) and (A.10) that

$$
\begin{equation*}
\frac{d u_{\gamma}}{d \gamma}-p=O(\epsilon), \eta=O(\epsilon) \tag{A.11}
\end{equation*}
$$

and consequently (recall $r=G_{0}\left[d u_{\gamma} / d \gamma\right]$ )

$$
\begin{equation*}
r=O(\epsilon) \tag{A.12}
\end{equation*}
$$

We are now ready to consider the approximation $q$ of $d u_{\gamma} / d \gamma$. In the inner and matching regions,

$$
\begin{aligned}
& -\epsilon^{2} \Delta q_{j}+f^{\prime}\left(u_{\gamma}\right) q_{j} \\
& =-\epsilon^{2} \Delta\left(c H_{j}^{\prime}+\epsilon^{2} R_{j}\right)+f^{\prime}\left(u_{\gamma}\right)\left(c H_{j}^{\prime}+\epsilon^{2} R_{j}\right) \\
& =c\left(f^{\prime}\left(u_{\gamma}\right)-f^{\prime}(H)\right) H_{j}^{\prime}-\epsilon^{2}\left(c_{0} P H_{j}^{\prime} f^{\prime \prime}(H)+t v^{\prime}\left(x_{j}\right)-\zeta\right)+\epsilon^{2}\left(f^{\prime}\left(u_{\gamma}\right)-f^{\prime}(H)\right) R_{j} \\
& =\epsilon^{2}\left(c-c_{0}\right) f^{\prime \prime}(H) P H_{j}^{\prime}-\epsilon^{2}\left(t v^{\prime}\left(x_{j}\right)-\zeta\right)+\epsilon^{2}\left(f^{\prime}\left(u_{\gamma}\right)-f^{\prime}(H)\right) R_{j} \\
& =-\epsilon^{2}\left(t v^{\prime}\left(x_{j}\right)-\zeta\right)+o\left(\epsilon^{2}\right)+\epsilon^{2} O(\epsilon|t|) \\
& =\epsilon^{2}\left(\zeta-t v^{\prime}\left(x_{j}\right)\right)+o\left(\epsilon^{2}\right)
\end{aligned}
$$

Therefore, with the help of $\alpha \in(1 / 2,1)$,
(A.13) $-\epsilon^{2} \Delta q_{j}+f^{\prime}\left(u_{\gamma}\right) q_{j}-\eta+\epsilon \gamma r+\epsilon v=-\eta+\epsilon \gamma r+\epsilon v\left(x_{j}\right)+\epsilon^{2} \zeta+o\left(\epsilon^{2}\right)$.

In the outer region, the definition of $q_{0}$ in (2.16) implies that

$$
\begin{equation*}
-\epsilon^{2} \Delta q_{o}+f^{\prime}\left(u_{\gamma}\right) q_{o}-\eta+\epsilon \gamma r+\epsilon v=O\left(\epsilon^{3}\right) \tag{A.14}
\end{equation*}
$$

because $\Delta q_{o}=O(\epsilon)$ on the outer region.
We now estimate the difference of $q_{j}$ and $q_{o}$ on a matching region. First, from (2.10) we find

$$
\epsilon^{2} \Delta q_{j}=O\left(\epsilon^{3}\right)
$$

Then (A.13) implies that

$$
f^{\prime}\left(u_{\gamma}\right) q_{j}-\eta+\epsilon \gamma r+\epsilon \gamma v=\sigma+o\left(\epsilon^{2}\right)
$$

where

$$
\begin{equation*}
\sigma=-\eta+\epsilon \gamma r\left(x_{j}\right)+\epsilon v\left(x_{j}\right)+\epsilon^{2} \zeta \tag{A.15}
\end{equation*}
$$

Comparing this to (2.16) we deduce that

$$
\begin{equation*}
q_{j}-q_{0}=O(|\sigma|)+o\left(\epsilon^{2}\right) \tag{A.16}
\end{equation*}
$$

on the matching regions $\left(x_{j}-2 \epsilon^{\alpha}, x_{j}-\epsilon^{\alpha}\right)$ and $\left(x_{j}+\epsilon^{\alpha}, x_{j}+2 \epsilon^{\alpha}\right)$. Then we consider $q$ in the matching region. Here by (A.16)

$$
\begin{align*}
& -\epsilon^{2} \Delta q+f^{\prime}\left(u_{\gamma}\right) q-\eta+\epsilon \gamma r+\epsilon v \\
& =-\epsilon^{2} \Delta q_{o}+f^{\prime}\left(u_{\gamma}\right) q_{o}-\eta+\epsilon \gamma r+\epsilon v+O\left(\left\|q_{j}-q_{o}\right\|_{\infty}\right) \\
& =-\epsilon^{2} \Delta q+O(|\sigma|)+o\left(\epsilon^{2}\right) \\
& =-\epsilon^{2} \Delta q-\epsilon^{2} \Delta\left(\chi_{j}\left(q_{j}-q_{o}\right)\right)+O(|\sigma|)+o\left(\epsilon^{2}\right) \\
& =-\epsilon^{2}\left(\chi_{j}^{\prime \prime}\left(q_{j}-q_{o}\right)+2 \chi_{j}^{\prime}\left(q_{j}-q_{o}\right)^{\prime}+\chi_{j}\left(q_{j}-q_{o}\right)^{\prime \prime}\right)+O(|\sigma|)+o\left(\epsilon^{2}\right) \\
& =O(|\sigma|)+o\left(\epsilon^{2}\right) \tag{A.17}
\end{align*}
$$

If we let $g=u-q$, then (A.13), (A.14), and (A.17) imply that

$$
-\epsilon^{2} \Delta g+f^{\prime}\left(u_{\gamma}\right) g= \begin{cases}\sigma+o\left(\epsilon^{2}\right) & \text { in an inner region }  \tag{A.18}\\ O(|\sigma|)+o\left(\epsilon^{2}\right) & \text { in a matching region } \\ O\left(\epsilon^{3}\right) & \text { in the outer region }\end{cases}
$$

We deduce from (A.18) and $g\left(x_{j}\right)=0$ that

$$
\begin{equation*}
g=O(|\sigma|)+o\left(\epsilon^{2}\right) \tag{A.19}
\end{equation*}
$$

On the other hand, if we multiply (A.18) by $H_{j}^{\prime}$ and integrate, then

$$
\int_{0}^{1}\left[\left(f^{\prime}\left(u_{\gamma}\right)-f^{\prime}(H)\right) g H_{j}^{\prime}\right] d x=\epsilon \sigma_{j}+O\left(\epsilon^{2}|\sigma|\right)+o\left(\epsilon^{3}\right)
$$

But the integral on the left side is $O\left(\epsilon^{2}\|g\|_{\infty}\right)$, from which we conclude that

$$
\begin{equation*}
\sigma=O\left(\epsilon\|g\|_{\infty}\right)+o\left(\epsilon^{2}\right) \tag{A.20}
\end{equation*}
$$

Inserting (A.20) into (A.19) we find that

$$
\begin{equation*}
g=o\left(\epsilon^{2}\right) \tag{A.21}
\end{equation*}
$$

proving Lemma 2.4; and substituting (A.21) into (A.20) we deduce that

$$
\begin{equation*}
\sigma=o\left(\epsilon^{2}\right) \tag{A.22}
\end{equation*}
$$

Then we deduce

$$
\begin{equation*}
\eta=\epsilon v\left(x_{j}\right)+o(\epsilon) \tag{A.23}
\end{equation*}
$$

Because $\overline{d u_{\gamma} / d \gamma}=0$,
$0=\bar{q}+o\left(\epsilon^{2}\right)=\epsilon \int_{0}^{1} \frac{v^{0}\left(x_{j}^{0}\right)-v^{0}(x)}{f^{\prime}(0)} d x+c \int_{0}^{1} \sum_{j} h_{j}+o(\epsilon)=\epsilon\left(\frac{v^{0}\left(x_{j}^{0}\right)}{f^{\prime}(0)}+c_{0} K\right)+o(\epsilon)$.
Thus we obtain the value for $c_{0}$ in (2.8).

## Appendix B. Expansion of $2^{\prime}(0)$.

In Appendices B and C we use the following simplified notations:
$u:=u_{\mathrm{B}}, v:=G_{0}\left[u_{\mathrm{B}}-a\right], \gamma:=\gamma_{\mathrm{B}}, \phi:=\phi_{\mathrm{B}}, \omega:=\phi_{\mathrm{B}}^{\perp}, f^{\prime}:=f^{\prime}(H), f^{\prime \prime}:=f^{\prime \prime}(H)$, etc.
(B.1)

The vector $c_{j}$ in the expansion of $\phi$ satisfies $|c|=1$.
Define a linear operator $\mathcal{L}$ by

$$
\begin{equation*}
\mathcal{L} U:=U^{\prime \prime}-f^{\prime} U \tag{B.2}
\end{equation*}
$$

where $U$ is defined on $\mathbf{R}$. Then

$$
\begin{align*}
\mathcal{L} H_{t} & =0  \tag{B.3}\\
\mathcal{L} H_{t t} & =f^{\prime \prime} H_{t}^{2}  \tag{B.4}\\
\mathcal{L} H_{t t t} & =3 f^{\prime \prime} H_{t} H_{t t}+f^{\prime \prime \prime} H_{t}^{3} \tag{B.5}
\end{align*}
$$

Let $u=s+\epsilon^{2} p$, where $s$ is given in (2.4). Then $p$ satisfies

$$
\begin{equation*}
\epsilon^{2} p^{\prime \prime}-f^{\prime} p=\frac{1}{\epsilon^{2}}\left[\gamma \epsilon G_{0}[u-a]-\text { const }\right]+\epsilon^{2} f^{\prime \prime} \frac{p^{2}}{2}+O\left(\epsilon^{4}\right) \tag{B.6}
\end{equation*}
$$

By Lemma 2.3, as $\epsilon \rightarrow 0, p\left(x_{j}+\epsilon \cdot\right) \rightarrow P$ in $C_{l o c}^{2}(\mathbf{R})$, where $P$ satisfies

$$
\begin{equation*}
\mathcal{L} P=\gamma\left(v^{0}\right)^{\prime}\left(x_{j}^{0}\right) t \tag{B.7}
\end{equation*}
$$

Note that $P(t)$ is an odd function (and hence $P \perp H_{t}$ ). It is easy to compute that

$$
\begin{align*}
\mathcal{L} P_{t} & =f^{\prime \prime} H_{t} P+\gamma\left(v^{0}\right)^{\prime}\left(x_{j}^{0}\right)  \tag{B.8}\\
\mathcal{L} P_{t t} & =\left(f^{\prime \prime} H_{t}\right)_{t} P+2 f^{\prime \prime} H_{t} P_{t}  \tag{B.9}\\
\mathcal{L} P_{t t t} & =\left(f^{\prime \prime} H_{t}\right)_{t t} P+3\left(f^{\prime \prime} H_{t}\right)_{t} P+3 f^{\prime \prime} H_{t} P_{t t} \tag{B.10}
\end{align*}
$$

Recall Lemma 3.2. Set the decomposition

$$
\begin{equation*}
\phi(x)=\sum_{j=1}^{K} c_{j} h_{j}+\epsilon^{2} \omega, h_{j} \perp \omega \tag{B.11}
\end{equation*}
$$

for the zero principal eigenfunction $\phi . \omega$ satisfies

$$
\begin{align*}
& \epsilon^{2} \omega^{\prime \prime}-\epsilon^{2}(m \pi)^{2} \omega-f^{\prime}(u) \omega-\epsilon \gamma G_{m}[\omega] \\
& =-\frac{1}{\epsilon^{2}} \sum_{j=1}^{K} c_{j}\left[\left(f^{\prime}-f^{\prime}(u)\right) h_{j}-\epsilon^{2}(m \pi)^{2} h_{j}\right]+\frac{\gamma}{\epsilon} \sum_{k=1}^{K} c_{k} G_{m}\left[h_{k}\right] \tag{B.12}
\end{align*}
$$

We further expand (B.12):

$$
\begin{align*}
\epsilon^{2} \omega^{\prime \prime}-f^{\prime} \omega= & \sum_{j=1}^{K} c_{j}\left[f^{\prime \prime} H_{t} p-m^{2} \pi^{2} H_{t}\right]+\frac{\gamma}{\epsilon} \sum_{j} c_{j} G_{m}\left[h_{j}\right] \\
& +\gamma \epsilon G_{m}[\omega]+\epsilon^{2}\left[f^{\prime \prime} p \omega+m^{2} \pi^{2} \omega+f^{\prime \prime \prime}\left(\sum_{j} c_{j} h_{j}\right) \frac{p^{2}}{2}\right]+O\left(\epsilon^{3}\right) \tag{B.13}
\end{align*}
$$

As $\epsilon \rightarrow 0$, we have $\omega\left(x_{j}+\epsilon \cdot\right) \rightarrow c_{j}^{0} \Omega$ in $C_{l o c}^{2}(\mathbf{R})$ just as in the proof of Lemma 3.2, where $\Omega$ satisfies

$$
\begin{equation*}
\mathcal{L} \Omega=f^{\prime \prime} H_{t} P-(m \pi)^{2} H_{t}+\text { const, } \Omega \text { is even, and } \Omega \perp H_{t} . \tag{B.14}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\mathcal{L} \Omega_{t}=f^{\prime \prime} H_{t} \Omega+\left(f^{\prime \prime} H_{t}\right)_{t} P+f^{\prime \prime} H_{t} P_{t}-(m \pi)^{2} H_{t t} \tag{B.15}
\end{equation*}
$$

Finally, we calculate $2 g^{\prime}(0)$. Since $\varphi_{\mathrm{B}}^{2}=\phi^{2}(x) \cos ^{2}(m \pi y)$, we decompose the solution of (5.5) into

$$
\begin{equation*}
2 g^{\prime}(0)(x, y)=\frac{g_{1}(x)}{2}+\frac{g_{2}(x) \cos (2 m \pi y)}{2} \tag{B.16}
\end{equation*}
$$

where $g_{1}$ and $g_{2}$ are solutions of the following two equations:
(B.18) $\epsilon^{2}\left(g_{2}^{\prime \prime}-4 m^{2} \pi^{2} g_{2}\right)-f^{\prime}(u) g_{2}-\epsilon \gamma G_{2 m}\left[g_{2}\right]=f^{\prime \prime}(u) \phi^{2}, g_{2}^{\prime}(0)=g_{2}^{\prime}(1)=0$.

Both equations are uniquely solvable, since the eigenvalues of the two operators in (B.17) and (B.18) are nonzero (the zero eigenvalue is associated with $m$ ); i.e., both operators are invertible.

We write

$$
\begin{equation*}
2 g^{\prime}(0)=\psi_{1}+\epsilon^{2} \psi_{2} \tag{B.19}
\end{equation*}
$$

where
(B.20) $\psi_{1}(x, y)=\sum_{j} c_{j}^{2} H_{t t}\left(\frac{x-x_{j}}{\epsilon}\right) \cos ^{2}(m \pi y), \psi_{2}=\frac{g_{11}}{2}+\frac{g_{21}}{2} \cos (2 m \pi y)$.

Here

$$
\begin{equation*}
g_{1}=\sum_{j} c_{j}^{2} H_{t t}\left(\frac{x-x_{j}}{\epsilon}\right)+\epsilon^{2} g_{11}, g_{2}=\sum_{j} c_{j}^{2} H_{t t}\left(\frac{x-x_{j}}{\epsilon}\right)+g_{21} \tag{B.21}
\end{equation*}
$$

The equation for $g_{11}$ is

$$
\begin{align*}
& \epsilon^{2} g_{11}^{\prime \prime}-f^{\prime}(u) g_{11}-\epsilon \gamma G_{0}\left[g_{11}\right] \\
& =\frac{\gamma c_{j}^{2}}{\epsilon} G_{0}\left[H_{t t}\right]+\frac{1}{\epsilon^{2}}\left[f^{\prime \prime}(u) \phi_{m}^{2}-c_{j}^{2} f^{\prime \prime} H_{t}^{2}-\overline{f^{\prime \prime}(u) \phi_{m}^{2}}\right] \\
& =\frac{\gamma c_{j}^{2}}{\epsilon} G_{0}\left[H_{t t}\right]+c_{j}^{2} f^{\prime \prime \prime} H_{t}^{2} p+2 f^{\prime \prime} H_{t} c_{j} \omega+c_{j}^{2} f^{\prime \prime} H_{t t} p \\
& \quad+\epsilon^{2}\left[c_{j}^{2} f^{(4)} H_{t}^{2} \frac{p^{2}}{2}+c_{j}^{2} f^{\prime \prime \prime} H_{t t} \frac{p^{2}}{2}+2 c_{j} f^{\prime \prime \prime} H_{t} p \omega+f^{\prime \prime} \omega^{2}\right]+O\left(\epsilon^{4}\right)+C_{1} \tag{B.22}
\end{align*}
$$

where $C_{1}=\epsilon^{-2} \overline{f^{\prime \prime}(u) \phi_{m}^{2}}$. By (B.15), it is easy to see that

$$
\begin{equation*}
C_{1}=\frac{1}{\epsilon^{2}} \int_{0}^{1} f^{\prime \prime}(u) \phi_{m}^{2}=\frac{1}{\epsilon^{2}} \sum_{j=1}^{K} f^{\prime \prime}\left(H+\epsilon^{2} p\right) c_{j}^{2} H_{t}^{2}+o(1)=o(1) \tag{B.23}
\end{equation*}
$$

Similarly, the equation for $g_{21}$ is

$$
\begin{align*}
& \epsilon^{2} g_{21}^{\prime \prime}-4 m^{2} \pi^{2} g_{21}-f^{\prime}(u) g_{21}-\epsilon \gamma G_{2 m}\left[g_{21}\right] \\
&= 4 m^{2} \pi^{2} c_{j}^{2} H_{t t}+\frac{\gamma c_{j}^{2}}{\epsilon} G_{2 m}\left[H_{t t}\right]+c_{j}^{2} f^{\prime \prime \prime} H_{t}^{2} p+2 f^{\prime \prime} H_{t} c_{j} \omega+c_{j}^{2} f^{\prime \prime} H_{t t} p \\
&+\epsilon^{2}\left[c_{j}^{2} f^{(4)} H_{t}^{2} \frac{p^{2}}{2}+c_{j}^{2} f^{\prime \prime \prime} H_{t t} \frac{p^{2}}{2}+2 c_{j} f^{\prime \prime \prime} H_{t} p \omega+f^{\prime \prime} \omega^{2}\right]+O\left(\epsilon^{4}\right) \tag{B.24}
\end{align*}
$$

We state the following lemma.
Lemma B.1. As $\epsilon \rightarrow 0$, near $x_{j}$ we have $g_{11}\left(x_{j}+\epsilon \cdot\right) \rightarrow\left(c_{j}^{0}\right)^{2} G_{11}, g_{21}\left(x_{j}+\epsilon \cdot\right) \rightarrow$ $\left(c_{j}^{0}\right)^{2} G_{21}$, where $G_{11}$ satisfies

$$
\mathcal{L} G_{11}=f^{\prime \prime \prime} H_{t}^{2} P+2 f^{\prime \prime} H_{t} \Omega+f^{\prime \prime} H_{t t} P, G_{11} \text { is odd }
$$

and $G_{21}$ satisfies

$$
\mathcal{L} G_{21}=f^{\prime \prime \prime} H_{t}^{2} P+2 f^{\prime \prime} H_{t} \Omega+f^{\prime \prime} H_{t t} P+(2 m \pi)^{2} H_{t t}, G_{21} \text { is odd. }
$$

Proof. We only prove the convergence of $g_{11}$. The convergence of $g_{21}$ is similar. To this end, let us decompose

$$
g_{11}=\sum_{j=1}^{K} \alpha_{j}\left(h_{j}-\overline{h_{j}}\right)+G_{11}+\hat{g}_{11},
$$

where $\hat{g}_{11} \perp h_{j}, j=1, \ldots, K$, and $\int_{0}^{1} \hat{g}_{11}=0$. The key is to show that $\alpha_{j}=o(1)$.
Simple calculations show that $\hat{g}_{11}$ satisfies

$$
\epsilon^{2} \hat{g}_{11}^{\prime \prime}-f^{\prime}(u) \hat{g}_{11}-\epsilon \gamma G_{0}\left[\hat{g}_{11}\right]=O\left(\epsilon^{2} \sum_{j=1}^{K}\left|\alpha_{j}\right|\right)+o(1)
$$

Since $\hat{g}_{11} \perp h_{j}, j=1, \ldots, K$, and $\int \hat{g}_{11}=0$, standard arguments show that

$$
\begin{equation*}
\hat{g}_{11}=O\left(\sum_{j=1}^{K}\left|\alpha_{j}\right| \epsilon^{2}\right)+o(1) \tag{B.25}
\end{equation*}
$$

We multiply (B.22) by $h_{j}$ and integrate over $(0,1)$ to find

$$
\begin{aligned}
\epsilon C_{1}+\alpha_{j} \int_{0}^{1}\left(f^{\prime}-f^{\prime}(u)\right) H_{t}^{2} & =\int_{0}^{1}\left[c_{j}^{2} f^{\prime \prime \prime} H_{t}^{2} p+2 c_{j} f^{\prime \prime} H_{t} \omega+c_{j}^{2} f^{\prime \prime} H_{t t} p\right] H_{t}+o\left(\epsilon^{3}\right) \\
& =\int_{0}^{1}\left[c_{j}^{2} f^{\prime \prime \prime} H_{t}^{2} p+c_{j}^{2} f^{\prime \prime} H_{t t} p\right] H_{t}+2 c_{j} \int_{0}^{1} \mathcal{L} H_{t t} \omega+o\left(\epsilon^{3}\right) \\
& =\int_{0}^{1}\left[c_{j}^{2} f^{\prime \prime \prime} H_{t}^{2} p+3 c_{j}^{2} f^{\prime \prime} H_{t t} p\right] H_{t}+o\left(\epsilon^{3}\right) \\
& =c_{j}^{2} \int_{0}^{1}\left(\mathcal{L} H_{t t t}\right) p+o\left(\epsilon^{3}\right)=o\left(\epsilon^{3}\right) .
\end{aligned}
$$

Thus we obtain the first identity

$$
\begin{equation*}
C_{1}+\epsilon^{2} \alpha_{j} \int_{\mathbf{R}} f^{\prime \prime} P H_{t}^{2}=o\left(\epsilon^{2}\right) . \tag{B.26}
\end{equation*}
$$

Next, we integrate (B.22) over $(0,1)$ and make use of (B.25) to deduce that

$$
0=\int_{0}^{1} f^{\prime}(u) g_{11}=\int_{0}^{1} f^{\prime}(u)\left(\sum_{j} \alpha_{j}\left(h_{j}-\overline{h_{j}}\right)+\hat{g}_{11}\right) .
$$

Thus we obtain the second identity

$$
\begin{equation*}
\sum_{j} \alpha_{j} f^{\prime}(0)=o(1) . \tag{B.27}
\end{equation*}
$$

Substituting (B.27) into (B.26), we have that

$$
\begin{equation*}
C_{1}=o\left(\epsilon^{2}\right), \alpha_{j}=o(1), \tag{B.28}
\end{equation*}
$$

and hence $\hat{g}_{11}=o(1)$.

## Appendix C. Proof of Lemma 5.2.

In this appendix we omit $\sum_{j}$ most of the time. When $c_{j}$ appears in a quantity,
$\sum_{j}$ is usually implied. We use the notation $A \approx B$ for $A-B=o\left(\epsilon^{5}\right)$.
Define a linear operator $S$ by

$$
\begin{equation*}
S \psi:=\epsilon^{2} \Delta \psi-f^{\prime}(u) \psi+\epsilon \gamma \Delta^{-1} \psi, \tag{C.1}
\end{equation*}
$$

where $\psi$ is a function on $D$. Recall $\psi_{1}$ and $\psi_{2}$ defined in (B.20). Note

$$
\begin{align*}
S \psi_{1}= & c_{j}^{2}\left\{\left(f^{\prime}-f^{\prime}(u)\right) H_{t t} \cos ^{2}(m \pi y)+f^{\prime \prime} H_{t}^{2} \cos ^{2}(m \pi y)\right. \\
& \left.-2 \epsilon^{2}(m \pi)^{2} H_{t t} \cos (2 m \pi y)+\epsilon \gamma \Delta^{-1}\left(H_{t t} \cos ^{2}(m \pi y)\right)\right\},  \tag{C.2}\\
S \psi_{2}= & 2(m \pi)^{2} c_{j}^{2} H_{t t} \cos (2 m \pi y)-\frac{\gamma c_{j}^{2}}{\epsilon} \Delta^{-1}\left(H_{t t} \cos ^{2}(m \pi y)\right) \\
& +\frac{1}{\epsilon^{2}}\left(f^{\prime \prime}(u) \phi^{2}-c_{j}^{2} f^{\prime \prime} H_{t}^{2}\right) \cos ^{2}(m \pi y)+\frac{c_{j}^{2}}{\epsilon^{2}}\left(f^{\prime}(u)-f^{\prime}\right) H_{t t} \cos ^{2}(m \pi y) . \tag{C.3}
\end{align*}
$$

Then

$$
\begin{align*}
& \int_{D} f^{\prime \prime}(u) \varphi^{2}\left(2 g^{\prime}(0)\right)=\int_{D}\left(S\left(2 g^{\prime}(0)\right)\right)\left(2 g^{\prime}(0)\right) \\
& =\int_{D}\left(S \psi_{1}\right) \psi_{1}+2 \epsilon^{2} \int_{D}\left(S \psi_{2}\right) \psi_{1}+\epsilon^{4} \int_{D}\left(S \psi_{2}\right) \psi_{2}:=I_{1}+I_{2}+I_{3} \tag{C.4}
\end{align*}
$$

where the last equation defines $I_{1}, I_{2}$, and $I_{3}$. To prove Lemma 5.2 we compute

$$
\begin{equation*}
\int_{D} f^{\prime \prime}(u) \phi^{2}\left(2 g^{\prime}(0)\right)+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \phi^{4}=I_{1}+I_{2}+I_{3}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \phi^{4} \tag{C.5}
\end{equation*}
$$

We start with $I_{2}$. From (C.3) we obtain

$$
\begin{align*}
I_{2} \approx & 4 \epsilon^{3}(m \pi)^{2} c_{j}^{4} \int_{\mathbf{R}} H_{t t}^{2} \int_{0}^{1} \cos ^{2}(m \pi y) \cos (2 m \pi y) \\
& -2 \epsilon \gamma c_{j}^{4} \int_{D}\left(\Delta^{-1}\left(H_{t t} \cos ^{2}(m \pi y)\right)\right) H_{t t} \cos ^{2}(m \pi y) \\
& +2 \epsilon c_{j}^{2} \int_{\mathbf{R}}\left(f^{\prime \prime}(u) \phi^{2}-c_{j}^{2} f^{\prime \prime} H_{t}^{2}\right) H_{t t} \int_{0}^{1} \cos ^{4}(m \pi y) \\
& +2 \epsilon c_{j}^{4} \int_{\mathbf{R}}\left(f^{\prime}(u)-f^{\prime}\right) H_{t t}^{2} \int_{0}^{1} \cos ^{4}(m \pi y) \\
\approx & \epsilon^{3}(m \pi)^{2} c_{j}^{4} \int_{\mathbf{R}} H_{t t}^{2}+\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{4} \\
& +\frac{3 \epsilon c_{j}^{2}}{4} \int_{\mathbf{R}}\left(f^{\prime \prime}(u) \phi^{2}-c_{j}^{2} f^{\prime \prime} H_{t}^{2}\right) H_{t t}+\frac{3 \epsilon c_{j}^{4}}{4} \int_{\mathbf{R}}\left(f^{\prime}(u)-f^{\prime}\right) H_{t t}^{2} \tag{C.6}
\end{align*}
$$

The last two terms in (C.6) are estimated as follows:

$$
\begin{aligned}
& \quad \frac{3 \epsilon}{4} \int_{\mathbf{R}}\left(f^{\prime \prime}(u) \phi^{2}-c_{j}^{2} f^{\prime \prime} H_{t}^{2}\right) H_{t t} \\
& \quad \approx \frac{3 \epsilon^{3}}{4} \int_{\mathbf{R}}\left(c_{j}^{2} f^{\prime \prime \prime} p H_{t}^{2}+2 c_{j} f^{\prime \prime} H_{t} \omega+\epsilon^{2} f^{\prime \prime} \omega^{2}+2 \epsilon^{2} c_{j} f^{\prime \prime \prime} p \omega+\epsilon^{2} c_{j}^{2} f^{(4)} \frac{p^{2}}{2} H_{t}^{2}\right) H_{t t}, \\
& \\
& \frac{3 \epsilon}{4} \int_{\mathbf{R}}\left(f^{\prime}(u)-f^{\prime}\right) H_{t t}^{2} \\
& \text { (C. } 7) \approx \frac{3 \epsilon^{3}}{4} \int_{\mathbf{R}}\left(f^{\prime \prime} H_{t t}^{2} p+\epsilon^{2} f^{\prime \prime \prime} H_{t t}^{2} \frac{p^{2}}{2}\right) .
\end{aligned}
$$

We substitute (C.7) into (C.6) to obtain

$$
\begin{gathered}
I_{2} \approx \epsilon^{3}(m \pi)^{2} c_{j}^{4} \int_{\mathbf{R}} H_{t t}^{2}+\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{4} \\
+\frac{3 \epsilon^{3} c_{j}^{3}}{4} \int_{\mathbf{R}}\left(c_{j} f^{\prime \prime \prime} H_{t}^{2} H_{t t} p+c_{j} f^{\prime \prime} H_{t t}^{2} p+2 f^{\prime \prime} H_{t} H_{t t} \omega\right) \\
(\mathrm{C} .8) \quad \\
+\frac{3 \epsilon^{5} c_{j}^{2}}{4} \int_{\mathbf{R}}\left(f^{\prime \prime} H_{t t} \omega^{2}+2 c_{j} f^{\prime \prime \prime} H_{t} H_{t t} p \omega+c_{j}^{2}\left(f^{(4)} H_{t}^{2} H_{t t}+f^{\prime \prime \prime} H_{t t}^{2}\right) \frac{p^{2}}{2}\right) .
\end{gathered}
$$

On the other hand,

$$
\begin{aligned}
\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4}= & \frac{1}{8} \int_{0}^{1} f^{\prime \prime \prime}\left(H+\epsilon^{2} p\right)\left(c_{j} H_{t}+\epsilon^{2} \omega\right)^{4} \\
\approx & \frac{\epsilon c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime \prime} H_{t}^{4}+\frac{\epsilon^{3} c_{j}^{3}}{8} \int_{\mathbf{R}}\left(c_{j} f^{(4)} H_{t}^{4} p+4 f^{\prime \prime \prime} H_{t}^{3} \omega\right) \\
& +\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left(c_{j}^{2} f^{(5)} H_{t}^{4} \frac{p^{2}}{2}+4 c_{j} f^{(4)} H_{t}^{3} p \omega+6 f^{\prime \prime \prime} H_{t}^{2} \omega^{2}\right)
\end{aligned}
$$

We combine the last with (C.8) to deduce

$$
\begin{align*}
I_{2} & +\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
\approx & \frac{\epsilon c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime \prime} H_{t}^{4}+\epsilon^{3}(m \pi)^{2} c_{j}^{4} \int_{\mathbf{R}} H_{t t}^{2}+\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{4} \\
& +\frac{\epsilon^{3} c_{j}^{3}}{8} \int_{\mathbf{R}}\left\{c_{j}\left(f^{(4)} H_{t}^{4}+6 f^{\prime \prime \prime} H_{t}^{2} H_{t t}+6 f^{\prime \prime} H_{t t}^{2}\right) p+4\left(f^{\prime \prime \prime} H_{t}^{3}+3 f^{\prime \prime} H_{t} H_{t t}\right) \omega\right\} \\
& +\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left\{\left(6 f^{\prime \prime \prime} H_{t}^{2}+6 f^{\prime \prime} H_{t t}\right) \omega^{2}+c_{j}\left(4 f^{(4)} H_{t}^{3}+12 f^{\prime \prime \prime} H_{t} H_{t t}\right) p \omega\right. \\
9) \quad & \left.\quad c_{j}^{2}\left(f^{(5)} H_{t}^{4}+6 f^{(4)} H_{t}^{2} H_{t t}+6 f^{\prime \prime \prime} H_{t t}^{2}\right) \frac{p^{2}}{2}\right\} . \tag{C.9}
\end{align*}
$$

One term in the integral after $\epsilon^{3} c_{j}^{3} / 8$ is simplified using (B.5) and (B.13):

$$
\begin{aligned}
& \int_{\mathbf{R}}\left(f^{\prime \prime \prime} H_{t}^{3}+3 f^{\prime \prime} H_{t} H_{t t}\right) \omega \\
& =\int_{\mathbf{R}}\left(\mathcal{L} H_{t t t}\right) \omega=\int_{\mathbf{R}}(\mathcal{L} \omega) H_{t t t}=\int_{\mathbf{R}}\left\{\left(f^{\prime}(u)-f^{\prime}\right) H_{t t t} \omega+\left(\omega^{\prime \prime}-f^{\prime}(u) \omega\right) H_{t t t}\right\} \\
& =\epsilon^{2} \int_{\mathbf{R}} f^{\prime \prime} H_{t t t} p \omega+\epsilon^{2}(m \pi)^{2} \int_{\mathbf{R}} H_{t t t} \omega+\epsilon \gamma \int_{0}^{1} G_{m}[\omega] H_{t t t}-(m \pi)^{2} c_{j} \int_{\mathbf{R}} H_{t t}^{2} \\
& (\mathrm{C} .10)+\frac{\gamma c_{j}}{\epsilon} \int_{0}^{1} G_{m}\left[H_{t}\right] H_{t t t}+c_{j} \int_{\mathbf{R}}\left(f^{\prime \prime} H_{t} H_{t t t} p+\epsilon^{2} f^{\prime \prime \prime} H_{t} H_{t t t} \frac{p^{2}}{2}\right)+o\left(\epsilon^{2}\right) .
\end{aligned}
$$

Here we have dropped $\int_{0}^{1} G_{m}[\omega] H_{t t t}=\int_{0}^{1} G_{m}\left[H_{t t t}\right] \omega=o(\epsilon)$. Substituting (C.10) into (C.9) we deduce

$$
\begin{align*}
I_{2} & +\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
\approx & \frac{\epsilon c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime \prime} H_{t}^{4}+\frac{\epsilon^{3}(m \pi)^{2} c_{j}^{4}}{2} \int_{\mathbf{R}} H_{t t}^{2}+\frac{\epsilon^{5}(m \pi)^{2} c_{j}^{4}}{2} \int_{\mathbf{R}} H_{t t t} \omega \\
& +\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{4}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\} \\
& +\frac{\epsilon^{3} c_{j}^{4}}{8} \int_{\mathbf{R}}\left(f^{(4)} H_{t}^{4}+6 f^{\prime \prime \prime} H_{t}^{2} H_{t t}+6 f^{\prime \prime} H_{t t}^{2}+4 f^{\prime \prime} H_{t} H_{t t t}\right) p \\
& +\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left\{\left(6 f^{\prime \prime \prime} H_{t}^{2}+6 f^{\prime \prime} H_{t t}\right) \omega^{2}+c_{j}\left(4 f^{(4)} H_{t}^{3}+12 f^{\prime \prime \prime} H_{t} H_{t t}+4 f^{\prime \prime} H_{t t t}\right) p \omega\right. \\
& \left.\quad+c_{j}^{2}\left(f^{(5)} H_{t}^{4}+6 f^{(4)} H_{t}^{2} H_{t t}+4 f^{\prime \prime \prime} H_{t} H_{t t t}+6 f^{\prime \prime \prime} H_{t t}^{2}\right) \frac{p^{2}}{2}\right\} . \tag{C.11}
\end{align*}
$$

Next we compute $I_{1}$. From (C.2) we deduce

$$
\begin{aligned}
& I_{1} \approx \frac{3 \epsilon c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime} H_{t}^{2} H_{t t}+\frac{3 \epsilon c_{j}^{4}}{8} \int_{\mathbf{R}}\left(f^{\prime}-f^{\prime}(u)\right) H_{t t}^{2}-\frac{\epsilon^{3}(m \pi)^{2} c_{j}^{4}}{2} \int_{\mathbf{R}} H_{t t}^{2} \\
& \quad+\epsilon \gamma c_{j}^{4} \int_{D}\left(\Delta^{-1}\left(H_{t t} \cos ^{2}(m \pi y)\right)\right)\left(H_{t t} \cos ^{2}(m \pi y)\right)
\end{aligned}
$$

$$
\approx \frac{3 \epsilon c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime} H_{t}^{2} H_{t t}-\frac{3 \epsilon^{3} c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime} H_{t t}^{2} p-\frac{3 \epsilon^{5} c_{j}^{4}}{8} \int_{\mathbf{R}} f^{\prime \prime \prime} H_{t t}^{2} \frac{p^{2}}{2}-\frac{\epsilon^{3}(m \pi)^{2} c_{j}^{4}}{2} \int_{\mathbf{R}} H_{t t}^{2}
$$

(C.12) $-\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}$.
(C.12) is added to (C.11). The $\epsilon$ order terms and the $\epsilon^{3}(m \pi)^{2}$ terms cancel out:

$$
\begin{align*}
& I_{1}+I_{2}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
& \approx \\
& \approx \frac{\epsilon^{5}(m \pi)^{2} c_{j}^{3}}{2} \int_{\mathbf{R}} H_{t t t} \omega+\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\} \\
& \\
& \quad+\frac{\epsilon^{3} c_{j}^{4}}{8} \int_{\mathbf{R}}\left(f^{(4)} H_{t}^{4}+6 f^{\prime \prime \prime} H_{t}^{2} H_{t t}+3 f^{\prime \prime} H_{t t}^{2}+4 f^{\prime \prime} H_{t} H_{t t t}\right) p  \tag{C.13}\\
& \\
& \quad+\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left\{\left(6 f^{\prime \prime \prime} H_{t}^{2}+6 f^{\prime \prime} H_{t t}\right) \omega^{2}+c_{j}\left(4 f^{(4)} H_{t}^{3}+12 f^{\prime \prime \prime} H_{t} H_{t t}+4 f^{\prime \prime} H_{t t t}\right) p \omega\right. \\
& \left.\quad+c_{j}^{2}\left(f^{(5)} H_{t}^{4}+6 f^{(4)} H_{t}^{2} H_{t t}+4 f^{\prime \prime \prime} H_{t} H_{t t t}+3 f^{\prime \prime \prime} H_{t t}^{2}\right) \frac{p^{2}}{2}\right\}
\end{align*}
$$

The integral after $\epsilon^{3} c_{j}^{4} / 8$ is, by (B.6),

$$
\begin{aligned}
& \int_{\mathbf{R}}\left(f^{(4)} H_{t}^{4}+6 f^{\prime \prime \prime} H_{t}^{2} H_{t t}+3 f^{\prime \prime} H_{t t}^{2}+4 f^{\prime \prime} H_{t} H_{t t t}\right) p \\
& =\int_{\mathbf{R}}\left(\mathcal{L} H_{t t t t}\right) p=\int_{\mathbf{R}}(\mathcal{L} p) H_{t t t t} \\
& =\frac{\gamma}{\epsilon} \int_{\mathbf{R}} v H_{t t t t}+\epsilon^{2} \int_{\mathbf{R}} f^{\prime \prime} H_{t t t t} \frac{p^{2}}{2}+o\left(\epsilon^{2}\right)=\epsilon \gamma \int_{\mathbf{R}} v_{x x} H_{t t}+\epsilon^{2} \int_{\mathbf{R}} f^{\prime \prime} H_{t t t t} \frac{p^{2}}{2}+o\left(\epsilon^{2}\right) \\
& =-\epsilon \gamma \int_{\mathbf{R}}\left(H+\epsilon^{2} p-a\right) H_{t t}+\epsilon^{2} \int_{\mathbf{R}} f^{\prime \prime} H_{t t t t} \frac{p^{2}}{2}=\epsilon \gamma \int_{\mathbf{R}} H_{t}^{2}+\epsilon^{2} \int_{\mathbf{R}} f^{\prime \prime} H_{t t t t} \frac{p^{2}}{2}+o\left(\epsilon^{2}\right) .
\end{aligned}
$$

Hence (C.13) becomes

$$
\begin{aligned}
& I_{1}+ I_{2}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
& \approx \epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\} \\
&+\frac{\epsilon^{4} \gamma c_{j}^{4}}{8} \int_{\mathbf{R}} H_{t}^{2}+\frac{\epsilon^{5}(m \pi)^{2} c_{j}^{3}}{2} \int_{\mathbf{R}} H_{t t t} \omega \\
&+\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left\{\left(6 f^{\prime \prime \prime} H_{t}^{2}+6 f^{\prime \prime} H_{t t}\right) \omega^{2}+c_{j}\left(4 f^{(4)} H_{t}^{3}+12 f^{\prime \prime \prime} H_{t} H_{t t}+4 f^{\prime \prime} H_{t t t}\right) p \omega\right. \\
&\left.+c_{j}^{2}\left(f^{(5)} H_{t}^{4}+6 f^{(4)} H_{t}^{2} H_{t t}+4 f^{\prime \prime \prime} H_{t} H_{t t t}+3 f^{\prime \prime \prime} H_{t t}^{2}+f^{\prime \prime} H_{t t t t}\right) \frac{p^{2}}{2}\right\} \\
&=\epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\} \\
&+\frac{\epsilon^{4} \gamma c_{j}^{4}}{8} \int_{\mathbf{R}} H_{t}^{2}+\frac{\epsilon^{5}(m \pi)^{2} c_{j}^{3}}{2} \int_{\mathbf{R}} H_{t t t} \omega
\end{aligned}
$$

$(\mathrm{C} .14)+\frac{\epsilon^{5} c_{j}^{2}}{8} \int_{\mathbf{R}}\left\{6\left(f^{\prime \prime} H_{t}\right)_{t} \omega^{2}+4 c_{j}\left(f^{\prime \prime} H t\right)_{t t} p \omega+c_{j}^{2}\left(f^{\prime \prime} H_{t}\right)_{t t t} \frac{p^{2}}{2}\right\}$.

Finally, we compute $I_{3}$. By (C.3) we find

$$
\begin{aligned}
I_{3}= & \epsilon^{4} \int_{D}\left(S \psi_{2}\right) \psi_{2} \\
\approx & \epsilon^{4}\left\{c_{j}^{3} \int_{D}\left(c_{j}\left(f^{\prime \prime} H_{t}\right)_{t} p+2 f^{\prime \prime} H_{t} \omega\right) \cos ^{2}(m \pi y)\left(\frac{g_{11}}{2}+\frac{g_{21}}{2} \cos (2 m \pi y)\right)\right. \\
& +2(m \pi)^{2} c_{j}^{4} \int_{D} H_{t t} \cos (2 m \pi)\left(\frac{g_{11}}{2}+\frac{g_{21}}{2} \cos (2 m \pi y)\right) \\
& \left.-\frac{\gamma c_{j}^{4}}{\epsilon} \int_{D}\left(\Delta^{-1}\left(H_{t t} \cos ^{2}(m \pi y)\right)\right)\left(\frac{g_{11}}{2}+\frac{g_{21}}{2} \cos (2 m \pi y)\right)\right\} \\
(\mathrm{C} .15) \approx & \frac{\epsilon^{5}\left(c_{j}^{0}\right)^{4}}{8} \int_{\mathbf{R}}\left(\left(f^{\prime \prime}\left(H_{t}\right)_{t} P+2 f^{\prime \prime} H_{t} \Omega\right)\left(2 G_{11}+G_{21}\right)\right)+\frac{\epsilon^{5}(m \pi)^{2}\left(c_{j}^{0}\right)^{4}}{2} \int_{\mathbf{R}} H_{t t} G_{21},
\end{aligned}
$$

where we have used Lemma B.1. We have dropped the last integral of the second-last line because it is of order $o\left(\epsilon^{2}\right)$. Combining (C.14) and (C.15) we arrive at

$$
\begin{align*}
I_{1} & +I_{2}+I_{3}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
\approx & \epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\} \\
& +\frac{\epsilon^{4} \gamma c_{j}^{4}}{8} \int_{\mathbf{R}} H_{t}^{2}+\frac{\epsilon^{5}(m \pi)^{2}\left(c_{j}^{0}\right)^{4}}{2} \int_{\mathbf{R}} H_{t t}\left(G_{21}-\Omega_{t}\right)  \tag{C.16}\\
& +\frac{\epsilon^{5}\left(c_{j}^{0}\right)^{4}}{8} \int_{\mathbf{R}}\left\{6\left(f^{\prime \prime} H_{t}\right)_{t} \Omega^{2}+4\left(f^{\prime \prime} H t\right)_{t t} P \Omega+\left(f^{\prime \prime} H_{t}\right)_{t t t} \frac{P^{2}}{2}\right. \\
& \left.+3\left(\left(f^{\prime \prime} H_{t}\right)_{t} P+2 f^{\prime \prime} H_{t} \Omega\right) \Gamma\right\} .
\end{align*}
$$

Here we have introduced

$$
\begin{equation*}
\Gamma:=\frac{2 G_{11}+G_{21}}{3} \tag{C.17}
\end{equation*}
$$

We simplify the last integral in (C.16). Let

$$
\begin{equation*}
\Omega=P_{t}+\Pi, \Gamma=P_{t t}+\Psi \tag{C.18}
\end{equation*}
$$

Note that by (3.12) and $\lambda\left(\gamma_{\mathrm{B}}\right)=0$,

$$
\begin{equation*}
\mathcal{L} \Pi=(m \pi)^{2} H_{t}+\text { const }, \quad \mathcal{L} \Psi=2 f^{\prime \prime} H_{t} \Pi+\frac{4(m \pi)^{2}}{3} H_{t t} . \tag{C.19}
\end{equation*}
$$

The integral after $\epsilon^{5}\left(c_{j}^{0}\right)^{4} / 8$ in (C.16) is

$$
\begin{aligned}
& \int_{\mathbf{R}}\left\{\left(f^{\prime \prime} H_{t}\right)_{t t t} \frac{P^{2}}{2}+6\left(f^{\prime \prime} H_{t}\right)_{t} P_{t}^{2}+4\left(f^{\prime \prime} H_{t}\right)_{t t} P P_{t}+3\left(\left(f^{\prime \prime} H_{t}\right)_{t} P+2 f^{\prime \prime} H_{t} P_{t}\right) P_{t t}\right\} \\
& (\mathrm{C} .20)+\int_{\mathbf{R}}\left\{4\left(f^{\prime \prime} H_{t}\right)_{t t} P \Pi+12\left(f^{\prime \prime} H_{t}\right)_{t} P_{t} \Pi+6\left(f^{\prime \prime} H_{t}\right)_{t} \Pi^{2}\right. \\
& \left.\quad+3\left(\left(f^{\prime \prime} H\right)_{t} P+2 f^{\prime \prime} H_{t} P_{t}\right) \Psi+6 f^{\prime \prime} H_{t} \Pi \Psi+6 f^{\prime \prime} H_{t} \Pi P_{t t}\right\} .
\end{aligned}
$$

The first integral in (C.20) is 0 after integration by parts. To calculate the second integral note, by (B.9),
(C.21)

$$
\begin{aligned}
& \int_{\mathbf{R}} 3\left(\left(f^{\prime \prime} H_{t}\right)_{t} P+2 f^{\prime \prime} H_{t} P_{t}\right) \Psi \\
& =3 \int_{\mathbf{R}}\left(\mathcal{L} P_{t t}\right) \Psi=3 \int_{\mathbf{R}}(\mathcal{L} \Psi) P_{t t}=6 \int_{\mathbf{R}} f^{\prime \prime} H_{t} \Pi P_{t t}+4(m \pi)^{2} \int_{\mathbf{R}} H_{t t} P_{t t}
\end{aligned}
$$

(C.22)

$$
\begin{aligned}
& \int_{\mathbf{R}} 6 f^{\prime \prime} H_{t} \Pi \Psi \\
& =6 \int_{\mathbf{R}}\left(\mathcal{L} \Pi_{t}-(m \pi)^{2} H_{t t}\right) \Psi=6 \int_{\mathbf{R}}\left(2 f^{\prime \prime} H_{t} \Pi+\frac{4(m \pi)^{2}}{3} H_{t t}\right) \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi \\
& =-6 \int_{\mathbf{R}}\left(f^{\prime \prime} H_{t}\right)_{t} \Pi^{2}+8(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi
\end{aligned}
$$

Substituting (C.21) and (C.22) into the second integral in (C.20) we find, with the help of (B.10) and (C.19),

$$
\begin{align*}
(\mathrm{C} .20)= & \int_{\mathbf{R}}\left(4\left(f^{\prime} H_{t}\right)_{t t} P+12\left(f^{\prime \prime} H_{t}\right)_{t} P_{t}+12 f^{\prime \prime} H_{t} P_{t t}\right) \Pi  \tag{C.23}\\
& +4(m \pi)^{2} \int_{\mathbf{R}} H_{t t} P_{t t}+8(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi \\
= & 4 \int_{\mathbf{R}}\left(\mathcal{L} P_{t t t} \Pi+4(m \pi)^{2} \int_{\mathbf{R}} H_{t t} P_{t t}+8(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi\right. \\
= & 4(m \pi)^{2} \int_{\mathbf{R}} H_{t} P_{t t t}+4(m \pi)^{2} \int_{\mathbf{R}} H_{t t} P_{t t}+8(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi \\
= & 8(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Pi_{t}-6(m \pi)^{2} \int_{\mathbf{R}} H_{t t} \Psi . \tag{C.24}
\end{align*}
$$

Substituting (C.24) back into (C.16) we find

$$
\begin{align*}
& I_{1}+I_{2}+I_{3}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
& \approx \epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\}+\frac{\epsilon^{4} \gamma c_{j}^{4}}{8} \int_{\mathbf{R}} H_{t}^{2} \\
& \quad+\frac{\epsilon^{5}(m \pi)^{2}\left(c_{j}^{0}\right)^{4}}{2} \int_{\mathbf{R}} H_{t t}\left(G_{21}-\Omega_{t}+2 \Pi_{t}-\frac{3}{2} \Psi\right) \tag{C.25}
\end{align*}
$$

Note that

$$
\begin{align*}
\mathcal{L} & \left(G_{21}-\Omega_{t}+2 \Pi_{t}-\frac{3}{2} \Psi\right) \\
= & 4(m \pi)^{2} H_{t t}+f^{\prime \prime \prime} H_{t}^{2} P+2 f^{\prime \prime} H_{t} \Omega+f^{\prime \prime} H_{t t} P  \tag{C.26}\\
& -2 f^{\prime \prime} H_{t} \Omega-\left(f^{\prime \prime} H_{t}\right)_{t} P+f^{\prime \prime} H_{t} \Pi-(m \pi)^{2} H_{t t}
\end{align*}
$$

$$
\begin{aligned}
& +2 f^{\prime \prime} H_{t} \Pi+2(m \pi)^{2} H_{t t}-\left(\frac{3}{2}\right) 2 f^{\prime \prime} H_{t} \Pi-\left(\frac{3}{2}\right) \frac{4(m \pi)^{2} H_{t t}}{3} \\
= & 3(m \pi)^{2} H_{t t}
\end{aligned}
$$

On the other hand, we may solve the last equation to find

$$
G_{21}-\Omega_{t}+2 \Pi_{t}-\frac{3}{2} \Psi=\frac{3(m \pi)^{2}}{2} t H_{t}
$$

since $\mathcal{L}\left(\frac{t}{2} H_{t}\right)=H_{t t}$. Hence the last integral in (C.25) is

$$
\int_{\mathbf{R}} H_{t t}\left(G_{21}-\Omega_{t}+2 \Pi_{t}-\frac{3}{2} \Psi\right)=\frac{3(m \pi)^{2}}{2} \int_{\mathbf{R}} t H_{t} H_{t t}=-\frac{3(m \pi)^{2} \tau}{4} .
$$

Putting this back into (C.25) we deduce

$$
\begin{align*}
& I_{1}+I_{2}+I_{3}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
& \approx \epsilon \gamma c_{j}^{4} \int_{0}^{1}\left\{\left(2 G_{0}+G_{2 m}\right)\left[H_{t t}\right] \frac{H_{t t}}{8}+G_{m}\left[H_{t}\right] \frac{H_{t t t}}{2}\right\}+\frac{\epsilon^{4} \gamma c_{j}^{4}}{8} \int_{\mathbf{R}} H_{t}^{2}-\frac{3 \epsilon^{5}(m \pi)^{2} \tau\left(c_{j}^{0}\right)^{4}}{8} . \tag{C.27}
\end{align*}
$$

We now compute the first term in (C.27). Note that

$$
\begin{equation*}
\int_{0}^{1} G_{0}\left[H_{t t}\right] H_{t t}=\epsilon^{3} \int_{\mathbf{R}} H_{t}^{2}+o\left(\epsilon^{4}\right) \tag{C.28}
\end{equation*}
$$

since $G_{0}\left[H_{t t}\right]=\epsilon^{2}\left(\overline{H\left(\frac{\cdot-x_{j}}{\epsilon}\right)}-H\left(\frac{\cdot-x_{j}}{\epsilon}\right)\right)$.
Recall that $G_{2 m}$ is identified with the Green function of

$$
-G_{2 m}^{\prime \prime}+(2 m \pi)^{2} G_{2 m}=\delta(\cdot-y), \quad G_{2 m}^{\prime}(0, y)=G_{2 m}^{\prime}(1, y)=0
$$

$G_{2 m}$ splits to the fundamental solution part and the regular part:

$$
G_{2 m}(x, y)=\frac{1}{4 m \pi} e^{-2 m \pi|x-y|}-R_{2 m}(x, y)
$$

Note that $R_{2 m}$ is smooth in both variables $x$ and $y$. We write down $G_{2 m}(x, y)$ explicitly:

$$
G_{2 m}(x, y)=\frac{\cosh (2 m \pi(1-|x-y|))+\cosh (2 m \pi(1-x-y))}{4 m \pi \sinh (2 m \pi)}
$$

Thus

$$
R_{2 m}(x, y)=\frac{1}{4 m \pi} e^{-2 m \pi|x-y|}-\frac{\cosh (2 m \pi(1-|x-y|))+\cosh (2 m \pi(1-x-y))}{4 m \pi \sinh (2 m \pi)} .
$$

We need to compute

$$
\begin{equation*}
R_{2 m, x y}(y, y):=\left.\frac{\partial^{2} R_{2 m}}{\partial x \partial y}\right|_{x=y}=-m \pi+\frac{m \pi \cosh (2 m \pi)-2 m \pi \cosh (2 m \pi(1-2 y))}{\sinh (2 m \pi)} \tag{C.29}
\end{equation*}
$$

Then we have

$$
G_{2 m}\left[H_{t t}\right](x)=\int_{0}^{1} G_{2 m}(x, y) H_{t t}\left(\frac{y-x_{j}}{\epsilon}\right) d y
$$

By simple computations, we have that

$$
\begin{align*}
G_{2 m}\left[H_{t t}\right]\left(x_{j}+\epsilon t\right) & =\epsilon \int_{-x_{j} / \epsilon}^{\left(1-x_{j}\right) / e} G_{2 m}\left(x_{j}+\epsilon t, x_{j}+\epsilon z\right) H_{t t}(z) d z \\
(\mathrm{C} .30) & =\epsilon \int_{\mathbf{R}}\left[\frac{1}{4 m \pi} e^{-2 m \pi \epsilon|t-z|}-R_{2 m}\left(x_{j}+\epsilon t, x_{j}+\epsilon z\right)\right] H_{z z} d z+o\left(\epsilon^{4}\right) \tag{C.30}
\end{align*}
$$

We expand $e^{-2 m \pi \epsilon|t-z|}$ to deduce

$$
\begin{aligned}
\int_{\mathbf{R}} e^{-2 m \pi \epsilon|t-z|} H_{z z} d z & =\int_{\mathbf{R}}\left(1-2 m \pi \epsilon|t-z|+2(m \pi \epsilon)^{2}|t-z|^{3}+O\left(\epsilon^{3}|t-z|^{3}\right)\right) H_{z z} d z \\
& =-4 m \pi \epsilon H(t)+4(m \pi \epsilon)^{2} t+O\left(\epsilon^{3}\right)
\end{aligned}
$$

Hence (C.30) becomes

$$
\begin{equation*}
G_{2 m}\left[H_{t t}\right]\left(x_{j}+\epsilon t\right)=-\epsilon^{2} H(t)+m \pi \epsilon^{3} t-\epsilon \int_{\mathbf{R}} R_{2 m}\left(x_{j}+\epsilon t, x_{j}+\epsilon z\right) H_{z z} d z \tag{C.31}
\end{equation*}
$$

Next we expand $R_{2 m}\left(x_{j}+\epsilon t, x_{j}+\epsilon z\right)$ so that

$$
\begin{equation*}
\int_{0}^{1} G_{2 m}\left[H_{t t}\right] H_{t t}=\epsilon^{3} \int_{\mathbf{R}} H_{t}^{2}-m \pi \epsilon^{4}-\epsilon^{4} R_{2 m, x y}\left(x_{j}^{0}, x_{j}^{0}\right)+o\left(\epsilon^{4}\right) \tag{C.32}
\end{equation*}
$$

For the term involving $G_{m}$, by integrating by parts we obtain

$$
\int_{0}^{1} G_{m}\left[H_{t}\right] H_{t t t}=-\int_{0}^{1} G_{m}^{D}\left[H_{t t}\right] H_{t t}
$$

where $G_{m}^{D}\left[H_{t t}\right]$ is the Green function of

$$
\begin{equation*}
-\left(G_{m}^{D}\right)^{\prime \prime}+(m \pi)^{2} G_{m}^{D}=\delta(\cdot-y), \quad G_{m}^{D}(0, y)(0)=G_{m}^{D}(1, y)=0 \tag{C.33}
\end{equation*}
$$

The superscript $D$ emphasizes the Dirichlet boundary condition. Similar to the Neumann boundary case we find

$$
\begin{align*}
G_{m}^{D}(x, y) & =\frac{\cosh (m \pi(1-|x-y|))-\cosh (m \pi(1-x-y))}{2 m \pi \sinh (m \pi)} \\
R_{m}^{D}(x, y) & :=\frac{1}{2 m \pi} e^{-m \pi|x-y|}-\frac{\cosh (m \pi(1-|x-y|))-\cosh (m \pi(1-x-y))}{2 m \pi \sinh (m \pi)}, \\
R_{m, x y}^{D}(y, y) & :=\left.\frac{\partial^{2} R_{m}^{D}}{\partial x \partial y}\right|_{x=y}=-\frac{m \pi}{2}+\frac{m \pi \cosh (m \pi)+m \pi \cosh (m \pi(1-2 y))}{2 \sinh (m \pi)} \tag{C.34}
\end{align*}
$$

By the same argument leading to (C.32), we arrive at

$$
\begin{equation*}
\int_{0}^{1} G_{m}\left[H_{t}\right] H_{t t t}=-\epsilon^{3} \int_{\mathbf{R}} H_{t}^{2}+\frac{\epsilon^{4} m \pi}{2}+\epsilon^{4} R_{m, x y}^{D}\left(x_{j}^{0}, x_{j}^{0}\right)+o\left(\epsilon^{4}\right) \tag{C.35}
\end{equation*}
$$

Substituting (C.28), (C.32), and (C.35) into (C.27), we obtain

$$
\begin{aligned}
& I_{1}+I_{2}+I_{3}+\frac{1}{3} \int_{D} f^{\prime \prime \prime}(u) \varphi^{4} \\
& \approx \sum_{j=1}^{K} c_{j}^{4}\left[\frac{\epsilon^{5} \gamma m \pi}{8}-\frac{\epsilon^{5} \gamma}{8} R_{2 m, x y}\left(x_{j}^{0}, x_{j}^{0}\right)+\frac{\epsilon^{5} \gamma}{2} R_{m, x y}^{D}\left(x_{j}^{0}, x_{j}^{0}\right)-\frac{3 \epsilon^{5}(m \pi)^{4} \tau}{8}\right] \\
& \approx \epsilon^{5} m \pi \gamma \sum_{j=1}^{K}\left(c_{j}^{0}\right)^{4}\left[\frac{2+\cosh (2 m \pi)}{8 \sinh (2 m \pi)}+\frac{\cosh \left(2 m \pi\left(1-2 x_{j}^{0}\right)\right)}{8 \sinh (2 m \pi)}\right. \\
& \left.\quad \quad \quad \frac{\cosh \left(m \pi\left(1-2 x_{j}^{0}\right)\right)}{4 \sinh (m \pi)}-\frac{3(m \pi)^{3} \tau}{8 \gamma}\right]
\end{aligned}
$$

using (C.29) and (C.34) (restoring the $\sum_{j}$ sign). This completes the proof.
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# LARGE SOLUTIONS FOR A SYSTEM OF ELLIPTIC EQUATIONS ARISING FROM FLUID DYNAMICS* 

J. I. DÍAZ ${ }^{\dagger}$, M. LAZZO ${ }^{\ddagger}$, AND P. G. SCHMIDT§

Abstract. This paper is concerned with the elliptic system

$$
\begin{equation*}
\Delta v=\phi, \quad \Delta \phi=|\nabla v|^{2} \tag{0.1}
\end{equation*}
$$

posed in a bounded domain $\Omega \subset \mathbb{R}^{N}, N \in \mathbb{N}$. Specifically, we are interested in the existence and uniqueness or multiplicity of "large solutions," that is, classical solutions of (0.1) that approach infinity at the boundary of $\Omega$. Assuming that $\Omega$ is a ball, we prove that the system (0.1) has a unique radially symmetric and nonnegative large solution with $v(0)=0$ (obviously, $v$ is determined only up to an additive constant). Moreover, if the space dimension $N$ is sufficiently small, there exists exactly one additional radially symmetric large solution with $v(0)=0$ (which, of course, fails to be nonnegative). We also study the asymptotic behavior of these solutions near the boundary of $\Omega$ and determine the exact blow-up rates; those are the same for all radial large solutions and independent of the space dimension. Our investigation is motivated by a problem in fluid dynamics. Under certain assumptions, the unidirectional flow of a viscous, heat-conducting fluid is governed by a pair of parabolic equations of the form

$$
\begin{equation*}
v_{t}-\Delta v=\theta, \quad \theta_{t}-\Delta \theta=|\nabla v|^{2} \tag{0.2}
\end{equation*}
$$

where $v$ and $\theta$ represent the fluid velocity and temperature, respectively. The system (0.1), with $\phi=-\theta$, is the stationary version of (0.2).
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1. Introduction and main results. This paper is a contribution to the study of "explosive behavior" in certain systems of elliptic and parabolic PDEs. Our investigation is motivated by a question regarding the dynamics of a viscous, heat-conducting fluid.

In general, the flow of such a fluid is governed by a system of balance equations for momentum, mass, and energy. Under the assumptions of the so-called Boussinesq approximation, this system reduces to the Navier-Stokes equations for an incompressible fluid, along with a heat equation; the equations are nonlinearly coupled through the buoyancy force and viscous heating. If viscous heating (that is, the production of heat due to internal friction) is neglected, the resulting boundary and initial-boundary value problems are well posed in the same sense as for the classical Navier-Stokes equations without thermal coupling; but if viscous heating is taken into account, well-posedness is an open question. In fact, we conjecture that the solutions,

[^28]in this case, may exhibit "explosive behavior." Such behavior would have implications for the viability of the Boussinesq approximation in situations where viscous heating cannot be neglected.

To address this issue, we are studying a simple prototype problem, which can be physically justified by considering a unidirectional flow, independent of distance in the flow direction:

$$
\begin{equation*}
v_{t}-\Delta v=\theta, \quad \theta_{t}-\Delta \theta=|\nabla v|^{2} \tag{1.1}
\end{equation*}
$$

Here, $v$ (the velocity) and $\theta$ (the temperature) are scalar functions of time $t$ and position $x$; the spatial variable $x$ varies over a bounded domain $\Omega \subset \mathbb{R}^{N}$ with $N \in \mathbb{N}$ ( $N=2$ in the physically relevant case, where $\Omega$ is the cross-section of the flow channel). The source terms $\theta$ and $|\nabla v|^{2}$ represent the buoyancy force and viscous heating, respectively. The system (1.1) must be supplemented by suitable initial conditions at time $t=0$ and boundary conditions on the boundary $\partial \Omega$ of the domain $\Omega$ (for example, a homogeneous Dirichlet condition for $v$ and a homogeneous Neumann condition for $\theta$ if the walls of the flow channel are impermeable and thermally insulated).

Note that we cannot hope to find weak solutions of the resulting initial-boundary value problem in the usual Hilbert-space setting: if $v$ takes values in $H^{1}(\Omega)$, then the right-hand side of the second equation in (1.1) maps, a priori, only into $L^{1}(\Omega)$. However, local-in-time existence and uniqueness of a strong solution can be established by means of semigroup theory in a suitable $L^{p}$-space setting. We conjecture that this solution may blow up in finite time, in the sense that a suitable norm of $(v, \theta)$ approaches infinity as $t \rightarrow T^{-}$, for some $T>0$. Preliminary analytical and numerical results for the parabolic problem will appear in a forthcoming publication.

In the present paper, we consider the stationary version of (1.1), that is, the elliptic system

$$
\begin{equation*}
-\Delta v=\theta, \quad-\Delta \theta=|\nabla v|^{2} \tag{1.2}
\end{equation*}
$$

posed in a domain $\Omega \subset \mathbb{R}^{N}$ with $N \in \mathbb{N}$. Specifically, we are interested in the possibility of "boundary blow-up," that is, the existence of classical solutions $(v, \theta)$ of (1.2) with $|(v(x), \theta(x))| \rightarrow \infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$ (so-called large solutions). Note that the $\theta$-component of any solution of (1.2) is superharmonic in $\Omega$ and thus cannot approach $\infty$ at the boundary (maximum principle); for a similar reason, $v$ and $\theta$ cannot simultaneously approach $-\infty$ at the boundary. We therefore expect any large solution $(v, \theta)$ of (1.2) to satisfy $v(x) \rightarrow \infty$ and $\theta(x) \rightarrow-\infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$.

The preceding observation implies that large solutions of (1.2) cannot be expected to describe the asymptotics of explosive solutions of the parabolic system (1.1). Assuming, for example, that the temperature $\theta$ in (1.1) satisfies a homogeneous Neumann boundary condition on $\partial \Omega$, the temperature minimum is a nondecreasing function of time (parabolic maximum principle); thus, $\theta$ cannot approach $-\infty$ at the boundary. Nevertheless, boundary blow-up in the elliptic system (1.2) would have implications for the dynamics of the parabolic system (1.1) and its controllability. For example, large solutions of (1.2) may be used to construct "universal distributed bounds" (that is, interior bounds independent of the boundary data) for solutions of associated initial-boundary value problems and their steady states. We refer the reader to $[3,6,7$, $14,23]$ and the references therein for similar arguments and applications in the context of other semilinear or quasilinear parabolic problems with superlinear nonlinearities.

Henceforth, we assume that $\Omega$ is a ball in $\mathbb{R}^{N}$, centered at the origin; that is, $\Omega=B_{R}^{N}(0)$ for some $R>0$. For convenience, we introduce the function $\phi=-\theta$ and
seek radially symmetric large solutions of the problem

$$
\begin{equation*}
\Delta v=\phi, \quad \Delta \phi=|\nabla v|^{2} \quad \text { in } B_{R}^{N}(0) \tag{1.3}
\end{equation*}
$$

that is, radial solutions $(v, \phi)$ with $|(v(x), \phi(x))| \rightarrow \infty$ as $|x| \rightarrow R^{-}$.
Remark 1.1. The problem (1.3) has a scaling property that we will exploit repeatedly. Suppose $\left(v_{1}, \phi_{1}\right)$ is a (large) solution of (1.3) with $R=R_{1}$. For $\lambda \in(0, \infty)$, let $R_{\lambda}:=\lambda^{-1} R_{1}$. For $x \in B_{R_{\lambda}}^{N}(0)$, define

$$
v_{\lambda}(x):=\lambda^{2} v_{1}(\lambda x), \quad \phi_{\lambda}(x):=\lambda^{4} \phi_{1}(\lambda x)
$$

Then $\left(v_{\lambda}, \phi_{\lambda}\right)$ is a (large) solution of (1.3) with $R=R_{\lambda}$.
REMARK 1.2. If $(v, \phi)$ is a (large) solution of (1.3), then so is $(v+c, \phi)$, for any constant $c \in \mathbb{R}$. Thus, we may restrict attention to solutions with $v(0)=0$.

We will now state our main results, the first of which guarantees the existence of a unique (up to a shift in $v$ ) radially symmetric and nonnegative large solution for any space dimension.

ThEOREM 1.3. For every $N \in \mathbb{N}$ and $R>0$, the problem (1.3) has a unique radially symmetric large solution $(v, \phi)$ with $v(0)=0$ and $\phi(0)>0$. Both components of this solution are increasing functions of the radial variable $r$.

If the space dimension is sufficiently small, there exists exactly one additional radially symmetric large solution with $v(0)=0$, which, of course, fails to be nonnegative.

Theorem 1.4. For every $N \in \mathbb{N}$ with $N \leq 10$ and every $R>0$, the problem (1.3) has a unique radially symmetric large solution $(v, \phi)$ with $v(0)=0$ and $\phi(0)<0$. The $\phi$-component of this solution is an increasing function of the radial variable $r$, while the $v$-component is decreasing to a negative minimum and increasing thereafter.

Let us note that the bound on $N$ in the above result is not sharp. In fact, based on numerical evidence (see Remarks 3.5 and 4.4), we conjecture that the solution of Theorem 1.4 exists if and only if $N \leq 14$.

With regard to asymptotic behavior, we find that, as expected, both components of a large solution approach infinity at the boundary, and we determine the exact blow-up rates; those are the same for all radially symmetric large solutions and independent of the space dimension. Here and in what follows, we write $f(x) \sim g(x)$ if the mappings $f, g: B_{R}^{N}(0) \rightarrow \mathbb{R}$ satisfy $f(x) / g(x) \rightarrow 1$ as $|x| \rightarrow R^{-}$.

THEOREM 1.5. Let $(v, \phi)$ be any radially symmetric large solution of (1.3), for a given $N \in \mathbb{N}$ and $R>0$. Then, as $|x| \rightarrow R^{-}$,

$$
v(x) \sim \frac{30}{(R-|x|)^{2}} \quad \text { and } \quad \phi(x) \sim \frac{180}{(R-|x|)^{4}} .
$$

The study of "explosive behavior," be it finite-time blow-up in evolutionary problems or boundary blow-up in stationary problems, has a long history going back to seminal work by Keller [15] and Osserman [20] in the 1950s; we refer the reader to the papers $[2,4,8,24]$ and the references therein. However, virtually all of the existing literature is concerned with scalar equations. Coupled systems of equations have been attacked only recently; see, for example, $[5,9,10,11,16]$. Due to the lack of variational structure and comparison principles, methods that have proven successful for scalar equations will, in general, fail to be useful for systems, even if the expected results are analogous. For example, our existence and multiplicity result for the problem (1.3) (existence of one large nonnegative solution for any space dimension, existence of a
second large solution for sufficiently small space dimension) is analogous to a result by McKenna, Reichel, and Walter [17] for a class of scalar equations with variational structure. However, our method of proof is entirely different, and our result appears to be the first of its kind for an elliptic system. We expect that our work, while currently focussed on a very specific problem, will lead to general insights and new methods with potential applications to a much wider class of elliptic and parabolic systems.

The rest of the paper is organized as follows. In section 2 we reduce our problem to the study of a system of first-order ODEs, establish some basic properties of its solutions, and prove the existence and uniqueness of a nonnegative large radial solution for the problem (1.3); Theorem 1.3 is an immediate consequence of Proposition 2.5. Section 3 is devoted to the proof of Theorem 1.4 (existence of a second large radial solution for sufficiently small space dimension), which follows from Proposition 3.1. This section also includes a discussion of numerical experiments, suggesting a sharper version of Theorem 1.4, and observations about a related parameter-dependent fixedpoint equation, leading to a Liouville-type theorem for the Dirichlet problem associated with the elliptic system (1.2). In section 4 we analyze the asymptotic behavior of large radial solutions of (1.3); Theorem 1.5 follows from Proposition 4.1, whose proof relies on dynamical-systems theory applied to an asymptotically autonomous and cooperative ODE system in $\mathbb{R}^{3}$. In an appendix at the end of the paper, we describe a Maple algorithm for the computer-aided construction of a priori bounds needed in the proof of Proposition 3.1.
2. Preliminaries and nonnegative large solutions. Given $N \in \mathbb{N}$ and $R>0$, radially symmetric solutions of the problem (1.3) correspond to solutions of the ODE system

$$
\left\{\begin{array}{l}
v^{\prime \prime}+\frac{N-1}{r} v^{\prime}=\phi, \\
\phi^{\prime \prime}+\frac{N-1}{r} \phi^{\prime}=\left|v^{\prime}\right|^{2}
\end{array} \quad \text { in }(0, R)\right.
$$

with $v^{\prime}(0)=\phi^{\prime}(0)=0$; large solutions are those with $|(v(r), \phi(r))| \rightarrow \infty$ as $r \rightarrow R^{-}$. In view of Remark 1.2, we may impose the initial condition $v(0)=0$. Finding radially symmetric large solutions of the problem (1.3) is therefore equivalent to finding initial conditions $\phi(0)=p$ such that the solution of the Cauchy problem

$$
\begin{cases}v^{\prime \prime}+\frac{N-1}{r} v^{\prime}=\phi, & v(0)=0, v^{\prime}(0)=0,  \tag{2.1}\\ \phi^{\prime \prime}+\frac{N-1}{r} \phi^{\prime}=\left|v^{\prime}\right|^{2}, & \phi(0)=p, \phi^{\prime}(0)=0\end{cases}
$$

exists on the interval $[0, R)$ and "blows up" at $R$.
Despite the singularity at $r=0$ for $N>1$, the Cauchy problem (2.1) is well posed. Indeed, for every $p \in \mathbb{R}$, there exists a unique maximal solution, which depends continuously on $p$ (in the usual sense); see Lemma 2.3 for details.

Remark 2.1. The scaling property of the elliptic problem (1.3), as described in Remark 1.1, and the well-posedness of (2.1) imply that all solutions of the Cauchy problem with $p>0(p<0)$ are "rescalings" of the solution with $p=1(p=-1)$. Indeed, if $\left(v_{1}, \phi_{1}\right)$ is the maximal solution with initial value $p=1(p=-1)$, then the maximal solution with initial value $p>0(p<0)$ is given by $\left(v_{\lambda}, \phi_{\lambda}\right)$, as defined in Remark 1.1, with $\lambda=|p|^{1 / 4}$. Consequently, if the maximal solution with initial value $p=1(p=-1)$ blows up at $R_{1}$, then the maximal solution with initial value $p>0$ $(p<0)$ blows up at $R_{p}=|p|^{-1 / 4} R_{1}$.

Remark 2.2. In light of the preceding remark, it is clear that the elliptic problem (1.3) has large radial solutions, for any given $R>0$, if and only if the solutions of the Cauchy problem (2.1) with $p= \pm 1$ exhibit finite-time blow-up. More precisely, (1.3) has exactly one large radial solution with $v(0)=0$ and $\phi(0)>0$ if and only if the solution of (2.1) with $p=1$ blows up in finite time; (1.3) has exactly one large radial solution with $v(0)=0$ and $\phi(0)<0$ if and only if the solution of (2.1) with $p=-1$ blows up in finite time. In particular, (1.3) cannot have more than two large radial solutions.

The Cauchy problem (2.1) is equivalent to the first-order system

$$
\begin{cases}v^{\prime}=w, & v(0)=0, \\ w^{\prime}+\frac{N-1}{r} w=\phi, & w(0)=0, \\ \phi^{\prime}=\psi, & \phi(0)=p, \\ \psi^{\prime}+\frac{N-1}{r} \psi=w^{2}, & \psi(0)=0 .\end{cases}
$$

Obviously, we can eliminate $v$ and drop the first equation and initial condition; $v$ is recovered from $w$ via antidifferentiation. Furthermore, we may replace the nonnegative integer $N-1$ with a continuous parameter $\mu \in \mathbb{R}_{+}$. Thus, we are led to the Cauchy problem

$$
\begin{cases}w^{\prime}+\frac{\mu}{r} w=\phi, & w(0)=0  \tag{2.2}\\ \phi^{\prime}=\psi, & \phi(0)=p \\ \psi^{\prime}+\frac{\mu}{r} \psi=w^{2}, & \psi(0)=0\end{cases}
$$

Lemma 2.3. For every $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$, the Cauchy problem (2.2) has a unique maximal, that is, noncontinuable, solution $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$, for some $R \in(0, \infty]$. If $R<\infty$, then $|(w(r), \phi(r), \psi(r))| \rightarrow \infty$ as $r \rightarrow R^{-}$. Moreover, $(w, \phi, \psi)$ depends continuously on $\mu$ and $p$.

Proof. What we claim is that, despite the singularity at $r=0$ in the case $\mu>0$, the Cauchy problem (2.2) has the usual, well-known properties of a regular initialvalue problem in $\mathbb{R}^{3}$. Since we could not find a general result in the literature that would cover our problem, we provide a few remarks on the proof.

Note that the first equation in (2.2) can be written as $\left(r^{\mu} w\right)^{\prime}=r^{\mu} \phi$. Together with the initial condition $w(0)=0$, this is equivalent to the integral equation

$$
\begin{equation*}
w(r)=\int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \phi(s) d s . \tag{2.3}
\end{equation*}
$$

Similarly, the remaining differential equations and initial conditions in (2.2) are equivalent to the integral equations

$$
\begin{equation*}
\phi(r)=p+\int_{0}^{r} \psi(s) d s \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(r)=\int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} w^{2}(s) d s \tag{2.5}
\end{equation*}
$$

Since we have $0<s / r<1$ for $0<s<r$, the "singular term" $(s / r)^{\mu}$ does not cause any difficulties in proving the existence and uniqueness of a solution $(w, \phi, \psi)$ in $C\left([0, \varepsilon], \mathbb{R}^{3}\right)$ of $(2.3)-(2.5)$, for some $\varepsilon>0$, by means of the contraction mapping principle. Clearly, $w, \phi$, and $\psi$ are continuously differentiable on $(0, \varepsilon]$ and satisfy the differential equations and initial conditions in (2.2). In fact, all three components are continuously differentiable on the closed interval $[0, \varepsilon]$. This is obvious for $\phi$, but less so for $w$ and $\psi$. Note, however, that

$$
\begin{aligned}
\lim _{r \rightarrow 0^{+}} w^{\prime}(r) & =\lim _{r \rightarrow 0^{+}}\left(\phi(r)-\frac{\mu}{r} w(r)\right)=p-\mu \lim _{r \rightarrow 0^{+}} \frac{1}{r} \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \phi(s) d s \\
& =p-\mu \lim _{r \rightarrow 0^{+}} \frac{1}{r^{\mu+1}} \int_{0}^{r} s^{\mu} \phi(s) d s=p-\mu \lim _{r \rightarrow 0^{+}} \frac{r^{\mu} \phi(r)}{(\mu+1) r^{\mu}} \\
& =p-\mu \lim _{r \rightarrow 0^{+}} \frac{\phi(r)}{\mu+1}=p-\mu \frac{p}{\mu+1}=\frac{p}{\mu+1},
\end{aligned}
$$

where we used l'Hôspital's rule to get the fourth equality. Thus, $w \in C^{1}([0, \varepsilon], \mathbb{R})$ and $w^{\prime}(0)=p /(\mu+1)$. Similarly, one shows that $\psi \in C^{1}([0, \varepsilon], \mathbb{R})$ with $\psi^{\prime}(0)=0$.

Once existence and uniqueness of a local $C^{1}$-solution are established, the remaining claims about maximal continuation and continuous dependence on parameters and initial data can be proved in the same way as for regular initial-value problems.

Lemma 2.4. Let $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$ be the maximal solution of the Cauchy problem (2.2), for some $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$ with $p \neq 0$. Then the function $\phi$ is strictly increasing on $[0, R)$, and $L:=\lim _{r \rightarrow R^{-}} \phi(r)$ is either zero or infinity. In fact,
(a) if $L<\infty$, then $R=\infty$ and $L=0$;
(b) if $L=\infty$, then $R<\infty$ and $w\left(R^{-}\right)=\phi\left(R^{-}\right)=\psi\left(R^{-}\right)=\infty$.

Proof. Taking into account the equations and initial conditions in (2.2), it is easy to see that the function $\Psi(r):=r^{\mu} \psi(r)$ is strictly increasing on $[0, R)$. As a consequence, $\Psi$ (and thus $\psi$ ) is positive on ( $0, R$ ), and this implies that $\phi$ is strictly increasing on $[0, R)$, with $L:=\lim _{r \rightarrow R^{-}} \phi(r) \in(p, \infty]$.
(a) Assume $L<\infty$, that is, $\phi$ is bounded. By (2.3), $w(r)$ grows at most linearly with $r$, and, by (2.5), $\psi(r)$ grows no faster than $r^{3}$. In particular, $|(w(r), \phi(r), \psi(r))|$ cannot go to infinity in finite time. Thus, $R=\infty$.

Now suppose that $L \neq 0$. If $L>0$, choose a number $r_{0}>0$ such that $\phi(r) \geq L / 2$ for every $r \geq r_{0}$. It follows that

$$
w(r) \geq \int_{0}^{r_{0}}\left(\frac{s}{r}\right)^{\mu} \phi(s) d s+\frac{L}{2} \int_{r_{0}}^{r}\left(\frac{s}{r}\right)^{\mu} d s
$$

for every $r \geq r_{0}$, and we conclude that $\lim _{r \rightarrow \infty} w(r)=\infty$ (note that the last integral is of order $r$ ). If $L<0$, we infer in a similar way that $\lim _{r \rightarrow \infty} w(r)=-\infty$. In any case, we can choose a number $r_{1}>0$ such that $w^{2}(r) \geq 1$ for every $r \geq r_{1}$. As a consequence,

$$
\psi(r) \geq \int_{0}^{r_{1}}\left(\frac{s}{r}\right)^{\mu} w^{2}(s) d s+\int_{r_{1}}^{r}\left(\frac{s}{r}\right)^{\mu} d s
$$

for every $r \geq r_{1}$, and thus $\lim _{r \rightarrow \infty} \psi(r)=\infty$. But this implies

$$
L=\lim _{r \rightarrow \infty} \phi(r)=p+\lim _{r \rightarrow \infty} \int_{0}^{r} \psi(s) d s=\infty,
$$

a contradiction. It follows that $L=0$.
(b) Assume $L=\infty$ and, by way of contradiction, suppose that $R=\infty$. Then there exist $c_{0}, r_{0}>0$ such that $\phi(r) \geq c_{0}$ for every $r \geq r_{0}$, and as in the proof of part (a) it follows that $w(r) \rightarrow \infty$ and $\psi(r) \rightarrow \infty$ as $r \rightarrow \infty$. In particular, we can choose $r_{*}>0$ such that $w(r), \phi(r), \psi(r)>0$ for every $r \geq r_{*}$. Define $\eta:=w \phi \psi$. Then we have

$$
\begin{align*}
\eta^{\prime} & =\phi^{2} \psi+w \psi^{2}+w^{3} \phi-\frac{2 \mu}{r} w \phi \psi  \tag{2.6}\\
& =Q(w, \phi, \psi) \eta^{13 / 12}-\frac{2 \mu}{r} \eta \quad \text { in }\left[r_{*}, \infty\right)
\end{align*}
$$

where $Q$ is defined by

$$
Q(x, y, z):=\frac{y^{2} z+x z^{2}+x^{3} y}{(x y z)^{13 / 12}}
$$

for $x, y, z>0$. Note that $Q=Q_{1}+Q_{2}+Q_{3}$, with

$$
Q_{1}:=\frac{y^{2} z}{(x y z)^{13 / 12}}, \quad Q_{2}:=\frac{x z^{2}}{(x y z)^{13 / 12}}, \quad Q_{3}:=\frac{x^{3} y}{(x y z)^{13 / 12}}
$$

It is easy to see that $Q_{1}^{5} Q_{2}^{4} Q_{3}^{3} \equiv 1$, which implies that $\max \left(Q_{1}, Q_{2}, Q_{3}\right) \geq 1$. Hence, we have $Q(x, y, z) \geq 1$ for all $x, y, z>0$, and (2.6) yields

$$
\begin{equation*}
\eta^{\prime} \geq \eta\left(\eta^{1 / 12}-\frac{2 \mu}{r_{*}}\right) \quad \text { in }\left[r_{*}, \infty\right) \tag{2.7}
\end{equation*}
$$

Recall that $w(r), \phi(r), \psi(r) \rightarrow \infty$ as $r \rightarrow \infty$ and choose $r^{*} \geq r_{*}$ such that $\eta\left(r^{*}\right)>\left(2 \mu / r_{*}\right)^{12}$. Then the maximal solution $\zeta$ of the initial-value problem

$$
\zeta^{\prime}=\zeta\left(\zeta^{1 / 12}-\frac{2 \mu}{r_{*}}\right), \quad \zeta\left(r^{*}\right)=\eta\left(r^{*}\right)
$$

approaches infinity in finite time. But due to (2.7), $\zeta$ is bounded from above by $\eta$ on $\left[r^{*}, \infty\right)$. This is a contradiction, and it follows that $R$ is finite.

In order to prove our last claim, we first note that both $w$ and $\psi$ have (proper or improper) limits as $r \rightarrow R^{-}$. Indeed, since $\phi$ is eventually positive, the function $W(r):=r^{\mu} w(r)$ is eventually increasing, and thus has a limit as $r \rightarrow R^{-}$. As we observed earlier, the same holds for the function $\Psi(r):=r^{\mu} \psi(r)$. Since $R$ is finite, it follows that $w(r)$ and $\psi(r)$, too, have limits as $r \rightarrow R^{-}$. Moreover, since $R$ is finite, all three of the functions $w, \phi, \psi$ would be bounded if one of them were. But $\phi$ is unbounded (by assumption) and thus $w$ and $\psi$ are unbounded as well. Clearly, this implies that $w\left(R^{-}\right)=\phi\left(R^{-}\right)=\psi\left(R^{-}\right)=\infty$.

Proposition 2.5. For every $\mu \in \mathbb{R}_{+}$, the maximal solution of the Cauchy problem (2.2) with $p=1$ blows up in finite time.

Proof. Fix $\mu \in \mathbb{R}_{+}$and let $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$ be the maximal solution of (2.2) with $p=1$. According to Lemma 2.4, $\phi$ is increasing and $L:=\lim _{r \rightarrow R^{-}} \phi(r)$ is either zero or infinity. Since $\phi(0)>0$, we have $L=\infty$, and then part (b) of the same lemma implies that $R$ is finite.

Proof of Theorem 1.3. Thanks to Remark 2.2, the preceding proposition guarantees that the problem (1.3), for arbitrary $N \in \mathbb{N}$ and $R>0$, has exactly one large radial solution $(v, \phi)$ with $v(0)=0$ and $\phi(0)>0$. By Lemma 2.4, $\phi$ is a strictly increasing function of the radial variable $r$, and the same then holds for $v$. (Note that, by Lemma 2.4, $\phi(r)$ approaches infinity as $r \rightarrow R^{-}$, and so do $v^{\prime}(r)$ and $\phi^{\prime}(r)$. That the same holds for $v(r)$ is not obvious at this point, but will follow from the blow-up estimates in section 4.)

Figure 1 shows computed profiles of the nonnegative large radial solutions $(v, \phi)$ of the problem (1.3), with $R=1$, for two values of the space dimension $N$ (see Remark 4.4 for comments regarding the numerical method).



Fig. 1. Large radial solutions $(v, \phi)$ with $v(0)=0$ and $\phi(0)>0$ of problem (1.3) with $R=1$ for $N=1$ (left) and $N=6$ (right).
3. Existence of a second large solution. To prove Theorem 1.4, we need to investigate for which values of $\mu \in \mathbb{R}_{+}$(if any) the maximal solution of the Cauchy problem (2.2) with $p=-1$ blows up in finite time.

It is easy to see that blow-up occurs at least if $\mu \in[0,1]$. Indeed, suppose that $\mu \in \mathbb{R}_{+}$and that the corresponding maximal solution $(w, \phi, \psi)$ of (2.2) with $p=-1$ exists globally. Lemma 2.4 then implies that $\phi(r) \rightarrow 0$ as $r \rightarrow \infty$; thus, $\int_{0}^{\infty} \psi(s) d s=1$, due to (2.4). On the other hand, since $\Psi(r):=r^{\mu} \psi(r)$ is strictly increasing for $r \geq 0$, we have $c:=\Psi(1)>0$ and $\psi(r)=\Psi(r) r^{-\mu} \geq c r^{-\mu}$ for all $r \geq 1$, which implies $\int_{0}^{\infty} \psi(s) d s \geq c \int_{1}^{\infty} s^{-\mu} d s$. Unless $\mu$ is greater than 1 , this shows that $\int_{0}^{\infty} \psi(s) d s=\infty$, and we arrive at a contradiction.

Recalling Remark 2.2, we conclude that the elliptic problem (1.3) has a second large radial solution at least if the space dimension $N$ is 1 or 2 . The following proposition allows us to draw the same conclusion for any space dimension up to and including 10.

Proposition 3.1. For every $\mu \in[0,9]$, the maximal solution of the Cauchy problem (2.2) with $p=-1$ blows up in finite time.

Proof. Fix $\mu \in \mathbb{R}_{+}$and let $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$ be the corresponding maximal solution of (2.2) with $p=-1$. By Lemma 2.4, $R$ is finite if and only if $\phi$ is eventually positive. We will prove the proposition by constructing explicit lower bounds for $\phi$ that are eventually positive if $\mu$ is small enough.

Clearly, since $\phi$ is an increasing function, we have

$$
\phi(r) \geq \phi(0)=-1=: \underline{\phi}_{0}(r)
$$

for all $r \in[0, R)$. From this, we derive a lower bound for $w$; indeed,

$$
w(r)=\int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \phi(s) d s \geq \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \underline{\phi}_{0}(s) d s=-\frac{r}{\mu+1}=: \underline{w}_{1}(r)
$$

for all $r \in[0, R)$. As long as $w \leq 0$, a lower bound for $w$ yields an upper bound for $\psi$; in particular,

$$
\psi(r)=\int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} w^{2}(s) d s \leq \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \underline{w}_{1}^{2}(s) d s=\frac{r^{3}}{(\mu+1)^{2}(\mu+3)}=: \bar{\psi}_{1}(r)
$$

for all $r \in[0, R)$ with $w(r) \leq 0$ (note that $w(r) \leq 0$ implies $\underline{w}_{1} \leq w \leq 0$ on $[0, r]$ ). Next, we find an upper bound for $\phi$, namely,

$$
\phi(r)=-1+\int_{0}^{r} \psi(s) d s \leq-1+\int_{0}^{r} \bar{\psi}_{1}(s) d s=-1+\frac{r^{4}}{4(\mu+1)^{2}(\mu+3)}=: \bar{\phi}_{1}(r),
$$

still valid for all $r \in[0, R)$ with $w(r) \leq 0$. Continuation of this process yields an upper bound for $w$,

$$
w(r) \leq \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \bar{\phi}_{1}(s) d s=-\frac{r}{\mu+1}+\frac{r^{5}}{4(\mu+1)^{2}(\mu+3)(\mu+5)}=: \bar{w}_{1}(r),
$$

valid for all $r \in[0, R)$ with $w(r) \leq 0$, and then a lower bound for $\psi$,

$$
\psi(r) \geq \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \bar{w}_{1}^{2}(s) d s=: \underline{\psi}_{1}(r)
$$

valid for all $r \in\left[0, r_{0}\right]$, where $r_{0}:=(4(\mu+1)(\mu+3)(\mu+5))^{1 / 4}$ is the unique positive root of $\bar{w}_{1}$ (note that $r_{0}<R$ and $w \leq \bar{w}_{1} \leq 0$ on $\left[0, r_{0}\right]$ ). Finally, we obtain an improved lower bound for $\phi$,

$$
\phi(r) \geq-1+\int_{0}^{r} \underline{\psi}_{1}(s) d s=: \underline{\phi}_{1}(r)
$$

valid for all $r \in\left[0, r_{0}\right]$.
If $\underline{\phi}_{1}\left(r_{0}\right)$ were nonnegative, the same would hold for $\phi\left(r_{0}\right)$, and this would imply blow-up. Now, $\underline{\phi}_{1}\left(r_{0}\right)$ is easily seen to be a rational function of $\mu$, with a unique positive root $\mu_{1}$, near 3.512, and positive on the interval $\left[0, \mu_{1}\right)$. Hence, blow-up does occur if $\mu \leq \mu_{1}$.

To improve this result, we iterate the preceding estimates and construct the improved bounds $\underline{w}_{2}, \bar{\psi}_{2}, \bar{\phi}_{2}, \bar{w}_{2}, \underline{\psi}_{2}$, and $\underline{\phi}_{2}$; since $w \leq \bar{w}_{2} \leq \bar{w}_{1} \leq 0$ on $\left[0, r_{0}\right]$, these are still valid on the entire interval $\left[0, r_{0}\right]$. The actual construction is best done with the aid of a computer-algebra system. All the bounds being polynomials, the computations amount to symbolic operations on the coefficients and can be implemented very efficiently. (A more naïve approach, using symbolic antidifferentiation, is likely to fail.) In an appendix at the end of the paper, we describe a Maple implementation of the algorithm.

Once the improved lower bound $\underline{\phi}_{2}$ for $\phi$ is constructed, we may determine the sign of $\underline{\phi}_{2}\left(r_{0}\right)$; this is once again a rational function of $\mu$, with a unique positive root $\mu_{2}$, near 4.307, and positive on the interval $\left[0, \mu_{2}\right)$. We conclude that blow-up does occur if $\mu \leq \mu_{2}$.

Any attempt to push this method further by performing another round of estimates turns out to be futile - the computational cost is prohibitive, the gain marginal (the positive root of $\underline{\phi}_{3}\left(r_{0}\right)$ is located near 4.311). Instead, we will extend the lower bound $\underline{\phi}_{2}$ of $\phi$ beyond the interval $\left[0, r_{0}\right]$. To this end, let $r_{1} \in\left(r_{0}, R\right)$ be such that $\phi\left(r_{1}\right) \leq 0$. Then we have $\phi \leq \bar{\phi}_{2}$ on [ $0, r_{0}$ ] and $\phi \leq 0$ on $\left[r_{0}, r_{1}\right]$. It follows that for all $r \in\left[r_{0}, r_{1}\right]$,

$$
w(r) \leq \int_{0}^{r_{0}}\left(\frac{s}{r}\right)^{\mu} \bar{\phi}_{2}(s) d s=\left(\frac{r_{0}}{r}\right)^{\mu} \int_{0}^{r_{0}}\left(\frac{s}{r_{0}}\right)^{\mu} \bar{\phi}_{2}(s) d s=\alpha\left(\frac{r_{0}}{r}\right)^{\mu}
$$

where $\alpha:=\bar{w}_{2}\left(r_{0}\right) \leq 0$, and then

$$
\psi(r) \geq \int_{0}^{r_{0}}\left(\frac{s}{r}\right)^{\mu} \bar{w}_{2}^{2}(s) d s+\int_{r_{0}}^{r}\left(\frac{s}{r}\right)^{\mu} \alpha^{2}\left(\frac{r_{0}}{s}\right)^{2 \mu} d s=\beta\left(\frac{r_{0}}{r}\right)^{\mu}-\gamma\left(\frac{r_{0}}{r}\right)^{2 \mu-1}
$$

where $\beta:=\gamma+\underline{\psi}_{2}\left(r_{0}\right), \gamma:=r_{0} \alpha^{2} /(\mu-1)$, and we have implicitly assumed that $\mu \neq 1$ (the case $\mu=1$ will not be needed). Finally, we see that for all $r \in\left[r_{0}, r_{1}\right]$,

$$
\begin{gathered}
\phi(r) \geq-1+\int_{0}^{r_{0}} \underline{\psi}_{2}(s) d s+\int_{r_{0}}^{r}\left(\beta\left(\frac{r_{0}}{s}\right)^{\mu}-\gamma\left(\frac{r_{0}}{s}\right)^{2 \mu-1}\right) d s \\
=\widetilde{\alpha}\left(\frac{r_{0}}{r}\right)^{2(\mu-1)}-\widetilde{\beta}\left(\frac{r_{0}}{r}\right)^{\mu-1}+\widetilde{\gamma}
\end{gathered}
$$

with $\widetilde{\alpha}:=(1 / 2) r_{0} \gamma /(\mu-1), \widetilde{\beta}:=r_{0} \beta /(\mu-1), \widetilde{\gamma}:=(1 / 2) r_{0}(2 \beta-\gamma) /(\mu-1)+\underline{\phi}_{2}\left(r_{0}\right)$, and hence,

$$
\begin{equation*}
0 \geq(\mu-1)^{2} \phi(r) \geq a\left(\frac{r_{0}}{r}\right)^{2(\mu-1)}-b\left(\frac{r_{0}}{r}\right)^{\mu-1}+c \tag{3.1}
\end{equation*}
$$

where

$$
\begin{gathered}
a:=(\mu-1)^{2} \widetilde{\alpha}=\frac{1}{2} r_{0}^{2} \bar{w}_{2}^{2}\left(r_{0}\right) \\
b:=(\mu-1)^{2} \widetilde{\beta}=r_{0}^{2} \bar{w}_{2}^{2}\left(r_{0}\right)+(\mu-1) r_{0} \underline{\psi}_{2}\left(r_{0}\right) \\
c:=(\mu-1)^{2} \widetilde{\gamma}=\frac{1}{2} r_{0}^{2} \bar{w}_{2}^{2}\left(r_{0}\right)+(\mu-1) r_{0} \underline{\psi}_{2}\left(r_{0}\right)+(\mu-1)^{2} \underline{\phi}_{2}\left(r_{0}\right)
\end{gathered}
$$

The estimate (3.1) holds for every $r \in\left[r_{0}, R\right)$, provided that $\phi(r) \leq 0$, and for any value of $\mu$ (trivially if $\mu=1$ ). The coefficients $a, b$, and $c$ are rational functions of $\mu$ (note that $r_{0}^{4}$ is a polynomial in $\mu$, while $r^{2} \bar{w}_{2}^{2}(r), r \underline{\psi}_{2}(r)$, and $\underline{\phi}_{2}(r)$ are polynomials in $r^{4}$, whose coefficients are rational functions of $\mu$ ); this facilitates their symbolic computation and analysis. In particular, it is easily verified (see the appendix) that $c$ has a unique root, $\bar{\mu} \approx 9.073$, in the interval $(1, \infty)$ and is positive on $(1, \bar{\mu})$. It follows that if $\mu \in(1, \bar{\mu})$, the right-hand side of the inequality (3.1) becomes positive as $r \rightarrow \infty$. But then, the inequality cannot hold for all $r \geq r_{0}$, which implies that $R$ is finite. Since this is already known to be true if $\mu \in[0,1]$, the proposition is proved.

Remark 3.2. We emphasize that the proof of Proposition 3.1, while relying heavily on the use of a computer-algebra system, does not involve any numerical techniques or floating-point arithmetic. In fact, all the computations amount to symbolic algebra on the coefficients of certain polynomials. The crucial fact that the coefficient $c$ in the estimate (3.1), a rational function of $\mu$, has a unique root, $\bar{\mu} \approx 9.073$, in the interval $(1, \infty)$ can be verified by applying Descartes's rule of signs (and the intermediate-value theorem) to the numerator polynomial (the roots of the denominator polynomial are negative integers). We refer the reader to the appendix for implementation details.

Remark 3.3. The estimates in the proof of Proposition 3.1 involve some deliberate choices, but are in some sense optimal. Of course, it is computationally much less expensive to use the bounds $\bar{w}_{1}, \underline{\psi}_{1}$, and $\underline{\phi}_{1}$ (instead of $\bar{w}_{2}, \underline{\psi}_{2}$, and $\underline{\phi}_{2}$ ) for the "tail estimate" (3.1); also, the estimate itself is simpler in this case, since the coefficient $a$ vanishes. Again, the coefficient $c$ has a unique root in the interval $(1, \infty)$, but it is located near 5.606 , leading to a much weaker result. A slight improvement is achieved by using the polynomial bounds $\bar{w}_{1}, \underline{\psi}_{1}$, and $\underline{\phi}_{1}$ only on the smaller interval $\left[0, \tilde{r}_{0}\right]$ (instead of $\left.\left[0, r_{0}\right]\right)$, where $\tilde{r}_{0}:=\left(4(\mu+1)^{2}(\mu+3)\right)^{-1 / 4}$ is the unique positive root of $\bar{\phi}_{1}$. The coefficient $c$ in (3.1) then has a unique positive root near 5.955. Using the improved bounds $\bar{w}_{2}, \underline{\psi}_{2}$, and $\underline{\phi}_{2}$ (as in the proof of Proposition 3.1), but on the smaller interval $\left[0, \tilde{r}_{0}\right]$ (instead of $\left[\overline{0}, r_{0}\right]$ ), yields a coefficient $c$ with a unique positive root near 7.709. It is natural to ask whether it would make sense to construct the bounds $\bar{w}_{3}, \underline{\psi}_{3}$, and $\underline{\phi}_{3}$ before proceeding with the "tail estimate." The answer is negative; in $\overline{\text { fact, the }} \overline{s y m b o l i c}$ computations would require an enormous amount of virtual memory, without leading to a tangibly improved result (the relevant root of the coefficient $c$ in (3.1) is located near 9.170).

Remark 3.4. The estimates in the proof of Proposition 3.1 yield explicit a priori bounds for the zero $z_{0}$ of $\phi$ (the $\phi$-component of the maximal solution of the Cauchy problem (2.2) with $\mu \in \mathbb{R}_{+}$and $p=-1$ ), assuming that it exists. Clearly, a lower bound is given by $\tilde{r}_{0}:=\left(4(\mu+1)^{2}(\mu+3)\right)^{1 / 4}$, the unique positive root of $\bar{\phi}_{1}$. To establish an upper bound, note that either $z_{0} \leq r_{0}$, where $r_{0}:=(4(\mu+1)(\mu+3)(\mu+5))^{1 / 4}$ is the unique positive root of $\bar{w}_{1}$, or $z_{0}>r_{0}$. In the latter case, which can arise only if $\mu>\mu_{2} \approx 4.307$, (3.1) implies that

$$
a\left(\frac{r_{0}}{z_{0}}\right)^{2(\mu-1)}-b\left(\frac{r_{0}}{z_{0}}\right)^{\mu-1}+c \leq 0
$$

and thus

$$
s_{1} \leq\left(\frac{r_{0}}{z_{0}}\right)^{\mu-1} \leq s_{2}
$$

where $s_{1,2}:=(b \pm \sqrt{d}) /(2 a)$ with $d:=b^{2}-4 a c$ (the discriminant $d$ is positive for $\mu \neq 1$, zero for $\mu=1$ ). As long as $\mu>1$ and $s_{1}$ is positive (which is the case for $1<\mu<\bar{\mu} \approx 9.073)$, it follows that $z_{0} \leq r_{0} s_{1}^{1 /(1-\mu)}$. Hence, an upper bound for $z_{0}$ is given by $r_{0}$ if $0 \leq \mu \leq \mu_{2}$ and by $r_{0} s_{1}^{1 /(1-\mu)}$ if $\mu_{2}<\mu<\bar{\mu}$. A little computation shows that this upper bound may be written, more concisely yet equivalently, as $r_{0} \max \left(1, s_{0}^{1 /(1-\mu)}\right)$, where $s_{0}:=(b-\operatorname{sign}(\mu-1) \sqrt{d}) /(2 a)$. Summarizing, we have

$$
\tilde{r}_{0} \leq z_{0} \leq r_{0} \max \left(1, s_{0}^{1 /(1-\mu)}\right)
$$

for every $\mu \in[0, \bar{\mu})$; the upper bound is a continuous function of $\mu$, positive on $[0, \bar{\mu})$, with a vertical asymptote at $\bar{\mu}$.

Proof of Theorem 1.4. Due to Remark 2.2, Proposition 3.1 implies that the elliptic problem (1.3), for arbitrary $R>0$, has exactly one large radial solution $(v, \phi)$ with $v(0)=0$ and $\phi(0)<0$ if $\mu=N-1 \leq 9$, that is, if $N \leq 10$. Lemma 2.4 shows that $\phi$ is a strictly increasing function of the radial variable $r$ and crosses zero at a point $z_{0} \in(0, R)$. Hence, the function $W(r):=r^{\mu} w(r)$, with $w=v^{\prime}$, is strictly decreasing for $r<z_{0}$ and strictly increasing for $r>z_{0}$; it crosses zero at a point $z_{1} \in\left(z_{0}, R\right)$. Thus, $v^{\prime}$ is negative on $\left(0, z_{1}\right)$, positive on $\left(z_{1}, R\right)$, and consequently, $v$ is strictly decreasing to a negative minimum at $z_{1}$, strictly increasing thereafter.

Remark 3.5. Numerical evidence suggests that Proposition 3.1 (and with it, Theorem 1.4) may be significantly improved. In fact, there appears to be a number $\tilde{\mu}$, approximately equal to 13.755 , such that the maximal solution of the Cauchy problem (2.2) with $p=-1$ blows up in finite time if and only if $\mu<\tilde{\mu}$. Consequently, we conjecture that the large solution of Theorem 1.4 exists if and only if $N \leq 14$.

Figure 2 depicts computed profiles of the large radial solutions $(v, \phi)$ with $v(0)=0$ and $\phi(0)<0$ of the problem (1.3), with $R=1$, for several values of the space dimension $N$ (see Remark 4.4 for comments on the numerical method). In particular, the solution is shown for $N=10$, the largest space dimension for which we proved its existence, and for $N=14$, the largest space dimension for which we found it numerically. Of course, we can compute the large solution $(v, \phi)$ with $v(0)=0$ and $\phi(0)<0$ of the radial version of (1.3) for every value of $\mu=N-1$, not necessarily integer, up to $\tilde{\mu} \approx 13.755$. As $\mu \rightarrow \tilde{\mu}$, the $\phi$-component of the solution appears to approach $c_{R} \delta_{R}-c_{0} \delta_{0}$, for some positive constants $c_{0}$ and $c_{R}$, where $\delta_{0}$ and $\delta_{R}$ denote the Dirac distributions centered at 0 and $R$, respectively.


Fig. 2. Large radial solutions $(v, \phi)$ with $v(0)=0$ and $\phi(0)<0$ of problem (1.3) with $R=1$ for $N=1$ (top left), $N=3$ (top right), $N=10$ (bottom left), and $N=14$ (bottom right).

We will now describe how the question of finite-time blow-up in the Cauchy problem (2.2) can be recast as a question regarding the existence of nontrivial solutions of a related boundary-value problem or, equivalently, a parameter-dependent fixed-point equation. This approach will allow us to exploit standard tools of nonlinear analysis (such as the degree of mapping and bifurcation theory) and to gain some additional information not otherwise available. As a corollary, we will obtain a Liouville-type result (existence of a positive solution) for the Dirichlet problem associated with the elliptic system (1.2), which is of independent interest.

Given $\mu \in \mathbb{R}_{+}$, the maximal solution $(w, \phi, \psi)$ of the Cauchy problem (2.2) with $p=-1$ blows up in finite time if and only if $\phi$ crosses zero at some point $r>0$. Due to the scaling property of the system (see Remark 2.1), this happens if and only if there exists a (necessarily negative and unique) initial value $p$ such that the $\phi$-component of the corresponding maximal solution of (2.2) crosses zero at $r=1$. In other words, the maximal solution of $(2.2)$ with $p=-1$ blows up in finite time if and only if the boundary-value problem

$$
\begin{cases}w^{\prime}+\frac{\mu}{r} w=\phi, & w(0)=0  \tag{3.2}\\ \phi^{\prime}=\psi, & \phi(1)=0 \\ \psi^{\prime}+\frac{\mu}{r} \psi=w^{2}, & \psi(0)=0\end{cases}
$$

has a (necessarily unique) nontrivial solution.
The problem (3.2) can be written as a parameter-dependent fixed-point equation of the form

$$
\begin{equation*}
u=T(\mu, u) \tag{3.3}
\end{equation*}
$$

in $X:=C\left([0,1], \mathbb{R}^{3}\right)$, where $T: \mathbb{R}_{+} \times X \rightarrow X$ is a completely continuous operator, defined by

$$
T(\mu, u)(r):=\left(\int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} \phi(s) d s,-\int_{r}^{1} \psi(s) d s, \int_{0}^{r}\left(\frac{s}{r}\right)^{\mu} w^{2}(s) d s\right)
$$

for $\mu \in \mathbb{R}_{+}, u=(w, \phi, \psi) \in X$, and $r \in[0,1]$. We are interested in the structure of the solution set

$$
\Sigma:=\left\{(\mu, u) \in \mathbb{R}_{+} \times X: u=T(\mu, u)\right\}
$$

Clearly, $\Sigma$ contains the branch of trivial solutions of (3.3), $\mathbb{R}_{+} \times\{0\}$. Also, as mentioned above, (3.3) cannot have more than one nontrivial solution for any $\mu \in \mathbb{R}_{+}$; hence, the set $\Sigma \backslash\left(\mathbb{R}_{+} \times\{0\}\right)$ is the graph of a function $\mu \mapsto u_{\mu}$. Let $M$ denote the domain of this function, that is,

$$
\begin{equation*}
M:=\left\{\mu \in \mathbb{R}_{+}: u=T(\mu, u) \text { for some } u \in X \backslash\{0\}\right\} \tag{3.4}
\end{equation*}
$$

and define

$$
\begin{equation*}
\mu^{*}:=\sup \left(\left\{\mu \in \mathbb{R}_{+}:[0, \mu] \subset M\right\}\right) \tag{3.5}
\end{equation*}
$$

with the understanding that $\sup (\emptyset)=0$ and $\sup (A)=\infty$ if $A \subset \mathbb{R}_{+}$is unbounded.

Remark 3.6. From the discussion leading to (3.3), it is evident that $M$, as defined in (3.4), coincides with the set of all $\mu \in \mathbb{R}_{+}$for which the maximal solution of the Cauchy problem (2.2) with $p=-1$ blows up in finite time. Thus, $M$ contains the interval $[0,9]$, by Proposition 3.1. The subsequent arguments will prove this once again (we will only need the a priori estimates from Remark 3.4).

Remark 3.7. We can characterize $M$ as the set of all $\mu \in \mathbb{R}_{+}$for which the $\phi$-component of the maximal solution of (2.2) with $p=-1$ is eventually positive. Since the solution depends continuously on $\mu$, this property is stable under small perturbations of $\mu$. It follows that the set $M$ is open in $\mathbb{R}_{+}$and, hence, $\mu^{*}$ is not an element of $M$. On the other hand, it is clear from the definition of $\mu^{*}$ that $M$ contains the interval $\left[0, \mu^{*}\right)$.

Remark 3.8. Suppose that $\mu \in M, u_{\mu}=\left(w_{\mu}, \phi_{\mu}, \psi_{\mu}\right)$ is the corresponding nontrivial solution of (3.3), and $u=(w, \phi, \psi)$ is the corresponding maximal solution of the Cauchy problem (2.2) with $p=-1$. Then, due to the scaling property of the problem, $u_{\mu}$ is a "rescaling" of $u$. In fact, denoting the unique zero of $\phi$ by $z_{\mu}$, we have $w_{\mu}(r)=z_{\mu}^{3} w\left(z_{\mu} r\right), \phi_{\mu}(r)=z_{\mu}^{4} \phi\left(z_{\mu} r\right)$, and $\psi_{\mu}(r)=z_{\mu}^{5} \psi\left(z_{\mu} r\right)$, for all $r \in[0,1]$. Since $u=(w, \phi, \psi)$ depends continuously on $\mu$, so does $z_{\mu}$. It follows that the function $\mu \mapsto u_{\mu}$ is continuous as a mapping from $M \subset \mathbb{R}_{+}$into $X$.

Lemma 3.9. Given $\mu \in M$, let $u_{\mu}$ denote the unique nontrivial solution of (3.3). Then $\left\|u_{\mu}\right\|_{\infty} \geq 4(\mu+1)^{2}(\mu+3) \geq 12$. Moreover, there exists a continuous function $\bar{f}:[0, \bar{\mu}) \rightarrow \mathbb{R}_{+}$, with $\bar{\mu} \approx 9.073$, such that $\left\|u_{\mu}\right\|_{\infty} \leq \bar{f}(\mu)$, provided that $\mu \in[0, \bar{\mu})$.

Proof. Fix a number $\mu \in M$, let $u_{\mu}=\left(w_{\mu}, \phi_{\mu}, \psi_{\mu}\right)$ denote the corresponding nontrivial solution of (3.3), and let $u=(w, \phi, \psi)$ denote the corresponding maximal solution of the Cauchy problem (2.2) with $p=-1$. According to Remark 3.8, we have $\phi_{\mu}(r)=z_{\mu}^{4} \phi\left(z_{\mu} r\right)$ for all $r \in[0,1]$, where $z_{\mu}$ is the zero of $\phi$; in particular, $\left|\phi_{\mu}(0)\right|=z_{\mu}^{4}$. Recalling the a priori bounds in Remark 3.4, we obtain the estimate

$$
\begin{equation*}
\left|\phi_{\mu}(0)\right| \geq 4(\mu+1)^{2}(\mu+3) \geq 12 \tag{3.6}
\end{equation*}
$$

and, furthermore, the existence of a continuous function $f:[0, \bar{\mu}) \rightarrow[1, \infty)$, with $\bar{\mu} \approx 9.073$, such that

$$
\begin{equation*}
\left|\phi_{\mu}(0)\right| \leq 4(\mu+1)(\mu+3)(\mu+5) f(\mu), \tag{3.7}
\end{equation*}
$$

provided that $\mu \in[0, \bar{\mu})$. Next, observe that

$$
\left\|\phi_{\mu}\right\|_{\infty}=\left|\phi_{\mu}(0)\right|, \quad\left\|w_{\mu}\right\|_{\infty} \leq \frac{\left|\phi_{\mu}(0)\right|}{\mu+1} \leq\left|\phi_{\mu}(0)\right|,
$$

and

$$
\left\|\psi_{\mu}\right\|_{\infty} \leq \frac{\left|\phi_{\mu}(0)\right|^{2}}{(\mu+1)^{2}(\mu+3)} \leq \frac{1}{3}\left|\phi_{\mu}(0)\right|^{2}
$$

since $\left|\phi_{\mu}(0)\right| \geq 12$ by (3.6), this implies that $\left\|\left(w_{\mu}, \phi_{\mu}, \psi_{\mu}\right)\right\|_{\infty} \leq\left|\phi_{\mu}(0)\right|^{2}$. Consequently, we have

$$
\left|\phi_{\mu}(0)\right| \leq\left\|u_{\mu}\right\|_{\infty} \leq\left|\phi_{\mu}(0)\right|^{2},
$$

and now the assertions of the lemma follow from (3.6) and (3.7).

Proposition 3.10. For every $\mu \in\left[0, \mu^{*}\right)$, with $\mu^{*}$ defined by (3.5), the unique nontrivial solution $u_{\mu}$ of (3.3) has a fixed-point index of -1 . The graph $\mathcal{C}:=\left\{\left(\mu, u_{\mu}\right)\right.$ : $\left.\mu \in\left[0, \mu^{*}\right)\right\}$ is an unbounded, continuous curve in $\mathbb{R}_{+} \times X$, and $\mu^{*}$ is greater than 9.

Proof. We begin by computing the (Leray-Schauder) fixed-point index of the map $T(0, \cdot)$ in $u_{0}$, the nontrivial solution of (3.3) for $\mu=0$. (While the existence of $u_{0}$ was established previously, the following argument will prove it once again.) Inspired by similar reasoning in [1], we define a completely continuous operator $S: \mathbb{R}_{+} \times X \rightarrow X$, with $X:=C\left([0,1], \mathbb{R}^{3}\right)$, by

$$
S(\lambda, u)(r):=\left(\int_{0}^{r} \phi(s) d s,-\int_{r}^{1} \psi(s) d s, \int_{0}^{r}\left(w^{2}(s)+\lambda\right) d s\right)
$$

for $\lambda \in \mathbb{R}_{+}, u=(w, \phi, \psi) \in X$, and $r \in[0,1]$, and consider the parameter-dependent fixed-point problem in $X$,

$$
\begin{equation*}
u=S(\lambda, u) \tag{3.8}
\end{equation*}
$$

Note that $S(0, \cdot)=T(0, \cdot)$; that is, if $\lambda=0$, then (3.8) coincides with (3.3) with $\mu=0$.
Now let $\lambda \in \mathbb{R}_{+}$and suppose that $u_{0 \lambda}=\left(w_{0 \lambda}, \phi_{0 \lambda}, \psi_{0 \lambda}\right)$ is a solution of (3.8). Since $\phi_{0 \lambda}^{\prime \prime}=w_{0 \lambda}^{2}+\lambda \geq 0$, the function $\phi_{0 \lambda}$ is convex; thus, $\phi_{0 \lambda}(r) \leq \phi_{0 \lambda}(0)(1-r)$ for all $r \in[0,1]$. Arguing as in the proof of Proposition 3.1, we derive an upper bound for $w_{0 \lambda}$, then a lower bound for $\psi_{0 \lambda}$. Since $\left|\phi_{0 \lambda}(0)\right|=\int_{0}^{1} \psi_{0 \lambda}(s) d s$, the lower bound for $\psi_{0 \lambda}$ yields a quadratic inequality for $\left|\phi_{0 \lambda}(0)\right|$, namely, $\left|\phi_{0 \lambda}(0)\right|^{2}-24\left|\phi_{0 \lambda}(0)\right|+12 \lambda \leq 0$. It follows that $\lambda \leq 12$ and $\left|\phi_{0 \lambda}(0)\right| \leq 24$. This shows that (3.8) does not have any solutions if $\lambda>12$; moreover, the uniform bound on $\left|\phi_{0 \lambda}(0)\right|$ implies a uniform bound on $\left\|u_{0 \lambda}\right\|_{\infty}$.

Choosing a sufficiently large $\rho>0$, we infer that $\operatorname{deg}\left(I d_{X}-S(\lambda, \cdot), B_{\rho}^{X}(0), 0\right)$ is well defined for $\lambda \in \mathbb{R}_{+}$, independent of $\lambda$ (due to homotopy invariance), and in fact equal to zero (since (3.8) has no solutions for $\lambda>12$ ). It follows that

$$
\operatorname{deg}\left(I d_{X}-T(0, \cdot), B_{\rho}^{X}(0), 0\right)=\operatorname{deg}\left(I d_{X}-S(0, \cdot), B_{\rho}^{X}(0), 0\right)=0
$$

However, a routine homotopy argument shows that the index of $T(0, \cdot)$ in the trivial fixed point 0 equals 1 . This proves, once again, the existence of the nontrivial fixed point $u_{0}$ (and thereby the fact that $\mu^{*}>0$ ) and shows, more importantly, that the index of $T(0, \cdot)$ in $u_{0}$ is -1 . But then, by homotopy along the continuous curve $\mathcal{C}:=\left\{\left(\mu, u_{\mu}\right): \mu \in\left[0, \mu^{*}\right)\right\}$, the fixed-point index of $T(\mu, \cdot)$ in $u_{\mu}$ is -1 for every $\mu \in\left[0, \mu^{*}\right)$.

We are now in a position to complete the proof of the proposition by applying a Rabinowitz-type argument (see [21]). Suppose that the curve $\mathcal{C}$ is bounded. Then $\mu^{*}<\infty$ and there exists a constant $\rho>0$ such that $\left\|u_{\mu}\right\|_{\infty}<\rho$ for all $\mu \in\left[0, \mu^{*}\right)$. Also, due to Lemma 3.9, $\left\|u_{\mu}\right\|_{\infty} \geq 12$ for all $\mu \in\left[0, \mu^{*}\right)$ and, according to Remark 3.7, the equation (3.3) has no nontrivial solution for $\mu=\mu^{*}$. It follows that $\operatorname{deg}\left(I d_{X}-T(\mu, \cdot), B_{\rho}^{X}(0) \backslash \bar{B}_{1}^{X}(0), 0\right)$ is well defined for $\mu \in\left[0, \mu^{*}\right]$, independent of $\mu$, and in fact equal to zero. Clearly, this contradicts the fact that $T(0, \cdot)$ has index -1 in $u_{0}$. It follows that $\mathcal{C}$ is unbounded in $\mathbb{R}_{+} \times X$. In conjunction with Lemma 3.9, according to which $\mathcal{C} \cap([0, \hat{\mu}] \times X)$ is bounded for every $\hat{\mu} \in \mathbb{R}_{+}$with $\hat{\mu}<\bar{\mu} \approx 9.073$, this proves, once again, that $\mu^{*} \geq \bar{\mu}$ and thus $\mu^{*}>9$.

Remark 3.11. In light of the numerical evidence described in Remark 3.5, we conjecture that $\mu^{*} \approx 13.755$, that the set $M$ coincides with the interval $\left[0, \mu^{*}\right)$, and that the solution branch $\mathcal{C}$ bifurcates from infinity at $\mu^{*}$.

We conclude this section with a comment on the Dirichlet problem for the elliptic system (1.2) on a ball in $\mathbb{R}^{N}$,

$$
\begin{cases}-\Delta v=\theta & \text { in } B_{R}^{N}(0)  \tag{3.9}\\ -\Delta \theta=|\nabla v|^{2} & \text { in } B_{R}^{N}(0) \\ v=\theta=0 & \text { on } \partial B_{R}^{N}(0)\end{cases}
$$

Assuming that $R=1$ (due to the scaling property, this entails no loss of generality), there is a one-to-one correspondence between the radial solutions of (3.9) and the solutions of the boundary-value problem (3.2) or the equivalent fixed-point equation (3.3), with $\mu=N-1, \theta=-\phi$, and $v(r)=-\int_{r}^{1} w(s) d s$ for $r \in[0,1]$. Hence, Proposition 3.10 implies that (3.9) has a unique nontrivial radial solution $(v, \theta)$ as long as the space dimension $N$ does not exceed 10 ; it is easily checked that both components of this solution are positive and strictly decreasing functions of the radial variable $r$.

Corollary 3.12. For every $N \in \mathbb{N}$ with $N \leq 10$ and every $R>0$, the Dirichlet problem (3.9) has a unique nontrivial radially symmetric solution $(v, \theta)$. Both components of this solution are positive and decreasing functions of the radial variable $r$.

Our numerical evidence (see Remark 3.5) suggests that the solution of Corollary 3.12 exists, in fact, if and only if $N \leq 14$. Figure 3 shows computed profiles of this solution for $R=1$ and the two extreme values of the space dimension, $N=1$ and $N=14$. Of course, we can compute the nontrivial solution $(v, \theta)$ of the radial version of (3.9) for any $\mu \in[0, \tilde{\mu})$, with $\tilde{\mu} \approx 13.755$, in place of the integer $N-1$. As $\mu \rightarrow \tilde{\mu}$, the $\theta$-component of the solution appears to approach a multiple of $\delta_{0}$ (the Dirac distribution centered at 0 ).



Fig. 3. Positive radial solutions $(v, \theta)$ of the Dirichlet problem (3.9) with $R=1$ for $N=1$ (left) and $N=14$ (right).
4. Asymptotic behavior. Let $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$ be the maximal solution of the Cauchy problem (2.2) for a given $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$. By Lemma 2.4, we know that $R$ is finite if and only if $\phi(r)$ is eventually positive and that in this case $w(r), \phi(r), \psi(r) \rightarrow \infty$ as $r \rightarrow R^{-}$. In view of the existing literature on boundary blow-up in elliptic equations (see, for example, $[4,24]$ ), it is natural to expect asymptotic behavior of the form $Q /(R-r)^{q}$, with positive constants $Q$ and $q$. In fact, we will prove the following result.

Proposition 4.1. Let $(w, \phi, \psi) \in C^{1}\left([0, R), \mathbb{R}^{3}\right)$ be the maximal solution of the Cauchy problem (2.2), for a given $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$, and suppose that $R$ is finite. Then, as $r \rightarrow R^{-}$,

$$
w(r) \sim \frac{60}{(R-r)^{3}}, \quad \phi(r) \sim \frac{180}{(R-r)^{4}}, \quad \psi(r) \sim \frac{720}{(R-r)^{5}}
$$

Let us note that if all three of the functions $w, \phi, \psi$ exhibit asymptotic behavior of the form $Q /(R-r)^{q}$, it is easy to see that the constants $Q$ and $q$ are necessarily as above.

We will prove Proposition 4.1 under the assumption that $R=1$; thanks to the scaling property, this entails no loss of generality. The proof will be achieved by analyzing a system of equations derived from (2.2) by a suitable change of variables.

Given any solution $(w, \phi, \psi)$ of (2.2), define functions $\alpha, \beta, \gamma$ by

$$
\alpha(r):=\frac{(1-r)^{3}}{60} w(r), \quad \beta(r):=\frac{(1-r)^{4}}{180} \phi(r), \quad \gamma(r):=\frac{(1-r)^{5}}{720} \psi(r) ;
$$

then $(\alpha, \beta, \gamma)$ is a solution of

$$
\begin{cases}(1-r)\left(\alpha^{\prime}+\frac{\mu}{r} \alpha\right)=3(\beta-\alpha), & \alpha(0)=0  \tag{4.1}\\ (1-r) \beta^{\prime}=4(\gamma-\beta), & \beta(0)=\frac{p}{180} \\ (1-r)\left(\gamma^{\prime}+\frac{\mu}{r} \gamma\right)=5\left(\alpha^{2}-\gamma\right), & \gamma(0)=0\end{cases}
$$

Just like (2.2), the system (4.1) is singular at $r=0$, but this does not affect the well-posedness of the initial value problem; in addition, (4.1) is singular at $r=1$.

REMARK 4.2. Suppose that $(w, \phi, \psi)$ is the maximal solution of (2.2), for a given $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$, with interval of existence $\left[0, R_{p}\right)$; let $(\alpha, \beta, \gamma)$ be the corresponding solution of (4.1), as defined above. Clearly, if $R_{p}<1$, then $(\alpha, \beta, \gamma)$ ceases to exist before reaching the singularity at $r=1$; in fact, $\alpha(r), \beta(r), \gamma(r) \rightarrow \infty$ as $r \rightarrow R_{p}^{-}$. Also, if $R_{p}>1$, then $(\alpha, \beta, \gamma)$ can be continued beyond the singularity at $r=1$, and $\alpha(r), \beta(r), \gamma(r) \rightarrow 0$ as $r \rightarrow 1^{-}$. Finally, if $R_{p}=1$, then $(\alpha, \beta, \gamma)$ exists up to the singularity at $r=1$, but the behavior near the singularity is not obvious. The assertion of Proposition 4.1 (with $R=1$ ) is that, in this case, $\alpha(r), \beta(r), \gamma(r) \rightarrow 1$ as $r \rightarrow 1^{-}$.

Remark 4.3. Recall that for every $\mu \in \mathbb{R}_{+}$, there is exactly one initial value $p_{\mu}^{+}>0$ and at most one initial value $p_{\mu}^{-}<0$ such that the maximal solution of (2.2) with $p=p_{\mu}^{ \pm}$blows up at $r=1$. Let $p_{\mu}^{*}$ denote one such value. Due to the scaling property of the problem, all solutions with $\operatorname{sign}(p)=\operatorname{sign}\left(p_{\mu}^{*}\right)$ blow up in finite time. Moreover, there is a one-to-one correspondence between the initial value $p$ and the exit time $R_{p}$ of the solution; in fact, $R_{p}^{4}=p_{\mu}^{*} / p$ (see Remark 2.1). It follows that if $p>p_{\mu}^{*}>0$ or $p<p_{\mu}^{*}<0$, then $R_{p}<1$, and consequently $\alpha(r), \beta(r), \gamma(r) \rightarrow \infty$ as $r \rightarrow R_{p}^{-}$. Also, if $0<p<p_{\mu}^{*}$ or $p_{\mu}^{*}<p<0$, then $R_{p}>1$, and consequently $\alpha(r), \beta(r), \gamma(r) \rightarrow 0$ as $r \rightarrow 1^{-}$.

Remark 4.4. The observations in the preceding remark allow us to use a shooting method to numerically approximate $p_{\mu}^{+}$and, if it exists, $p_{\mu}^{-}$, that is, the critical initial values $p$ for which the maximal solution of (2.2), for a given $\mu \in \mathbb{R}_{+}$, blows up at $r=1$. Solving the Cauchy problem (4.1) with $p=p_{\mu}^{ \pm}$, we can then construct the solutions of (2.2) that blow up at $r=1$, and thereby the large radial solutions of the problem (1.3) with $R=1$. All the graphs in the preceding sections were generated in this way (with a suitable rescaling in the case of Figure 3).

Our experiments suggest that $p_{\mu}^{-}$exists if and only if $\mu<\tilde{\mu}$, for some number $\tilde{\mu} \approx 13.755$, which, due to the scaling property, must coincide with the number $\mu^{*}$ defined in (3.5). In fact, we find that $p_{\mu}^{-}$is a strictly decreasing function of $\mu$ that approaches $-\infty$ as $\mu \rightarrow \tilde{\mu}$.

To prove Proposition 4.1 for $R=1$, we must show that all three components of the maximal solution $(\alpha, \beta, \gamma)$ of the Cauchy problem (4.1) with $\mu \in \mathbb{R}_{+}$and $p=p_{\mu}^{ \pm}$ converge to 1 as $r \rightarrow 1^{-}$(recall Remarks 4.2 and 4.3). While our numerical experiments leave no doubt about this (see Figure 4 for examples of computed solutions), the proof requires a small detour in dynamical systems; we refer the reader to [22] for terminology and basic properties.







Fig. 4. Critical solutions ( $\alpha, \beta, \gamma$ ) of problem (4.1) for $\mu=0, p=p_{0}^{+} \approx 180 \times 3.185739467$ (top left), $\mu=2, p=p_{2}^{+} \approx 180 \times 15.39874038$ (top right), $\mu=0, p=p_{0}^{-} \approx-180 \times 8.525812707$ (bottom left), and $\mu=2, p=p_{2}^{-} \approx-180 \times 61.20559852$ (bottom right).

It is convenient to perform another change of variables in the system (4.1), letting $r=1-e^{-t}$ and $a(t)=\alpha(r), b(t)=\beta(r), c(t)=\gamma(r)$. With this rescaling of the independent variable, (4.1) is equivalent to

$$
\begin{cases}a^{\prime}+\frac{\mu}{e^{t}-1} a=3(b-a), & a(0)=0  \tag{4.2}\\ b^{\prime}=4(c-b), & b(0)=\frac{p}{180} \\ c^{\prime}+\frac{\mu}{e^{t}-1} c=5\left(a^{2}-c\right), & c(0)=0\end{cases}
$$

Note that the singularity of (4.1) at $r=1$ has been moved to $t=\infty$; moreover, the system (4.2) is autonomous for $\mu=0$ and asymptotically autonomous for $\mu>0$. For notational convenience, we write the system of differential equations in (4.2) as

$$
\begin{equation*}
x^{\prime}+\frac{\mu}{e^{t}-1} E(x)=F(x) \tag{4.3}
\end{equation*}
$$

where $x=(a, b, c)$ takes values in $\mathbb{R}^{3}, E: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is the linear mapping defined by $E(a, b, c):=(a, 0, c)$, and $F: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is the vector field defined by

$$
F(a, b, c):=\left(3(b-a), 4(c-b), 5\left(a^{2}-c\right)\right)
$$

REMARK 4.5. For $t>0$ and $a \geq 0$, the system (4.3), with arbitrary $\mu \in \mathbb{R}_{+}$, satisfies the well-known Kamke condition and, thus, a comparison principle (see, for example, [25]). To be precise, let $t_{0}, t_{1} \in[0, \infty]$ with $t_{0}<t_{1}$ and suppose that $x_{1}, x_{2} \in C\left(\left[t_{0}, t_{1}\right), \mathbb{R}^{3}\right) \cap C^{1}\left(\left(t_{0}, t_{1}\right), \mathbb{R}^{3}\right)$. If $x_{1}$ is a subsolution of (4.3) with $a_{1} \geq 0$, if $x_{2}$ is a supersolution of (4.3), and if $x_{1}\left(t_{0}\right) \leq x_{2}\left(t_{0}\right)\left(x_{1}\left(t_{0}\right)<x_{2}\left(t_{0}\right)\right)$, then we have $x_{1}(t) \leq x_{2}(t)\left(x_{1}(t)<x_{2}(t)\right)$ for all $t \in\left[t_{0}, t_{1}\right)$.

By a subsolution (supersolution) of (4.3) we mean a function $x=(a, b, c)$ satisfying the differential inequality obtained from (4.3) by replacing " $=$ " with " $\leq$ " (" $\geq$ "). Also, given vectors $x_{1}, x_{2} \in \mathbb{R}^{3}$, we write $x_{1} \leq x_{2}$ or $x_{2} \geq x_{1}\left(x_{1}<x_{2}\right.$ or $\left.x_{2}>x_{1}\right)$ if the respective inequality holds componentwise, and we call a vector $x \in \mathbb{R}^{3}$ nonnegative (positive) if $x \geq \overline{0}(x>\overline{0})$, where $\overline{0}:=(0,0,0)$.

Remark 4.6. For every $\lambda \in[0, \infty]$, let $\bar{\lambda}$ denote the vector $(\lambda, \lambda, \lambda)$. For arbitrary $\mu \in \mathbb{R}_{+}, \overline{0}$ is a solution of (4.3), and $\overline{1}$ is a supersolution (a solution if $\mu=0$ ). More generally, for every $\lambda \in[0,1], \bar{\lambda}$ is a supersolution. Furthermore, for every $\lambda \in(1, \infty)$, there exists a number $\tau \in[0, \infty)$, depending only on $\lambda$ and $\mu$, such that $((\lambda+1) / 2, \lambda, \lambda)$ is a subsolution on the interval $(\tau, \infty)$ (where $\tau=0$ if $\mu=0)$.

Proposition 4.7. For a given $\mu \in \mathbb{R}_{+}$, let $x$ be a nonnegative maximal forward solution of (4.3).
(a) If $x$ is unbounded, then $x$ blows up in finite time and approaches $\bar{\infty}$.
(b) If $x$ is bounded, then $x$ converges to either $\overline{0}$ or $\overline{1}$.

Proof. Fix $\mu \in \mathbb{R}_{+}$and let $x=(a, b, c)$ be a nonnegative maximal forward solution of the system (4.3).
(a) Suppose that $x=(a, b, c)$ is unbounded. First we will show that $b$ is unbounded. By way of contradiction, suppose that $b \leq b_{0}$ for some positive constant $b_{0}$. Then we have

$$
a^{\prime} \leq a^{\prime}+\frac{\mu}{e^{t}-1} a=3(b-a) \leq 3\left(b_{0}-a\right)
$$

which implies that $a$ is bounded. A similar argument then shows that $c$ is bounded as well, and this contradicts the unboundedness of $x=(a, b, c)$. Thus, $b$ is unbounded.

Now fix a number $p_{0}>0$ such that the solution $\left(w_{0}, \phi_{0}, \psi_{0}\right)$ of the initial-value problem (2.2) with $p=p_{0}$ blows up at a point $R_{0}<1$. The corresponding solution $x_{0}=\left(a_{0}, b_{0}, c_{0}\right)$ of the initial-value problem (4.2) then blows up at $-\log \left(1-R_{0}\right)$. Recall that the $b$-component of the trajectory $x=(a, b, c)$ is unbounded and choose a point $\tau$ in the interval of existence of $x$ such that $b(\tau) \geq p_{0} / 180$; define $\tilde{x}:=x(\tau+\cdot)$. Then we have

$$
\tilde{x}^{\prime}+\frac{\mu}{e^{t}-1} E(\tilde{x}) \geq \tilde{x}^{\prime}+\frac{\mu}{e^{\tau+t}-1} E(\tilde{x})=F(\tilde{x})
$$

and

$$
\tilde{x}(0)=x(\tau)=(a(\tau), b(\tau), c(\tau)) \geq\left(0, \frac{p_{0}}{180}, 0\right)=x_{0}(0)
$$

Thanks to the comparison principle in Remark 4.5, it follows that $\tilde{x} \geq x_{0}$. In particular, $\tilde{x}$ blows up in finite time, and then so does $x$. By reasoning as in the proof of Lemma $2.4(\mathrm{~b})$, it is now easy to verify that all three components of $x$ approach infinity.
(b) Suppose that $x$ is bounded. First, consider the autonomous case, $\mu=0$. The vector field $F$ is cooperative in the half-space $a \geq 0$ and, in particular, in the nonnegative cone $\mathbb{R}_{+}^{3}$; moreover, $\operatorname{div}(F) \equiv-12$ and $F$ has exactly two zeros, at $\overline{0}$ and $\overline{1}$. Thus, $F$ generates a monotone, volume-contracting semiflow $\Phi$ in $\mathbb{R}_{+}^{3}$, with exactly two equilibria, at $\overline{0}$ and $\overline{1}$. The equilibrium at $\overline{0}$ is a stable node; the equilibrium at $\overline{1}$ is a saddle point with a two-dimensional stable manifold (the eigenvalues are 1 and $-13 / 2 \pm i \sqrt{71} / 2)$.

Moreover, the system can be embedded into a cooperative system in all of $\mathbb{R}^{3}$ by replacing the nonlinear term $a^{2}$ in the third component of the vector field $F$ with $a|a|$; the extended system still has negative divergence, and it has equilibria at $\overline{0}$ and $\pm \overline{1}$. Morris Hirsch proved (see [13, Theorem 1]) that every compact limit set of a cooperative or competitive system in $\mathbb{R}^{3}$ is either a cycle or contains an equilibrium. Another result of Hirsch's (see [12, Theorem 7]) guarantees that a cooperative system in $\mathbb{R}^{3}$ with negative divergence cannot have any cycles. Moreover, for our particular system, it is easy to see that any compact limit set containing one of the equilibria is in fact a singleton. Combining these results we infer that every bounded (forward or backward) trajectory of the system converges. In particular, the trajectory $x$ converges to either $\overline{0}$ or $\overline{1}$.

Now consider the nonautonomous case, $\mu>0$. As we observed before, the system (4.3) is asymptotically autonomous. An old result of Markus [18] implies that the $\omega$-limit set $K$ of the trajectory $x$ is a nonempty compact and connected subset of $\mathbb{R}_{+}^{3}$; moreover, $\operatorname{dist}(x(t), K) \rightarrow 0$ as $t \rightarrow \infty$, and $K$ is invariant under the semiflow $\Phi$ of the autonomous limit system, that is, (4.3) with $\mu=0$. A more recent result by Mischaikow, Smith, and Thieme (see [19, Theorem 1.8]) implies that $K$ is also chain-recurrent under $\Phi$.

We claim that $K \subset\{\overline{0}, \overline{1}\}$. By way of contradiction, suppose there is a point $z \in K \backslash\{\overline{0}, \overline{1}\}$. In light of what we proved for the autonomous case, since $K$ is compact and $\Phi$-invariant, the $\Phi$-trajectory through $z$ must converge, both forward and backward in time. Backward in time, it can only converge to $\overline{1}$ (since $\overline{0}$ is stable). Thus, $z$ belongs to the unstable manifold of $\overline{1}$, and it follows that, forward in time, the $\Phi$-trajectory through $z$ can only converge to $\overline{0}$. Hence, $K$ consists of the two equilibria, $\overline{0}$ and $\overline{1}$, and a heteroclinic orbit connecting the two; such a set is obviously not chain-recurrent. The contradiction proves that $K \subset\{\overline{0}, \overline{1}\}$. In fact, since $K$ is nonempty and connected, we have either $K=\{\overline{0}\}$ or $K=\{\overline{1}\}$; that is, $x$ converges to either $\overline{0}$ or $\overline{1}$.

Corollary 4.8. Let $\mu \in \mathbb{R}_{+}$and $p \in \mathbb{R}$ be such that the maximal solution $(w, \phi, \psi)$ of the Cauchy problem (2.2) blows up at $r=1$. Then the maximal solution $(a, b, c)$ of (4.2) converges to $\overline{1}$.

Proof. Under the assumptions of the corollary, $(w, \phi, \psi)$ approaches $\bar{\infty}$ at $r=1$; thus, the corresponding solution $(\alpha, \beta, \gamma)$ of (4.1) is eventually positive and exists on $[0,1)$ (see Remark 4.2). This means that $x=(a, b, c)$ is eventually positive and exists on $[0, \infty)$. By part (a) of Proposition 4.7, it follows that $x$ is bounded, and then part (b) of the same proposition implies that $x$ converges to either $\overline{0}$ or $\overline{1}$. Now suppose that $x(t) \rightarrow \overline{0}$ as $t \rightarrow \infty$ and choose $t_{0} \in(0, \infty)$ such that $\overline{0}<x\left(t_{0}\right)<\overline{1}$. Since the solution of (4.2) depends continuously on $p$, we can find a value $\tilde{p}$ close to $p$, with $|\tilde{p}|>|p|$ such that the corresponding maximal solution $\tilde{x}$ of (4.2) exists at $t=t_{0}$ and satisfies $\overline{0}<\tilde{x}\left(t_{0}\right)<\overline{1}$. Since $\overline{0}$ is a solution and $\overline{1}$ is a supersolution of (4.3), the comparison principle in Remark 4.5 implies that $\overline{0}<\tilde{x}(t)<\overline{1}$ for all $t \geq t_{0}$, as long as $\tilde{x}$ exists. From Remark 4.3, however, we know that $\tilde{x}$ goes to $\bar{\infty}$ (in finite time). This contradiction proves that $x$ does not converge to $\overline{0}$, and therefore it must converge to $\overline{1}$.

Proof of Proposition 4.1. Due to the scaling property of the system (2.2) (see Remark 2.1), it suffices to prove the assertion of the proposition for $R=1$; in this case, it is an immediate consequence of Corollary 4.8 (see Remark 4.2).

Proof of Theorem 1.5. Since every large radial solution $(v, \phi)$ of the problem (1.3), for a given $R>0$, corresponds to a solution $(w, \phi, \psi)$ of (2.2) that blows up at $R$, the asymptotic behavior of $\phi$ is clear from Proposition 4.1. Moreover, the asymptotic behavior of $v$, given by $v(r)=\int_{0}^{r} w(s) d s$ for $0 \leq r<R$, follows readily from that of $w$.

In closing, we note that Hirsch's results on cooperative systems in $\mathbb{R}^{3}$ (see [12, 13]) allow us to completely describe the dynamics of the monotone, volume-contracting semiflow $\Phi$ in $\mathbb{R}_{+}^{3}$, induced by the vector field $F$. First, it is easily verified that $\Phi$ is, in fact, strongly monotone (even though $F$ is irreducible only for $a>0$ ). As shown in the first part of the proof of Proposition 4.7(b), Hirsch's results imply that every forward trajectory of $\Phi$ either converges to $\overline{0}$ (a stable node) or to $\overline{1}$ (a saddle point), or it approaches $\bar{\infty}$, necessarily in finite time. Clearly, both $\overline{0}$ and $\bar{\infty}$ are stable attractors. In fact, using the sub- and super-solutions constructed in Remark 4.6, we see that the open order intervals $(\overline{0}, \overline{1})$ and $(\overline{1}, \bar{\infty})$ are positively invariant and contained in the basins of attraction of $\overline{0}$ and $\bar{\infty}$, respectively. The two basins of attraction are separated by the (two-dimensional) stable manifold $W_{s}(\overline{1})$ of the saddle point. The (one-dimensional) unstable manifold $W_{u}(\overline{1})$ has a positive tangent vector at $\overline{1}$, which implies that $W_{u}(\overline{1}) \backslash\{\overline{1}\}$ is contained in the union of the order intervals $(\overline{0}, \overline{1})$ and $(\overline{1}, \bar{\infty})$. Thus, every forward trajectory on $W_{u}(\overline{1}) \backslash\{\overline{1}\}$ either converges to $\overline{0}$ or approaches $\bar{\infty}$. It follows that $W_{u}(\overline{1}) \backslash\{\overline{1}\}$ consists of two heteroclinic orbits connecting $\overline{1}$ to $\overline{0}$ and $\bar{\infty}$, respectively.

Appendix. The following algorithm allows the construction of increasing sequences of polynomial lower bounds and decreasing sequences of polynomial upper bounds for the maximal solution $(w, \phi, \psi)$ of the Cauchy problem (2.2) with $p=-1$ and arbitrary $\mu \in \mathbb{R}_{+}$. The bounds being polynomials, the computations amount to symbolic algebra on the coefficients. We used Maple (Version 9.5) to perform these computations; the relevant commands are provided below.

Given a polynomial $P$ in $r$ (whose coefficients are rational functions of another variable), the command

```
L:=normal(CoefficientList(P,r)):
```

generates the list of coefficients of $P$ (in increasing order, starting with the zeroorder term) and writes each coefficient in "normal form" (that is, as a quotient of polynomials). The command

$$
\mathrm{n}:=\mathrm{nops}(\mathrm{~L}):
$$

gives the number of entries in the list $L$; that is, $n-1$ is the degree of $P$.
Algorithm: Construction of Polynomial Bounds.
0 . Specify a lower (or an upper) bound $\phi_{0}$ for $\phi\left(\phi_{0}\right.$ a suitable polynomial in $\left.r\right)$.

```
            with(PolynomialTools):
phi0:=-1; # Other choices are possible.
```

1. Compute a lower (upper) bound $w_{0}$ for $w: w_{0}:=\int_{0}^{r}(s / r)^{\mu} \phi_{0}(s) d s$.
```
L:=normal(CoefficientList(phi0,r)): n:=nops(L):
    w0:=sum(L[i]*r^i/(mu+i),i=1..n);
```

2. Compute an upper (lower) bound $\psi_{0}$ for $\psi$, valid as long as $\max \left(w, w_{0}\right) \leq 0$ : $\psi_{0}:=\int_{0}^{r}(s / r)^{\mu} w_{0}^{2}(s) d s$.
```
L:=normal(CoefficientList(w0^2,r)): n:=nops(L):
    psi0:=sum(L[i]*r^i/(mu+i),i=1..n);
```

3. Compute an upper (lower) bound $\phi_{0}$ for $\phi: \phi_{0}:=-1+\int_{0}^{r} \psi_{0}(s) d s$.
```
L:=normal(CoefficientList(psi0,r)): n:=nops(L):
    phi0:=-1+sum(L[i]*r^i/i,i=1..n);
```

4. Return to Step 1 (or proceed to "Computation of coefficient $c$ " below).

Starting with the trivial lower bound $\underline{\phi}_{0}:=-1$ for $\phi$, the algorithm produces the bounds $\underline{w}_{1}, \bar{\psi}_{1}, \bar{\phi}_{1}, \bar{w}_{1}, \underline{\psi}_{1}, \underline{\phi}_{1}, \ldots$, referred to in the proof of Proposition 3.1; these bounds are valid on the interval $\left[0, r_{0}\right]$, where $r_{0}:=(4(\mu+1)(\mu+3)(\mu+5))^{1 / 4}$ is the unique positive root of $\bar{w}_{1}$ (note that for all $k \in \mathbb{N}, \underline{w}_{1} \leq \underline{w}_{k} \leq w \leq \bar{w}_{k} \leq \bar{w}_{1} \leq 0$ on $\left.\left[0, r_{0}\right]\right)$.

Now suppose that $w_{0}, \psi_{0}$, and $\phi_{0}$ have been constructed according to Steps $1-3$ of the algorithm, starting with an initially negative upper bound for $\phi$. Then we have $w \leq w_{0} \leq 0, \psi \geq \psi_{0} \geq 0$, and $\phi \geq \phi_{0}$ on some interval [ $0, r_{0}$ ] with $r_{0}>0$. The arguments in the proof of Proposition 3.1 show that the following "tail estimate" holds for every $r>r_{0}$, provided that $\phi(r) \leq 0$ :

$$
0 \geq(\mu-1)^{2} \phi(r) \geq a\left(\frac{r_{0}}{r}\right)^{2(\mu-1)}-b\left(\frac{r_{0}}{r}\right)^{\mu-1}+c
$$

where

$$
\begin{aligned}
a & :=\frac{1}{2} r_{0}^{2} w_{0}^{2}\left(r_{0}\right), \quad b:=r_{0}^{2} w_{0}^{2}\left(r_{0}\right)+(\mu-1) r_{0} \psi_{0}\left(r_{0}\right) \\
c & :=\frac{1}{2} r_{0}^{2} w_{0}^{2}\left(r_{0}\right)+(\mu-1) r_{0} \psi_{0}\left(r_{0}\right)+(\mu-1)^{2} \phi_{0}\left(r_{0}\right)
\end{aligned}
$$

If we use the bounds $w_{0}=\bar{w}_{k}, \psi_{0}=\underline{\psi}_{k}$, and $\phi_{0}=\underline{\phi}_{k}$, for some $k \in \mathbb{N}$, and choose $r_{0}$ to be the positive root of $\bar{w}_{1}$ (or the positive root of $\bar{\phi}_{1}$ ), the coefficients $a, b, c$, and various other relevant quantities, such as $\phi_{0}\left(r_{0}\right)$, are rational functions of $\mu$; in fact, $r_{0}^{4}$ is a polynomial in $\mu$, while $r^{2} w_{0}^{2}(r), r \psi_{0}(r)$, and $\phi_{0}(r)$ are polynomials in $r^{4}$,
whose coefficients are rational functions of $\mu$. This facilitates the symbolic computation of these quantities and allows us to locate their positive roots by inspecting the coefficients of the respective numerator polynomials (the roots of the denominator polynomials are negative integers). Recall that finding the positive roots of $c$, in particular, is a crucial step in the proof of Proposition 3.1.

Algorithm: Computation of Coefficient c.
0 . Specify $\rho:=r_{0}^{4}(\rho$ a suitable polynomial in $\mu)$.
rho: $=4 *(\mathrm{mu}+1) *(\mathrm{mu}+3) *(\mathrm{mu}+5)$ :
\# Alternatively: rho:=4*(mu+1) ^2*(mu+3):

1. Compute coefficients of $(1 / 2) r^{2} w_{0}^{2}(r)+(\mu-1) r \psi_{0}(r)+(\mu-1)^{2} \phi_{0}(r)$.
```
            P:=r^2*w0^2/2+(mu-1)*r*psi0+(mu-1)^2*phi0:
L:=normal(CoefficientList(P,r)): n:=(nops(L)-1)/4+1:
```

2. Compute coefficient $c=c_{1} / c_{2}$, with numerator polynomial $c_{1}$ and denominator polynomial $c_{2}$.
```
c:=normal(sum(L[4*i-3]*rho^(i-1),i=1..n)):
    c1:=sort(numer(c)); c2:=denom(c);
```

If we choose $w_{0}=\bar{w}_{2}, \psi_{0}=\underline{\psi}_{2}, \phi_{0}=\underline{\phi}_{2}$, and $\rho=4(\mu+1)(\mu+3)(\mu+5)$, as in the proof of Proposition 3.1, then the numerator polynomial $c_{1}$ of $c$ has exactly two positive roots (by Descartes's rule of signs and the intermediate-value theorem), one near 0.747 and the other near 9.073.
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#### Abstract

We propose a model to describe the optimal distributions of residents and services in a prescribed urban area. The cost functional takes into account the transportation costs (according to a Monge-Kantorovich-type criterion) and two additional terms which penalize concentration of residents and dispersion of services. The tools we use are the Monge-Kantorovich mass transportation theory and the theory of nonconvex functionals defined on measures.
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1. Introduction. The efficient planning of a city is a tremendously complicated problem, both for the high number of parameters which are involved as well as for the several relations which intervene among them (price of the land, kind of industries working in the area, quality of the life, prices of transportations, geographical obstacles, etc.). Perhaps a careful description of the real situations could be only obtained through evolution models which take into account the dynamical behavior of the different parameters involved.

An interesting mathematical model for the description of the equilibrium structure of a city is presented by Carlier and Ekeland in [3], where Monge-Kantorovich optimal transport theory plays an important role.

In the present paper we consider a geographical area as given, and we represent it through a subset $\Omega$ of $\mathbb{R}^{n}(n=2$ in the applications to concrete urban planning problems). We want to study the optimal location in $\Omega$ of a mass of inhabitants, which we denote by $\mu$, as well as of a mass of services (working places, stores, offices, etc.), which we denote by $\nu$. We assume that $\mu$ and $\nu$ are probability measures on $\Omega$. This means that the total amounts of population and production are fixed as problem data, and this is a difference from the model in [3]. The measures $\mu$ and $\nu$ represent the unknowns of our problem that have to be found in such a way that a suitable total cost functional $\mathfrak{F}(\mu, \nu)$ is minimized. The definition of this total cost functional takes into account some criteria we want the two densities $\mu$ and $\nu$ to satisfy:
(i) there is a transportation cost for moving from the residential areas to the services areas;
(ii) people do not want to live in areas where the density of population is too high;
(iii) services need to be concentrated as much as possible in order to increase efficiency and decrease management costs.

[^29]Fact (i) will be described through a Monge-Kantorovich mass transportation model; the transportation cost will indeed be given by using a $p$-Wasserstein distance ( $p \geq 1$ ). We set

$$
\begin{equation*}
T_{p}(\mu, \nu)=W_{p}^{p}(\mu, \nu)=\inf _{\gamma}\left(\int_{\Omega \times \Omega}|x-y|^{p} \gamma(d x, d y)\right) \tag{1.1}
\end{equation*}
$$

where the infimum is taken over all possible transport plans $\gamma$ between $\mu$ and $\nu$ (i.e., probabilities on the product space having $\mu, \nu$ as marginal measures). We refer to [7] for the whole theory on mass transportation. When $p=1$ we are in the classical Monge case, and for this particular case we refer to [1] and [5].

Fact (ii) will be described by a penalization functional, a kind of total unhappiness of citizens due to high density of population, obtained by integrating with respect to the citizens' density their personal unhappiness.

Fact (iii) is modeled by a third term representing costs for managing services once they are located according to the distribution $\nu$, taking into account that efficiency depends strongly on how much $\nu$ is concentrated.

The cost functional we will consider is then

$$
\begin{equation*}
\mathfrak{F}^{p}(\mu, \nu)=T_{p}(\mu, \nu)+F(\mu)+G(\nu), \tag{1.2}
\end{equation*}
$$

and thus the optimal location of $\mu$ and $\nu$ will be determined by the minimization problem

$$
\begin{equation*}
\min \left\{\mathfrak{F}^{p}(\mu, \nu): \mu, \nu \text { probabilities on } \Omega\right\} \tag{1.3}
\end{equation*}
$$

In this way, our model takes into consideration only the optimization of a total welfare parameter of the city, disregarding the effects on each single citizen. In particular, no equilibrium condition is considered. This may appear as a fault in the model, since the personal welfare of the citizens (depending on the population density of their zone and on the cost of moving from home to services) could be nonconstant. As a consequence, nonstable optimal solutions may occur, where some citizens would prefer to move elsewhere in the city in order to get better conditions. However, this is not the case, since our model also disregards prices of land and houses in the city, since they do not affect the total wealth of the area. It turns out that by a proper, market-determined choice of prices, welfare differences could be compensated and equilibrium recovered. This fact turns out to be a major difference between our model and the model in [3], both for the importance given in [3] to the variable represented by the price of land and for the fact that Carlier and Ekeland specifically look for an equilibrium solution instead of an optimal one.

The present paper, after this introduction, contains three sections. Section 2 is devoted to presenting precise choices for the functionals $F$ and $G$ and justifying them as reasonable choices. In the same section we also give a simple existence result for an optimal solution $(\mu, \nu)$ as a starting point for the rest of the paper. In section 3 we consider the functional on $\mu$ obtained by keeping the measure $\nu$ as fixed: in this case the functional $G$ does not play any role, and we obtain a convex minimization problem, which is interesting in itself. We also obtain some necessary optimality conditions in the very general case where no assumption is taken on the fixed measure $\nu$. In section 4 we apply these results to the case where $G$ is of the particular form presented in section 2 , which forces $\nu$ to be atomic (i.e., services are concentrated in countably many points of the city area $\Omega$ ). In the case where $\Omega$ is bounded, we give a quite
precise description of the solution $(\mu, \nu)$, and then we give an existence result also for the case $\Omega=\mathbb{R}^{n}$.

Both in the case $\Omega=\mathbb{R}^{n}$ and $\Omega$ bounded, optimal choices for $\mu$ and $\nu$ are given by the formation of a certain number of subcities, which are circular areas with a pole of services in the center (an atom for the measure $\nu$ ) around which the population is distributed with a decreasing radial density.

Since we have considered only a very simplified model, our goal is neither to suggest a realistic way to design the ideal city nor to describe in a variational way the formation of existing cities. Nevertheless, from the analysis of our optimality results (and in particular from the subcities phenomena we referred to), we can infer some conclusions.

- Our model is not a proper choice to describe the shape of a single existing city, since the delocalization of services we find in an optimal solution does not reflect what reality suggests (in fact, we find finitely many disjoint, independent subcities with services only in the center).
- Our model is likely to be more realistic on a larger scale, when $\Omega$ represents a large urban area composed of several cities: in this case every atom of the optimal $\nu$ stands for the center of one of them and includes a complex system of services, located downtown, whose complexity cannot be seen in this scale.
- In our model the concentrated measure $\nu$ gives a good representation of the areas where services are offered to citizens and not of areas where commodities are produced (factories), due to the assumption that no land is actually occupied by the service poles (since $\nu$ is atomic).
- We do not believe that our model may actually be used to plan a future city or to improve the efficiency of an existing one, as a consequence of its oversimplified nature. However, we do not exclude the possibility of using it in the planning of less complex agglomerations, such as tourist villages, university campuses, etc.
- We conclude by stressing that the same model may be applied as a first simplified approach to other kinds of problems, where we have to choose in some efficient way the distributions of two different parameters, the first spread and the second concentrated, keeping them as close as possible to each other in some mass transportation sense.

2. The model. We now define the three terms appearing in our functional $\mathfrak{F}^{p}$. We must go through the definition of $F$ and $G$, since the first term will be a MongeKantorovich transport cost, as explained in the previous section. For the functional $F$ we take

$$
F(\mu)= \begin{cases}\int_{\Omega} f(u(x)) d x & \text { if } \mu=u \cdot \mathcal{L}^{n}, u \in L^{1}(\Omega)  \tag{2.1}\\ +\infty & \text { otherwise }\end{cases}
$$

where the integrand $f:[0,+\infty] \rightarrow[0,+\infty]$ is assumed to be lower semicontinuous and convex, with $f(0)=0$ and superlinear at infinity, that is,

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{f(t)}{t}=+\infty \tag{2.2}
\end{equation*}
$$

In this form we have a local semicontinuous functional on measures. Without loss of generality, by subtracting constants to the functional $F$, we can suppose $f^{\prime}(0)=0$. Due to the assumption $f(0)=0$, the ratio $f(t) / t$ is an incremental ratio of the convex
function $f$ and thus it is increasing in $t$. Then, if we write the functional $F$ as

$$
\int_{\Omega} \frac{f(u(x))}{u(x)} u(x) d x
$$

we can see the quantity $f(u) / u$, which is increasing in $u$, as the unhappiness of a single citizen when he lives in a place where the population density is $u$. Integrating it with respect to $\mu=u \cdot \mathcal{L}^{n}$ gives a quantity to be seen as the total unhappiness of the population.

As far as the concentration term $G(\nu)$ is concerned, we set

$$
G(\nu)= \begin{cases}\sum_{i=0}^{\infty} g\left(a_{i}\right) & \text { if } \nu=\sum_{i=0}^{\infty} a_{i} \delta_{x_{i}}  \tag{2.3}\\ +\infty & \text { if } \nu \text { is not atomic }\end{cases}
$$

We require the function $g$ to be subadditive, lower semicontinuous, and such that $g(0)=0$ and

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{g(t)}{t}=+\infty \tag{2.4}
\end{equation*}
$$

Every single term $g\left(a_{i}\right)$ in the sum in (2.3) represents the cost of building and managing a service pole of size $a_{i}$, located at the point $x_{i} \in \Omega$.

In our model, as already pointed out, we fix as a datum the total production of services; moreover, in each service pole the production is required as a quantity proportionally depending on its size (or on the number of inhabitants making use of such a pole). We may define the productivity $P$ of a pole of mass (size) $a$ as the ratio between the production and the cost to get such a production. Then we have $P(a)=a / g(a)$ and

$$
\sum_{i=0}^{\infty} g\left(a_{i}\right)=\sum_{i=0}^{\infty} \frac{a_{i}}{P\left(a_{i}\right)}
$$

As a consequence of assumption (2.4) we have that the productivity in very small service poles is near 0 .

Notice that in the functional $G$ we do not take into account distances between service poles. It would be interesting to consider nonlocal functionals involving such distances, taking into account possible cooperation and the consequent gain in efficiency. Those functionals could be matters of investigation in a subsequent paper, in which the results shown in the next section (since they do not depend on the choice of $G$ ) could be useful as well as in the present setting.

For the problem introduced in (1.3), existence results are straightforward, especially when we use as an environment a compact set $\Omega$. In fact, functionals of the form of both $F$ and $G$ have been studied in a general setting by Bouchitté and Buttazzo in [2], and lower semicontinuity results were proven.

TheOrem 2.1. Suppose $\Omega$ is compact, $p \geq 1$, and $f$ and $g$ satisfy the conditions listed above. Then the minimization problem (1.3) has at least one solution.

Proof. By the direct method of calculus of variations, this result is an easy consequence of the weak-* compactness of the space $\mathcal{P}(\Omega)$, the space of probability measures on $\Omega$ when $\Omega$ itself is compact, and of the weak-* semicontinuity of the functional $\mathfrak{F}^{p}$. The second and third terms in (1.2) are, in fact, local semicontinuous functionals (due to results in [2]), while the first term is nothing but a Wasserstein
distance raised to a certain power. Since it is known that in compact spaces this distance metrizes the weak-* topology, $T_{p}$ is actually continuous.

In [6], where we first presented the model, other existence results were shown. For instance, the case of a noncompact bounded convex set $\Omega \subset \mathbb{R}^{n}$ was considered. We will not go through this proof here and will discuss just one existence result in a noncompact setting, obtained as a consequence of a proper use of the optimality conditions presented in the next section.
3. A necessary condition of optimality. In this section we find optimality conditions for probability measures on $\Omega$ minimizing the functional

$$
\mathfrak{F}_{\nu}^{p}(\mu)=T_{p}(\mu, \nu)+F(\mu)
$$

It is clear that if $(\mu, \nu)$ is an optimal pair for the whole functional $\mathfrak{F}^{p}, \mu$ is a minimizer for $\mathfrak{F}_{\nu}^{p}$. The goal of this section is to derive optimality conditions for $\mathfrak{F}_{\nu}^{p}$, for any $\nu$, without any link to the minimization of $\mathfrak{F}^{p}$. The main part of the section will be devoted to presenting an approach obtained by starting with the easier case $p>1$ and $\nu$ "regular" in some sense and then recovering the general case by an approximation argument. The reason for doing so relies on some conditions ensuring uniqueness properties of the Kantorovich potential. Similar approximation arguments were also used in [6]: purely atomic probability measures (i.e., finite sums of Dirac masses) were considered first, and then, by approximation, the result was extended to any measure $\nu$. At the end of the section we also provide a sketch of a different proof, suggested to us by an anonymous referee, which is based on some convex analysis tools and strongly uses the convex structure of the problem.

For simplicity, let us call domains those sets which are the closure of a nonempty connected open subset of $\mathbb{R}^{n}$ with negligible boundary. From now on $\Omega$ will be a bounded domain and its diameter will be denoted by $D$. The function $f$ in (2.1) will be assumed to be strictly convex and $C^{1}$, and we will denote by $k$ the continuous, strictly increasing function $\left(f^{\prime}\right)^{-1}$. Strict convexity of $f$ will ensure uniqueness for the minimizer of $\mathfrak{F}_{\nu}^{p}$.

LEMMA 3.1. If $\mu$ is optimal for $\mathfrak{F}_{\nu}^{p}$, then for any other probability measure $\mu_{1}$ with density $u_{1}$ such that $\mathfrak{F}_{\nu}^{p}\left(\mu_{1}\right)<+\infty$, the following inequality holds:

$$
T_{p}\left(\mu_{1}, \nu\right)-T_{p}(\mu, \nu)+\int_{\Omega} f^{\prime}(u(x))\left[u_{1}(x)-u(x)\right] d x \geq 0
$$

Proof. For any $\varepsilon>0$, due to the convexity of the transport term, it holds that

$$
\begin{aligned}
T_{p}(\mu, \nu)+F(\mu) \leq T_{p}(\mu & \left.+\varepsilon\left(\mu_{1}-\mu\right)\right)+F\left(\mu+\varepsilon\left(\mu_{1}-\mu\right), \nu\right) \\
& \leq T_{p}(\mu, \nu)+\varepsilon\left(T_{p}\left(\mu_{1}, \nu\right)-T_{p}(\mu, \nu)\right)+F\left(\mu+\varepsilon\left(\mu_{1}-\mu\right)\right)
\end{aligned}
$$

Therefore the quantity $T_{p}\left(\mu_{1}, \nu\right)-T_{p}(\mu, \nu)+\varepsilon^{-1}\left[F\left(\mu+\varepsilon\left(\mu_{1}-\mu\right)\right)-F(\mu)\right]$ is nonnegative. If we let $\varepsilon \rightarrow 0$, we obtain the thesis if we prove

$$
\lim _{\varepsilon \rightarrow 0} \int \frac{f\left(u+\varepsilon\left(u_{1}-u\right)\right)-f(u)}{\varepsilon} d \mathcal{L}^{n}=\int f^{\prime}(u)\left(u_{1}-u\right) d \mathcal{L}^{n}
$$

By using the monotonicity of the incremental ratios of convex functions we can see that, for $\varepsilon<1$,

$$
\frac{\left|f\left(u+\varepsilon\left(u_{1}-u\right)\right)-f(u)\right|}{\varepsilon} \leq\left|f(u)-f\left(u_{1}\right)\right|
$$

This is sufficient in order to apply Lebesgue dominated convergence theorem, since $F(\mu)$ and $F\left(\mu_{1}\right)$ are finite.

Lemma 3.2. Let us suppose $\nu=\nu^{s}+v \cdot \mathcal{L}^{n}$, with $v \in L^{\infty}(\Omega), \nu^{s} \perp \mathcal{L}^{n}, v>0$ a.e. in $\Omega$. If $\mu$ is optimal for $\mathfrak{F}_{\nu}^{p}$, then $u>0$ a.e. in $\Omega$.

Proof. The lemma will be proven by contradiction. We will find, if the set $A=\{u=0\}$ is not negligible, a measure $\mu_{1}$ for which Lemma 3.1 is not verified. Let $N$ be a Lebesgue-negligible set where $\nu^{s}$ is concentrated and $t$ is an optimal transport map between $\mu$ and $\nu$. Such an optimal transport exists, since $\mu \ll \mathcal{L}^{n}$. A proof of this fact can be found in [7] as long as we deal with the case $p>1$, while for $p=1$ we refer to [1].

Let $B=t^{-1}(A)$. Up to modifying $t$ on the $\mu$-negligible set $A$, we may suppose $B \cap A=\emptyset$. Set $\mu_{1}=1_{B^{c}} \cdot \mu+1_{A \backslash N} \cdot \nu$; it is a probability measure with density $u_{1}$ given by $1_{B^{c}} u+1_{A} v=1_{B^{c} \backslash A} u+1_{A} v$ (this equality comes from $u=0$ on $A$ ). We have

$$
F\left(\mu_{1}\right)=\int_{B^{c} \backslash A} f(u) d \mathcal{L}^{n}+\int_{A} f(v) d \mathcal{L}^{n} \leq F(\mu)+\|f(v)\|_{\infty}|\Omega|<+\infty
$$

Setting

$$
t^{*}(x)= \begin{cases}t(x) & \text { if } x \in(A \cup B)^{c} \\ x & \text { if } x \in(A \cup B)\end{cases}
$$

we can see that $t^{*}$ is a transport map between $\mu_{1}$ and $\nu$. In fact, for any Borel set $E \subset \Omega$, we may express $\left(t^{*}\right)^{-1}(E)$ as the disjoint union of $E \cap A, E \cap B$, and $t^{-1}(E) \cap B^{c} \cap A^{c}$. Thus,

$$
\begin{aligned}
\mu_{1}\left(\left(t^{*}\right)^{-1}(E)\right) & =\nu(E \cap A)+\nu(E \cap B \cap A)+\mu\left(t^{-1}(E) \cap B^{c} \cap A^{c}\right) \\
& =\nu(E \cap A)+\mu\left(t^{-1}\left(E \cap A^{c}\right)\right)=\nu(E)
\end{aligned}
$$

where we used the fact that $A \cap B=\emptyset$ and that $A^{c}$ is a set of full measure for $\mu$. Consequently,

$$
\begin{equation*}
T_{p}\left(\mu_{1}, \nu\right) \leq \int_{(A \cup B)^{c}}|x-t(x)|^{p} u(x) d x<\int_{\Omega}|x-t(x)|^{p} u(x) d x=T_{p}(\mu, \nu) \tag{3.1}
\end{equation*}
$$

From this it follows that for $\mu_{1}$ Lemma 3.1 is not satisfied, since the integral term $\int_{\Omega} f^{\prime}(u)\left(u_{1}-u\right) d \mathcal{L}^{n}$ is nonpositive, because $u_{1}>u$ only on $A$, where $f^{\prime}(u)$ vanishes. The strict inequality in (3.1) follows from the fact that if $\int_{A \cup B}|x-t(x)|^{p} u(x) d x=0$, then for a.e. $x \in B$ it holds $u(x)=0$ or $x=t(x)$, which, by definition of $B$, implies $x \in A$; in both cases we are led to $u(x)=0$. This would give $\nu(A)=\mu(B)=0$, contradicting the assumptions $|A|>0$ and $v>0$ a.e. in $\Omega$.

We need some results from duality theory in mass transportation that can be found in [7]. In particular, we point out the notation of $c$-transform (a kind of generalization of the well-known Legendre transform): given a function $\chi$ on $\Omega$ we define its $c$-transform (or $c$-conjugate function) by

$$
\chi^{c}(y)=\inf _{x \in \Omega} c(x, y)-\chi(x)
$$

We will generally use $c(x, y)=|x-y|^{p}$.
Theorem 3.3. Under the same hypotheses of Lemma 3.2, assuming also that $p>1$, if $\mu$ is optimal for $\mathfrak{F}_{\nu}^{p}$ and we denote by $\psi$ the unique, up to additive constants,

Kantorovich potential for the transport between $\mu$ and $\nu$, there exists a constant $l$ such that the following relation holds:

$$
\begin{equation*}
u=k(l-\psi) \text { a.e. in } \Omega \tag{3.2}
\end{equation*}
$$

Proof. Let us choose an arbitrary measure $\mu_{1}$ with bounded density $u_{1}$ (so that $\left.F\left(\mu_{1}\right)<+\infty\right)$ and define $\mu_{\varepsilon}=\mu+\varepsilon\left(\mu_{1}-\mu\right)$. Let us denote by $\psi_{\varepsilon}$ a Kantorovich potential between $\mu_{\varepsilon}$ and $\nu$, chosen so that all the functions $\psi_{\varepsilon}$ vanish at a same point. We can use the optimality of $\mu$ to write

$$
T_{p}\left(\mu_{\varepsilon}, \nu\right)+F\left(\mu_{\varepsilon}\right)-T_{p}(\mu, \nu)-F(\mu) \geq 0
$$

By means of the duality formula, as $T_{p}\left(\mu_{\varepsilon}, \nu\right)=\int \psi_{\varepsilon} d \mu_{\varepsilon}+\int \psi_{\varepsilon}^{c} d \nu$ and $T_{p}(\mu, \nu) \geq$ $\int \psi_{\varepsilon} d \mu+\int \psi_{\varepsilon}^{c} d \nu$, we can write

$$
\int \psi_{\varepsilon} d\left(\mu_{\varepsilon}-\mu\right)+F\left(\mu_{\varepsilon}\right)-F(\mu) \geq 0
$$

Recalling that $\mu_{\varepsilon}-\mu=\varepsilon\left(\mu_{1}-\mu\right)$ and that

$$
F\left(\mu_{\varepsilon}\right)-F(\mu)=\int\left(f\left(u+\varepsilon\left(u_{1}-u\right)\right)-f(u)\right) d \mathcal{L}^{n}
$$

we can divide by $\varepsilon$ and pass to the limit. We know from Lemma 3.4 that $\psi_{\varepsilon}$ converge towards the unique Kantorovich potential $\psi$ for the transport between $\mu$ and $\nu$. For the limit of the $F$ part we use Lebesgue dominated convergence, as in Lemma 3.1. We then obtain at the limit

$$
\int_{\Omega}\left(\psi(x)+f^{\prime}(u(x))\right)\left(u_{1}(x)-u(x)\right) d x \geq 0
$$

This means that for every probability $\mu_{1}$ with bounded density $u_{1}$ we have

$$
\int\left(\psi(x)+f^{\prime}(u(x))\right) u_{1}(x) d x \geq \int\left(\psi(x)+f^{\prime}(u(x))\right) u(x) d x
$$

Define first $l=\operatorname{ess}_{\inf } x_{x \in \Omega} \psi(x)+f^{\prime}(u(x))$. The left-hand side, by properly choosing $u_{1}$, can be made as close to $l$ as we want. Then we get that the function $\psi+f^{\prime}(u)$, which is $\mathcal{L}^{n}$-a.e., and so also $\mu$-a.e., greater than $l$, integrated with respect to the probability $\mu$ gives a result less than or equal to $l$. It follows that

$$
\psi(x)+f^{\prime}(u(x))=l, \quad \mu \text {-a.e. } x \in \Omega
$$

Together with the fact that, by Lemma 3.2, $u>0$ a.e., we get an equality valid $\mathcal{L}^{n}$-a.e., and so it holds that

$$
f^{\prime}(u)=l-\psi .
$$

We can then compose with $k$ and get the thesis.
To establish Lemma 3.4, which we used in the proof of Theorem 3.3, we have first to point out the following fact. In the transport between two probabilities, if we look at the cost $c(x, y)=|x-y|^{p}$ with $p>1$, there exists just one Kantorovich potential, up to additive constants, provided the absolutely continuous part of one of the measures has strictly positive density a.e. in the domain $\Omega$.

Lemma 3.4. Let $\psi_{\varepsilon}$ be Kantorovich potentials for the transport between $\mu_{\varepsilon}=$ $\mu+\varepsilon\left(\mu_{1}-\mu\right)$ and $\nu$, all vanishing at a same point $x_{0} \in \Omega$. Suppose that $\mu=u \cdot \mathcal{L}^{n}$ and $u>0$ a.e. in $\Omega$, and let $\psi$ be the unique Kantorovich potential between $\mu$ and $\nu$ vanishing at the same point; then $\psi_{\varepsilon}$ converge uniformly to $\psi$.

Proof. First, notice that the family $\left(\psi_{\varepsilon}\right)_{\varepsilon}$ is equicontinuous since any $c$-concave function with respect to the cost $c(x, y)=|x-y|^{p}$ is $p D^{p-1}$-Lipschitz continuous (and Kantorovich potentials are optimal $c$-concave functions in the duality formula). Moreover, thanks to $\psi_{\varepsilon}\left(x_{0}\right)=0$, we also get equiboundedness and thus, by the AscoliArzelà theorem, the existence of uniform limits up to subsequences. Let $\bar{\psi}$ be one of these limits, arising from a certain subsequence. From the optimality of $\psi_{\varepsilon}$ in the duality formula for $\mu_{\varepsilon}$ and $\nu$ we have, for any $c$-concave function $\varphi$,

$$
\int \psi_{\varepsilon} d \mu_{\varepsilon}+\int \psi_{\varepsilon}^{c} d \nu \geq \int \varphi d \mu_{\varepsilon}+\int \varphi^{c} d \nu
$$

We want to pass to the limit as $\varepsilon \rightarrow 0$ : we have uniform convergence of $\psi_{\varepsilon}$ but we need uniform convergence of $\psi_{\varepsilon}^{c}$ as well. To get it, note that

$$
\begin{gathered}
\psi_{\varepsilon}^{c}(x)=\inf _{y}|x-y|^{p}-\psi_{\varepsilon}(y), \quad \bar{\psi}^{c}(x)=\inf _{y}|x-y|^{p}-\bar{\psi}(y), \\
\left|\psi_{\varepsilon}^{c}(x)-\bar{\psi}^{c}(x)\right| \leq\left\|\psi_{\varepsilon}-\bar{\psi}\right\|_{\infty}
\end{gathered}
$$

Passing to the limit as $\varepsilon \rightarrow 0$ along the considered subsequence we get, for any $\varphi$,

$$
\int \bar{\psi} d \mu+\int \bar{\psi}^{c} d \nu \geq \int \varphi d \mu+\int \varphi^{c} d \nu
$$

This means that $\bar{\psi}$ is a Kantorovich potential for the transport between $\mu$ and $\nu$. Then, taking into account that $\bar{\psi}\left(x_{0}\right)=0$, we get the equality $\bar{\psi}=\psi$. Then we derive that the whole sequence converges to $\psi$.

We now highlight that the relation we have proved in Theorem 3.3 enables us to choose a density $u$ which is continuous. Moreover, it is also continuous in a quantified way, since it coincides with $k$ composed with a Lipschitz function with a fixed Lipschitz constant. As a next step we will try to extend such results to the case of general $\nu$ and then to the case $p=1$. The uniform continuity property we proved will be essential for an approximation process.

In order to go through our approximation approach, we need the following lemma, requiring the well-known theory of $\Gamma$-convergence. For all details about this theory, we refer to [4].

LEMMA 3.5. Given a sequence $\left(\nu_{h}\right)_{h}$ of probability measures on $\Omega$, supposing $\nu_{h} \rightharpoonup \nu$ and $p>1$, it follows that the sequence of functionals $\left(\mathfrak{F}_{\nu_{h}}^{p}\right)_{h} \Gamma$-converges to the functional $\mathfrak{F}_{\nu}^{p}$ with respect to weak-* topology on $\mathcal{P}(\Omega)$. Moreover, if $\nu$ is fixed and we let $p$ vary, we have $\Gamma$-convergence, according to the same topology, of the functionals $\mathfrak{F}_{\nu}^{p}$ to the functional $\left(\mathfrak{F}_{\nu}^{1}\right)$ as $p \rightarrow 1$.

Proof. For the first part of the statement, just notice that the Wasserstein distance is a metrization of weak-* topology: consequently, since $T_{p}(\mu, \nu)=W_{p}^{p}(\mu, \nu)$, as $\nu_{h} \rightharpoonup \nu$ we have uniform convergence of the continuous functionals $T_{p}\left(\cdot, \nu_{h}\right)$. This implies $\Gamma$-convergence and pointwise convergence. In view of Proposition 6.25 in [4], concerning $\Gamma$-convergence of sums, we achieve the proof. The second assertion follows the same scheme once we notice that, for each $p>1$ and every pair $(\mu, \nu)$ of probability measures, it holds that

$$
W_{1}(\mu, \nu) \leq W_{p}(\mu, \nu) \leq D^{1-\frac{1}{p}} W_{1}^{\frac{1}{p}}(\mu, \nu)
$$

This gives uniform convergence of the transport term, as

$$
\begin{aligned}
T_{p}(\mu, \nu)-T_{1}(\mu, \nu) & \leq\left(D^{p-1}-1\right) T_{1}(\mu, \nu) \\
& \leq D\left(D^{p-1}-1\right) \rightarrow 0 \\
T_{p}(\mu, \nu)-T_{1}(\mu, \nu) & \geq T_{1}^{p}(\mu, \nu)-T_{1}(\mu, \nu) \\
& \geq(p-1) c\left(T_{1}(\mu, \nu)\right) \geq \bar{c}(p-1) \rightarrow 0
\end{aligned}
$$

where $c(t)=t \log t, \bar{c}=\inf c$, and we used the fact $T_{1}(\mu, \nu) \leq D$.
We now state in the form of lemmas two extensions of Theorem 3.3
LEMMA 3.6. Suppose $p>1$ and fix an arbitrary $\nu \in \mathcal{P}(\Omega)$. If $\mu$ is optimal for $\mathfrak{F}_{\nu}^{p}$, then there exists a Kantorovich potential $\psi$ for the transport between $\mu$ and $\nu$ such that (3.2) holds.

Proof. We choose a sequence $\left(\nu_{h}\right)_{h}$ approximating $\nu$ in such a way that each $\nu_{h}$ satisfies the assumptions of Theorem 3.3. By Lemma 3.5 and the properties of $\Gamma$ convergence, the space $\mathcal{P}(\Omega)$ being compact and the functional $\mathfrak{F}_{\nu}^{p}$ having an unique minimizer (see, for instance, Chapter 7 in [4]), we get that $\mu_{h} \rightharpoonup \mu$, where each $\mu_{h}$ is the unique minimizer of $\mathfrak{F}_{\nu_{h}}^{p}$. Each measure $\mu_{h}$ is absolutely continuous with density $u_{h}$. We use (3.2) to express $u_{h}$ in terms of Kantorovich potentials $\psi_{h}$ and get uniform continuity estimates on $u_{h}$. We would like to extract converging subsequences by the Ascoli-Arzelà theorem, but we also need equiboundedness. We may obtain this by using together the integral bound $\int u_{h} d \mathcal{L}^{n}=\int k\left(-\psi_{h}\right) d \mathcal{L}^{n}=1$ and the equicontinuity. So, up to subsequences, we have the following situation:

$$
\begin{gathered}
\mu_{h}=u_{h} \cdot \mathcal{L}^{n}, \quad u_{h}=k\left(-\psi_{h}\right) \\
u_{h} \rightarrow u, \quad \psi_{h} \rightarrow \psi \text { uniformly } \\
\mu_{h} \rightharpoonup \mu, \quad \mu=u \cdot \mathcal{L}^{n}, \quad \nu_{h} \rightharpoonup \nu
\end{gathered}
$$

where we have absorbed the constants $l$ into the Kantorovich potentials. Clearly it is sufficient to prove that $\psi$ is a Kantorovich potential between $\mu$ and $\nu$ to reach our goal.

To see this, we consider that for any $c$-concave function $\varphi$, it holds that

$$
\int \psi_{h} d \mu_{h}+\int \psi_{h}^{c} d \nu_{h} \geq \int \varphi d \mu_{h}+\int \varphi^{c} d \nu_{h}
$$

The thesis follows passing to the limit with respect to $h$, as in Lemma 3.4.
The next step is proving the same relation when $\nu$ is generic and $p=1$. We are in the same situation as before, and we simply need approximation results on Kantorovich potentials in the more difficult situation when the cost functions $c_{p}(x, y)=$ $|x-y|^{p}$ vary with $p$.

Lemma 3.7. Suppose $p=1$ and fix an arbitrary $\nu \in \mathcal{P}(\Omega)$. If $\mu$ is optimal for $\mathfrak{F}_{\nu}^{1}$, then there exists a Kantorovich potential $\psi$ for the transport between $\mu$ and $\nu$ with $\operatorname{cost} c(x, y)=|x-y|$ such that (3.2) holds.

Proof. For any $p>1$ we consider the functional $\mathfrak{F}_{\nu}^{p}$ and its unique minimizer $\mu_{p}$. Thanks to Lemma 3.6 we get the existence of densities $u_{p}$ and Kantorovich potential $\psi_{p}$ between $\mu_{p}$ and $\nu$ with respect to the cost $c_{p}$, such that

$$
\mu_{p}=u_{p} \cdot \mathcal{L}^{n}, \quad u_{p}=k\left(-\psi_{p}\right)
$$

By the Ascoli-Arzelà compactness result, as usual, we may suppose, up to subsequences,

$$
u_{p} \rightarrow u, \quad \psi_{p} \rightarrow \psi \text { uniformly }
$$

and due to the $\Gamma$-convergence result in Lemma 3.5, since $\mathfrak{F}_{\nu}^{1}$ has an unique minimizer denoted by $\mu$ we also get

$$
\mu_{p} \rightharpoonup \mu, \quad \mu=u \cdot \mathcal{L}^{n}
$$

As in Lemma 3.6, we simply need to prove that $\psi$ is a Kantorovich potential between $\mu$ and $\nu$ for the cost $c_{1}$. The limit function $\psi$ is Lipschitz continuous with Lipschitz constant less than or equal to $\lim \inf _{p \rightarrow 1} p D^{p-1}=1$, since it is approximated by $\psi_{p}$. Consequently $\psi$ is $c$-concave for $c=c_{1}$. We need to show that it is optimal in the duality formula.

Let us recall that, for any real function $\varphi$ and any cost function $c$, it holds that $\varphi^{c c} \geq \varphi$ and $\varphi^{c c}$ is a $c$-concave function whose $c$-transform is $\varphi^{c c c}=\varphi^{c}$. Consequently, by the optimality of $\psi_{p}$, we get

$$
\begin{equation*}
\int \psi_{p} d \mu_{p}+\int \psi_{p}^{c_{p}} d \nu \geq \int \varphi^{c_{p} c_{p}} d \mu_{p}+\int \varphi^{c_{p}} d \nu \geq \int \varphi d \mu_{p}+\int \varphi^{c_{p}} d \nu \tag{3.3}
\end{equation*}
$$

We want to pass to the limit in the inequality between the first and the last term. We start by proving that, for an arbitrary sequence $\left(\varphi_{p}\right)_{p}$, if $\varphi_{p} \rightarrow \varphi_{1}$, we have the uniform convergence $\varphi_{p}^{c_{p}} \rightarrow \varphi_{1}^{c_{1}}$. Let us take into account that we have uniform convergence on bounded sets of $c_{p}(x, y)=|x-y|^{p}$ to $c_{1}(x, y)=|x-y|$. Then we have

$$
\begin{gathered}
\varphi_{p}^{c_{p}}(x)=\inf _{y}|x-y|^{p}-\varphi_{p}(y), \quad \varphi_{1}^{c_{1}}(x)=\inf _{y}|x-y|-\varphi_{1}(y) \\
\left|\varphi_{p}^{c, p}(x)-\varphi_{1}^{c, 1}(x)\right| \leq\left\|c_{p}-c_{1}\right\|_{\infty}+\left\|\varphi_{p}-\varphi_{1}\right\|_{\infty}
\end{gathered}
$$

which gives us the convergence we needed. We then obtain, passing to the limit as $p \rightarrow 1$ in (3.3),

$$
\int \psi d \mu+\int \psi^{c_{1}} d \nu \geq \int \varphi d \mu+\int \varphi^{c_{1}} d \nu
$$

By restricting this inequality to all $\varphi$ which are $c_{1}$-concave, we get that $\psi$ is a Kantorovich potential for the transport between $\mu$ and $\nu$ and the cost $c_{1}$.

We can now state the main theorem of this section, whose proof consists only of putting together all the results we have obtained above.

THEOREM 3.8. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$, $f$ be a $C^{1}$ strictly convex function, $p \geq 1$, and $\nu$ be a probability measure on $\Omega$. Then there exists a unique measure $\mu \in \mathcal{P}(\Omega)$ minimizing $\mathfrak{F}_{\nu}^{p}$ and it is absolutely continuous with density $u$. Moreover, there exists a Kantorovich potential $\psi$ for the transport between $\mu$ and $\nu$ and the cost $c(x, y)=|x-y|^{p}$ such that $u=k(-\psi)$ holds, where $k=\left(f^{\prime}\right)^{-1}$.

Consequences on the regularity of $u$ come from this expression, which gives Lipschitz-type continuity, and from the relationship between Kantorovich potentials and optimal transport, which can be expressed through some PDEs. It is not difficult, for instance, in the case $p=2$, to obtain a Monge-Ampère equation for the density $u$.

As we have already mentioned, we provide a sketch of an alternative proof to Theorem 3.8. The idea of such a proof consists of looking at the subdifferential of the functional $\mathfrak{F}_{\nu}^{p}$ in order to get optimality conditions on the unique minimizer measure $\mu$ and its density $u$ (here we will identify any absolutely continuous probability measure with its density).

Sketch of Proof. Step 1. Consider the minimizing probability $\mu$ with density $u \in L^{1}(\Omega)$ and define the vector space $X=\operatorname{span}\left(L^{\infty}(\Omega),\{u\}\right)$, with dual

$$
X^{\prime}=\left\{\xi \in L^{1}(\Omega): \int_{\Omega}|\xi| u d \mathcal{L}^{n}<+\infty\right\} .
$$

Then we consider the minimization problem for the functional $H$ defined on $X$ by

$$
H(v)= \begin{cases}\mathfrak{F}_{\nu}^{p}(v) & \text { if } v \in \mathcal{P}(\Omega) \\ +\infty & \text { otherwise } .\end{cases}
$$

It is clear that $u$ minimizes $H$. We will prove

$$
\begin{equation*}
\partial H(u)=\left\{f^{\prime}(u)+\psi: \psi \text { maximizes } \int_{\Omega} \phi d \mu+\int_{\Omega} \phi^{c} d \nu \text { for } \phi \in X^{\prime}\right\} \tag{3.4}
\end{equation*}
$$

and then consider as an optimality condition $0 \in \partial H(u)$. The subdifferential $\partial H$ of the convex functional $H$ is to be considered in the sense of the duality between $X$ and $X^{\prime}$. Notice that, in this setting, the $c$-transform $\phi^{c}$ of a function $\phi \in X^{\prime}$ has to be defined replacing the inf with an ess inf. Finally, in order to achieve the proof, it is sufficient to recognize that for a function $\psi$ attaining the maximum in the duality formula, it necessarily holds that $\psi=\psi^{c c}$ a.e. on $\{u>0\}$ and that this, together with $0=f^{\prime}(u)+\psi$, implies $\psi=\psi^{c c} \wedge 0$. This means that $\psi$ is an optimal $c$-concave function (since it is expressed as an infimum of two $c$-concave functions) in the duality formula between $\mu$ and $\nu$, and so it is a Kantorovich potential. In this way the thesis of Theorem 3.8 is achieved, provided (3.4) is proved.

Step 2. By using the same computations as in Lemma 3.1, for any $u_{1} \in X \cap \mathcal{P}(\Omega)$, if we set $u_{\varepsilon}=u+\varepsilon\left(u_{1}-u\right)$, we may prove that

$$
\lim _{\varepsilon \rightarrow 0} \frac{F\left(\mu_{\varepsilon}\right)-F(\mu)}{\varepsilon}=\int_{\Omega} f^{\prime}(u)\left(u_{1}-u\right) d \mathcal{L}^{n} .
$$

Notice that, since $\int_{\Omega} f^{\prime}(u)\left|u_{1}-u\right| d \mathcal{L}^{n}<+\infty$, by choosing $u_{1}=1 /|\Omega|$ it follows that $f^{\prime}(u)$ and $f^{\prime}(u) u$ are $L^{1}$ functions; i.e., $f^{\prime}(u) \in X^{\prime}$. Then it is possible to prove that this implies $\partial H(u)=f^{\prime}(u)+\partial T(u)$, where $T$ is the convex functional $T_{p}(\cdot, \nu)$.

Step 3. It remains to prove that

$$
\begin{equation*}
\partial T(u)=\left\{\psi: \psi \text { maximizes } \int_{\Omega} \phi d \mu+\int_{\Omega} \phi^{c} d \nu \text { for } \phi \in X^{\prime}\right\} . \tag{3.5}
\end{equation*}
$$

In fact, if we define $K(\phi)=\int_{\Omega} \phi^{c} d \nu$, the key point is to prove that $K$ is concave and upper semicontinuous in $\phi$. Then, by standard convex analysis tools, (3.5) is a consequence of the equality $T(v)=\sup _{\phi} v \cdot \phi+K(\phi)$, where $v \cdot \phi$ stands for the duality product between $X$ and $X^{\prime}$ and equals $\int_{\Omega} v \phi d \mathcal{L}^{n}$.
4. Applications to urban planning problems (with atomic services). In this section we go through the consequences that Theorem 3.8 has in the problem of minimizing $\mathfrak{F}^{p}$, when this functional is built by using a term $G$ as in (2.3), which forces the measure $\nu$, representing services, to be purely atomic. We have two goals: trying to have an explicit expression for $u$ in the case of a bounded domain $\Omega$ and proving an existence result in the case $\Omega=\mathbb{R}^{n}$.

Theorem 4.1. Suppose $(\mu, \nu)$ is optimal for problem (1.3). Suppose also that the function $g$ is locally Lipschitz in 10, 1]: then $\nu$ has finitely many atoms and is of the form $\nu=\sum_{i=1}^{m} a_{i} \delta_{x_{i}}$.

Proof. It is clear that $\nu$ is purely atomic, i.e., a countable sum of Dirac masses. We want to show their finiteness. Consider $a=\max a_{i}$ (such a maximum exists since $\lim _{i} a_{i}=0$ and $\left.a_{i}>0\right)$ and let $L$ be the Lipschitz constant of $g$ on $[a, 1]$. Now consider an atom with mass $a_{i}$ and modify $\nu$ by moving its mass onto the atom $x_{j}$ whose mass $a_{j}$ equals $a$, obtaining a new measure $\nu^{\prime}$. The $G$-part of the functional decreases, while it may happen that the transport part increases. Since we do not change $\mu$, the $F$-part remains the same. By optimality of $\nu$ we get $T_{p}(\mu, \nu)+G(\nu) \leq T_{p}\left(\mu, \nu^{\prime}\right)+G\left(\nu^{\prime}\right)$ and thus

$$
g\left(a_{i}\right)-L a_{i} \leq g\left(a_{i}\right)+g(a)-g\left(a+a_{i}\right) \leq T_{p}\left(\mu, \nu^{\prime}\right)-T_{p}(\mu, \nu) \leq a_{i} D
$$

This implies

$$
\frac{g\left(a_{i}\right)}{a_{i}} \leq D+L
$$

and by the assumption on the behavior of $g$ at 0 , this gives a lower bound $\delta$ on $a_{i}$. Since we have proved that every atom of $\nu$ has a mass greater than $\delta$, we may conclude that $\nu$ has finitely many atoms.

Now we can use the results from last section.
Theorem 4.2. For any $\nu \in \mathcal{P}(\Omega)$ such that $\nu$ is purely atomic and composed by finitely many atoms at the points $x_{1}, \ldots, x_{m}$, if $\mu$ minimizes $\mathfrak{F}_{\nu}^{p}$, there exist constants $c_{i}$ such that

$$
\begin{equation*}
u(x)=k\left(\left(c_{1}-\left|x-x_{1}\right|^{p}\right) \vee \cdots \vee\left(c_{m}-\left|x-x_{m}\right|^{p}\right) \vee 0\right) \tag{4.1}
\end{equation*}
$$

In particular the support of $u$ is the intersection with $\Omega$ of a finite union of balls centered around the atoms of $\nu$.

Proof. On the Kantorovich potential $\psi$ appearing in Theorem 3.8, we know that

$$
\begin{aligned}
& \psi(x)+\psi^{c}(y)=|x-y|^{p} \quad \forall(x, y) \in \operatorname{spt}(\gamma) \\
& \psi(x)+\psi^{c}(y) \leq|x-y|^{p} \quad \forall(x, y) \in \Omega \times \Omega
\end{aligned}
$$

where $\gamma$ is an optimal transport plan between $\mu$ and $\nu$. Taking into account that $\nu$ is purely atomic we obtain, defining $c_{i}=\psi^{c}\left(x_{i}\right)$,

$$
\begin{gathered}
-\psi(x)=c_{i}-\left|x-x_{i}\right|^{p} \quad \mu \text {-a.e. } x \in \Omega_{i} \\
-\psi(x) \geq c_{i}-\left|x-x_{i}\right|^{p} \quad \forall x \in \Omega, \forall i
\end{gathered}
$$

where $\Omega_{i}=t^{-1}\left(x_{i}\right)$, where $t$ is an optimal transport map between $\mu$ and $\nu$. Since $\mu$-a.e. point in $\Omega$ is transported to a point $x_{i}$, we know that $u=0$ a.e. in the complement of $\bigcup_{i} \Omega_{i}$. Since, by $f^{\prime}(u)=-\psi$, it holds that $-\psi(x) \geq 0$, one gets that everywhere in $\Omega$ the function $-\psi$ is greater than each of the terms $c_{i}-\left|x-x_{i}\right|^{p}$ and 0 , while a.e. it holds equality with at least one of them. By changing $u$ on a negligible set, one obtains (4.1). The support of $\mu$, consequently, turns out to be composed of the union of the intersection with $\Omega$ of the balls $B_{i}=B\left(x_{i}, c_{i}^{1 / p}\right)$.

Theorem 4.2 allows us to have an almost explicit formula for the density of $\mu$. Formula (4.1) becomes more explicit when the balls $B_{i}$ are disjoint. We now give a sufficient condition on $\nu$ under which this fact occurs.

Lemma 4.3. There exists a positive number $\bar{R}$, depending on the function $k$, such that any of the balls $B_{i}$ has a radius not exceeding $\bar{R}$. In particular, for any atomic probability $\nu$ such that the distance between any two of its atoms is larger than $2 \bar{R}$, the balls $B_{i}$ are disjoint.

Proof. Set $R_{i}=c_{i}^{1 / p}$ and notice that

$$
1=\int_{\Omega} u \geq \int_{B_{i}} k\left(c_{i}-\left|x-x_{i}\right|^{p}\right) d x=\int_{0}^{R_{i}} k\left(R_{i}^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r
$$

where the number $\omega_{n}$ stands for the volume of the unit ball in $\mathbb{R}^{n}$. This inequality gives the required upper bound on $R_{i}$, since

$$
\int_{0}^{R_{i}} k\left(R_{i}^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r \geq C \int_{0}^{R_{i}-1} n r^{n-1} d r=C\left(R_{i}-1\right)^{n}
$$

When the balls $B_{i}$ are disjoint, we have $B_{i}=\Omega_{i}$ for every $i$ and we get a simple relation between radii and masses corresponding to each atom. The constants $c_{i}$ can then be found by using $R_{i}=c_{i}^{1 / p}$. In fact, by imposing the equality of the mass of $\mu$ in the ball and of $\nu$ in the atom, the radius $R(m)$ corresponding to a mass $m$ satisfies

$$
\begin{equation*}
m=\int_{0}^{R(m)} k\left(R(m)^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r \tag{4.2}
\end{equation*}
$$

For instance, if $f(s)=s^{2} / 2$, we have

$$
R(m)=\left(\frac{m(n+p)}{\omega_{n} p}\right)^{\frac{1}{n+p}}
$$

The second aim of this section is to obtain an existence result for the problem (1.3) when $\Omega=\mathbb{R}^{n}$. A difference from the bounded case is the fact that we must look for minimization among all pairs of measures in $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$, the $p$-th Wasserstein metric space (i.e., the space of measures $\lambda \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ such that $\int|x|^{p} \lambda(d x)<+\infty$, endowed with the distance $W_{p}$ ), rather than in $\mathcal{P}\left(\mathbb{R}^{n}\right)$.

We start with some simple results about the minimization problem for $\mathfrak{F}_{\nu}^{p}$.
Lemma 4.4. For every fixed $\nu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ there exists a (unique if $f$ is strictly convex) minimizer $\mu$ for $\mathfrak{F}_{\nu}^{p}$ : it belongs to $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$ if and only if $\nu \in \mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$, and if $\nu$ does not belong to this space, the functional $\mathfrak{F}_{\nu}^{p}$ is infinite on the whole $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$. Moreover, if $\nu$ is compactly supported, the same happens for $\mu$.

Proof. The existence of $\mu$ comes from the direct method of the calculus of variations and the fact that if $\left(T_{p}\left(\mu_{h}, \nu\right)\right)_{h}$ is bounded, then $\left(\mu_{h}\right)_{h}$ is tight. The behavior of the functional with respect to the space $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$ is trivial. Finally, the last assertion can be proved by contradiction, supposing $\mu\left(B(0, R)^{c}\right)>0$ for every $R<+\infty$ and replacing $\mu$ with

$$
\mu_{R}=1_{B_{R}} \cdot \mu+\frac{\mu\left(B_{R}^{c}\right)}{\left|B_{r}\right|} 1_{B_{r}} \cdot \mathcal{L}^{n}
$$

where $B(0, r)$ is a ball containing the support of $\nu$. By optimality, we should have

$$
\begin{equation*}
T_{p}\left(\mu_{R}, \nu\right)+F\left(\mu_{R}\right) \geq T_{p}(\mu, \nu)+F(\mu) \tag{4.3}
\end{equation*}
$$

but we have

$$
\begin{gather*}
T_{p}\left(\mu_{R}, \nu\right)-T_{p}(\mu, \nu) \leq-\left((R-r)^{p}-(2 r)^{p}\right) \mu\left(B_{R}^{c}\right)  \tag{4.4}\\
F\left(\mu_{R}\right)-F(\mu) \leq \int_{B_{r}}\left[f\left(u+\frac{\mu\left(B_{R}^{c}\right)}{\left|B_{r}\right|}\right)-f(u)\right] d \mathcal{L}^{n} \tag{4.5}
\end{gather*}
$$

By summing up (4.4) and (4.5), dividing by $\mu\left(B_{R}^{c}\right)$, and taking into account (4.3), we get

$$
\begin{equation*}
-\left((R-r)^{p}-(2 r)^{p}\right)+\frac{1}{\mu\left(B_{R}^{c}\right)} \int_{B_{r}}\left[f\left(u+\frac{\mu\left(B_{R}^{c}\right)}{\left|B_{r}\right|}\right)-f(u)\right] d \mathcal{L}^{n} \geq 0 \tag{4.6}
\end{equation*}
$$

Yet, by passing to the limit as $R \rightarrow+\infty$ and $\mu\left(B_{R}^{c}\right) \rightarrow 0$, the first term in (4.6) tends to $-\infty$, while the second is decreasing as $R \rightarrow+\infty$. This last one tends to $\int_{B_{r}} f^{\prime}(u) d \mathcal{L}^{n}$, provided it is finite for at least a value of $R$ (which ensures the finiteness of the limit as well). To conclude, it is sufficient to prove that

$$
\int_{B_{r}}\left[f\left(u+\frac{\mu\left(B_{R}^{c}\right)}{\left|B_{r}\right|}\right)-f(u)\right] d \mathcal{L}^{n}<+\infty
$$

This is quite easy in the case $f(z)=A z^{q}$ with $q>1$, while for general $f$ the assertion comes from the fact that $u$ is continuous on $\overline{B_{r}}$ and hence bounded. If $u=0$ a.e. in $B_{r}$, this is trivial; otherwise take the probability measures $\mu^{\prime}=1_{B_{r}} / \mu\left(B_{r}\right) \cdot \mu$ and $\nu^{\prime}=t_{\sharp} \mu^{\prime}$ for an optimal transport map $t$ between $\mu$ and $\nu$. It is clear that $\mu^{\prime}$ minimizes $\mathfrak{F}_{\nu^{\prime}}^{p}$ in the new domain $\Omega^{\prime}=\overline{B_{r}}$. Then we may apply Theorem 3.8 and get the continuity of its density, which ensures the continuity of $u$ on $\overline{B_{r}}$.

To go through our proof we need to manage minimizing sequences, in the sense of the following lemma.

LEMMA 4.5. It is possible to choose a minimizing sequence $\left(\left(\mu_{h}, \nu_{h}\right)\right)_{h}$ in $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right) \times$ $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$ such that for every $h$ the measure $\nu_{h}$ is finitely supported, and the density of $\mu_{h}$ is given by (4.1), with disjoint balls centered at the atoms of $\nu_{h}$.

Proof. First we start from an arbitrary minimizing sequence $\left(\left(\mu_{h}^{\prime}, \nu_{h}^{\prime}\right)\right)_{h}$. Then we approximate each $\nu_{h}^{\prime}$ in $\mathcal{W}_{p}$ by a finite support measure $\nu_{h}^{\prime \prime}$. To do this we truncate the sequence of its atoms and move the mass in excess to the origin. In this way, we have $G\left(\nu_{h}^{\prime \prime}\right) \leq G\left(\nu_{h}^{\prime}\right)$, by the subadditivity of $g$, while the value of the transport term increases by an arbitrary small quantity. Consequently, $\left(\left(\mu_{h}^{\prime}, \nu_{h}^{\prime \prime}\right)\right)_{h}$ is still a minimizing sequence. Then we replace $\mu_{h}^{\prime}$ by $\mu_{h}^{\prime \prime}$, chosen in such a way that it minimizes $\mathfrak{F}_{\nu_{h}^{\prime \prime}}^{p}$. By Lemma 4.4, each $\mu_{h}^{\prime \prime}$ has a compact support. Then we translate every atom of each $\nu_{h}^{\prime \prime}$, together with its own set $\Omega_{i}$, to some disjoint sets $\Omega_{i}^{*}$. In this way we get new measures $\mu_{h}^{\prime \prime \prime}$ and $\nu_{h}^{\prime \prime \prime}$. The value of the functional in this step has not changed. We may choose to place the atoms of each $\nu_{h}^{\prime \prime \prime}$ so far from each other that each distance between atoms is at least $2 \bar{R}$. Then we minimize again in $\mu$, getting a new sequence of pairs $\left(\left(\mu_{h}^{\prime \prime \prime \prime}, \nu_{h}^{\prime \prime \prime}\right)\right)_{h}$, and we set $\nu_{h}=\nu_{h}^{\prime \prime \prime}$ and $\mu_{h}=\mu_{h}^{\prime \prime \prime \prime}$. Thanks to Theorem 4.2 and Lemma 4.3 the requirements of the thesis are fulfilled.

It is clear now that if one can obtain a uniform estimate on the number of atoms of the measures $\nu_{h}$, the existence problem is easily solved. In fact we already know that each ball belonging to the support of $\mu_{h}$ is centered at an atom of $\nu_{h}$ and has a radius not larger than $\bar{R}$. Provided we are able to prove an estimate like $\sharp\left\{\right.$ atoms of $\left.\nu_{h}\right\} \leq N$, it would be sufficient to act by translation on the atoms and their corresponding balls, obtaining a new minimizing sequence (the value of $\mathfrak{F}^{p}$ does not change) with supports all contained in a same bounded set (for instance, the ball $B_{N \bar{R}}$ ).

We now try to give sufficient conditions in order to find minimizing sequences where the number of atoms stays bounded. Notice that on sequences of the form given by Lemma 4.5, the functional $\mathfrak{F}^{p}$ has the expression

$$
\begin{equation*}
\mathfrak{F}^{p}\left(\mu_{h}, \nu_{h}\right)=\sum_{i=1}^{k(h)} E\left(m_{i, h}\right), \quad \text { if } \nu_{h}=\sum_{i=1}^{k(h)} m_{i, h} \delta_{x_{i, h}} \tag{4.7}
\end{equation*}
$$

where the quantity $E(m)$ is the total contribute given by an atom with mass $m$ to the functional. We may compute

$$
\begin{equation*}
E(m)=g(m)+\int_{0}^{R(m)}\left[f\left(k\left(R(m)^{p}-r^{p}\right)\right)+k\left(R(m)^{p}-r^{p}\right) r^{p}\right] n \omega_{n} r^{n-1} d r \tag{4.8}
\end{equation*}
$$

taking into account the particular form of the density in the ball.
THEOREM 4.6. Let us suppose $f \in C^{2}((0,+\infty))$, and $g \in C^{2}((0,1]) \cap C^{0}([0,1])$, in addition to all previous assumptions. Then the minimization problem for $\mathfrak{F}^{p}$ in $\mathcal{W}_{p}\left(\mathbb{R}^{n}\right) \times \mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$ has a solution, provided

$$
\limsup _{R \rightarrow 0^{+}} g^{\prime \prime}\left(\int_{0}^{R} k\left(R^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r\right) \int_{0}^{R} k^{\prime}\left(R^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r<-1
$$

Proof. According to what has been previously proven, it is sufficient to produce a minimizing sequence of the form of Lemma 4.5 with a bounded number of atoms. We claim that it is enough to prove that the function $E$ is subadditive on an interval $\left[0, m_{0}\right]$. In fact, having proven it, we start from a sequence $\left(\left(\mu_{h}, \nu_{h}\right)\right)_{h}$ built as in Lemma 4.5 and use the characterization of $\mathfrak{F}^{p}$ given in (4.7). Then we modify our sequence by replacing in each $\nu_{h}$ any pair of atoms of mass less than $m_{0} / 2$ with a single atom with the sum of the masses. We keep atoms far away from each other in order to use (4.7). We may perform such a replacement as far as we find more than one atom whose mass is less than or equal to $m_{0} / 2$. At the end we get a new pair $\left(\left(\mu_{h}^{\prime}, \nu_{h}^{\prime}\right)\right)_{h}$, where the number of atoms of $\nu_{h}^{\prime}$ is less than $N=1+\left\lfloor 2 / m_{0}\right\rfloor$. The value of the functional $\mathfrak{F}^{p}$ has not increased, thanks to the subadditivity of $E$ on $\left[0, m_{0}\right]$.

Taking into account that $E(0)=0$ and that concave functions vanishing at 0 are subadditive, we look at concavity properties of the function $E$ in an interval [ $\left.0, m_{0}\right]$. It is sufficient to compute the second derivative of $E$ and find it negative in a neighborhood of the origin.

By means of the explicit formula (4.8) and also taking into account (4.2), setting $E(m)=g(m)+K(R(m))$, we start by computing $d K / d r$. Using the facts that $f^{\prime} \circ k=i d$ and that $k(0)=0$, we can obtain the formula

$$
\frac{d K(R(m))}{d m}(m)=R(m)^{p}
$$

From another derivation and some standard computation we finally obtain

$$
E^{\prime \prime}(m)=g^{\prime \prime}(m)+\frac{1}{\int_{0}^{R(m)} k^{\prime}\left(R(m)^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r}
$$

The assumption of this theorem ensures that such a quantity is negative for small $m$, and so the proof is achieved.

Remark 4.7. Notice that when the functions $f$ and $g$ are of the form $f(t)=$ $a t^{q}, q>1, g(t)=b t^{r}, r<1$, with $a$ and $b$ positive constants, it holds that

$$
\begin{gathered}
g^{\prime \prime}\left(\int_{0}^{R} k\left(R^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r\right) \leq-C R^{\left(n+\frac{p}{q-1}\right)(r-2)}, \\
\int_{0}^{R} k^{\prime}\left(R^{p}-r^{p}\right) n \omega_{n} r^{n-1} d r \leq C R^{n+p \frac{2-q}{q-1}}
\end{gathered}
$$

and so the limsup in Theorem 4.6 may be estimated from above by

$$
\lim _{R \rightarrow 0^{+}}-C R^{\frac{p}{q-1}(r-q)+n(r-1)}=-\infty .
$$

Consequently the assumption in Theorem 4.6 is always verified when $f$ and $g$ are power functions.

Remark 4.8. From the proof of the existence theorem it is clear that there exists a minimizing pair $(\mu, \nu) \in \mathcal{W}_{p}\left(\mathbb{R}^{n}\right) \times \mathcal{W}_{p}\left(\mathbb{R}^{n}\right)$ where $\nu$ has finitely many atoms and $\mu$ is supported in a finite, disjoint union of balls centered at the atoms of $\nu$ and contained in a bounded domain $\Omega_{0}$, with a density given by Theorem 4.2. The same happens if we look for the minimizers in a bounded domain $\Omega$, provided $\Omega$ is large enough to contain $\Omega_{0}$, and hence a solution to the problem in $\mathbb{R}^{n}$. For example, all the open sets containing $N$ balls of radius $\bar{R}$ admit a minimizing solution supported in disjoint balls.

We conclude by stressing the fact that in order to solve the problem in $\mathbb{R}^{n}$, we have only to look at the function $E$ and find out the number of atoms and their respective masses $\left(m_{i}\right)_{i=1 \ldots k}$. The problem to solve is then

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{k} E\left(m_{i}\right): k \in \mathbb{N}, \sum_{i=1}^{k} m_{i}=1\right\} . \tag{4.9}
\end{equation*}
$$

Typically, for instance when $f$ and $g$ are power functions, the function $E$ involved in (4.9) is a concave-convex function, as sketched in Figure 1. Due to such a concaveconvex behavior, in general it is not clear whether the values of the numbers $m_{i}$ solving (4.9) and representing subcities' sizes are all equal or may be different.


Fig. 1. Typical behavior of $E$.
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#### Abstract

A coagulation-fragmentation equation including volume scattering and collisional breakage is considered. We prove that the equation admits steady states of arbitrary mass provided that the kernels satisfy some suitable growth conditions. On the other hand, we also show that zero is the only steady state in particular cases.
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1. Introduction. The aim of this paper is to investigate the existence of steady states for a coagulation-fragmentation equation including a volume scattering effect. Recall that coagulation-fragmentation models describe the time evolution of a system consisting of a very large number of particles, which can either coalesce to form larger particles or split into smaller ones. Usually, these particles are supposed to be identified only by their size (mass, volume), which in the conventional continuous models might be any positive real number. In the model considered in the present paper, a critical particle size $y_{0} \in(0, \infty)$ is introduced beyond which no particle can survive. This feature requires an additional mechanism, called scattering in what follows, preventing the occurrence of particles of size larger than the maximal size $y_{0}$ [6]. In addition to this scattering phenomenon, the subsequent model also includes the possibility of collisional breakage.

Denoting by $f(t, y) \geq 0$ the density of particles of size $y \in Y:=\left(0, y_{0}\right)$ at time $t \geq 0$ (per unit volume), the evolution of the system of particles simultaneously undergoing coagulation and fragmentation can be described by the equation

$$
\begin{align*}
\partial_{t} f & =L(f), \quad(t, y) \in(0, \infty) \times Y  \tag{1.1}\\
f(0, y) & =f_{0}(y), \quad y \in Y
\end{align*}
$$

where $f_{0}$ is a given initial distribution. The reaction terms $L(f):=L_{\mathrm{b}}(f)+L_{\mathrm{c}}(f)+$ $L_{\mathrm{s}}(f)$ are defined by

$$
\begin{aligned}
L_{\mathrm{b}}(f)(y):= & \int_{y}^{y_{0}} \gamma\left(y^{\prime}, y\right) f\left(y^{\prime}\right) \mathrm{d} y^{\prime}-f(y) \int_{0}^{y} \frac{y^{\prime}}{y} \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} \\
L_{\mathrm{c}}(f)(y):= & \frac{1}{2} \int_{0}^{y} K\left(y^{\prime}, y-y^{\prime}\right) P\left(y^{\prime}, y-y^{\prime}\right) f\left(y-y^{\prime}\right) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \\
& +\frac{1}{2} \int_{y}^{y_{0}} \int_{0}^{y^{\prime}} K\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) Q\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathrm{c}}\left(y^{\prime}, y\right) f\left(y^{\prime \prime}\right) f\left(y^{\prime}-y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime}
\end{aligned}
$$

[^30]\[

$$
\begin{aligned}
& -f(y) \int_{0}^{y_{0}-y} K\left(y, y^{\prime}\right)\left\{P\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right)\right\} f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \\
L_{\mathbf{s}}(f)(y):= & \frac{1}{2} \int_{y_{0}}^{2 y_{0}} \int_{y^{\prime}-y_{0}}^{y_{0}} K\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}, y\right) f\left(y^{\prime \prime}\right) f\left(y^{\prime}-y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
& -f(y) \int_{y_{0}-y}^{y_{0}} K\left(y, y^{\prime}\right) f\left(y^{\prime}\right) \mathrm{d} y^{\prime}
\end{aligned}
$$
\]

for $y \in Y$ and describe the following reactions:

- The linear operator $L_{\mathrm{b}}(f)$ accounts for the gain and loss of particles of size $y$ due to multiple spontaneous breakage, where $\gamma\left(y, y^{\prime}\right) \geq 0$ denotes the rate at which a particle of size $y \in Y$ decays into a particle of size $y^{\prime} \in(0, y)$.
- Furthermore, two particles $y$ and $y^{\prime}$ with cumulative size $y+y^{\prime}<y_{0}$ can collide at a rate $K\left(y, y^{\prime}\right) \geq 0$ and either nothing happens-meaning that the involved particles remain unchanged, for instance in the case of grazing particles-or they merge with probability $P\left(y, y^{\prime}\right)$ or, in the case of highenergy collisions, shatter with probability $Q\left(y, y^{\prime}\right)$ into several particles according to the shattering distribution $\beta_{c}\left(y+y^{\prime}, y^{\prime \prime}\right)$ (the latter process is also referred to as collisional breakage). Consistency of the model then demands

$$
\begin{equation*}
0 \leq P\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right) \leq 1, \quad y+y^{\prime}<y_{0} \tag{1.2}
\end{equation*}
$$

These processes are reflected by the operator $L_{\mathrm{c}}(f)$.

- Finally, the scattering operator $L_{\mathbf{s}}(f)$ represents the interaction of two particles $y$ and $y^{\prime}$ with cumulative size beyond the maximal size $y_{0}$. They can coalesce but the resulting particle instantaneously splits into particles all with size within the admissible range $Y$. The daughter particles are then distributed according to $\beta_{\mathbf{s}}\left(y+y^{\prime}, y^{\prime \prime}\right) \geq 0$. We refer to [6], where the volume scattering mechanism was introduced (see also [5] for a more detailed discussion on the modelling issue).
Since there is no particle inlet or outlet, one intuitively expects the total mass to be preserved during time, i.e.,

$$
\begin{equation*}
\int_{0}^{y_{0}} y f(t, y) \mathrm{d} y=\int_{0}^{y_{0}} y f_{0}(y) \mathrm{d} y, \quad t \geq 0 \tag{1.3}
\end{equation*}
$$

Provided that the shattering and the scattering processes are mass preserving (see assumptions (1.10) and (1.12)), this is indeed the case.

From a mathematical viewpoint, some properties of the coagulation-fragmentation equation with volume scattering (1.1) have been investigated recently; in particular, results concerning the well-posedness of (1.1) are to be found in $[3,6,14,15]$, while results on the large time behavior of the solutions in some cases have been obtained in [16]. As for numerical simulations, we refer to [12]. We also mention at this point that, formally, the classical coagulation-fragmentation model usually contemplated in the literature can be derived from (1.1) by putting $y_{0}:=\infty$ and $P \equiv 1$ (implying $Q \equiv 0$ according to (1.2)). In particular, the shattering and scattering terms vanish in this case. A survey of the present state of knowledge on the classical coagulationfragmentation equations and references to further literature for this case can be found in $[2,11]$.

In the present paper, we will focus on existence of nontrivial steady states to (1.1), that is, on nonzero solutions to the equation

$$
\begin{equation*}
L(f)=0 \quad \text { in } Y \tag{1.4}
\end{equation*}
$$

Addressing this issue is mainly motivated by the study of the asymptotic behavior of solutions to (1.1). Note that the equality (1.3) entails a natural side condition, namely, to solve (1.4) subject to

$$
\begin{equation*}
\varrho=\int_{0}^{y_{0}} y f(y) \mathrm{d} y \tag{1.5}
\end{equation*}
$$

where $\varrho>0$ is a given positive real number. Let us point out right now that (1.4), (1.5) do not always possess solutions for $\varrho>0$. In particular, if $\gamma \equiv 0$ and merely binary shattering and binary scattering are taken into account, zero is the only steady state (see section 4). So far, existence of solutions to (1.4) apart from zero is known only if the kernels satisfy an extended version of the so-called detailed balance condition [15, 16], namely that there exists $H \in L^{1}(Y)$ such that

$$
\gamma\left(y+y^{\prime}, y\right) H\left(y+y^{\prime}\right)=P\left(y, y^{\prime}\right) K\left(y, y^{\prime}\right) H(y) H\left(y^{\prime}\right)
$$

for $0<y+y^{\prime}<y_{0}$, that

$$
\begin{aligned}
& \beta_{\mathrm{c}}\left(y, y^{\prime}\right) Q\left(y^{\prime \prime}, y-y^{\prime \prime}\right) K\left(y^{\prime \prime}, y-y^{\prime \prime}\right) H\left(y^{\prime \prime}\right) H\left(y-y^{\prime \prime}\right) \\
& \quad=\beta_{\mathrm{c}}\left(y, y^{\prime \prime}\right) Q\left(y^{\prime}, y-y^{\prime}\right) K\left(y^{\prime}, y-y^{\prime}\right) H\left(y^{\prime}\right) H\left(y-y^{\prime}\right)
\end{aligned}
$$

for $0<y+y^{\prime}, y+y^{\prime \prime}<y_{0}$, and that
$\beta_{\mathbf{s}}\left(y, y^{\prime}\right) K\left(y^{\prime \prime}, y-y^{\prime \prime}\right) H\left(y^{\prime \prime}\right) H\left(y-y^{\prime \prime}\right)=\beta_{\mathbf{s}}\left(y, y^{\prime \prime}\right) K\left(y^{\prime}, y-y^{\prime}\right) H\left(y^{\prime}\right) H\left(y-y^{\prime}\right)$
for $0<y-y_{0}<y^{\prime}, y^{\prime \prime}<y_{0}$. In this case, each function $f_{\alpha}(y):=H(y) \alpha^{y}, y \in Y$, with $\alpha \geq 0$ satisfies (1.4). For the classical coagulation-fragmentation equation, that is, (1.1) with $y_{0}=\infty$ and $P \equiv 1$, this condition has previously been used in various papers (for instance, see $[1,7,9,10]$ ) and the long-time behavior of solutions has been investigated. That the latter equation admits nontrivial and smooth steady state solutions of arbitrary mass without assuming the detailed balance condition has been proven in [8] for constant fragmentation kernels $\gamma$ and coagulation kernels

$$
K\left(y, y^{\prime}\right)=a+b\left(y+y^{\prime}\right), \quad y, y^{\prime}>0
$$

with $a, b \geq 0$. More recently, existence of nontrivial stationary solutions (in a weak sense) is shown for kernels of the form

$$
\gamma\left(y, y^{\prime}\right)=y^{\sigma} B\left(y^{\prime} / y\right), \quad K\left(y, y^{\prime}\right)=y^{\alpha}\left(y^{\prime}\right)^{\nu}+y^{\nu}\left(y^{\prime}\right)^{\alpha}
$$

with $-1 \leq \alpha \leq 0 \leq \nu \leq 1, \alpha+\nu \in[0,1), \sigma \geq-1$, and some suitable function $B$ [4]. To the best of our knowledge, these are the only available results on existence of steady states for the classical coagulation-fragmentation equation $\left(y_{0}=\infty, P \equiv 1\right)$ in the absence of the detailed balance condition.

As for (1.4), (1.5), no result seems to be known but the existence of steady states is strongly supported by the numerical simulations in [12]. In this paper, we identify a class of data $\left(\gamma, K, \beta_{\mathrm{c}}, \beta_{\mathrm{s}}\right)$ for which (1.4), (1.5) has at least one solution for every $\varrho>0$. Before stating precisely our assumptions, let us first outline the approach we employ to solve (1.4), (1.5): in such a situation, a natural tool is the Schauder fixed point theorem, but its application requires some strong compactness which is not likely to be available here. Indeed, the operator $L$ is an integral operator and does not seem to be compact. To overcome this difficulty, we consider the regularised
problem $-\varepsilon f^{\prime \prime}=L(f)$ in $Y$ with suitable boundary conditions, where $f^{\prime \prime}$ denotes the second derivative of $f$ and $\varepsilon \in(0,1)$. It is then possible to use the Schauder fixed point theorem to establish the existence of a solution $f_{\varepsilon}$ to this problem which satisfies (1.5). The next step is to show that $\left(f_{\varepsilon}\right)$ is relatively weakly sequentially compact in $L^{1}(Y)$ and that its cluster points for this topology solve (1.4), (1.5). Let us further mention that another way to remedy to the lack of strong compactness properties of $L$ has been developed in [4] and relies on the Tikhonov fixed point theorem which only demands weak compactness.

The assumptions made throughout this paper are as follows. We suppose that the coagulation kernel $K$ belongs to $L^{\infty}(Y \times Y)$ and satisfies

$$
\begin{equation*}
K_{\star}\left(y y^{\prime}\right)^{\sigma} \leq K\left(y, y^{\prime}\right)=K\left(y^{\prime}, y\right) \leq K^{\star}\left(y y^{\prime}\right)^{\sigma}, \quad\left(y, y^{\prime}\right) \in Y \times Y \tag{1.6}
\end{equation*}
$$

for some $K_{\star}, K^{\star}>0, \sigma \in[0,1]$, and the monotonicity condition

$$
\begin{equation*}
K\left(y-y^{\prime}, y^{\prime}\right) \leq K\left(y, y^{\prime}\right) \quad \text { for } \quad 0<y^{\prime}<y<y_{0} \tag{1.7}
\end{equation*}
$$

The probabilities $P$ and $Q$ are nonnegative symmetric functions defined on

$$
\Xi:=\left\{\left(y, y^{\prime}\right) \in Y \times Y ; y+y^{\prime}<y_{0}\right\}
$$

obeying (1.2), and there is $P_{\star} \in(0,1)$ such that

$$
\begin{equation*}
P\left(y, y^{\prime}\right)+2 Q\left(y, y^{\prime}\right) \geq P_{\star}>0 \quad \text { for a.a. } \quad\left(y, y^{\prime}\right) \in \Xi \tag{1.8}
\end{equation*}
$$

In addition, $P$ satisfies the monotonicity condition

$$
\begin{equation*}
P\left(y-y^{\prime}, y^{\prime}\right) \leq P\left(y, y^{\prime}\right) \quad \text { for a.a. } \quad\left(y, y^{\prime}\right) \in \Xi \quad \text { with } \quad 0<y^{\prime}<y<y_{0} \tag{1.9}
\end{equation*}
$$

The fragmentation kernel $\gamma$ and the shattering distribution $\beta_{c}$ are nonnegative measurable functions defined on

$$
\Delta:=\left\{\left(y, y^{\prime}\right) \in Y \times Y ; 0<y^{\prime}<y<y_{0}\right\}
$$

and shattering is supposed to be a mass preserving process, that is,

$$
\begin{equation*}
Q\left(y, y^{\prime}\right)\left(\int_{0}^{y+y^{\prime}} y^{\prime \prime} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}-y-y^{\prime}\right)=0 \tag{1.10}
\end{equation*}
$$

for a.a. $\left(y, y^{\prime}\right) \in \Xi$. We also assume that shattering is suitably dominated by coagulation, i.e., we assume that there exist $z_{0} \in Y$ and $\kappa_{0}>0$ with

$$
\begin{equation*}
Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \leq P\left(y, y^{\prime}\right)+2 Q\left(y, y^{\prime}\right)-\kappa_{0} \tag{1.11}
\end{equation*}
$$

for a.a. $y+y^{\prime}<z_{0}$. The scattering kernel $\beta_{\mathrm{s}}$ is a nonnegative measurable function defined on $\left(y_{0}, 2 y_{0}\right) \times\left(0, y_{0}\right)$ and satisfies

$$
\begin{equation*}
\int_{0}^{y_{0}} y^{\prime} \beta_{\mathbf{s}}\left(y, y^{\prime}\right) \mathrm{d} y^{\prime}=y \quad \text { for a.a. } \quad y \in\left(y_{0}, 2 y_{0}\right) \tag{1.12}
\end{equation*}
$$

Finally, we suppose that there are $p>1$ and $\mu_{\gamma}, \mu_{\mathrm{c}}, \mu_{\mathrm{s}}>0$ such that

$$
\begin{equation*}
\int_{0}^{y}\left(y^{\prime}\right)^{\sigma(1-2 p)} \gamma\left(y, y^{\prime}\right)^{p} \mathrm{~d} y^{\prime} \leq \mu_{\gamma} \quad \text { for a.a. } \quad y \in Y \tag{1.13}
\end{equation*}
$$

$$
\begin{gather*}
Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}}\left(y^{\prime \prime}\right)^{\sigma(1-p)} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right)^{p} \mathrm{~d} y^{\prime \prime} \leq \mu_{\mathrm{c}} \quad \text { for a.a. } \quad\left(y, y^{\prime}\right) \in \Xi  \tag{1.14}\\
 \tag{1.15}\\
\int_{0}^{y_{0}}\left(y^{\prime}\right)^{\sigma(1-p)} \beta_{\mathbf{s}}\left(y, y^{\prime}\right)^{p} \mathrm{~d} y^{\prime} \leq \mu_{\mathrm{s}} \quad \text { for a.a. } y \in\left(y_{0}, 2 y_{0}\right)
\end{gather*}
$$

Note that (1.13)-(1.15) and Hölder's inequality imply

$$
\begin{align*}
& \int_{0}^{y} \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} \leq m_{\gamma} y^{\sigma} \quad \text { for a.a. } y \in Y  \tag{1.16}\\
& Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \leq m_{\mathrm{c}} \quad \text { for a.a. }\left(y, y^{\prime}\right) \in \Xi  \tag{1.17}\\
& \int_{0}^{y_{0}} \beta_{\mathrm{s}}\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} \leq m_{\mathrm{s}} \quad \text { for a.a. } y \in\left(y_{0}, 2 y_{0}\right) \tag{1.18}
\end{align*}
$$

for some constants $m_{\gamma}, m_{\mathrm{c}}, m_{\mathrm{s}}>0$.
Possible (and reasonable) choices of kernels obeying all of the assumptions above are as follows: suppose that $K$ is of the form

$$
K\left(y, y^{\prime}\right):=A+B\left(y y^{\prime}\right)^{\theta}+C\left(y+y^{\prime}\right)^{\mu}
$$

with $A>0$ and $B, C, \theta, \mu \geq 0$. In particular, the positivity of $A$ and $y_{0} \in(0, \infty)$ warrant that (1.6) holds true with $\sigma:=0$. Let $P$ and $Q$ be nonnegative functions such that, for some $\tau, q>0$,

$$
Q\left(y, y^{\prime}\right):=q(y+y)^{\tau}, \quad y+y^{\prime}<y_{0}
$$

and such that (1.2), (1.8), and (1.9) hold. For $\bar{\gamma}, \alpha>0$ and $0 \geq \zeta, \xi, \nu>-1$ define

$$
\begin{aligned}
\gamma\left(y, y^{\prime}\right) & :=\bar{\gamma} y^{\alpha-\zeta-1}\left(y^{\prime}\right)^{\zeta} \\
\beta_{\mathrm{c}}\left(y, y^{\prime}\right) & :=(\xi+2) y^{-1-\xi}\left(y^{\prime}\right)^{\xi} \\
\beta_{\mathbf{s}}\left(y, y^{\prime}\right) & :=(\nu+2) y_{0}^{-2-\nu} y\left(y^{\prime}\right)^{\nu} .
\end{aligned}
$$

We may then choose $p \in(1,1+\tau)$ with $-1 / p<\min \{\nu, \xi, \zeta, \alpha-1\}$ so that all assumptions are satisfied with $\sigma=0$.

On the other hand, if $K\left(y, y^{\prime}\right):=\tilde{K}\left(y y^{\prime}\right)^{\sigma}, \sigma \in(0,1], \tilde{K}>0$, and if $P, Q, \gamma, \beta_{\mathrm{c}}, \beta_{\mathrm{s}}$ are as above with additionally $\alpha>\sigma$ and $1+\zeta>\sigma$, we again find $p>1$ which is sufficiently close to 1 and such that (1.13)-(1.15) hold.

Our main result is the following theorem.
THEOREM 1.1. Let (1.6)-(1.15) hold. Then, given any $\varrho>0$, there exists a nonnegative function $f \in L_{+}^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$ satisfying $L(f)=0$ a.e. in $Y$ and

$$
\int_{0}^{y_{0}} y f(y) \mathrm{d} y=\varrho
$$

where $L_{+}^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$ denotes the positive cone of $L^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$.
Recall that the positive cone $L_{+}^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$ of $L^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$ is the set of functions of $L^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$ which are nonnegative almost everywhere in $Y$.

The solution $f$ to (1.4), (1.5) we construct in Theorem 1.1 actually belongs to $L^{p}\left(Y, y^{\sigma} \mathrm{d} y\right)$, but it is yet unclear whether $f$ enjoys additional regularity properties. Also, uniqueness of a solution to (1.4), (1.5) does not seem to be obvious.

As already mentioned, the main idea in order to prove this theorem is to consider first a parameter-dependent regularized problem, which can be solved by a Schauder fixed point argument, and to show afterwards that the family of solutions is weakly compact in $L^{p}\left(Y, y^{\sigma} \mathrm{d} y\right)$. This then guarantees the existence of nontrivial steady states. In the next section we state and solve the regularized problem. Subsequently, we derive in section 3 some uniform estimates leading to the desired weak compactness. In the concluding section, we show that problem (1.4), (1.5) does not necessarily have a solution.
2. A regularized problem: Existence. Note that (1.6), (1.16), (1.17), and (1.18) imply, for $f \in L^{1}\left(Y, y^{\sigma} \mathrm{d} y\right)$, that the reaction terms $L_{\mathrm{b}}(f), L_{\mathrm{c}}(f)$, and $L_{\mathrm{s}}(f)$ belong to $L^{1}(Y)$. In addition, given $\psi \in L^{\infty}(Y)$, we have the identities (see [14, Lemma 2.6] or [15, Lemma 2.7])
(2.1) $\int_{0}^{y_{0}} \psi(y) L_{\mathrm{b}}(f)(y) \mathrm{d} y=\int_{0}^{y_{0}} \int_{0}^{y}\left[\psi\left(y^{\prime}\right)-\frac{y^{\prime}}{y} \psi(y)\right] \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} f(y) \mathrm{d} y$,
(2.2) $\int_{0}^{y_{0}} \psi(y) L_{\mathrm{c}}(f)(y) \mathrm{d} y=\frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} \psi_{\mathrm{c}}\left(y, y^{\prime}\right) K\left(y, y^{\prime}\right) f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y$,
(2.3) $\int_{0}^{y_{0}} \psi(y) L_{\mathbf{s}}(f)(y) \mathrm{d} y=\frac{1}{2} \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}} \psi_{\mathbf{s}}\left(y, y^{\prime}\right) K\left(y, y^{\prime}\right) f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y$,
where

$$
\begin{aligned}
\psi_{\mathbf{c}}\left(y, y^{\prime}\right):= & P\left(y, y^{\prime}\right) \psi\left(y+y^{\prime}\right)-\left[P\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right)\right]\left[\psi(y)+\psi\left(y^{\prime}\right)\right] \\
& +Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \psi\left(y^{\prime \prime}\right) \beta_{\mathbf{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}, \\
\psi_{\mathbf{s}}\left(y, y^{\prime}\right):= & \int_{0}^{y_{0}} \psi\left(y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}-\psi(y)-\psi\left(y^{\prime}\right) .
\end{aligned}
$$

If $f \in L^{q}\left(Y ; y^{k} \mathrm{~d} y\right)$ for some $q \in[1, \infty)$ and $k \in \mathbb{R}$, we define

$$
M_{k, q}(f):=\int_{0}^{y_{0}} y^{k}|f|^{q}(y) \mathrm{d} y \quad \text { and } \quad M_{k}(f):=M_{k, 1}(f) .
$$

Given $\delta \in(0,1)$, we set

$$
K_{\delta}\left(y, y^{\prime}\right):=K\left(y, y^{\prime}\right)+\delta
$$

and notice that

$$
\left\|K_{\delta}\right\|_{\infty} \leq\|K\|_{\infty}+1 .
$$

Hereafter, we denote by $L_{\delta}(f)$ the reaction terms $L(f)$ but with $K_{\delta}$ instead of $K$. For $\varepsilon \in(0, \delta)$ and $\varrho \in(0, \infty)$ we define

$$
\begin{equation*}
\omega^{2}:=\frac{\left\|K_{\delta}\right\|_{\infty}}{\varepsilon}+m_{\gamma} y_{0}^{\sigma} \tag{2.4}
\end{equation*}
$$

and

$$
R:=\frac{1}{4 \varepsilon y_{0}}\left(6 \varepsilon \varrho+5 \omega^{2} y_{0}^{2} \varrho+3\left\|K_{\delta}\right\|_{\infty} y_{0} \varrho^{2}\right) .
$$

We next introduce

$$
F(f):=\varphi_{\varepsilon}(f) L_{\delta}(f)+\omega^{2} f
$$

for $f \in L_{+}^{1}(Y)$, where

$$
\varphi_{\varepsilon}(f):=\frac{1}{1+\varepsilon M_{0}(f)}
$$

and observe that $F(f)$ belongs to $L^{1}(Y)$. We then denote by $u_{f}$ the unique solution in $W^{2,1}(Y)$ to the boundary-value problem

$$
\begin{align*}
& -\varepsilon u_{f}^{\prime \prime}+\omega^{2} u_{f}=F(f) \quad \text { in } \quad Y  \tag{2.5}\\
& u_{f}(0)=y_{0} u_{f}^{\prime}\left(y_{0}\right)-u_{f}\left(y_{0}\right)=0 \tag{2.6}
\end{align*}
$$

Finally, let $\mathcal{C}$ be the subset of $L^{1}(Y)$ defined by

$$
\begin{equation*}
\mathcal{C}:=\left\{f \in L_{+}^{1}(Y) ; M_{1}(f)=\varrho, M_{0}(f) \leq R\right\} \tag{2.7}
\end{equation*}
$$

Clearly, $\mathcal{C}$ is a nonempty, bounded, and closed convex subset of $L^{1}(Y)$. In addition, we have the following property.

Lemma 2.1. If $f \in \mathcal{C}$, then $u_{f} \in \mathcal{C}$.
Proof. Since $f \geq 0$, it follows from (1.2), (1.6), and (1.16) that

$$
\begin{aligned}
F(f)(y) & \geq \omega^{2} f(y)-\varphi_{\varepsilon}(f) f(y)\left(\int_{0}^{y} \frac{y^{\prime}}{y} \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime}+\int_{0}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f\left(y^{\prime}\right) \mathrm{d} y^{\prime}\right) \\
& \geq \omega^{2} f(y)-\varphi_{\varepsilon}(f) f(y)\left(m_{\gamma} y_{0}^{\sigma}+\left\|K_{\delta}\right\|_{\infty} M_{0}(f)\right) \\
& \geq 0
\end{aligned}
$$

The comparison principle then entails that $u_{f} \geq 0$. We next readily infer from (1.10), (1.12), and (2.1)-(2.3) that

$$
\int_{0}^{y_{0}} y F(f)(y) \mathrm{d} y=\omega^{2} M_{1}(f)
$$

while (2.6) yields that

$$
-\varepsilon \int_{0}^{y_{0}} y u_{f}^{\prime \prime}(y) \mathrm{d} y=0
$$

Consequently, we deduce from (2.5) after multiplication by $y$ and integration over $Y$ the equality $M_{1}\left(u_{f}\right)=M_{1}(f)$.

We now multiply (2.5) by $y^{3}$ and integrate over $Y$. Observe first that

$$
-\int_{0}^{y_{0}} y^{3} u_{f}^{\prime \prime}(y) \mathrm{d} y=2 y_{0}^{2} u_{f}\left(y_{0}\right)-6 M_{1}\left(u_{f}\right)
$$

by (2.6), while (1.2) and (1.10) entail that, for $\left(y, y^{\prime}\right) \in \Xi$, the function $\left(y^{3}\right)_{c}$ (defined in (2.2) with $\psi(y)=y^{3}$ ) satisfies

$$
\begin{aligned}
\left(y^{3}\right)_{\mathrm{c}}\left(y, y^{\prime}\right)= & P\left(y, y^{\prime}\right)\left[y^{3}+\left(y^{\prime}\right)^{3}+3 y^{2} y^{\prime}+3 y\left(y^{\prime}\right)^{2}-y^{3}-\left(y^{\prime}\right)^{3}\right] \\
& +Q\left(y, y^{\prime}\right)\left[\int_{0}^{y+y^{\prime}}\left(y^{\prime \prime}\right)^{3} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}-y^{3}-\left(y^{\prime}\right)^{3}\right] \\
\leq & 3 P\left(y, y^{\prime}\right) y y^{\prime}\left(y+y^{\prime}\right)+Q\left(y+y^{\prime}\right)\left[\left(y+y^{\prime}\right)^{2}\left(y+y^{\prime}\right)-y^{3}-\left(y^{\prime}\right)^{3}\right] \\
\leq & 3(P+Q)\left(y, y^{\prime}\right) y y^{\prime}\left(y+y^{\prime}\right) \\
\leq & 3 y y^{\prime}\left(y+y^{\prime}\right)
\end{aligned}
$$

We also infer from (1.12) that, for $\left(y, y^{\prime}\right) \in Y \times Y \backslash \Xi$, the function $\left(y^{3}\right)_{\mathrm{s}}$ (defined in (2.3) with $\left.\psi(y)=y^{3}\right)$ satisfies

$$
\begin{aligned}
\left(y^{3}\right)_{\mathrm{s}}\left(y, y^{\prime}\right) & \leq y_{0}^{2} \int_{0}^{y+y^{\prime}} y^{\prime \prime} \beta_{\mathbf{s}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}-y^{3}-\left(y^{\prime}\right)^{3} \\
& \leq y_{0}^{2}\left(y+y^{\prime}\right)-y^{3}-\left(y^{\prime}\right)^{3} \\
& \leq\left(y+y^{\prime}\right)^{3}-y^{3}-\left(y^{\prime}\right)^{3} \\
& \leq 3 y y^{\prime}\left(y+y^{\prime}\right)
\end{aligned}
$$

At last, we notice that, for $\left(y, y^{\prime}\right) \in \Delta$,

$$
\left(y^{\prime}\right)^{3}-\frac{y^{\prime}}{y} y^{3}=y^{\prime} \quad\left(\left(y^{\prime}\right)^{2}-y^{2}\right) \leq 0
$$

Now, since $f \in \mathcal{C}$, it follows from (2.1) to (2.3) and the previous upper bounds that

$$
\begin{aligned}
& \int_{0}^{y_{0}} y^{3} F(f)(y) \mathrm{d} y \\
& \quad \leq \omega^{2} M_{3}(f)+\frac{3}{2} \varphi_{\varepsilon}(f) \int_{0}^{y_{0}} \int_{0}^{y_{0}-y}\left(y^{2} y^{\prime}+y\left(y^{\prime}\right)^{2}\right) K_{\delta}\left(y, y^{\prime}\right) f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& +\frac{3}{2} \varphi_{\varepsilon}(f) \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}}\left(y^{2} y^{\prime}+y\left(y^{\prime}\right)^{2}\right) K_{\delta}\left(y, y^{\prime}\right) f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \quad \leq \omega^{2} y_{0}^{2} M_{1}(f)+\frac{3\left\|K_{\delta}\right\|_{\infty}}{2} \varphi_{\varepsilon}(f) \int_{0}^{y_{0}} \int_{0}^{y_{0}}\left(y^{2} y^{\prime}+y\left(y^{\prime}\right)^{2}\right) f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \quad \leq \omega^{2} y_{0}^{2} \varrho+3\left\|K_{\delta}\right\|_{\infty} \varphi_{\varepsilon}(f) \int_{0}^{y_{0}} \int_{0}^{y_{0}} y^{2} y^{\prime} f(y) f\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \quad \leq \omega^{2} y_{0}^{2} \varrho+3\left\|K_{\delta}\right\|_{\infty} y_{0} \varrho^{2}
\end{aligned}
$$

Therefore, we obtain

$$
\begin{equation*}
2 \varepsilon y_{0}^{2} u_{f}\left(y_{0}\right) \leq 6 \varepsilon \varrho+\omega^{2} y_{0}^{2} \varrho+3\left\|K_{\delta}\right\|_{\infty} y_{0} \varrho^{2} . \tag{2.8}
\end{equation*}
$$

On the other hand, due to

$$
\begin{aligned}
& \int_{0}^{y_{0}} y^{2} F(f)(y) \mathrm{d} y \\
& \quad \geq-\varphi_{\varepsilon}(f) \int_{0}^{y_{0}} \int_{0}^{y} y y^{\prime} \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} f(y) \mathrm{d} y \\
& \quad-\frac{\varphi_{\varepsilon}(f)}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y}\left(y^{2}+y^{\prime 2}\right) K_{\delta}\left(y, y^{\prime}\right)\left\{P\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right)\right\} f\left(y^{\prime}\right) f(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \quad-\frac{\varphi_{\varepsilon}(f)}{2} \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}}\left(y^{2}+y^{\prime 2}\right) K_{\delta}\left(y, y^{\prime}\right) f\left(y^{\prime}\right) f(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \quad \geq-m_{\gamma} y_{0}^{1+\sigma} M_{1}(f)-\varrho y_{0}\left\|K_{\delta}\right\|_{\infty} \frac{M_{0}(f)}{1+\varepsilon M_{0}(f)}
\end{aligned}
$$

and

$$
-\int_{0}^{y_{0}} y^{2} u_{f}^{\prime \prime}(y) \mathrm{d} y=y_{0} u_{f}\left(y_{0}\right)-2 M_{0}\left(u_{f}\right)
$$

we deduce from (2.5) that

$$
\varepsilon y_{0} u_{f}\left(y_{0}\right)-2 \varepsilon M_{0}\left(u_{f}\right)+\omega^{2} M_{2}\left(u_{f}\right) \geq-m_{\gamma} y_{0}^{1+\sigma} \varrho-\varrho y_{0} \frac{\left\|K_{\delta}\right\|_{\infty}}{\varepsilon} .
$$

Consequently, taking into account (2.8) and the definition of $\omega$, we end up with

$$
2 \varepsilon M_{0}\left(u_{f}\right) \leq \varepsilon y_{0} u_{f}\left(y_{0}\right)+\omega^{2} y_{0} M_{1}\left(u_{f}\right)+m_{\gamma} y_{0}^{1+\sigma} \varrho+\varrho y_{0} \frac{\left\|K_{\delta}\right\|_{\infty}}{\varepsilon} \leq 2 \varepsilon R
$$

and the proof is complete.
Proposition 2.2. There is a function $f \in \mathcal{C} \cap W^{2,1}(Y)$ such that

$$
\begin{align*}
& -\varepsilon f^{\prime \prime}=\varphi_{\varepsilon}(f) L_{\delta}(f) \quad \text { in } \quad Y  \tag{2.9}\\
& f(0)=y_{0} f^{\prime}\left(y_{0}\right)-f\left(y_{0}\right)=0 \tag{2.10}
\end{align*}
$$

Proof. By Lemma 2.1, the mapping $f \longmapsto u_{f}$ maps $\mathcal{C}$ into itself. In addition, it is clearly a continuous and compact mapping from $\mathcal{C}$ into itself for the norm-topology of $L^{1}(Y)$. Indeed, we recall that, for $f \in L^{1}(Y), u_{f}$ is given by

$$
u_{f}(y)=\left(\lambda-\int_{0}^{y} e^{-\bar{\omega} y^{\prime}} F(f)\left(y^{\prime}\right) \mathrm{d} y^{\prime}\right) \frac{e^{\bar{\omega} y}}{2 \varepsilon \bar{\omega}}-\left(\lambda-\int_{0}^{y} e^{\bar{\omega} y^{\prime}} F(f)\left(y^{\prime}\right) \mathrm{d} y^{\prime}\right) \frac{e^{-\bar{\omega} y}}{2 \varepsilon \bar{\omega}}
$$

for $y \in\left[0, y_{0}\right]$, where $\bar{\omega}:=\omega \varepsilon^{-1 / 2}$ and

$$
\lambda:=\vartheta \int_{0}^{y_{0}} e^{-\bar{\omega} y^{\prime}} F(f)\left(y^{\prime}\right) \mathrm{d} y^{\prime}+(1-\vartheta) \int_{0}^{y_{0}} e^{\bar{\omega} y^{\prime}} F(f)\left(y^{\prime}\right) \mathrm{d} y^{\prime}
$$

with

$$
\vartheta:=\frac{y_{0} \bar{\omega}-1}{y_{0} \bar{\omega}-1+\left(y_{0} \bar{\omega}+1\right) e^{-2 \bar{\omega} y_{0}}} .
$$

In particular, there is a constant $\Gamma$ depending on $y_{0}$ and $\varepsilon$ such that

$$
\left\|u_{f}\right\|_{W^{1, \infty}(Y)} \leq \Gamma\|F(f)\|_{L^{1}(Y)}
$$

Since $F$ is a locally Lipschitz continuous map from $L^{1}(Y)$ into $L^{1}(Y)$ (see [14, Lemma 2.1]), the claimed continuity and compactness of $f \longmapsto u_{f}$ follow.

Now, since $\mathcal{C}$ is a nonempty, closed, and convex subset of $L^{1}(Y)$, we are in a position to apply the Schauder fixed point theorem and conclude that there is $f \in \mathcal{C}$ such that $u_{f}=f$. Proposition 2.2 readily follows.
3. A regularized problem: Uniform estimates. For $\delta \in(0,1), \varepsilon \in(0, \delta)$, and $\varrho>0$, we denote by $f_{\varepsilon, \delta}$ the solution to (2.9), (2.10) given by Proposition 2.2. In particular, we have

$$
\begin{equation*}
\int_{0}^{y_{0}} y f_{\varepsilon, \delta}(y) \mathrm{d} y=\varrho \tag{3.1}
\end{equation*}
$$

The aim of this section is to prove that $\left(f_{\varepsilon, \delta}\right)$ is weakly sequentially compact first with respect to $\varepsilon$ and subsequently with respect to $\delta$. In the following, we denote by $C$ various positive constants which do neither depend on $\varepsilon$ nor on $\delta$. Dependence on $\delta$, for instance, will be indicated explicitly by writing $C(\delta)$.

We first proceed as in Lemma 2.1 to bound $f_{\varepsilon, \delta}\left(y_{0}\right)$.
Lemma 3.1. For $\delta \in(0,1)$ and $\varepsilon \in(0, \delta)$, we have

$$
f_{\varepsilon, \delta}^{\prime}(0) \geq 0 \quad \text { and } \quad \varepsilon f_{\varepsilon, \delta}\left(y_{0}\right) \leq C
$$

Proof. Clearly, $f_{\varepsilon, \delta}^{\prime}(0) \geq 0$ since $f_{\varepsilon, \delta}(0)=0$ and $f_{\varepsilon, \delta}(y) \geq 0$ for $y \in Y$. We next multiply (2.9) by $y^{3}$ and integrate over $Y$. As in the proof of Lemma 2.1, we use (2.10) and (3.1) to obtain

$$
\varepsilon\left(2 y_{0}^{2} f_{\varepsilon, \delta}\left(y_{0}\right)-6 \varrho\right) \leq 3\left\|K_{\delta}\right\|_{\infty} y_{0} \varrho^{2} \leq 3\left(\|K\|_{\infty}+1\right) y_{0} \varrho^{2} .
$$

We next estimate the $L^{1}$-norm of $f_{\varepsilon, \delta}$ using a different argument than in the previous section.

Lemma 3.2. For $\delta \in(0,1)$ and $\varepsilon \in(0, \delta)$, we have

$$
\begin{equation*}
\delta^{1 / 2} M_{0}\left(f_{\varepsilon, \delta}\right)+M_{\sigma}\left(f_{\varepsilon, \delta}\right) \leq C \tag{3.2}
\end{equation*}
$$

Proof. We integrate (2.9) over $Y$. We first notice that

$$
-\varepsilon \int_{0}^{y_{0}} f_{\varepsilon, \delta}^{\prime \prime}(y) \mathrm{d} y=-\varepsilon\left(f_{\varepsilon, \delta}^{\prime}\left(y_{0}\right)-f_{\varepsilon, \delta}^{\prime}(0)\right) \geq-\varepsilon \frac{f_{\varepsilon, \delta}\left(y_{0}\right)}{y_{0}} \geq-C
$$

by (2.10) and Lemma 3.1, while the function $(1)_{\mathrm{c}}$ (defined in $(2.2)$ with $\psi(y)=1$ ) satisfies

$$
\begin{aligned}
(1)_{\mathrm{c}}\left(y, y^{\prime}\right) & =P\left(y, y^{\prime}\right)-2(P+Q)\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \\
& \leq-\kappa_{0} \mathbf{1}_{\left[0, z_{0}\right]}\left(y+y^{\prime}\right)+Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathbf{1}_{\left[z_{0}, y_{0}\right]}\left(y+y^{\prime}\right) \\
& \leq-\kappa_{0} \mathbf{1}_{\left[0, z_{0}\right]}\left(y+y^{\prime}\right)+m_{\mathrm{c}} \mathbf{1}_{\left[z_{0}, y_{0}\right]}\left(y+y^{\prime}\right)
\end{aligned}
$$

for $\left(y, y^{\prime}\right) \in \Xi$ by (1.11) and (1.17), since $P$ and $Q$ are nonnegative. Moreover, the function $(1)_{\mathrm{s}}$ (defined in (2.3) with $\psi(y)=1$ ) satisfies

$$
(1)_{\mathbf{s}}\left(y, y^{\prime}\right)=\int_{0}^{y_{0}} \beta_{\mathbf{s}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}-2 \leq m_{\mathrm{s}}-2
$$

for $\left(y, y^{\prime}\right) \in Y \times Y \backslash \Xi$ by (1.18). Because of the above inequalities, we deduce from (1.16), (2.1)-(2.3), and (2.9) that

$$
\begin{aligned}
-\frac{C}{\varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)} \leq & -\frac{\varepsilon}{\varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)} \int_{0}^{y_{0}} f_{\varepsilon, \delta}^{\prime \prime}(y) \mathrm{d} y \\
\leq & \int_{0}^{y_{0}} \int_{0}^{y}\left(1-\frac{y^{\prime}}{y}\right) \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} f_{\varepsilon, \delta}\left(y^{\prime}\right) \mathrm{d} y \\
& -\frac{\kappa_{0}}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} \mathbf{1}_{\left[0, z_{0}\right]}\left(y+y^{\prime}\right) K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
& +\frac{1}{2} m_{\mathrm{c}} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} \mathbf{1}_{\left[z_{0}, y_{0}\right]}\left(y+y^{\prime}\right) K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
& +\frac{1}{2}\left(m_{\mathbf{s}}-2\right) \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
\leq & m_{\gamma} M_{\sigma}\left(f_{\varepsilon, \delta}\right)-\frac{\kappa_{0}}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
& +C \int_{0}^{y_{0}} \int_{0}^{y_{0}} \mathbf{1}_{\left[z_{0}, y_{0}\right]}\left(y+y^{\prime}\right) K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y
\end{aligned}
$$

Owing to (1.6) and the definition of $K_{\delta}$, we have

$$
\mathbf{1}_{\left[z_{0}, y_{0}\right]}\left(y+y^{\prime}\right) K_{\delta}\left(y, y^{\prime}\right) \leq \frac{y+y^{\prime}}{z_{0}}\left(K^{\star}\left(y y^{\prime}\right)^{\sigma}+\delta\right), \quad\left(y, y^{\prime}\right) \in Y \times Y
$$

and thus, thanks to (3.1),

$$
\begin{aligned}
-\frac{C}{\varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)} \leq & m_{\gamma} M_{\sigma}\left(f_{\varepsilon, \delta}\right)-\frac{\kappa_{0}}{2}\left(K_{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\delta M_{0}\left(f_{\varepsilon, \delta}\right)^{2}\right) \\
& +C \int_{0}^{y_{0}} \int_{0}^{y_{0}} y\left(K^{\star}\left(y y^{\prime}\right)^{\sigma}+\delta\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}(y) \mathrm{d} y^{\prime} \mathrm{d} y \\
\leq & m_{\gamma} M_{\sigma}\left(f_{\varepsilon, \delta}\right)-\frac{\kappa_{0}}{2}\left(K_{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\delta M_{0}\left(f_{\varepsilon, \delta}\right)^{2}\right) \\
& +C\left(K^{\star} \varrho y_{0}^{\sigma} M_{\sigma}\left(f_{\varepsilon, \delta}\right)+\varrho \delta M_{0}\left(f_{\varepsilon, \delta}\right)\right) \\
\leq & C-\frac{\kappa_{0}}{4}\left(K_{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\delta M_{0}\left(f_{\varepsilon, \delta}\right)^{2}\right)
\end{aligned}
$$

by the Young inequality. Since $\varepsilon \leq \delta$, a further application of the Young inequality entails that

$$
K_{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\delta M_{0}\left(f_{\varepsilon, \delta}\right)^{2} \leq C\left(1+\delta M_{0}\left(f_{\varepsilon, \delta}\right)\right) \leq C+\frac{\delta}{2} M_{0}\left(f_{\varepsilon, \delta}\right)^{2}
$$

whence (3.2).
We next turn to the cornerstone of the proof, that is, the weak compactness of $\left(f_{\varepsilon, \delta}\right)$ with respect to $\varepsilon$. More precisely, the following result is true.

Lemma 3.3. For $\delta \in(0,1)$ and $\varepsilon \in(0, \delta)$, we have

$$
\begin{equation*}
\int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y \leq C(\delta) \tag{3.3}
\end{equation*}
$$

Proof. Owing to (2.10) and the Hölder inequality, we first notice that

$$
\begin{aligned}
\left(f_{\varepsilon, \delta}\left(y_{0}\right)\right)^{(1+p) / 2} & =\int_{0}^{y_{0}} \frac{\mathrm{~d}}{\mathrm{~d} y}\left[f_{\varepsilon, \delta}(y)\right]^{(1+p) / 2} \mathrm{~d} y \\
& =\frac{1+p}{2} \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{1 / 2}\left(f_{\varepsilon, \delta}(y)\right)^{(p-2) / 2} f_{\varepsilon, \delta}^{\prime}(y) \mathrm{d} y \\
& \leq \frac{1+p}{2} M_{0}\left(f_{\varepsilon, \delta}\right)^{1 / 2}\left(\int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-2}\left|f_{\varepsilon, \delta}^{\prime}(y)\right|^{2} \mathrm{~d} y\right)^{1 / 2}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
C(\delta)\left(f_{\varepsilon, \delta}\left(y_{0}\right)\right)^{1+p} \leq \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-2}\left|f_{\varepsilon, \delta}^{\prime}(y)\right|^{2} \mathrm{~d} y \tag{3.4}
\end{equation*}
$$

by Lemma 3.2. We now multiply (2.9) by $p\left(f_{\varepsilon, \delta}(y)\right)^{p-1}$ and integrate over $Y$. From (2.10) and (3.4), we infer that
$-\varepsilon p \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-1} f_{\varepsilon, \delta}^{\prime \prime}(y) \mathrm{d} y=-\varepsilon p\left(f_{\varepsilon, \delta}\left(y_{0}\right)\right)^{p-1} f_{\varepsilon, \delta}^{\prime}\left(y_{0}\right)$ $+\varepsilon p(p-1) \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-2}\left|f_{\varepsilon, \delta}^{\prime}(y)\right|^{2} \mathrm{~d} y$

$$
\begin{equation*}
\geq-\frac{\varepsilon p}{y_{0}}\left(f_{\varepsilon, \delta}\left(y_{0}\right)\right)^{p}+\varepsilon p(p-1) C(\delta)\left(f_{\varepsilon, \delta}\left(y_{0}\right)\right)^{p+1} \tag{3.5}
\end{equation*}
$$

Since

$$
r^{p} \leq \frac{p}{p+1} \xi r^{p+1}+\frac{1}{p+1} \xi^{-p}
$$

for $r \geq 0$ and $\xi \in(0, \infty)$ by the Young inequality, we use this inequality with $r=$ $f_{\varepsilon, \delta}\left(y_{0}\right)$ and $\xi=\left(p^{2}-1\right) y_{0} C(\delta) / p$ to bound from below the right-hand side of (3.5) and obtain that

$$
-\varepsilon p \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-1} f_{\varepsilon, \delta}^{\prime \prime}(y) \mathrm{d} y \geq-\frac{\varepsilon p \xi^{-p}}{(p+1) y_{0}} \geq-\varepsilon C(\delta)
$$

Consequently,

$$
\begin{align*}
& -C(\delta) \leq-\varepsilon C(\delta) \leq-\varepsilon p \int_{0}^{y_{0}}\left(f_{\varepsilon, \delta}(y)\right)^{p-1} f_{\varepsilon, \delta}^{\prime \prime}(y) \mathrm{d} y \\
& -C(\delta) \leq \varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)\left(I_{1}+I_{2}+I_{3}+I_{4}-I_{5}-I_{6}\right) \tag{3.6}
\end{align*}
$$

where we put

$$
\begin{aligned}
& I_{1}:=\frac{p}{2} \int_{0}^{y_{0}} \int_{y_{0}}^{2 y_{0}} \int_{y^{\prime}-y_{0}}^{y_{0}} K_{\delta}\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}, y\right) \\
& \times f_{\varepsilon, \delta}\left(y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime \prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y^{\prime \prime} \mathrm{d} y^{\prime} \mathrm{d} y, \\
& I_{2}:=\frac{p}{2} \int_{0}^{y_{0}} \int_{y}^{y_{0}} \int_{0}^{y^{\prime}} \beta_{\mathrm{c}}\left(y^{\prime}, y\right) K_{\delta}\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) Q\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \\
& \times f_{\varepsilon, \delta}\left(y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime \prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y^{\prime \prime} \mathrm{d} y^{\prime} \mathrm{d} y, \\
& I_{3}:=p \int_{0}^{y_{0}} \int_{y}^{y_{0}} \gamma\left(y^{\prime}, y\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y^{\prime} \mathrm{d} y, \\
& I_{4}:=\frac{p}{2} \int_{0}^{y_{0}} \int_{0}^{y} K_{\delta}\left(y^{\prime}, y-y^{\prime}\right) P\left(y^{\prime}, y-y^{\prime}\right) f_{\varepsilon, \delta}\left(y-y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y^{\prime} \mathrm{d} y, \\
& I_{5}:=p \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K_{\delta}\left(y, y^{\prime}\right)\left\{P\left(y, y^{\prime}\right)+Q\left(y, y^{\prime}\right)\right\} f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \text {, } \\
& I_{6}:=p \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y .
\end{aligned}
$$

Observe then that (1.15) and the Young inequality imply that, for $\xi \in(0,1)$, there is a constant $C_{\xi}>0$ such that
$\int_{0}^{y_{0}} \beta_{\mathbf{s}}\left(y^{\prime}, y\right) p f_{\varepsilon, \delta}(y)^{p-1} \mathrm{~d} y \leq C_{\xi} \mu_{\mathbf{s}}+\xi \int_{0}^{y_{0}} y^{\sigma}\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y=C_{\xi} \mu_{\mathbf{s}}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)$.
Therefore, (1.6) and Lemma 3.2 entail that

$$
\begin{aligned}
& I_{1}= \frac{1}{2} \int_{y_{0}}^{2 y_{0}} \int_{y^{\prime}-y_{0}}^{y_{0}} \int_{0}^{y_{0}} \beta_{\mathbf{s}}\left(y^{\prime}, y\right) p\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y \\
& \times K_{\delta}\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
& \leq\left(C_{\xi} \mu_{\mathbf{s}}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \\
& \int_{0}^{y_{0}} \int_{y_{0}-y^{\prime}}^{y_{0}} K_{\delta}\left(y^{\prime \prime}, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
& \leq\left(C_{\xi} \mu_{\mathbf{s}}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right)\left(K^{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\frac{2}{y_{0}} \varrho \delta M_{0}\left(f_{\varepsilon, \delta}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
I_{1} \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \tag{3.7}
\end{equation*}
$$

We estimate $I_{2}$ analogously and thus obtain from (1.2), (1.6), (1.14), and Lemma 3.2 that, for $\xi \in(0,1)$,

$$
\begin{align*}
& I_{2}= \frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y^{\prime}} \int_{0}^{y^{\prime}} \beta_{\mathrm{c}}\left(y^{\prime}, y\right) p\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y Q\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \\
& \times K_{\delta}\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}-y^{\prime \prime}\right) f_{\varepsilon, \delta}\left(y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
& \leq\left(C_{\xi} \mu_{\mathrm{c}}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}(y) f_{\varepsilon, \delta}\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \leq\left(C_{\xi} \mu_{\mathrm{c}}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right)\left(K^{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right)^{2}+\delta M_{0}\left(f_{\varepsilon, \delta}\right)^{2}\right) \\
& I_{2} \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \tag{3.8}
\end{align*}
$$

In a similar way, the Young inequality and (1.13) yield

$$
\begin{aligned}
I_{3} & =\int_{0}^{y_{0}} f_{\varepsilon, \delta}\left(y^{\prime}\right) \int_{0}^{y^{\prime}} \gamma\left(y^{\prime}, y\right) p\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y \mathrm{~d} y^{\prime} \\
& \leq \int_{0}^{y_{0}} y^{\prime \sigma} f_{\varepsilon, \delta}\left(y^{\prime}\right) \int_{0}^{y^{\prime}} p y^{-\sigma} \gamma\left(y^{\prime}, y\right)\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y \mathrm{~d} y^{\prime} \\
& \leq \int_{0}^{y_{0}} y^{\prime \sigma} f_{\varepsilon, \delta}\left(y^{\prime}\right) \int_{0}^{y^{\prime}} p y^{\sigma(1-2 p) / p} \gamma\left(y^{\prime}, y\right)\left(y^{\sigma / p} f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y \mathrm{~d} y^{\prime} \\
& \leq \int_{0}^{y_{0}} y^{\prime \sigma} f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(C_{\xi} \mu_{\gamma}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \mathrm{d} y^{\prime}
\end{aligned}
$$

whence, by Lemma 3.2,

$$
\begin{equation*}
I_{3} \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) M_{\sigma}\left(f_{\varepsilon, \delta}\right) \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right) \tag{3.9}
\end{equation*}
$$

We now estimate $I_{4}-I_{5}-I_{6}$. For that purpose, observe first that, by the Young inequality,

$$
\begin{aligned}
I_{4}= & \frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y} K_{\delta}\left(y^{\prime}, y-y^{\prime}\right) P\left(y^{\prime}, y-y^{\prime}\right) f_{\varepsilon, \delta}\left(y-y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right) p\left(f_{\varepsilon, \delta}(y)\right)^{p-1} \mathrm{~d} y^{\prime} \mathrm{d} y \\
\leq & \frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y^{\prime}} K_{\delta}\left(y^{\prime}, y\right) P\left(y^{\prime}, y\right) f_{\varepsilon, \delta}(y)\left(f_{\varepsilon, \delta}\left(y^{\prime}\right)\right)^{p} \mathrm{~d} y \mathrm{~d} y^{\prime} \\
& +\frac{1}{2}(p-1) \int_{0}^{y_{0}} \int_{0}^{y} K_{\delta}\left(y-y^{\prime}, y^{\prime}\right) P\left(y-y^{\prime}, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y
\end{aligned}
$$

Therefore, we derive that

$$
\begin{aligned}
I_{4}-I_{5}-I_{6} \leq & \frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K_{\delta}\left(y, y^{\prime}\right) P\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \\
& +\frac{1}{2}(p-1) \int_{0}^{y_{0}} \int_{0}^{y} K_{\delta}\left(y-y^{\prime}, y^{\prime}\right) P\left(y-y^{\prime}, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \\
& -p \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K_{\delta}\left(y, y^{\prime}\right)(P+Q)\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y
\end{aligned}
$$

$$
\begin{aligned}
& -p \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \\
\leq & -\frac{1}{2} p \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K_{\delta}\left(y, y^{\prime}\right)(P+2 Q)\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \\
& -\frac{1}{2}(p+1) \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y \\
\leq & -\frac{1}{2} p P_{\star} \int_{0}^{y_{0}} \int_{0}^{y_{0}} K_{\delta}\left(y, y^{\prime}\right) f_{\varepsilon, \delta}\left(y^{\prime}\right)\left(f_{\varepsilon, \delta}(y)\right)^{p} \mathrm{~d} y^{\prime} \mathrm{d} y
\end{aligned}
$$

where we have used the monotonicity conditions (1.7) and (1.9) to obtain the second inequality and (1.8) for the last inequality (recall that $\left.P_{\star} \leq 1\right)$. Since $\varrho=M_{1}\left(f_{\varepsilon, \delta}\right) \leq$ $y_{0} M_{0}\left(f_{\varepsilon, \delta}\right)$ and $\varrho=M_{1}\left(f_{\varepsilon, \delta}\right) \leq y_{0}^{1-\sigma} M_{\sigma}\left(f_{\varepsilon, \delta}\right)$, we deduce from (1.6) that

$$
I_{4}-I_{5}-I_{6} \leq-\frac{1}{2} p P_{\star}\left(K_{\star} M_{\sigma}\left(f_{\varepsilon, \delta}\right) M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)+\delta M_{0}\left(f_{\varepsilon, \delta}\right) M_{0, p}\left(f_{\varepsilon, \delta}\right)\right),
$$

$$
\begin{equation*}
I_{4}-I_{5}-I_{6} \leq-\frac{1}{2} p \varrho P_{\star}\left(K_{\star} y_{0}^{\sigma-1} M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)+\delta y_{0}^{-1} M_{0, p}\left(f_{\varepsilon, \delta}\right)\right) \tag{3.10}
\end{equation*}
$$

Gathering (3.6)-(3.10) we end up with

$$
-\frac{C(\delta)}{\varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)} \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\varepsilon, \delta}\right)\right)-\frac{1}{2 y_{0}} p P_{\star} \varrho \delta M_{0, p}\left(f_{\varepsilon, \delta}\right)
$$

Then choosing $\xi \in(0,1)$ sufficiently small and noticing that $\left(\varphi_{\varepsilon}\left(f_{\varepsilon, \delta}\right)\right)^{-1} \leq(1+$ $\left.\delta M_{0}\left(f_{\varepsilon, \delta}\right)\right) \leq C$ due to $\varepsilon \in(0, \delta)$ and Lemma 3.2, the assertion follows since $M_{\sigma, p}\left(f_{\varepsilon, \delta}\right) \leq$ $y_{0}^{\sigma} M_{0, p}\left(f_{\varepsilon, \delta}\right)$.

The fact that the monotonicity condition (1.7) on the coagulation kernel $K$ yields $L^{p}$-estimates has already been used in [9] for the classical coagulation equation (see also [11] and the references therein). In addition, the weak compactness in $L^{1}(Y)$ of the trajectories of (1.1) established in [15] relies on a similar observation. We adapt here this strategy to estimate $I_{4}-I_{5}-I_{6}$ under more general assumptions than the one used in [15].

Now the proof of Theorem 1.1 is a consequence of the previous considerations.
Proof of Theorem 1.1. Keeping $\delta \in(0,1)$ fixed, the set $\left\{f_{\varepsilon, \delta} ; \varepsilon \in(0, \delta)\right\}$ is bounded in $L^{p}(Y)$ according to Lemma 3.3. Therefore, there are a sequence $\left(f_{\varepsilon_{n}, \delta}\right)$ and $f_{\delta} \in L^{p}(Y)$ such that

$$
\begin{equation*}
f_{\varepsilon_{n}, \delta} \rightharpoonup f_{\delta} \quad \text { in } \quad L^{p}(Y) \quad \text { as } \quad \varepsilon_{n} \rightarrow 0 \tag{3.11}
\end{equation*}
$$

Since $f_{\varepsilon_{n}, \delta}$ is nonnegative and satisfies $M_{1}\left(f_{\varepsilon_{n}, \delta}\right)=\varrho$ by (3.1) for each $n \geq 1$, it readily follows from (3.11) that

$$
\begin{equation*}
f_{\delta} \geq 0 \quad \text { a.e. in } \quad Y \quad \text { and } \quad M_{1}\left(f_{\delta}\right)=\varrho \tag{3.12}
\end{equation*}
$$

We then claim that $L_{\delta}\left(f_{\delta}\right)=0$. Indeed, on the one hand, it is well known that $L_{\delta}$ is weakly continuous in $L^{1}(Y)$ (see either the pioneering work [13] or [15, Appendix A] for a complete proof), and the convergence (3.11) ensures that $L_{\delta}\left(f_{\varepsilon_{n}, \delta}\right) \rightharpoonup L_{\delta}\left(f_{\delta}\right)$ in $L^{1}(Y)$. On the other hand, by (3.2), $\left(-\varepsilon_{n} f_{\varepsilon_{n}, \delta}^{\prime \prime}\right)$ converges to zero in $\mathcal{D}^{\prime}(Y)$. Consequently,

$$
\begin{equation*}
\int_{0}^{y_{0}} L_{\delta}\left(f_{\delta}\right)(y) \psi(y) \mathrm{d} y=0 \quad \text { for each } \quad \psi \in C_{0}^{\infty}(Y) \tag{3.13}
\end{equation*}
$$

whence,

$$
\begin{equation*}
L_{\delta}\left(f_{\delta}\right)=0 \quad \text { a.e. in } Y . \tag{3.14}
\end{equation*}
$$

We may now test (3.14) with $p\left(f_{\delta}\right)^{p-1}$ and obtain

$$
\begin{equation*}
0=p \int_{0}^{y_{0}}\left(f_{\delta}(y)\right)^{p-1} L_{\delta}\left(f_{\delta}\right)(y) \mathrm{d} y \leq I_{1}+I_{2}+I_{3}+I_{4}-I_{5}-I_{6}, \tag{3.15}
\end{equation*}
$$

where the $I_{k}$ 's are defined as in the proof of Lemma 3.3 but with $f_{\varepsilon, \delta}$ replaced by $f_{\delta}$. Since (3.2) and (3.11) imply that

$$
\begin{equation*}
\delta^{1 / 2} M_{0}\left(f_{\delta}\right) \leq C \quad \text { and } \quad M_{\sigma}\left(f_{\delta}\right) \leq C, \tag{3.16}
\end{equation*}
$$

we can proceed as in the proof of (3.7), (3.8), (3.9), and (3.10) in Lemma 3.3 to deduce that, for $\xi \in(0,1)$,

$$
\begin{equation*}
I_{1}+I_{2}+I_{3} \leq C\left(C_{\xi}+\xi M_{\sigma, p}\left(f_{\delta}\right)\right) \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{4}-I_{5}-I_{6} \leq-\frac{1}{2} p \varrho P_{\star} K_{\star} y_{0}^{\sigma-1} M_{\sigma, p}\left(f_{\delta}\right) . \tag{3.18}
\end{equation*}
$$

Combining (3.15), (3.17), and (3.18) and choosing $\xi \in(0,1)$ sufficiently small, we finally obtain that

$$
\int_{0}^{y_{0}} y^{\sigma}\left(f_{\delta}(y)\right)^{p} \mathrm{~d} y \leq C .
$$

Therefore, we may extract a subsequence $\left(f_{\delta_{n}}\right)$ and find $f \in L^{p}\left(Y, y^{\sigma} \mathrm{d} y\right)$ such that

$$
\begin{equation*}
f_{\delta_{n}} \rightharpoonup f \text { in } L^{p}\left(Y, y^{\sigma} \mathrm{d} y\right) \quad \text { as } \quad \delta_{n} \rightarrow 0 . \tag{3.19}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
f \geq 0 \quad \text { and } \quad M_{1}(f)=\varrho \tag{3.20}
\end{equation*}
$$

owing to (3.12) and $\sigma \leq 1$. In particular, $f \not \equiv 0$ since $\varrho>0$.
It therefore remains to prove that $L(f)=0$ a.e. in $Y$. For that purpose, we observe that (3.14) also reads as

$$
\begin{equation*}
L\left(f_{\delta}\right)=L\left(f_{\delta}\right)-L_{\delta}\left(f_{\delta}\right) \quad \text { a.e. in } Y . \tag{3.21}
\end{equation*}
$$

On the one hand, we have $L\left(f_{\delta}\right)=\tilde{L}\left(g_{\delta}\right)$, where $g_{\delta}(y):=y^{\sigma} f_{\delta}(y), y \in Y$, and $\tilde{L}$ is defined as $L$ with $\tilde{\gamma}\left(y, y^{\prime}\right):=y^{-\sigma} \gamma\left(y, y^{\prime}\right)$ and $\tilde{K}\left(y, y^{\prime}\right):=\left(y y^{\prime}\right)^{-\sigma} K\left(y, y^{\prime}\right)$ instead of $\gamma$ and $K$. Owing to (1.6) and (1.16), $\tilde{L}$ is weakly continuous in $L^{1}(Y)$ (see, e.g., $[13,15])$. We then deduce from this property and the convergence (3.19) that

$$
\begin{equation*}
L\left(f_{\delta_{n}}\right)=\tilde{L}\left(g_{\delta_{n}}\right) \rightharpoonup \tilde{L}(g)=L(f) \quad \text { in } \quad L^{1}(Y) \tag{3.22}
\end{equation*}
$$

with $g(y):=y^{\sigma} f(y), y \in Y$.
On the other hand, let $\psi$ be an arbitrary function in $C_{0}^{\infty}(Y)$ and choose $a>0$ such that the support of $\psi$ is contained in $\left[a, y_{0}-a\right]$. Then, $\psi(y) \leq\left(\|\psi\|_{\infty} y\right) / a$. This
fact, together with $(1.2),(1.10)$, and (1.12) allow us to deduce that the functions $\psi_{\mathrm{c}}$ and $\psi_{\mathrm{s}}$ defined in (2.2) and (2.3), respectively, satisfy

$$
\begin{aligned}
\left|\psi_{\mathrm{c}}\left(y, y^{\prime}\right)\right| \leq & \left|\psi\left(y+y^{\prime}\right)\right|+|\psi(y)|+\left|\psi\left(y^{\prime}\right)\right| \\
& +\frac{\|\psi\|_{\infty} Q\left(y, y^{\prime}\right)}{a} \int_{0}^{y+y^{\prime}} y^{\prime \prime} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \\
\leq & \frac{3\|\psi\|_{\infty}}{a}\left(y+y^{\prime}\right) \\
\left|\psi_{\mathbf{s}}\left(y, y^{\prime}\right)\right| \leq & \frac{\|\psi\|_{\infty}}{a} \int_{0}^{y_{0}} y^{\prime \prime} \beta_{\mathbf{s}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}+|\psi(y)|+\left|\psi\left(y^{\prime}\right)\right| \leq \frac{2\|\psi\|_{\infty}}{a}\left(y+y^{\prime}\right) .
\end{aligned}
$$

We then infer from (2.2), (2.3), (3.12), and (3.16) that

$$
\begin{aligned}
\left|\int_{0}^{y_{0}} \psi(y)\left(L\left(f_{\delta}\right)-L_{\delta}\left(f_{\delta}\right)\right)(y) \mathrm{d} y\right| \leq & \frac{\delta}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y}\left|\psi_{\mathbf{c}}\left(y, y^{\prime}\right)\right| f_{\delta}(y) f_{\delta}\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& +\frac{\delta}{2} \int_{0}^{y_{0}} \int_{y_{0}-y}^{y_{0}}\left|\psi_{\mathbf{s}}\left(y, y^{\prime}\right)\right| f_{\delta}(y) f_{\delta}\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
\leq & \frac{5\|\psi\|_{\infty} \delta}{a} \int_{0}^{y_{0}} \int_{0}^{y_{0}} y f_{\delta}(y) f_{\delta}\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
\leq & \frac{5 \varrho\|\psi\|_{\infty} \delta^{1 / 2}}{a}\left(\delta^{1 / 2} M_{0}\left(f_{\delta}\right)\right) \\
\leq & \frac{C\|\psi\|_{\infty}}{a} \delta^{1 / 2}
\end{aligned}
$$

Letting $\delta \rightarrow 0$ then implies that

$$
\begin{equation*}
L\left(f_{\delta}\right)-L_{\delta}\left(f_{\delta}\right) \rightarrow 0 \quad \text { in } \quad \mathcal{D}^{\prime}(Y) \tag{3.23}
\end{equation*}
$$

as $\delta \rightarrow 0$. As a consequence of (3.22) and (3.23), we may pass to the limit as $\delta_{n} \rightarrow 0$ in (3.21) and conclude that $L(f)=0$ in $\mathcal{D}^{\prime}(Y)$. Since $L(f)$ actually belongs to $L^{1}(Y)$, we conclude that $L(f)=0$ a.e. in $Y$, which completes the proof of Theorem 1.1.
4. Nonexistence of nonzero solutions. In this concluding section we show that the problem $(1.4),(1.5)$ is not always well-posed if either (1.13)-(1.15) or (1.11) is violated. To this end, we first assume that there is no spontaneous breakage, i.e., $\gamma \equiv 0$, and that $K$ and $P$ are strictly positive a.e. on their domains. Furthermore, we suppose that shattering and scattering are mass preserving and binary processes, that is, that (1.10) and (1.12) are satisfied and additionally that

$$
\begin{array}{ll}
\beta_{\mathrm{c}}\left(y, y^{\prime}\right)=\beta_{\mathrm{c}}\left(y, y-y^{\prime}\right), & 0<y^{\prime}<y<y_{0} \\
\beta_{\mathrm{s}}\left(y, y^{\prime}\right)=\beta_{\mathrm{s}}\left(y, y-y^{\prime}\right)>0, & 0<y-y_{0}<y^{\prime}<y_{0} \tag{4.2}
\end{array}
$$

and

$$
\begin{equation*}
\beta_{\mathbf{s}}\left(y, y^{\prime}\right)=0, \quad 0<y^{\prime}<y-y_{0}<y_{0} . \tag{4.3}
\end{equation*}
$$

The latter assumption is due to consistency of the model since each of the daughter particles $y^{\prime}$ and $y-y^{\prime}$ in (4.2) has to belong to $Y$. Note that (1.10), (1.12), and (4.1)-(4.3) imply

$$
Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime}=2 Q\left(y, y^{\prime}\right) \quad \text { for a.a. }\left(y, y^{\prime}\right) \in \Xi
$$

and

$$
\int_{y-y_{0}}^{y_{0}} \beta_{\mathbf{s}}\left(y, y^{\prime}\right) \mathrm{d} y^{\prime}=2 \quad \text { for a.a. } y \in\left(y_{0}, 2 y_{0}\right)
$$

in particular, (1.15) is violated due to the Hölder inequality.
Proposition 4.1. If $\gamma \equiv 0, K$ and $P$ are strictly positive a.e. on their domains and if $\beta_{\mathrm{c}}$ and $\beta_{\mathrm{s}}$ satisfy (4.1)-(4.3), the only solution $f \in L_{+}^{1}(Y)$ to (1.4) is $f \equiv 0$.

Proof. Let $u \in L_{+}^{1}(Y)$ be a solution to (1.4). Then we deduce from (2.1)-(2.3) with $\psi \equiv 1$ that

$$
\begin{aligned}
0 & =-\int_{0}^{y_{0}} L(u)(y) \mathrm{d} y=\frac{1}{2} \int_{0}^{y_{0}} \int_{0}^{y_{0}-y} K\left(y, y^{\prime}\right) P\left(y, y^{\prime}\right) u(y) u\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \geq \frac{1}{2} \int_{0}^{y_{0} / 2} \int_{0}^{y_{0} / 2} K\left(y, y^{\prime}\right) P\left(y, y^{\prime}\right) u(y) u\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \geq 0
\end{aligned}
$$

whence $u \equiv 0$ on $\left(0, y_{0} / 2\right)$ and $L_{\mathrm{c}}(u)(y)=0$ for a.e. $y \in Y$. Therefore,

$$
\begin{align*}
& 0=L(u)(y)=\frac{1}{2} \int_{y_{0}}^{y_{0}+y} \int_{y^{\prime}-y_{0}}^{y_{0}} K\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}, y\right) u\left(y^{\prime \prime}\right) u\left(y^{\prime}-y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
&  \tag{4.4}\\
& \\
& \quad-u(y) \int_{y_{0}-y}^{y_{0}} K\left(y, y^{\prime}\right) u\left(y^{\prime}\right) \mathrm{d} y^{\prime}
\end{align*}
$$

for a.e. $y \in Y$. We claim that this implies that $u \equiv 0$ on $\left(\xi \vee\left(y_{0}-\xi\right),\left(y_{0}+\xi\right) / 2\right)$ for a.e. $\xi \in\left(y_{0} / 3, y_{0}\right)$ such that $u(\xi)=0$ (recall that $\xi \vee\left(y_{0}-\xi\right):=\max \left\{\xi, y_{0}-\xi\right\}$ ). Indeed, consider $\xi \in\left(y_{0} / 3, y_{0}\right)$ such that $u(\xi)=0$. Since

$$
\left(\xi \vee\left(y_{0}-\xi\right),\left(y_{0}+\xi\right) / 2\right)^{2} \subset\left\{\left(y^{\prime \prime}, y^{\prime}\right) ; \xi<y^{\prime \prime}<y_{0}, y_{0}<y^{\prime}+y^{\prime \prime}<y_{0}+\xi\right\}
$$

we infer from (4.4) that

$$
\begin{aligned}
0 & =\int_{y_{0}}^{y_{0}+\xi} \int_{y^{\prime}-y_{0}}^{y_{0}} K\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}, \xi\right) u\left(y^{\prime \prime}\right) u\left(y^{\prime}-y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \mathrm{d} y^{\prime} \\
& =\int_{0}^{y_{0}} \int_{y_{0}}^{y_{0}+\left(y^{\prime \prime} \wedge \xi\right)} K\left(y^{\prime \prime}, y^{\prime}-y^{\prime \prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}, \xi\right) u\left(y^{\prime \prime}\right) u\left(y^{\prime}-y^{\prime \prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y^{\prime \prime} \\
& =\int_{\xi}^{y_{0}} \int_{y_{0}-y^{\prime \prime}}^{y_{0}+\xi-y^{\prime \prime}} K\left(y^{\prime \prime}, y^{\prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}+y^{\prime \prime}, \xi\right) u\left(y^{\prime \prime}\right) u\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y^{\prime \prime} \\
& \geq \int_{\xi \vee\left(y_{0}-\xi\right)}^{\left(y_{0}+\xi\right) / 2} \int_{\xi \vee\left(y_{0}-\xi\right)}^{\left(y_{0}+\xi\right) / 2} K\left(y^{\prime \prime}, y^{\prime}\right) \beta_{\mathbf{s}}\left(y^{\prime}+y^{\prime \prime}, \xi\right) u\left(y^{\prime \prime}\right) u\left(y^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y^{\prime \prime} \\
& \geq 0
\end{aligned}
$$

whence $u \equiv 0$ on $\left(\left(\xi \vee y_{0}-\xi\right),\left(y_{0}+\xi\right) / 2\right)$. Defining $\xi_{k}:=\left(1-2^{-k-1}\right) y_{0}$, we inductively infer that $u \equiv 0$ on $\left(0, \xi_{k}\right)$ for $k \in \mathbb{N}$ by a density argument, whence $u \equiv 0$ on $Y$.

On the other hand, integrating (1.4) over $Y$ and recalling that scattering produces at least two daughter particles, i.e.,

$$
\int_{0}^{y_{0}} \beta_{\mathbf{s}}\left(y, y^{\prime}\right) \mathrm{d} y^{\prime} \geq 2, \quad y \in\left(y_{0}, 2 y_{0}\right)
$$

we easily see that zero is the only steady state provided that, in addition,

$$
Q\left(y, y^{\prime}\right) \int_{0}^{y+y^{\prime}} \beta_{\mathrm{c}}\left(y+y^{\prime}, y^{\prime \prime}\right) \mathrm{d} y^{\prime \prime} \geq 2 Q\left(y, y^{\prime}\right)+P\left(y, y^{\prime}\right), \quad y+y^{\prime} \in Y
$$

and

$$
\int_{0}^{y}\left(1-\frac{y^{\prime}}{y}\right) \gamma\left(y, y^{\prime}\right) \mathrm{d} y^{\prime}>0, \quad y \in Y
$$

Obviously, the former assumption contradicts (1.11).
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#### Abstract

We prove a dispersive smoothing result for the nonlinear Schrödinger equation. We deal with the linear term by using the method of Craig, Kappeler, and Strauss. We rewrite the nonlinear term as the sum of a paradifferential operator and a remainder using Bony's theorem. We prove an interpolation result between weighted $L^{2}$ spaces and Sobolev spaces which enables us to deal with the remainder. Finally, we deal with the paradifferential operator using the symbolic calculus.
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1. Introduction. Lascar [12] obtained the first propagation results for the linear Schrödinger equation (see also Boutet de Monvel [3]). He introduced a parabolic wave front set and proved its propagation along the flow of the Laplacian at any fixed time $t \neq 0$. However, we cannot use this result to link the initial data to the singularities of the solution at a positive time. The following example illustrates the link between $u_{0}$ and $u(t,$.$) :$

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\Delta u=0, \quad t>0, \quad x \in \mathbb{R}^{d}  \tag{1.1}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

If we take $u_{0}=\delta$, then the solution $u(t,$.$) is in C^{\infty}\left(\mathbb{R}^{d}\right)$ for all positive times. Conversely, if we take the smooth data $u_{0}=e^{-i|x|^{2}}$, then the solution $u(t,$.$) is singu-$ lar at $t=1$. We notice that the smoothness of $u(t,$.$) for t>0$ depends on the behavior of $u_{0}$ at infinity. This idea has been extended (microlocalization, Laplacians which are flat perturbation at infinity of the constant coefficient case) in many recent works. See Craig, Kappeler, and Strauss [6]; Wunsch [17]; Robbiano and Zuily [14], [15]; and Doi [7]; we refer the reader to [6] for a more complete bibliography.

In the case of the nonlinear Schrödinger equation, there are several works proving the existence of a smoothing effect (see, for instance, Hayashi, Nakamitsu, Tsutsumi [8], Kenig, Ponce, Vega [11], and Chihara [5]).

To our knowledge, there is no result on the microlocal smoothing effect for the nonlinear Schrödinger equation, and this is the aim of this study. The present work consists of four parts.

[^31]- We first state our result of microlocal smoothing effect for the equation

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=f(u, \bar{u}), \quad 0<t<T, \quad x \in \mathbb{R}^{d}  \tag{1.2}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

where $\sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}}$ is an asymptotically constant elliptic self-adjoint operator and $f$ is $C^{\infty}$ and vanishes at 0 . We also give an outline of the proof.

- We recall technical tools obtained by Craig, Kappeler, and Strauss [6]. We will use these tools to adapt the proof of [6] to our nonlinear equation.
- Then we prove technical lemmas which will be useful in what follows. Among others, we establish interpolation results between Sobolev spaces and weighted $L^{2}$ spaces and we construct a paradifferential algebra well-suited to our problem.
- Finally, we prove the microlocal smoothing effect for (1.2) stated in the first part. We paralinearize $f(u, \bar{u})$ using Bony's theorem [2]. We get a paradifferential operator evaluated at $u$, a paradifferential operator evaluated at $\bar{u}$, and a regular remainder. We treat the remainder like a right-hand side using the result of the second part. As we do not know how to deal with the paradifferential operator evaluated at $\bar{u}$, we introduce $v=u-Q \bar{u}$, where $Q$ is chosen such that $v$ satisfies the same kind of equation as $u$ without term evaluated at $\bar{v}$. Then, we adapt the strategy of [6] to the operator evaluated at $v$ which is the sum of $i \partial_{t}+1 / 2 \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}}$ and a paradifferential operator. Finally, the smoothing effect for $v$ implies a smoothing effect for $u$.


## 2. Statements of the main results and outline of the proof.

2.1. Statements of the main results. We first recall some usual definitions and properties of microlocal analysis. A subset $V$ of $T^{*}\left(\mathbb{R}^{d}\right) \backslash\{0\}$ is conic if $(x, \xi) \in V$ implies $(x, \lambda \xi) \in V$ for all $\lambda>0$. To a symbol $a(x, \xi)$, we associate the operator $a(x, D)$ acting on functions $u$ defined on $\mathbb{R}^{d}$ by

$$
a(x, D) u(x)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} e^{i(x-y) \xi} a(x, \xi) u(y) d y d \xi
$$

The usual pseudodifferential algebra $S^{m}$ consists of the symbols $a(x, \xi)$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right| \leq C_{\alpha \beta}\langle\xi\rangle^{m-|\beta|}
$$

for all multi-indices $\alpha, \beta$ in $\mathbb{N}^{d}$, where $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$. For $a(x, \xi)$ in $S^{m}, a(x, D)$ is bounded from $H^{s}$ to $H^{s-m}$ for all real numbers $s$. Finally, let $u$ be in $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$. $u$ is microlocally $H^{s}$ at $\left(x_{0}, \xi_{0}\right)$ if there is $a(x, \xi)$ in $S^{0}$ such that $\liminf _{\lambda \rightarrow+\infty}\left|a\left(x_{0}, \lambda \xi_{0}\right)\right| \neq$ 0 and $a(x, D) u \in H^{s}$.

Let $\tau$ be an increasing function from $\mathbb{N}$ to $\mathbb{R}$ such that

$$
\begin{equation*}
\tau(m)>m+1 \text { for } m \geq 0 \tag{2.1}
\end{equation*}
$$

and let the $C^{\infty}$ coefficients $a^{j l}(x)$ satisfy

$$
\begin{equation*}
\left|\partial_{x}^{\alpha}\left(a^{j l}(x)-a_{0}^{j l}\right)\right| \leq \frac{C_{\alpha}}{\langle x\rangle^{\tau(|\alpha|)}} \quad \forall \alpha \in \mathbb{N}^{d} \tag{2.2}
\end{equation*}
$$

where $a_{0}^{j l}$ are constants and where $\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2}$. The Schrödinger equation studied in [6] is

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=0, \quad 0<t<T, \quad x \in \mathbb{R}^{d}  \tag{2.3}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

The principal symbol $a_{2}(x, \xi)=1 / 2 \sum_{j, l=1}^{d} a^{j l}(x) \xi_{j} \xi_{l}$ is elliptic:

$$
\begin{equation*}
a_{2}(x, \xi) \geq C|\xi|^{2}, \quad C>0 \tag{2.4}
\end{equation*}
$$

The bicharacteristics are orbits of the flow $\varphi(s, x, \xi)=(X(s, x, \xi), \Xi(s, x, \xi)): T^{*}\left(\mathbb{R}^{d}\right)$ $\rightarrow T^{*}\left(\mathbb{R}^{d}\right)$ of the Hamiltonian system with Hamiltonian $a_{2}(x, \xi)$ :

$$
\begin{equation*}
\frac{d X}{d s}=\partial_{\Xi} a_{2}(X, \Xi), \quad \frac{d \Xi}{d s}=-\partial_{X} a_{2}(X, \Xi) \tag{2.5}
\end{equation*}
$$

We will say that a point $\left(x_{0}, \xi_{0}\right) \in T^{*}\left(\mathbb{R}^{d}\right), \xi_{0} \neq 0$, is not trapped by the backward flow if

$$
\begin{equation*}
\left|X\left(s, x_{0}, \xi_{0}\right)\right| \rightarrow+\infty \quad \text { when } \quad s \rightarrow-\infty \tag{2.6}
\end{equation*}
$$

For such $\left(x_{0}, \xi_{0}\right)$, we consider conic neighborhoods $\mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ such that there is a $\Xi_{1} \in \mathbb{R}^{d}$ and the asymptotic behavior of the neighborhood $\mathcal{E}$ as $|x| \rightarrow+\infty$ is given by

$$
\begin{equation*}
\mathcal{E} \simeq\left\{(x, \xi) /\left|\frac{\xi \cdot \Xi_{1}}{|\xi|\left|\Xi_{1}\right|}-1\right|<\epsilon, \quad\left|\frac{x . \xi}{|x||\xi|}+1\right|<\epsilon\right\} \tag{2.7}
\end{equation*}
$$

for some $\epsilon>0$.
Definition 2.1. The $C^{\infty}$ function $a(x, \xi)$ is a symbol of class $S(m, k)$ if

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right| \leq C_{\alpha \beta}\langle\xi\rangle^{m-|\beta|}\langle x\rangle^{k-|\alpha|} \tag{2.8}
\end{equation*}
$$

for all multi-indices $\alpha, \beta$ in $\mathbb{N}^{d}$.
We will adapt the results of [6] to the following equation:

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=f(u, \bar{u}), \quad 0<t<T, \quad x \in \mathbb{R}^{d}  \tag{2.9}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

where the coefficients satisfy (2.1), (2.2), and (2.4) and where $f$ is in $C^{\infty}\left(\mathbb{C}^{2}\right)$ and vanishes at $(0,0)$. In that follows, we consider functions $u$ belonging to spaces of the type $L^{\infty}\left(0, T, H^{s}\right)$. We choose $s>d / 2$ such that $s-d / 2$ is not an integer to be in the frame of Bony's paradifferential calculus. Moreover, to construct a function $v=u-Q \bar{u}$ satisfying an equation of type (2.9) without term evaluated at $\bar{v}$, we ask that for any integer $k$ such that $2 k<s-d / 2+2, s-2 k \geq 0$.

Lemma 2.2. The set of real numbers $s$ such that $s>d / 2, s-d / 2$ is not an integer, and $s-2 k \geq 0$ for all integer $k$ satisfying $2 k<s-d / 2+2$ is the subset $I_{d}$ of $\mathbb{R}$ given by

$$
\begin{align*}
& \text { if } d=1, \quad I_{d}=\bigcup_{k \geq 1}[2 k, 2 k+1 / 2[ \\
& \text { if } \left.d=2, \quad I_{d}=\bigcup_{k \geq 1}^{k \geq 1}\right] 2 k, 2 k+1[ \\
& \text { if } d=3, \quad I_{d}=\bigcup_{k \geq 1}[2 k, 2 k+1 / 2[\cup] 2 k+1 / 2,2 k+3 / 2[  \tag{2.10}\\
& \text { if } \left.d \geq 4, \quad I_{d}=\bigcup_{k \geq 0}\right] k+d / 2, k+1+d / 2[
\end{align*}
$$

Proof. If $2 k<s-d / 2+2, s-2 k>d / 2-2$, so $s-2 k>0$ for $d \geq 4$. Therefore, when $d \geq 4, I_{d}$ is the set of $s>d / 2$ such that $s-d / 2$ is not an integer, which is given by

$$
\left.I_{d}=\bigcup_{k \geq 0}\right] k+d / 2, k+1+d / 2[
$$

We suppose now that $1 \leq d \leq 3$. It suffices to consider the biggest integer $k$ such that $2 k<s-d / 2+2$. As $s-d / 2$ is not an integer, $k$ satisfies

$$
2 k<s-d / 2+2<2(k+1)
$$

which together with $s \geq 2 k$ yields

$$
2 k \leq s<2 k+d / 2
$$

Thus, for $1 \leq d \leq 3$, we have

$$
I_{d}=\{s>d / 2 / s-d / 2 \notin \mathbb{N}\} \cap \bigcup_{k \geq 1}[2 k, 2 k+d / 2[
$$

which yields (2.10) for $1 \leq d \leq 3$.
The following theorems describe the microlocal smoothing effect for the nonlinear Schrödinger equation. We will prove them in section 5 .

THEOREM 2.3. Let $\left(x_{0}, \xi_{0}\right)$ not be trapped backwards. Let there exist a conic neighborhood $\mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ satisfying (2.7). Let $T>0$, s in $I_{d}$, and $u$ in $C\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)$ be a solution of (2.9). Assume that there exists $\theta(x)$ in $S(0,0)$ equal to 1 on $\mathcal{E}$ such that $\theta u$ is in $L^{\infty}\left(0, T, H^{s}\right)$ and $\langle x\rangle^{s} \theta u$ is in $L^{\infty}\left(0, T, L^{2}\right)$. Moreover, assume that there exists $s(x, \xi)$ in $S(0,2 s-d / 2)$ such that $\langle x\rangle^{2(2 s-d / 2)} \leq s^{2}(x, \xi)$ on the set $\mathcal{E}$. Assume that $u_{0}$ satisfies

$$
\begin{align*}
& \left\langle s(x, D) u_{0}, s(x, D) u_{0}\right\rangle<+\infty  \tag{2.11}\\
& \left\langle s(x, D) \overline{u_{0}}, s(x, D) \overline{u_{0}}\right\rangle<+\infty \tag{2.12}
\end{align*}
$$

If $u(t,$.$) is microlocally H^{\sigma}$ at $\left(x_{0},-\xi_{0}\right)$ for a time $t, 0<t \leq T$, then $u(t,$.$) is$ microlocally $H^{\min (\sigma+2,2 s-d / 2)}$ at $\left(x_{0}, \xi_{0}\right)$.

If there exists a pseudodifferential operator with a symbol $c(x, \xi)$ in $S^{0}$ elliptic at $\left(x_{0},-\xi_{0}\right)$ such that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\|c(x, D) u(t, .)\|_{H^{\sigma}}^{2} d t<+\infty \tag{2.13}
\end{equation*}
$$

for a $\delta>0$, then there exists a pseudodifferential operator with a symbol $c_{1}(x, \xi)$ in $S^{0}$ elliptic at $\left(x_{0}, \xi_{0}\right)$ such that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{1}(x, D) u(t, .)\right\|_{H^{\min (\sigma+2,2 s-d / 2+1 / 2)}}^{2} d t<+\infty \tag{2.14}
\end{equation*}
$$

Finally, assume that $\partial_{\bar{u}} f(0,0)=0$. Then, we do not need assumption (2.12).
Remark. The assumptions (2.11) and (2.12) mean that $u_{0}$ and $\overline{u_{0}}$ are decreasing like $\langle x\rangle^{-(2 s-d / 2)}$ along $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ when $|x|$ converges towards infinity.

THEOREM 2.4. Let $\left(x_{0}, \xi_{0}\right)$ be such that $\left(x_{0}, \xi_{0}\right)$ and $\left(x_{0},-\xi_{0}\right)$ are not trapped backwards. Let a conic neighborhood $\mathcal{E}_{1}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ and a conic neighborhood $\mathcal{E}_{2}$ of $\left\{\varphi\left(s, x_{0},-\xi_{0}\right), s \leq 0\right\}$ be such that $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ satisfy (2.7). Let $T>0$, s in $I_{d}$, and $u$ in $C\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right.$ ) be a solution of (2.9). Assume there exists $\theta(x)$ in $S(0,0)$ equal to 1 on $\mathcal{E}_{1} \cup \mathcal{E}_{2}$ such that $\theta u$ is in $L^{\infty}\left(0, T, H^{s}\right)$ and $\langle x\rangle^{s} \theta u$ is in $L^{\infty}\left(0, T, L^{2}\right)$. Moreover, assume that for $j=1,2$, there exists $s_{j}(x, \xi)$ in $S(0,2 s-d / 2)$ such that $\langle x\rangle^{2(2 s-d / 2)} \leq s_{j}^{2}(x, \xi)$ on the set $\mathcal{E}_{j}$. Assume that $u_{0}$ satisfies

$$
\begin{align*}
\left\langle s_{j}(x, D) u_{0}, s_{j}(x, D) u_{0}\right\rangle<+\infty, & j=1,2  \tag{2.15}\\
\left\langle s_{j}(x, D) \overline{u_{0}}, s_{j}(x, D) \overline{u_{0}}\right\rangle<+\infty, & j=1,2 \tag{2.16}
\end{align*}
$$

Then, $u(t,$.$) is microlocally H^{2 s-d / 2}$ at $\left(x_{0}, \xi_{0}\right)$ for all $0<t \leq T$. Moreover, there exists a pseudodifferential operator with symbol $c(x, \xi)$ in $S^{0}$ elliptic at $\left(x_{0}, \xi_{0}\right)$ such that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\|c(x, D) u(t, .)\|_{H^{2 s-d / 2+1 / 2}}^{2} d t<+\infty \tag{2.17}
\end{equation*}
$$

for all $\delta>0$. Finally, suppose that $\partial_{\bar{u}} f(0,0)=0$. Then, we do not need assumption (2.16).

Theorem 2.4 implies, in particular, the following corollary.
Corollary 2.5. Assume that no point of $T^{*}\left(\mathbb{R}^{d}\right) \backslash\{0\}$ is trapped backwards. Let $T>0, s$ in $I_{d}$, and $u$ in $C\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right.$ ) be a solution of (2.9). Assume that $u$ is in $L^{\infty}\left(0, T, H^{s}\right)$ and $\langle x\rangle^{s} u$ is in $L^{\infty}\left(0, T, L^{2}\right)$. Moreover, assume that $\langle x\rangle^{2 s-d / 2} u_{0}$ is in $L^{2}$. Then, $u(t,$.$) is in H_{l o c}^{2 s-d / 2}$ for all $0<t \leq T$. Moreover, for any $\phi$ in $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\|\phi u(t, .)\|_{H^{2 s-d / 2+1 / 2}}^{2} d t<+\infty \tag{2.18}
\end{equation*}
$$

for all $\delta>0$.
The reader interested in other applications of Theorem 2.4 is referred to [16], where we combine it with a reflection of singularities result to compute the Dirichlet-to-Neumann map of the nonlinear Schrödinger equation with the flat Laplacian outside a convex obstacle.
2.2. Outline of the proof. For the sake of simplicity, we assume here that $u$ is in $L^{\infty}\left(0, T, H^{s}\right)$ and $\langle x\rangle^{s} u$ is in $L^{\infty}\left(0, T, L^{2}\right)$. The proof contains three steps.

- First step. We define

$$
\begin{equation*}
\lambda_{1}=\partial_{u} f(0,0), \quad \lambda_{2}=\partial_{\bar{u}} f(0,0), \quad g(u, \bar{u})=f(u, \bar{u})-\lambda_{1} u-\lambda_{2} \bar{u} \tag{2.19}
\end{equation*}
$$

$g$ vanishes to the second order at 0 , and $u$ is a solution of

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=\lambda_{1} u+\lambda_{2} \bar{u}+g(u, \bar{u}), \quad 0<t<T, \quad x \in \mathbb{R}^{d} \tag{2.20}
\end{equation*}
$$

We paralinearize $g(u, \bar{u})$ using Bony's theorem [2]:

$$
g(u, \bar{u})=T_{\frac{\partial g}{\partial u}(u, \bar{u})} u+T_{\frac{\partial g}{\partial \bar{u}}(u, \bar{u})} \bar{u}+r(u, \bar{u})
$$

$T_{\frac{\partial g}{\partial u}(u, \bar{u})}$ and $T_{\frac{\partial g}{\partial \bar{u}}(u, \bar{u})}$ are linear operators and $r(u, \bar{u})$ is a smooth remainder in the sense that it belongs to $L^{\infty}\left(0, T, H^{2 s-d / 2}\right)$. Moreover, as $\langle x\rangle^{s} u$ is in $L^{\infty}\left(0, T, L^{2}\right)$ and as $g$ vanishes to the second order at 0 , we prove that $\langle x\rangle^{2 s-d / 2} r(u, \bar{u})$ is in $L^{\infty}\left(0, T, L^{2}\right)$. Finally, $u$ is a solution of

$$
\begin{equation*}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=\lambda_{1} u+\lambda_{2} \bar{u}+T_{\frac{\partial g}{\partial u}(u, \bar{u})} u+T_{\frac{\partial g}{\partial \bar{u}}(u, \bar{u})} \bar{u}+r(u, \bar{u}) . \tag{2.21}
\end{equation*}
$$

- Second step. We want to adapt the strategy of [6] to (2.21). However, we do not know how to deal with the terms $\lambda_{2} \bar{u}$ and $T_{\frac{\partial g}{\partial \bar{u}}(u, \bar{u})} \bar{u}$. In fact a microlocal information on $u$ at $\left(x_{0}, \xi_{0}\right)$ implies for $\bar{u}$ a microlocal information at $\left(x_{0},-\xi_{0}\right)$, but not at $\left(x_{0}, \xi_{0}\right)$. Therefore, we introduce $v=u-Q \bar{u}$ and we choose the operator $Q$ such that $v$ satisfies the same kind of equation as $u$ without term evaluated at $\bar{v}$ :

$$
\begin{equation*}
i \frac{\partial v}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} v=L v+r(u, \bar{u}) \tag{2.22}
\end{equation*}
$$

where $L$ is a paradifferential operator.

- Third step. We adapt the strategy of [6], which relies on energy estimates, to (2.22). We have to check that the terms $L v$ and $r(u, \bar{u})$ coming from the nonlinearity do not perturb the energy estimates of [6] to obtain a smoothing effect for $v$. Finally, using the smoothing effect for $v$, the fact that $u=$ $v+Q \bar{u}$ and the fact that $Q$ is bounded from $H^{\sigma}$ to $H^{\sigma+2}$ for any $\sigma$ implies a smoothing effect for $u$.
Remark. Kenig, Ponce, and Vega [11] and Chihara [5] prove a smoothing effect for the nonlinear Schrödinger equation. Unlike Theorems 2.3 and 2.4, these results are not microlocal, but we would like to compare them with Corollary 2.5. In [11], the authors consider the second order operator $\sum_{j \leq k} \partial_{x_{j}}^{2}-\sum_{j>k} \partial_{x_{j}}^{2}, 1 \leq k \leq d$ (i.e., a constant coefficient not necessarily elliptic operator), and the nonlinearity contains also gradient terms, but they prove a gain of $1 / 2$ derivative, whereas we prove a gain of $s-d / 2$ derivatives. The results in [5] give a gain of $m$ derivatives for any integer $m$ and the nonlinearity contains also gradient terms, but the results apply to the flat Laplacian with a nonlinearity vanishing at least at order 3 at 0 , which in addition satisfies a gauge invariance. We rely on Bony's theorem, whereas these works rely on sharp estimates for linear nonhomogeneous Schrödinger equations. However, there are some similarities in these methods. For instance, Chihara [5] uses an argument similar to the second step of our proof to get rid of the term in $\bar{u}$, and Kenig, Ponce,
and Vega [11] use a construction of symbols which has a link with that of Craig, Kappeler, and Strauss [6], reviewed in the following section, to obtain their sharp estimates.

3. Review of the results of Craig, Kappeler, and Strauss. The results in [6] rely on the construction of symbol pairs $(b(x, \xi), c(x, \xi))$ satisfying

$$
\begin{equation*}
\left\{a_{2}, b\right\}=\sum_{j=1}^{d} \partial_{\xi_{j}} a_{2} \partial_{x_{j}} b-\partial_{x_{j}} a_{2} \partial_{\xi_{j}} b=-c \tag{3.1}
\end{equation*}
$$

( $\{$,$\} is the Poisson bracket) and$

$$
\begin{equation*}
b(x, \xi) \geq 0, \quad c(x, \xi) \geq 0 \tag{3.2}
\end{equation*}
$$

The following proposition is proved in [6] and gives the existence of pairs of symbols $(b(x, \xi), c(x, \xi))$ satisfying (3.1) and (3.2).

Proposition 3.1. Let $m$ and $k$ be real and positive and let $\left(x_{0}, \xi_{0}\right)$ not be trapped backwards. Let there be a conic neighborhood $\mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ satisfying (2.7). There is a conic neighborhood $\mathcal{E}^{0} \subset \mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ satisfying (2.7) with a smaller $\epsilon_{0}<\epsilon$ and a pair of symbols $b(x, \xi) \in S(m, k)$ and $c(x, \xi) \in S(m+1, k-1)$ with support in $\mathcal{E}$ such that (3.1) and (3.2) hold and $b\left(x_{0}, \xi_{0}\right)=c\left(x_{0}, \xi_{0}\right)=1$. We can choose $b$ and $c$ such that $\sqrt{b} \in S(m / 2, k / 2)$ and $\sqrt{c} \in S((m+1) / 2,(k-1) / 2)$. Moreover, there is a constant $C$ such that on the set $\mathcal{E}^{0} \cap\{|\xi| \geq 1\}$ they satisfy

$$
\begin{equation*}
\langle\xi\rangle^{m}\langle x\rangle^{k} \leq b(x, \xi), \quad \frac{1}{C}\langle\xi\rangle^{m+1}\langle x\rangle^{k-1} \leq c(x, \xi) \tag{3.3}
\end{equation*}
$$

If $k=0$, then there is the exception that for any $\nu<-1$ we may choose $c(x, \xi)$ in $S(m+1,-1)$ such that $1 / C\langle\xi\rangle^{m+1}\langle x\rangle^{\nu} \leq c(x, \xi)$.

We recall some properties of the algebra $S(m, k)$ that we use in what follows (see [6] or [9] for a more general treatment). As $S(m, 0) \subset S^{m}$, where $S^{m}$ is the usual pseudodifferential algebra, $a(x, D)$ is bounded from $H^{t}$ to $H^{t-m}$ and from $C^{t}$ to $C^{t-m}$ for all $a(x, \xi)$ in $S(m, 0)$ and for all $t$ (when $t$ is an integer, $C^{t}$ is the Zygmund class $\left.C_{*}^{t}[10]\right)$. The following proposition is on the composition of operators.

Proposition 3.2. Let $a$ in $S(m, k)$ and $b$ in $S\left(m_{1}, k_{1}\right)$ be two symbols. Let $N$ be an integer. Then

$$
\begin{equation*}
a(x, D) b(x, D)=\sum_{|\alpha|<N} \frac{1}{i^{|\alpha|} \alpha!}\left(\partial_{\xi}^{\alpha} a \partial_{x}^{\alpha} b\right)(x, D)+r_{N}(x, D) \tag{3.4}
\end{equation*}
$$

where $r_{N}$ is in $S\left(m_{1}+m_{2}-N, k_{1}+k_{2}-N\right)$. Moreover, the seminorms of $r_{N}$ can be estimated by a sum of products of seminorms of $\partial_{\xi}^{\alpha} a$ in $S\left(m_{1}-N, k_{1}\right)$ and of $\partial_{x}^{\alpha} b$ in $S\left(m_{2}, k_{2}-N\right)$, where $|\alpha|=N$.

We prove this proposition as it is more precise than the result established in [6].
Proof. From the usual procedures in the pseudodifferential calculus, we have

$$
\begin{align*}
a(x, D) b(x, D) u= & \iint e^{i \eta(x-z)} \iint e^{i \xi(z-y)} a(x, \eta) b(z, \xi) u(y) d y d \xi d z d \eta  \tag{3.5}\\
= & \sum_{|\alpha|<N} \frac{1}{i^{|\alpha|} \alpha!} \iint e^{i(x-y) \xi} \partial_{\xi}^{\alpha} a(x, \xi) \partial_{x}^{\alpha} b(x, \xi) u(y) d y d \xi \\
& +r_{N}(x, D) u
\end{align*}
$$

where

$$
\begin{align*}
& r_{N}[a, b](x, \xi)=r_{N}(x, \xi)  \tag{3.6}\\
= & \sum_{|\alpha|=N} \frac{N}{i^{|\alpha|} \alpha!} \int_{0}^{1} \iint e^{i(\xi-\eta)(z-x)} t^{N-1} \partial_{\xi}^{\alpha} a(x, \xi+t(\eta-\xi)) \partial_{x}^{\alpha} b(z, \xi) d z d \eta d t
\end{align*}
$$

As $\partial_{x} r_{N}[a, b]=r_{N}\left[\partial_{x} a, b\right]+r_{N}\left[a, \partial_{x} b\right]$ and $\partial_{\xi} r_{N}[a, b]=r_{N}\left[\partial_{\xi} a, b\right]+r_{N}\left[a, \partial_{\xi} b\right]$, it suffices to prove that

$$
\begin{equation*}
\left|r_{N}[a, b](x, \xi)\right| \leq C\langle\xi\rangle^{m_{1}+m_{2}-N}\langle x\rangle^{k_{1}+k_{2}-N} \tag{3.7}
\end{equation*}
$$

where $C$ is estimated by sums of products of seminorms of $\partial_{\xi}^{\alpha} a$ in $S\left(m_{1}-N, k_{1}\right)$ and of $\partial_{x}^{\alpha} b$ in $S\left(m_{2}, k_{2}-N\right)$ with $|\alpha|=N$. Then let $\chi$ be in $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ such that $\chi(s)=1$ if $|s| \leq 1 / 9$ and $\chi(s)=0$ if $|s| \geq 1 / 4$. Using

$$
\begin{aligned}
1= & \chi\left(|\xi-\eta|^{2} /\langle\xi\rangle^{2}\right) \chi\left(|x-z|^{2} /\langle x\rangle^{2}\right) \\
& +\chi\left(|\xi-\eta|^{2} /\langle\xi\rangle^{2}\right)\left(1-\chi\left(|x-z|^{2} /\langle x\rangle^{2}\right)\right) \\
& +\left(1-\chi\left(|\xi-\eta|^{2} /\langle\xi\rangle^{2}\right)\right) \chi\left(|x-z|^{2} /\langle x\rangle^{2}\right) \\
& +\left(1-\chi\left(|\xi-\eta|^{2} /\langle\xi\rangle^{2}\right)\right)\left(1-\chi\left(|x-z|^{2} /\langle x\rangle^{2}\right)\right)
\end{aligned}
$$

it suffices to prove (3.7) for each of the following cases:

$$
\begin{align*}
& |\xi-\eta| \leq 1 / 2\langle\xi\rangle \quad \text { and } \quad|x-z| \leq 1 / 2\langle x\rangle  \tag{3.8}\\
& |\xi-\eta| \leq 1 / 2\langle\xi\rangle \quad \text { and } \quad|x-z| \geq 1 / 3\langle x\rangle  \tag{3.9}\\
& |\xi-\eta| \geq 1 / 3\langle\xi\rangle \quad \text { and } \quad|x-z| \leq 1 / 2\langle x\rangle  \tag{3.10}\\
& |\xi-\eta| \geq 1 / 3\langle\xi\rangle \quad \text { and } \quad|x-z| \geq 1 / 3\langle x\rangle \tag{3.11}
\end{align*}
$$

When $|x-z| \leq 1 / 2\langle x\rangle$, we have $\langle z\rangle \simeq\langle x\rangle$. Let $P$ be an integer, $P>d / 2$. We use $\left(1+|x-z|^{2 P}\right)^{-1}\left(1+\left(-\Delta_{\eta}\right)^{P}\right) e^{i(\xi-\eta)(z-x)}=e^{i(\xi-\eta)(z-x)}$, integrations by parts, and the fact that $\int\left(1+|x-z|^{2 P}\right)^{-1} d z<+\infty$.

When $|x-z| \geq 1 / 3\langle x\rangle$, we have $\langle z\rangle \leq\langle x\rangle+\langle z-x\rangle$. Let $P>d / 2$. We use $|x-z|^{-2 P}\left(-\Delta_{\eta}\right)^{P} e^{\bar{i}(\xi-\eta)(z-x)}=e^{i(\xi-\eta)(z-x)}$, integrations by parts, and the fact that

$$
\int_{|x-z| \geq 1 / 3\langle x\rangle}|x-z|^{-2 P} d z \leq C\langle x\rangle^{d-2 P}
$$

We deal with the integrations in $\eta$ in the same way, replacing $x$ by $\xi$ and $z$ by $\eta$. Moreover, for $0 \leq t \leq 1,\langle\xi+t(\eta-\xi)\rangle \leq\langle\xi\rangle+\langle\eta-\xi\rangle$ and $\langle\xi+t(\eta-\xi)\rangle \simeq\langle\xi\rangle$ when $|\xi-\eta| \leq 1 / 2\langle\xi\rangle$. Finally, for an integer $P>d / 2+\max \left(\left|k_{2}-N\right|,\left|m_{1}-N\right|\right) / 2$,

$$
\begin{array}{ll}
\left|r_{N}[a, b](x, \xi)\right| \leq C\langle\xi\rangle^{m_{1}+m_{2}-N}\langle x\rangle^{k_{1}+k_{2}-N} & \text { in }(3.8), \\
\left|r_{N}[a, b](x, \xi)\right| \leq C\langle\xi\rangle^{m_{1}+m_{2}-N}\langle x\rangle^{k_{1}+2\left|k_{2}-N\right|+d-2 P} & \text { in }(3.9), \\
\left|r_{N}[a, b](x, \xi)\right| \leq C\langle\xi\rangle^{2\left|m_{1}-N\right|+d-2 P+m_{2}}\langle x\rangle^{k_{1}+k_{2}-N} & \text { in }(3.10), \\
\left|r_{N}[a, b](x, \xi)\right| \leq C\langle\xi\rangle^{2\left|m_{1}-N\right|+d-2 P+m_{2}}\langle x\rangle^{k_{1}+2\left|k_{2}-N\right|+d-2 P} & \text { in (3.11), }
\end{array}
$$

which yields (3.7) by taking $P \geq d / 2+3 / 2 \max \left(\left|k_{2}-N\right|,\left|m_{1}-N\right|\right)$.

Proposition 3.3. Let $a$ be in $S(m, k)$. The adjoint operator satisfies

$$
\begin{equation*}
a(x, D)^{*}=\sum_{|\alpha|<N} \frac{1}{i^{|\alpha|} \alpha!}\left(\partial_{\xi}^{\alpha} \partial_{x}^{\alpha} \bar{a}\right)(x, D)+R_{N} \tag{3.12}
\end{equation*}
$$

where $N$ is an integer such that $N \geq \max (k, m)$ and $R_{N}$ is a bounded operator on $L^{2}$ 。

The following lemmas are proved in [6].
Lemma 3.4. Let $b(x, \xi)$ be in $S(m, k)$ such that $b(x, \xi)=s^{2}(x, \xi)$ with $s(x, \xi)$ in $S(m / 2, k / 2)$. Then there exists $e(x, \xi)$ in $S(m-1, k-1)$ with $\operatorname{supp}(e) \subset \operatorname{supp}(b)$ such that

$$
\operatorname{Re}\langle u, b(x, D) u\rangle \geq\|s(x, D) u\|_{L^{2}}^{2}+\operatorname{Re}\langle u, e(x, D) u\rangle-C\|u\|_{L^{2}}^{2},
$$

where $\langle$,$\rangle is the scalar product in L^{2}\left(\mathbb{R}^{d}\right)$.
Lemma 3.5. Let $b_{0}(x, \xi)$ be in $S(m, k)$ such that $0 \leq b_{0}(x, \xi)=s_{0}^{2}(x, \xi)$ with $s_{0}$ in $S(m / 2, k / 2)$. Define the set

$$
\mathcal{E}^{0}=\left\{(x, \xi) /\langle x\rangle^{-k}\langle\xi\rangle^{-m} b_{0}(x, \xi) \geq 1\right\} .
$$

Suppose that $b$ in $S(m, k)$ has support in $\mathcal{E}^{0}$. Then there exists $c(x, \xi)$ in $S(0,0)$ and $R$ bounded on $L^{2}$ such that

$$
b(x, D)=s_{0}^{*}(x, D) c(x, D) s_{0}(x, D)+R
$$

4. Technical lemmas. In this section, we prove, among other things, Lemma 4.7 and Proposition 4.12, which are useful for bounding the terms coming from the nonlinearity in the energy estimates of the third step of the proof. Moreover, in order to construct the operator $Q$ in the second step of the proof, we define a paradifferential algebra and study its properties in Proposition 4.11. In what follows, the various spaces are all defined on $\mathbb{R}^{d}$.

The following proposition will be used when proving Proposition 4.3, Lemma 4.7, and Proposition 4.8.

Proposition 4.1. Let $k$ and $l$ be two real numbers with $l \geq 0$ and let $p$ be an integer. Let $\theta \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, let $a(x)$ be in $S(0, k)$ and let $j$ be an integer such that $j \geq l$. Then

$$
\begin{equation*}
\theta\left(2^{-p} D\right) a(x)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha} a(x)\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} D\right)+\frac{\langle x\rangle^{k-j}}{2^{p(j-l)}} R_{1} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
a(x) \theta\left(2^{-p} D\right)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|} i^{|\alpha|}}{\alpha!}\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} D\right) \partial_{x}^{\alpha} a(x)+\frac{\langle x\rangle^{k-j}}{2^{p(j-l)}} R_{2} \tag{4.2}
\end{equation*}
$$

where $R_{1}$ and $R_{2}$ are continuous from $H^{t}$ to $H^{t+l}$ and from $C^{t}$ to $C^{t+l}$ for all $t$ with norms independent of $p$.

Proof. $2^{p(j-l)}\langle x\rangle^{j-k} \theta\left(2^{-p} \xi\right)$ is in $S(j-l, j-k)$ and $a(x)$ is in $S(0, k)$. Therefore, Proposition 3.2 implies

$$
\begin{align*}
& 2^{p(j-l)}\langle x\rangle^{j-k} \theta\left(2^{-p} D\right) a(x) \\
& \quad=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i^{|\alpha|} \alpha!} 2^{p(j-l)}\langle x\rangle^{j-k} \partial_{x}^{\alpha} a(x)\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} D\right)+r(x, D), \tag{4.3}
\end{align*}
$$

where $r$ is in $S(-l, 0)$ with its seminorms bounded by sums of products of seminorms of $\partial_{\xi}^{\alpha}\left(2^{p(j-l)}\langle x\rangle^{j-k} \theta\left(2^{-p} \xi\right)\right)$ in $S(-l, j-k)$ and of $\partial_{x}^{\alpha} a(x)$ in $S(0, k-j)$ with $|\alpha|=j$. For $|\alpha|=j, \partial_{\xi}^{\alpha}\left(2^{p(j-l)}\langle x\rangle^{j-k} \theta\left(2^{-p} \xi\right)\right)=2^{-p l}\langle x\rangle^{j-k}\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} \xi\right)$ has its seminorms in $S(-l, j-k)$ bounded independently of $p$. Therefore, $r(x, \xi)$ has its seminorms in $S(-l, 0)$ (and hence in $S^{-l}$ ) bounded independently of $p$. Multiplying (4.3) by $2^{p(l-j)}\langle x\rangle^{k-j}$,

$$
\begin{equation*}
\theta\left(2^{-p} D\right) a(x)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha} a(x)\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} D\right)+\frac{\langle x\rangle^{k-j}}{2^{p(j-l)}} r(x, D) . \tag{4.4}
\end{equation*}
$$

Thus, (4.1) is satisfied with $R_{1}=r(x, D)$. Moreover, $R_{1}$ is continuous from $H^{t}$ to $H^{t+l}$ and from $C^{t}$ to $C^{t+l}$ for all $t$ with norms independent of $p$ since the seminorms of $r(x, \xi)$ in $S^{-l}$ are bounded independently of $p$.

Equation (4.4) with $\bar{a}$ and $\bar{\theta}$ gives

$$
\begin{equation*}
\bar{\theta}\left(2^{-p} D\right) \bar{a}(x)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha} \bar{a}(x)\left(\partial_{\xi}^{\alpha} \bar{\theta}\right)\left(2^{-p} D\right)+\frac{\langle x\rangle^{k-j}}{2^{p(j-l)}} r_{1}(x, D), \tag{4.5}
\end{equation*}
$$

where $r_{1}(x, \xi)$ has seminorms in $S(-l, 0)$ bounded independently of $p$. Using Proposition 3.2, $\langle x\rangle^{k-j} r_{1}(x, D)\langle x\rangle^{j-k}=r_{2}(x, D)$ and $r_{2}(x, \xi)$ has seminorms in $S(-l, 0)$ bounded independently of $p$. Equation (4.5) becomes

$$
\begin{equation*}
\bar{\theta}\left(2^{-p} D\right) \bar{a}(x)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i|\alpha| \alpha!} \partial_{x}^{\alpha} \bar{a}(x)\left(\partial_{\xi}^{\alpha} \bar{\theta}\right)\left(2^{-p} D\right)+2^{-p(j-l)} r_{2}(x, D)\langle x\rangle^{k-j} \tag{4.6}
\end{equation*}
$$

and, taking the adjoint,

$$
\begin{equation*}
a(x) \theta\left(2^{-p} D\right)=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|} i^{|\alpha|}}{\alpha!}\left(\partial_{\xi}^{\alpha} \theta\right)\left(2^{-p} D\right) \partial_{x}^{\alpha} a(x)+\frac{\langle x\rangle^{k-j}}{2^{p(j-l)}} r_{2}(x, D)^{*} . \tag{4.7}
\end{equation*}
$$

Thus, (4.2) is satisfied with $R_{2}=r_{2}(x, D)^{*}$. The properties of $S^{-l}$ imply $r_{2}(x, D)^{*}=$ $r_{3}(x, D)$ with $r_{3}$ in $S^{-l}$. $R_{2}$ is continuous from $H^{t}$ to $H^{t+l}$ and from $C^{t}$ to $C^{t+l}$ for all $t$ with norms independent of $p$ since $r_{3}(x, \xi)$ has seminorms in $S^{-l}$ bounded independently of $p$.

Following Meyer [13], we introduce a positive function $\varphi$ in $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ equal to 1 for $|\xi| \leq 1 / 2$ and to 0 for $|\xi| \geq 1$. For all integers $p$ we define $S_{p}$ by $\widehat{S_{p} u}(\xi)=\varphi\left(2^{-p} \xi\right) \hat{u}(\xi)$. We also define $\Delta_{p}$ by $\Delta_{p}=S_{p+1}-S_{p}$, i.e., by $\widehat{\Delta_{p} u}(\xi)=\psi\left(2^{-p} \xi\right) \hat{u}(\xi)$, where $\psi(\xi)=$ $\varphi(\xi / 2)-\varphi(\xi)$. Littlewood-Paley decomposition of $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is

$$
u=\sum_{p \geq-1} \Delta_{p}(u),
$$

where the sum converges for the topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\Delta_{-1}=S_{0}$. We have a simple characterization of the spaces $H^{s}$ and $C^{s}$ (see, for example, [4]),

$$
\begin{equation*}
H^{s}=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) / \sum_{p \geq-1} 4^{p s}\left\|\Delta_{p} u\right\|_{L^{2}}^{2}<+\infty\right\} \tag{4.8}
\end{equation*}
$$

and $\left(\sum_{p \geq-1} 4^{p s}\left\|\Delta_{p} u\right\|_{L^{2}}^{2}\right)^{1 / 2}$ is equivalent to the usual norm on $H^{s}$.

$$
\begin{equation*}
C^{s}=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) / \sup _{p \geq-1} 2^{p s}\left\|\Delta_{p} u\right\|_{L^{\infty}}<+\infty\right\}, \tag{4.9}
\end{equation*}
$$

and $\sup _{p \geq-1} 2^{p s}\left\|\Delta_{p} u\right\|_{L^{\infty}}$ is equivalent to the usual norm on $C^{s}$. Moreover, let $0<$ $r_{1}<r_{2}$ and suppose $\left(u_{q}\right)_{q \in \mathbb{N}}$ is a sequence in $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{equation*}
\operatorname{supp} \hat{u}_{q} \subset\left\{r_{1} 2^{q} \leq|\xi| \leq r_{2} 2^{q}\right\} \text { and } \sum_{q \geq 0} 4^{q s}\left\|u_{q}\right\|_{L^{2}}^{2}<+\infty \Rightarrow u=\sum_{q \geq 0} u_{q} \in H^{s}, \tag{4.10}
\end{equation*}
$$

and if $s>0$,

$$
\begin{equation*}
\text { supp } \hat{u}_{q} \subset\left\{|\xi| \leq r_{2} 2^{q}\right\} \text { and } \sum_{q \geq 0} 4^{q s}\left\|u_{q}\right\|_{L^{2}}^{2}<+\infty \Rightarrow u=\sum_{q \geq 0} u_{q} \in H^{s} . \tag{4.11}
\end{equation*}
$$

The following definition will be useful in defining a paradifferential algebra wellsuited to our problem.

Definition 4.2. Let $s$ and $s^{\prime}$ be two real numbers such that $s>0$. The space $H_{s^{\prime}}^{s}$ is defined by

$$
H_{s^{\prime}}^{s}=\left\{u \in H^{s+s^{\prime}} /\langle x\rangle^{s} u \in H^{s^{\prime}}\right\} .
$$

The following proposition, among others, will be used in the third step of the proof to bound the remainder term in the energy estimates.

Proposition 4.3. Let $s$ and $s^{\prime}$ be two real numbers such that $s>0$. Let $u$ in $H_{s^{\prime}}^{s}$. Then for all $0 \leq \theta \leq 1,\langle x\rangle^{\theta s} u$ is in $H^{(1-\theta) s+s^{\prime}}$.

Proof. Using (4.1) with $k=\theta s, l=\left(s+s^{\prime}\right)_{-}$, where $\left(s+s^{\prime}\right)_{-}=\max \left(-\left(s+s^{\prime}\right), 0\right)$, $j=\left[\max \left(s,\left|s+s^{\prime}\right|\right)\right]+1, a(x)=\langle x\rangle^{\theta s}$, and $\chi=\psi$ yields

$$
\begin{equation*}
\Delta_{p}\langle x\rangle^{\theta s}=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\langle x\rangle^{\theta s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)+\frac{\langle x\rangle^{\theta s-j}}{2^{p(j-l)}} R, \tag{4.12}
\end{equation*}
$$

where $R$ is bounded from $H^{s+s^{\prime}}$ to $L^{2}$ with a norm independent of $p$. Thus

$$
\begin{align*}
& 2^{p(1-\theta) s+p s^{\prime}}\left\|\Delta_{p}\langle x\rangle^{\theta s}\right\|_{L^{2}} \\
& \leq \sum_{\begin{array}{c}
0 \leq|\alpha|<j \\
\\
\\
\quad 2^{-p\left(j-l-(1-\theta) s-s^{\prime}\right)}\left\|\langle x\rangle^{p s-j} R u\right\|_{L^{2}} .
\end{array}}^{\frac{2^{\left.p(1-\theta) s+s^{\prime}-|\alpha|\right)}}{\alpha!}\left\|\partial_{x}^{\alpha}\langle x\rangle^{\theta s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}} \tag{4.13}
\end{align*}
$$

As $\theta s-[s]-1 \leq 0$,

$$
\begin{equation*}
2^{-p\left(j-l-(1-\theta) s-s^{\prime}\right)}\left\|\langle x\rangle^{\theta s-j} R u\right\|_{L^{2}} \leq 2^{p\left(s+s^{\prime}-\left[\left|s+s^{\prime}\right|\right]-1\right)} C\|R u\|_{L^{2}} \leq C \varepsilon_{p}\|u\|_{H^{s+s^{\prime}}}, \tag{4.14}
\end{equation*}
$$

where $\left(\epsilon_{p}\right)_{p \geq-1}$ is in $l^{2}(\mathbb{N})$ because $s+s^{\prime}-\left[\left|s+s^{\prime}\right|\right]-1<0$. Moreover, by Hölder and Young inequalities

$$
\begin{align*}
& 2^{p\left((1-\theta) s+s^{\prime}\right)}\left\|\partial_{x}^{\alpha}\langle x\rangle^{\theta s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}} \\
& \quad \leq 2^{p\left((1-\theta) s+s^{\prime}\right)}\left\|\left(\partial_{x}^{\alpha}\langle x\rangle^{\theta s}\right)^{1 / \theta}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}^{\theta}\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}^{1-\theta}  \tag{4.15}\\
& \quad \leq C 2^{p s^{\prime}}\left\|\langle x\rangle^{s-|\alpha| / \theta}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}+C 2^{p s+p s^{\prime}}\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}} .
\end{align*}
$$

Looking at the support of $\partial_{\xi}^{\alpha} \psi$ we have

$$
\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)=\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)\left(\Delta_{p-1}+\Delta_{p}+\Delta_{p+1}\right)
$$

Thus, as $u$ is in $H^{s+s^{\prime}}$,

$$
\begin{align*}
2^{p\left(s+s^{\prime}\right)}\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}} \leq & C 2^{p\left(s+s^{\prime}\right)}\left(\left\|\Delta_{p-1} u\right\|_{L^{2}}\right.  \tag{4.16}\\
& \left.+\left\|\Delta_{p} u\right\|_{L^{2}}+\left\|\Delta_{p+1} u\right\|_{L^{2}}\right) \leq \varepsilon_{p}
\end{align*}
$$

where $\left(\epsilon_{p}\right)_{p \geq-1}$ is in $l^{2}(\mathbb{N})$ by (4.8).

$$
\left\|\langle x\rangle^{s-|\alpha| / \theta}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}} \leq C\left\|\langle x\rangle^{s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}
$$

Using (4.8), (4.13), (4.14), (4.15), and (4.16), it suffices to prove

$$
\begin{equation*}
2^{p s^{\prime}}\left\|\langle x\rangle^{s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}} \leq \epsilon_{p} \tag{4.17}
\end{equation*}
$$

where $\left(\epsilon_{p}\right)_{p \geq-1}$ is in $l^{2}(\mathbb{N})$. Using (4.2) with $k=s, l=s_{-}^{\prime}, j=\left[\max \left(s,\left|s^{\prime}\right|\right)\right]+1$, $a(x)=\langle x\rangle^{s}$, and $\chi=\partial_{\xi}^{\alpha} \psi$,

$$
\begin{align*}
\langle x\rangle^{s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)= & \sum_{0 \leq|\beta|<j} \frac{2^{-p|\beta|} i^{|\beta|}}{\beta!}\left(\partial_{\xi}^{\alpha+\beta} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\langle x\rangle^{s}  \tag{4.18}\\
& +2^{-p(j-l)}\langle x\rangle^{s-j} R
\end{align*}
$$

where $R$ is bounded from $H^{s^{\prime}}$ to $L^{2}$ with a norm independent of $p$. Thus

$$
\begin{align*}
& 2^{p s^{\prime}}\left\|\langle x\rangle^{s}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) u\right\|_{L^{2}}  \tag{4.19}\\
& \quad \leq \sum_{0 \leq|\beta|<j} \frac{2^{-p|\beta|+p s^{\prime}}}{\beta!}\left\|\left(\partial_{\xi}^{\alpha+\beta} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}} \\
& \quad+2^{-p\left(j-l-s^{\prime}\right)}\left\|\langle x\rangle^{s-j} R u\right\|_{L^{2}} .
\end{align*}
$$

As $s-j \leq 0$,

$$
\begin{align*}
2^{-p\left(j-l-s^{\prime}\right)}\left\|\langle x\rangle^{s-j} R u\right\|_{L^{2}} & \leq C 2^{-p\left(\left[\left|s^{\prime}\right|\right]+1-\left|s^{\prime}\right|\right)}\|R u\|_{L^{2}}  \tag{4.20}\\
& \leq C 2^{-p\left(\left[\left|s^{\prime}\right|\right]+1-\left|s^{\prime}\right|\right)}\|u\|_{H^{s^{\prime}}} \leq \varepsilon_{p}
\end{align*}
$$

where $\left(\epsilon_{p}\right)_{p \geq-1}$ is in $l^{2}(\mathbb{N})$. Looking at the support of $\partial_{\xi}^{\alpha+\beta} \psi$ we have

$$
\begin{align*}
& 2^{p s^{\prime}}\left\|\left(\partial_{\xi}^{\alpha+\beta} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}} \leq C 2^{p s^{\prime}}\left(\left\|\Delta_{p-1} \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}}\right.  \tag{4.21}\\
& \left.\quad+\left\|\Delta_{p} \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}}+\left\|\Delta_{p+1} \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}}\right)
\end{align*}
$$

Since $\langle x\rangle^{s} u$ is in $H^{s^{\prime}}$ and the multiplication by $\left(\partial_{x}^{\beta}\langle x\rangle^{s}\right)\langle x\rangle^{-s}$ is bounded on $L^{2}$, we have from (4.8) and (4.21) that

$$
\begin{equation*}
2^{p s^{\prime}}\left\|\left(\partial_{\xi}^{\alpha+\beta} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s}\right) u\right\|_{L^{2}} \leq \epsilon_{p} \tag{4.22}
\end{equation*}
$$

where $\left(\epsilon_{p}\right)_{p \geq-1}$ is in $l^{2}(\mathbb{N})$. Finally, (4.19), (4.20), and (4.22) imply (4.17).

We study the action of operators with symbol in $S(m, k)$ on the spaces $H_{s^{\prime}}^{s}$.
Lemma 4.4. Let $m$ and $k$ with $k \leq 0$ be two real numbers, and let $b(x, \xi)$ be in $S(m, k)$. Then $b(x, D)$ is bounded from $H_{s^{\prime}}^{s}$ to $H_{s^{\prime}-m+k}^{s-k}$.

Proof. As $k \leq 0, S(m, k)$ is included in $S^{m}$. So $b(x, D)$ is bounded from $H^{s+s^{\prime}}$ to $H^{s+s^{\prime}-m}$. As $H^{s+s^{\prime}-m}$ is included in $H^{s+s^{\prime}-m+k}, b(x, D)$ is bounded from $H^{s+s^{\prime}}$ to $H^{s+s^{\prime}-m+k}$. Moreover, $\langle x\rangle^{s-k} b(x, D)\langle x\rangle^{-s}=b_{1}(x, D)$ with $b_{1}(x, \xi)$ in $S(m, 0)$ by using Proposition 3.2. Thus, $\langle x\rangle^{s-k} b(x, D)\langle x\rangle^{-s}$ is bounded from $H^{s^{\prime}}$ to $H^{s^{\prime}-m}$. As $H^{s^{\prime}-m}$ is included in $H^{s^{\prime}-m+k},\langle x\rangle^{s-k} b(x, D)\langle x\rangle^{-s}$ is bounded from $H^{s^{\prime}}$ to $H^{s^{\prime}-m+k}$.

The following corollary gives an example of a solution $u$ of the nonlinear Schrödinger equation (4.23) such that $u$ is in $L^{\infty}\left(0, T, H^{s}\right)$ and $\langle x\rangle^{s} u$ is in $L^{\infty}\left(0, T, L^{2}\right)$, therefore satisfying the assumptions of Corollary 2.5.

Corollary 4.5. Let $s>d / 2$ and let $u_{0}$ be in $H^{s}\left(\mathbb{R}^{d}\right)$. Then, for $T>0$ sufficiently small, there exists a unique solution $u$ in $C\left(0, T, H^{s}\right)$ of

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=f(u, \bar{u}), \quad 0<t<T, \quad x \in \mathbb{R}^{d}  \tag{4.23}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

where $A=-1 / 2 \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}}$ is an elliptic self-adjoint operator and $f$ is $C^{\infty}$ and vanishes at 0 . Moreover, assume the symbol of $A$ is in $S(2,0)$ and $\langle x\rangle^{s} u_{0}$ is in $L^{2} .\langle x\rangle^{s} u$ is then in $L^{\infty}\left(0, T, L^{2}\right)$.

Proof. The local existence and uniqueness in $C\left(0, T, H^{s}\right)$ of the $u$ solution of (4.23) is well known. We recall the proof. Since $A$ is an unbounded self-adjoint operator, $-i A$ is the generator of a semigroup of isometry on $L^{2}$. Let $L$ be the operator on $C\left(0, T, H^{s}\right)$ defined by

$$
L u(t)=e^{-i t A} u_{0}-i \int_{0}^{t} e^{-i(t-\tau) A} f(u(\tau), \bar{u}(\tau)) d \tau
$$

for $0 \leq t \leq T$. As $e^{-i A t}$ commutes with $(I+A)^{s / 2}$ on $H^{s}$ and as

$$
C_{1}\|u\|_{H^{s}} \leq\left\|(I+A)^{\frac{s}{2}} u\right\|_{L^{2}} \leq C_{2}\|u\|_{H^{s}}
$$

for $u$ in $H^{s}$,

$$
\begin{align*}
& \|L u\|_{C\left(0, T, H^{s}\right)} \leq C\left(\left\|u_{0}\right\|_{H^{s}}+T\|f(u, \bar{u})\|_{C\left(0, T, H^{s}\right)}\right) \\
& \|L u-L v\|_{C\left(0, T, H^{s}\right)} \leq C T\|f(u, \bar{u})-f(v, \bar{v})\|_{C\left(0, T, H^{s}\right)} . \tag{4.24}
\end{align*}
$$

Moreover, $f$ is $C^{\infty}$ and vanishes at 0 and $H^{s}$ is embedded in $L^{\infty}$. Thus (see, for example, [1])

$$
\begin{equation*}
\|f(u, \bar{u})\|_{H^{s}} \leq \theta\left(\|u\|_{H^{s}}\right) \tag{4.25}
\end{equation*}
$$

where $\theta$ is an increasing function. We define the $C^{\infty}$ function $g$ by

$$
g(u, \bar{u})=f(u, \bar{u})-\partial_{u} f(0,0) u-\partial_{\bar{u}} f(0,0) \bar{u} .
$$

$H^{s}$ is an algebra and $\partial_{u} g$ and $\partial_{\bar{u}} g$ vanish at 0 . Thus, by (4.25),

$$
\begin{align*}
& \|g(u, \bar{u})-g(v, \bar{v})\|_{H^{s}} \leq C \int_{0}^{1}\left(\left\|\partial_{u} g(r u+(1-r) v, r \bar{u}+(1-r) \bar{v})\right\|_{H^{s}}\right.  \tag{4.26}\\
& \left.\quad+\left\|\partial_{\bar{u}} g(r u+(1-r) v, r \bar{u}+(1-r) \bar{v})\right\|_{H^{s}}\right) d r\|u-v\|_{H^{s}} \\
& \quad \leq \theta\left(\|u\|_{H^{s}}+\|v\|_{H^{s}}\right)\|u-v\|_{H^{s}}
\end{align*}
$$

where $\theta$ is an increasing function. We have

$$
\left\|\partial_{u} f(0,0) u+\partial_{\bar{u}} f(0,0) \bar{u}-\partial_{u} f(0,0) v-\partial_{\bar{u}} f(0,0) \bar{v}\right\|_{H^{s}} \leq C\|u-v\|_{H^{s}}
$$

which together with (4.26) yields

$$
\begin{equation*}
\|f(u, \bar{u})-f(v, \bar{v})\|_{H^{s}} \leq \theta\left(\|u\|_{H^{s}}+\|v\|_{H^{s}}\right)\|u-v\|_{H^{s}} \tag{4.27}
\end{equation*}
$$

where $\theta$ is an increasing function. Inequalities (4.24), (4.25), and (4.27) imply

$$
\begin{align*}
& \|L u\|_{C\left(0, T, H^{s}\right)} \leq C\left(\left\|u_{0}\right\|_{H^{s}}+T \theta\left(\|u\|_{C\left(0, T, H^{s}\right)}\right)\right)  \tag{4.28}\\
& \|L u-L v\|_{C\left(0, T, H^{s}\right)} \leq C T \theta\left(\|u\|_{C\left(0, T, H^{s}\right)}+\|v\|_{C\left(0, T, H^{s}\right)}\right)\|u-v\|_{C\left(0, T, H^{s}\right)} .
\end{align*}
$$

We choose

$$
0<T \leq \min \left(\left\|u_{0}\right\|_{H^{s}}\left(1+\theta\left(2 C\left\|u_{0}\right\|_{H^{s}}\right)\right)^{-1},\left(1+C \theta\left(4 C\left\|u_{0}\right\|_{H^{s}}\right)\right)^{-1}\right)
$$

and we use the contraction mapping principle with the operator $L$ and the function space

$$
\left\{v \in C\left(0, T, H^{s}\right) /\|v\|_{C\left(0, T, H^{s}\right)} \leq 2 C\left\|u_{0}\right\|_{H^{s}}\right\}
$$

So, we have the existence and uniqueness in $C\left(0, T, H^{s}\right)$ of the solution $u$ of (4.23).
Moreover, suppose that the symbol of $A$ is in $S(2,0)$ and $\langle x\rangle^{s} u_{0}$ is in $L^{2}$. For any operator $B$,

$$
\begin{align*}
\partial_{t}\langle B u, u\rangle & =\left\langle B \partial_{t} u, u\right\rangle+\left\langle B u, \partial_{t} u\right\rangle+\left\langle\frac{\partial B}{\partial t} u, u\right\rangle  \tag{4.29}\\
& =\langle B(-i A u-i f(u, \bar{u})), u\rangle+\langle B u,-i A u-i f(u, \bar{u})\rangle+\left\langle\frac{\partial B}{\partial t} u, u\right\rangle \\
& =-i\langle[B, A] u, u\rangle-i\langle B f(u, \bar{u}), u\rangle+i\langle B u, f(u, \bar{u})\rangle+\left\langle\frac{\partial B}{\partial t} u, u\right\rangle
\end{align*}
$$

Choosing $B u=\langle x\rangle^{2 s} u$ and integrating (4.29) between 0 and $t$, we obtain

$$
\begin{align*}
& \left\|\langle x\rangle^{s} u(t)\right\|_{L^{2}}^{2} \leq\left\|\langle x\rangle^{s} u_{0}\right\|_{L^{2}}^{2}+\int_{0}^{t}|\langle[B, A] u(\tau), u(\tau)\rangle| d \tau  \tag{4.30}\\
& \quad+2 \int_{0}^{t}\left\|\langle x\rangle^{s} f(u(\tau), \bar{u}(\tau))\right\|_{L^{2}}\left\|\langle x\rangle^{s} u(\tau)\right\|_{L^{2}} d \tau
\end{align*}
$$

The mean value theorem and the fact that $f$ vanishes at 0 imply

$$
|f(u(t, x), \bar{u}(t, x))| \leq \theta\left(\|u\|_{L^{\infty}\left(0, T, L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\right)|u(t, x)| .
$$

Thus

$$
\begin{gather*}
\int_{0}^{t}\left\|\langle x\rangle^{s} f(u(\tau), \bar{u}(\tau))\right\|_{L^{2}}\left\|\langle x\rangle^{s} u(\tau)\right\|_{L^{2}} d \tau  \tag{4.31}\\
\leq \theta\left(\|u\|_{L^{\infty}}\right) \int_{0}^{t}\left\|\langle x\rangle^{s} u(\tau)\right\|_{L^{2}}^{2} d \tau
\end{gather*}
$$

As $A$ is in $O p(S(2,0))$ and $B$ is in $O p(S(0,2 s)),[A, B]$ is in $O p(S(1,2 s-1))$ by Proposition 3.2. Therefore, by Proposition 3.2, $\langle x\rangle^{-s+1 / 2}[A, B]\langle x\rangle^{-s+1 / 2}=R$, where $R$ is in $O p(S(1,0))$. Thus,

$$
\begin{align*}
& |\langle[B, A] u(\tau), u(\tau)\rangle|=\left|\left\langle R\langle x\rangle^{s-1 / 2} u(\tau),\langle x\rangle^{s-1 / 2} u(\tau)\right\rangle\right|  \tag{4.32}\\
& \quad \leq\left\|R\langle x\rangle^{s-1 / 2} u(\tau)\right\|_{H^{-1 / 2}}\left\|\langle x\rangle^{s-1 / 2} u(\tau)\right\|_{H^{1 / 2}} \\
& \quad \leq C\left\|\langle x\rangle^{s-1 / 2} u(\tau)\right\|_{H^{1 / 2}}^{2}
\end{align*}
$$

Moreover, as $s>d / 2 \geq 1 / 2$, Proposition 4.3 implies

$$
\begin{equation*}
\left\|\langle x\rangle^{s-1 / 2} u(\tau)\right\|_{H^{1 / 2}}^{2} \leq C\left(\left\|\langle x\rangle^{s} u(\tau)\right\|_{L^{2}}^{2}+\|u(\tau)\|_{H^{s}}^{2}\right) \tag{4.33}
\end{equation*}
$$

$\langle x\rangle^{s} u_{0}$ is in $L^{2}$ and $u$ is in $C\left(0, T, H^{s}\right)$ and in $C\left(0, T, L^{\infty}\right)$ as $s>d / 2$. Thus, (4.30), (4.31), (4.32), and (4.33) imply

$$
\begin{equation*}
\left\|\langle x\rangle^{s} u(t)\right\|_{L^{2}}^{2} \leq C+C \int_{0}^{t}\left\|\langle x\rangle^{s} u(\tau)\right\|_{L^{2}}^{2} d \tau \tag{4.34}
\end{equation*}
$$

Therefore, $\langle x\rangle^{s} u$ is in $L^{\infty}\left(0, T, L^{2}\right)$ by Gronwall's lemma.
The following corollary will be useful to construct the operator $Q$ in the second step of the proof.

Corollary 4.6. Let $s>d / 2$ and $T>0$ be two real numbers, and let there be a solution $u$ of (4.23). We assume that the symbol of $A$ is in $S(2,0)$ and that there exists two real functions $\theta_{1}(x)$ and $\theta_{2}(x)$ in $S(0,0)$ such that $\theta_{2} \equiv 1$ in a neighborhood of the support of $\theta_{1}$, and that $\theta_{2} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Then, $\theta_{1} \partial_{t}^{k} u$ is in $L^{\infty}\left(0, T, H_{-2 k}^{s}\right)$ for all integers $k$ such that $2 k<s-d / 2+2$. Moreover, assume $g$ is in $C^{\infty}\left(\mathbb{C}^{2}\right)$ and vanishes at 0 and $s$ in $I_{d}$ defined by (2.10). Then $\partial_{t}^{k} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H_{-2 k}^{s}\right)$ for all integers $k$ such that $2 k<s-d / 2+2$.

Proof. As $u$ is a solution of (4.23), $\partial_{t}^{k} u$ satisfies for $k \geq 1$ at least formally

$$
\begin{align*}
\partial_{t}^{k} u= & i^{k} A^{k} u  \tag{4.35}\\
& +\sum_{\left|\alpha_{1}\right|+\cdots+\left|\alpha_{p}\right|+\left|\beta_{1}\right|+\cdots+\left|\beta_{q}\right| \leq 2(k-1)} g_{\alpha_{1}, \ldots, \beta_{q}}(x) \partial_{x}^{\alpha_{1}} u \cdots \partial_{x}^{\alpha_{p}} u \partial_{x}^{\beta_{1}} \bar{u} \cdots \\
& \times \partial_{x}^{\beta_{q}} \bar{u} f_{\alpha_{1}, \ldots, \beta_{q}}(u, \bar{u}),
\end{align*}
$$

where the $g_{\alpha_{1}, \ldots, \beta_{q}}(x)$ are in $S(0,0)$ and where $f_{\alpha_{1}, \ldots, \beta_{q}}$ are $C^{\infty}$ functions. As $\theta_{2} \equiv 1$ in a neighborhood of the support of $\theta_{1}$, (4.35) implies

$$
\begin{align*}
\theta_{1} \partial_{t}^{k} u= & i^{k} \theta_{1} A^{k} \theta_{2} u  \tag{4.36}\\
& +\sum_{\left|\alpha_{1}\right|+\cdots+\left|\alpha_{p}\right|+\left|\beta_{1}\right|+\cdots+\left|\beta_{q}\right| \leq 2(k-1)} g_{\alpha_{1}, \ldots, \beta_{q}}(x) \partial_{x}^{\alpha_{1}} \theta_{2} u \cdots \\
& \times \partial_{x}^{\beta_{q}} \overline{\theta_{2} u} f_{\alpha_{1}, \ldots, \beta_{q}}\left(\theta_{2} u, \overline{\theta_{2} u}\right) .
\end{align*}
$$

For all $|\alpha| \leq 2(k-1), \partial_{x}^{\alpha} \theta_{2} u$ is in $L^{\infty}\left(0, T, H^{s-2(k-1)}\right)$. As $s-2(k-1)>d / 2$, we get

$$
\begin{equation*}
\sum_{\left|\alpha_{1}\right|+\cdots+\left|\alpha_{p}\right|+\left|\beta_{1}\right|+\cdots+\left|\beta_{q}\right| \leq 2(k-1)} g_{\alpha_{1}, \ldots, \beta_{q}}(x) \partial_{x}^{\alpha_{1}} \theta_{2} u \cdots \partial_{x}^{\beta_{q}} \overline{\theta_{2} u} f_{\alpha_{1}, \ldots, \beta_{q}}\left(\theta_{2} u, \overline{\theta_{2} u}\right) \tag{4.37}
\end{equation*}
$$ is in $L^{\infty}\left(0, T, H^{s-2(k-1)}\right)$

(see, for example, [13]). $A^{k}$ has its symbol in $S(2 k, 0)$ by Proposition 3.2. This implies that $A^{k} \theta_{2} u$ is in $L^{\infty}\left(0, T, H_{-2 k}^{s}\right)$ by Lemma 4.4. Thus, $A^{k} \theta_{2} u$ is in $L^{\infty}\left(0, T, H^{s-2 k}\right)$, and (4.36) and (4.37) imply that $\theta_{1} \partial_{t}^{k} u$ is in $L^{\infty}\left(0, T, H^{s-2 k}\right)$.

We prove now that $\langle x\rangle^{s} \theta_{1} \partial_{t}^{k} u$ is in $L^{\infty}\left(0, T, H^{-2 k}\right)$.

$$
\begin{equation*}
g_{\alpha_{1}, \ldots, \beta_{q}}(x) \partial_{x}^{\alpha_{2}} \theta_{2} u \cdots \partial_{x}^{\beta_{q}} \overline{\theta_{2} u} f_{\alpha_{1}, \ldots, \beta_{q}}\left(\theta_{2} u, \overline{\theta_{2} u}\right) \text { is in } L^{\infty}\left(0, T, H^{s-2(k-1)+\left|\alpha_{1}\right|}\right) \tag{4.38}
\end{equation*}
$$

since $\left|\alpha_{2}\right|+\cdots+\left|\beta_{q}\right| \leq 2(k-1)-\left|\alpha_{1}\right|$. Moreover, Bony's decomposition in the paraproduct and remainder of $u v$ yields

$$
\begin{equation*}
\|u v\|_{H^{r_{1}}} \leq C\|u\|_{H^{r_{1}}}\|v\|_{H^{r_{2}}} \quad \forall r_{2}>d / 2 \text { and }-r_{2} \leq r_{1} \leq r_{2} \tag{4.39}
\end{equation*}
$$

(see, for example, [4] for the properties of the paraproduct and of the remainder). As $\langle x\rangle^{s} \partial^{\alpha_{1}} \theta_{2} u$ is in $L^{\infty}\left(0, T, H^{-\left|\alpha_{1}\right|}\right)$ by Lemma 4.4, (4.38) and (4.39) with $r_{1}=-\left|\alpha_{1}\right|$ and $r_{2}=s-2(k-1)+\left|\alpha_{1}\right|$ imply that

$$
\begin{equation*}
\langle x\rangle^{s} g_{\alpha_{1}, \ldots, \beta_{q}}(x) \partial_{x}^{\alpha_{1}} \theta_{2} u \cdots \partial_{x}^{\beta_{q}} \overline{\theta_{2} u} f_{\alpha_{1}, \ldots, \beta_{q}}\left(\theta_{2} u, \overline{\theta_{2} u}\right) \quad \text { is in } L^{\infty}\left(0, T, H^{-\left|\alpha_{1}\right|}\right) . \tag{4.40}
\end{equation*}
$$

As $\langle x\rangle^{s} A^{k} \theta_{2} u$ is in $L^{\infty}\left(0, T, H^{-2 k}\right)$, (4.36) and (4.40) imply that $\langle x\rangle^{s} \theta_{1} \partial_{t}^{k} u$ is in $L^{\infty}\left(0, T, H^{-2 k}\right)$.

We assume in addition that $g$ is in $C^{\infty}\left(\mathbb{C}^{2}\right)$ and vanishes at 0 , that $s$ is in $I_{d}$, and that $k$ is an integer satisfying $2 k<s-d / 2+2$. Lemma 2.2 shows that $s-2 k \geq 0$. Moreover, we have

$$
\begin{align*}
& \partial_{t}^{k} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)  \tag{4.41}\\
& \quad=\sum_{j_{1}+\cdots+j_{p}+l_{1}+\cdots+l_{q}=k} \partial_{t}^{j_{1}} \theta_{1} u \cdots \partial_{t}^{j_{p}} \theta_{1} u \partial_{t}^{l_{1}} \overline{\theta_{1} u} \cdots \partial_{t}^{l_{q}} \overline{\theta_{1} u} \frac{\partial^{p+q} g}{\partial u^{p} \partial \bar{u}^{q}}\left(\theta_{1} u, \overline{\theta_{1} u}\right) .
\end{align*}
$$

As $\theta_{1} u$ is in $L^{\infty}\left(0, T, H^{s}\right)$, and as $s>d / 2$,

$$
\frac{\partial^{p+q} g}{\partial u^{p} \partial \bar{u}^{q}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)-\frac{\partial^{p+q} g}{\partial u^{p} \partial \bar{u}^{q}}(0,0) \text { is in } L^{\infty}\left(0, T, H^{s}\right)
$$

As $\partial_{t}^{j_{2}} \theta_{1} u, \ldots, \partial_{t}^{l_{q}} \overline{\theta_{1} u}$ are in $L^{\infty}\left(0, T, H^{s-2\left(k-j_{1}\right)}\right)$, and as $s-2\left(k-j_{1}\right)>d / 2$, the product

$$
\begin{equation*}
\partial_{t}^{j_{2}} \theta_{1} u \cdots \partial_{t}^{j_{p}} \theta_{1} u \partial_{t}^{l_{1}} \overline{\theta_{1} u} \cdots \partial_{t}^{l_{q}} \overline{\theta_{1} u} \frac{\partial^{p+q} g}{\partial u^{p} \partial \bar{u}^{q}}\left(\theta_{1} u, \overline{\theta_{1} u}\right) \text { is in } L^{\infty}\left(0, T, H^{s-2\left(k-j_{1}\right)}\right) \tag{4.42}
\end{equation*}
$$

Moreover, $\partial_{t}^{j_{1}} \theta_{1} u$ is in $L^{\infty}\left(0, T, H^{s-2 j_{1}}\right)$. Therefore, $\partial_{t}^{k} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H^{s-2 k}\right)$ by using (4.39) with $r_{2}=s-2\left(k-j_{1}\right)$ and $r_{1}=s-2 j_{1}$ and by using (4.41). In the same way, (4.42) and the fact that $\langle x\rangle^{s} \partial_{t}^{j_{1}} \theta_{1} u$ belongs to $L^{\infty}\left(0, T, H^{-2 j_{1}}\right)$ imply that $\langle x\rangle^{s} \partial_{t}^{k} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H^{-2 k}\right)$ by using (4.39) with $r_{2}=s-2\left(k-j_{1}\right)$ and $r_{1}=-2 j_{1}$. So, $\partial_{t}^{k} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H_{-2 k}^{s}\right)$ for all integers $k$ such that $2 k<s-d / 2+2$.

Bony [2] defines the paraproduct of $v$ by $u$ as the following bilinear operator:

$$
\begin{equation*}
T_{u} v=\sum_{q \geq 2} S_{q-2}(u) \Delta_{q}(v) \tag{4.43}
\end{equation*}
$$

Let $R(u, v)$ be the following bilinear operator:

$$
\begin{equation*}
R(u, v)=\sum_{|p-q| \leq 2} \Delta_{p}(u) \Delta_{q}(v) \tag{4.44}
\end{equation*}
$$

We have $u v=T_{u} v+T_{v} u+R(u, v)$. Let $s>d / 2$. Then for all $u$ in $H^{s}$ and all functions $f$ in $C^{\infty}(\mathbb{R})$ such that $f(0)=0$, Bony's paralinearization theorem with the improvement of Meyer [13] is

$$
\begin{equation*}
f(u)=T_{f^{\prime}(u)} u+r(u) \tag{4.45}
\end{equation*}
$$

where $r(u) \in H^{2 s-d / 2}$. The generalization to several variables of (4.45) implies, for $f \in C^{\infty}\left(\mathbb{C}^{2}\right)$ such that $f(0,0)=0$,

$$
\begin{equation*}
f(u, \bar{u})=T_{\frac{\partial f}{\partial u}(u, \bar{u})} u+T_{\frac{\partial f}{\partial \bar{u}}(u, \bar{u})} \bar{u}+r(u, \bar{u}) \tag{4.46}
\end{equation*}
$$

where $r(u, \bar{u}) \in H^{2 s-d / 2}$.
The following lemma will be used in the first step of the proof to show moreover that the remainder satisfies that $\langle x\rangle^{2 s-d / 2} r(u, \bar{u})$ is in $L^{2}$.

Lemma 4.7. Let $s>d / 2$ and let $u$ be in $H_{0}^{s}$. Let $f \in C^{\infty}\left(\mathbb{C}^{2}\right)$ such that $f$ vanishes to the second order at 0 and let $r(u, \bar{u})$ be defined by (4.46). $\langle x\rangle^{2 s-d / 2} f(u, \bar{u})$ and $\langle x\rangle^{2 s-d / 2} r(u, \bar{u})$ are in $L^{2}$.

Proof. Since $f$ vanishes to the second order at 0 and $u$ is in $L^{\infty}$, we have

$$
|f(u(x), \bar{u}(x))| \leq C|u(x)|^{2}
$$

which, using the Sobolev embedding of $H^{d / 4}$ in $L^{4}$, yields

$$
\begin{equation*}
\left\|\langle x\rangle^{2 s-d / 2} f(u, \bar{u})\right\|_{L^{2}} \leq C\left\|\langle x\rangle^{s-d / 4} u\right\|_{L^{4}}^{2} \leq C\left\|\langle x\rangle^{s-d / 4} u\right\|_{H^{d / 4}}^{2} \tag{4.47}
\end{equation*}
$$

Since $u$ is in $H_{0}^{s},\langle x\rangle^{s-d / 4} u$ is in $H^{d / 4}$ by Proposition 4.3. This implies that $\langle x\rangle^{2 s-d / 2} f(u, \bar{u})$ is in $L^{2}$ using (4.47).

By (4.46), $r(u, \bar{u})$ is equal to

$$
\begin{equation*}
f(u, \bar{u})-T_{\frac{\partial f}{\partial u}(u, \bar{u})} u-T_{\frac{\partial f}{\partial \bar{u}}(u, \bar{u})} \bar{u} . \tag{4.48}
\end{equation*}
$$

In order to prove that $\langle x\rangle^{2 s-d / 2} r(u, \bar{u})$ is in $L^{2}$, it remains to establish

$$
\begin{equation*}
\langle x\rangle^{2 s-d / 2}\left(T_{\frac{\partial f}{\partial u}(u, \bar{u})} u+T_{\frac{\partial f}{\partial \bar{u}}(u, \bar{u})} \bar{u}\right) \in L^{2} . \tag{4.49}
\end{equation*}
$$

It suffices to prove

$$
\begin{equation*}
\langle x\rangle^{2 s-d / 2} T_{\frac{\partial f}{\partial u}(u, \bar{u})} u \in L^{2} \tag{4.50}
\end{equation*}
$$

since we can use the same argument for $T_{\partial_{\bar{u}} f(u, \bar{u})} \bar{u}$. As $\partial_{u} f$ vanishes at 0 and $u$ is in $L^{\infty}$,

$$
\left|\frac{\partial f}{\partial u}(u(x), \bar{u}(x))\right| \leq C|u(x)|
$$

This implies that $\langle x\rangle^{s} \partial_{u} f(u, \bar{u})$ is in $L^{2}$. Moreover, as $u$ is in $H^{s}$ and $\partial_{u} f$ is $C^{\infty}$ and vanishes at $0, \partial_{u} f(u, \bar{u})$ is in $H^{s}$. Therefore, $\langle x\rangle^{s-d / 4} \partial_{u} f(u, \bar{u})$ is in $H^{d / 4}$ by

Proposition 4.3. Let $b=\partial_{u} f(u, \bar{u})$. Thus, $\langle x\rangle^{s-d / 4} b$ is in $C^{-d / 4}$ using the Sobolev embedding from $H^{d / 4}$ to $C^{-d / 4}$. To prove (4.50), it suffices to establish that

$$
\begin{equation*}
\langle x\rangle^{2 s-d / 2} T_{b} u \in L^{2} \quad \text { if }\langle x\rangle^{s-d / 4} b \in C^{-d / 4} \tag{4.51}
\end{equation*}
$$

Using (4.2) with $k=s-d / 4, l=0, j=[s-d / 4]+2, a(x)=\langle x\rangle^{s-d / 4}$, and $\chi=\psi$,

$$
\begin{equation*}
\langle x\rangle^{s-d / 4} \Delta_{p}=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|} i^{|\alpha|}}{\alpha!}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\langle x\rangle^{s-d / 4}+\frac{\langle x\rangle^{s-d / 4-j}}{2^{p j}} R \tag{4.52}
\end{equation*}
$$

where $R$ is bounded on $L^{2}$ with a norm independent of $p$. Using (4.2) with $k=s-d / 4$, $l_{1}=d / 4+1, j_{1}=[s-d / 4]+3, a(x)=\langle x\rangle^{s-d / 4}$, and $\chi=\varphi$,

$$
\begin{equation*}
\langle x\rangle^{s-d / 4} S_{p}=\sum_{0 \leq|\beta|<j_{1}} \frac{2^{-p|\beta|} i^{|\beta|}}{\beta!}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\langle x\rangle^{s-d / 4}+\frac{\langle x\rangle^{s-d / 4-j_{1}}}{2^{p\left(j_{1}-l_{1}\right)}} R_{1} \tag{4.53}
\end{equation*}
$$

where $R_{1}$ is bounded from $C^{-d / 4}$ to $L^{\infty}$ with a norm independent of $p$ since $C^{1} \subset L^{\infty}$ and $R_{1}$ is bounded from $C^{-d / 4}$ to $C^{1}$. Then, we get

$$
\begin{align*}
\langle x\rangle^{2 s-d / 2} T_{b} u(x)= & \sum_{p \geq 2}\langle x\rangle^{s-d / 4} S_{p-2} b(x)\langle x\rangle^{s-d / 4} \Delta_{p} u(x)  \tag{4.54}\\
= & \sum_{0 \leq|\alpha|<j} \sum_{0 \leq|\beta|<j_{1}} \frac{i^{|\alpha|+|\beta|}}{\alpha!\beta!} 4^{|\beta|} \sum_{p \geq 2} a_{\alpha, \beta}^{p}(x) \\
& +\sum_{0 \leq|\alpha|<j} \frac{i^{|\alpha|}}{\alpha!} 4^{j_{1}-l_{1}}\langle x\rangle^{s-d / 4-j_{1}} \sum_{p \geq 2} a_{\alpha}^{p}(x) \\
& +\sum_{0 \leq|\beta|<j_{1}} \frac{i^{|\beta|}}{\beta!} 4^{|\beta|}\langle x\rangle^{s-d / 4-j} \sum_{p \geq 2} a_{\beta}^{p}(x) \\
& +\sum_{p \geq 2} 4^{j_{1}-l_{1}}\langle x\rangle^{2 s-d / 2-j-j_{1}} a^{p}(x),
\end{align*}
$$

where

$$
\begin{aligned}
a_{\alpha, \beta}^{p} & =2^{-p|\beta|}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u \\
a_{\alpha}^{p} & =2^{-p\left(j_{1}-l_{1}+|\alpha|\right)} R_{1} b\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u \\
a_{\beta}^{p} & =2^{-p(|\beta|+j)}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b R u \\
a^{p} & =2^{-p\left(j_{1}-l_{1}+j\right)} R_{1} b R u .
\end{aligned}
$$

We have

$$
\begin{gather*}
\sum_{p \geq 2}\left\|a^{p}\right\|_{L^{2}} \leq \sum_{p \geq 2} 2^{-p\left(j_{1}-l_{1}+j\right)}\left\|R_{1} b\right\|_{L^{\infty}}\|R u\|_{L^{2}}  \tag{4.55}\\
\leq C \sum_{p \geq 2} 2^{-2 p}\|b\|_{C^{-d / 4}}\|u\|_{L^{2}}<+\infty \\
\sum_{p \geq 2}\left\|a_{\alpha}^{p}\right\|_{L^{2}} \leq \sum_{p \geq 2} 2^{-p\left(j_{1}-l_{1}+|\alpha|\right)}\left\|R_{1} b\right\|_{L^{\infty}}\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}}  \tag{4.56}\\
\leq C \sum_{p \geq 2} 2^{-p}\|b\|_{C^{-d / 4}}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}} \leq C\left\|\langle x\rangle^{s-d / 4} u\right\|_{L^{2}}<+\infty
\end{gather*}
$$

and

$$
\begin{align*}
\sum_{p \geq 2}\left\|a_{\beta}^{p}\right\|_{L^{2}} & \leq \sum_{p \geq 2} 2^{-p(|\beta|+j)}\left\|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b\right\|_{L^{\infty}}\|R u\|_{L^{2}}  \tag{4.57}\\
& \leq C \sum_{p \geq 2} 2^{-p(|\beta|+j-d / 4)}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b\right\|_{C^{-d / 4}}\|u\|_{L^{2}} \\
& \leq C \sum_{p \geq 2} 2^{-p}\left\|\langle x\rangle^{s-d / 4} b\right\|_{C^{-d / 4}}<+\infty .
\end{align*}
$$

Moreover,

$$
\begin{align*}
\left\|a_{\alpha, \beta}^{p}\right\|_{L^{2}} \leq & 2^{-p(|\beta|+|\alpha|)}\left\|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b\right\|_{L^{\infty}}  \tag{4.58}\\
& \left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}} \\
\leq & C 2^{p d / 4}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{s-d / 4}\right) b\right\|_{C^{-d / 4}}\left(\left\|\Delta_{p-1} \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}}\right. \\
& \left.+\left\|\Delta_{p} \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}}+\left\|\Delta_{p+1}^{\alpha} \partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{L^{2}}\right) \\
\leq & C\left\|\langle x\rangle^{s-d / 4} b\right\|_{C^{-d / 4}}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{s-d / 4}\right) u\right\|_{H^{d / 4}} \varepsilon_{p} \leq C \varepsilon_{p},
\end{align*}
$$

where $\left(\varepsilon_{p}\right)$ is in $l^{2}(\mathbb{N})$. Let $\mathcal{F}$ be the Fourier transform on $\mathbb{R}^{d}$. As $\mathcal{F} a_{\alpha, \beta}^{p}$ has support in $\left\{2^{p-2} \leq|\xi| \leq 9.2^{p-2}\right\}$, (4.10) and (4.58) imply that $\sum_{p \geq 2} a_{\alpha, \beta}^{p}$ is in $L^{2}$, which together with (4.54), (4.55), (4.56), and (4.57) yield (4.51).

When $l(x, \xi)$ is homogeneous of degree $m$ in $\xi, C^{\infty}$ in $\xi$ for $\xi \neq 0$, and $C^{\rho}$ in $x$ (i.e., all the derivatives $\partial_{\xi}^{\alpha} l(x, \xi)$ are $C^{\rho}$ in $x$ ), Bony [2] defines the operator $T_{l}$ by

$$
T_{l}(x, D) u=\sum_{p \geq 2} S_{p-2}(\phi l)(x, D) \Delta_{p} u,
$$

where $\phi$ is a $C^{\infty}$ function of $\xi$ vanishing in a neighborhood of 0 and equal to 1 outside a compact and where the Fourier multiplier $S_{p}$ acting on $\phi l$ with respect to $x$ gives $S_{p}(\phi l)(x, \xi)$.

The following proposition will be used when proving Propositions 4.11 and 4.12.
Proposition 4.8. Let $m, k, l$, and $\rho$ be real numbers such that $l \geq 0$ and $\rho \neq 0$. Let $b(x, \xi)$ be such that $\langle x\rangle^{l} b$ is homogeneous of degree $m$ in $\xi, C^{\infty}$ in $\xi$ for $\xi \neq 0$, and $C^{\rho}$ in $x$.

When $\rho<0,\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t+\rho-m}$ for all $t$.
When $\rho>0,\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t-m}$ for all $t$. Moreover, we have

$$
\begin{equation*}
\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}=\sum_{|\alpha| \leq \rho} \frac{1}{i|\alpha| \alpha!} T_{\partial_{x}^{\alpha}\left\langle\langle x\rangle^{l-k}\right\rangle\langle x\rangle^{k} \partial_{\xi}^{\alpha} b}+R, \tag{4.59}
\end{equation*}
$$

where $R$ is bounded from $H^{t}$ to $H^{t+\rho-m}$ for $t>-\rho+m$.
Proof. We start with the case $m=0$ and $b(x, \xi)=b(x), b$ in $C^{\rho}$. Using (4.2) with $k=k-l, l=(t+\rho)_{+}-t$, where $(t+\rho)_{+}=\max (t+\rho, 0), j=[\max (k-l,|\rho+t|)]+2$, $a(x)=\langle x\rangle^{k-l}$, and $\chi=\psi$,

$$
\begin{equation*}
\langle x\rangle^{k-l} \Delta_{p}=\sum_{0 \leq|\alpha|<j} \frac{2^{-p|\alpha|}| | \alpha \mid}{\alpha!}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\langle x\rangle^{k-l}+\frac{\langle x\rangle^{k-l-j}}{2^{p(j-(t+\rho)++t)}} R_{1}, \tag{4.60}
\end{equation*}
$$

where $R_{1}$ is bounded from $H^{t}$ to $H^{(t+\rho)_{+}}$with a norm independent of $p$. Using (4.2) with $k=l, l=(t+\rho)_{+}+1-\rho, j_{1}=[\max (l,|\rho+t|)]+2, a(x)=\langle x\rangle^{l}$, and $\chi=\varphi$,

$$
\begin{equation*}
\langle x\rangle^{l} S_{p}=\sum_{0 \leq|\beta|<j_{1}} \frac{2^{-p|\beta|} i^{|\beta|}}{\beta!}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-p} D\right) \partial_{x}^{\beta}\langle x\rangle^{l}+\frac{\langle x\rangle^{l-j_{1}}}{2^{p\left(j_{1}-(t+\rho)_{+}-1+\rho\right)}} R_{2} \tag{4.61}
\end{equation*}
$$

where $R_{2}$ is bounded from $C^{\rho}$ to $C^{(t+\rho)_{+}+1}$ with a norm independent of $p$. We have

$$
\begin{align*}
\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k} u(x)= & \sum_{p \geq 2}\langle x\rangle^{l} S_{p-2} b(x)\langle x\rangle^{k-l} \Delta_{p}\langle x\rangle^{l-k} u(x)  \tag{4.62}\\
= & \sum_{0 \leq|\alpha|<j} \sum_{0 \leq|\beta|<j_{1}} \frac{i^{|\alpha|+|\beta|}}{\alpha!\beta!} 4^{|\beta|} \sum_{p \geq 2} a_{\alpha, \beta}^{p}(x) \\
& +\sum_{0 \leq|\alpha|<j} \frac{i^{|\alpha|}}{\alpha!} 4^{j_{1}-(t+\rho)_{+}-1+\rho}\langle x\rangle^{l-j_{1}} \sum_{p \geq 2} a_{\alpha}^{p}(x) \\
& +\sum_{0 \leq|\beta|<j_{1}} \frac{i^{|\beta|}}{\beta!} 4^{|\beta|}\langle x\rangle^{k-l-j} \sum_{p \geq 2} a_{\beta}^{p}(x) \\
& +\sum_{p \geq 2} 4^{j_{1}-(t+\rho)_{+}-1+\rho}\langle x\rangle^{k-j-j_{1}} a^{p}(x),
\end{align*}
$$

where

$$
\begin{aligned}
a_{\alpha, \beta}^{p} & =2^{-p|\beta|}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u, \\
a_{\alpha}^{p} & =2^{-p\left(j_{1}-(t+\rho)_{+}-1+\rho+|\alpha|\right)} R_{2} b\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u, \\
a_{\beta}^{p} & =2^{-p\left(|\beta|+j-(t+\rho)_{+}+t\right)}\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b R_{1} u, \\
a^{p} & =2^{-p\left(j_{1}-(t+\rho)_{\left.+-1+\rho+j-(t+\rho)_{+}+t\right)} R_{2} b R_{1} u .\right.}
\end{aligned}
$$

The operator $T$ defined by (4.43) is bounded from $L^{\infty} \times H^{t+\rho}$ to $H^{t+\rho}$ and the operator $R$ defined by (4.44) is bounded from $C^{1} \times H^{(t+\rho)_{+}}$to $H^{(t+\rho)_{+}}$since we have $1+(t+\rho)_{+}>0$ (see, for example, [4]). Moreover, (4.9) implies

$$
\begin{aligned}
\left\|T_{u} v\right\|_{H^{t+\rho}} & \leq \sum_{p \geq 2}\left\|S_{p-2} u \Delta_{p} v\right\|_{H^{t+\rho}} \leq C \sum_{p \geq 2} 2^{p(t+\rho)}\left\|S_{p-2} u\right\|_{L^{2}}\left\|\Delta_{p} v\right\|_{L^{\infty}} \\
& \leq C \sum_{p \geq 2} 2^{-p}\|u\|_{L^{2}}\|v\|_{C^{t+\rho+1}} \leq C\|u\|_{L^{2}}\|v\|_{C^{t+\rho+1}}
\end{aligned}
$$

Thus, $T$ is bounded from $C^{t+\rho+1} \times L^{2}$ to $H^{t+\rho}$. As $u v=T_{u} v+T_{v} u+R(u, v)$, we get

$$
\|u v\|_{H^{t+\rho}} \leq C\|u\|_{H^{(t+\rho)}+}\|v\|_{C^{(t+\rho)++1}}
$$

which implies

$$
\begin{align*}
\sum_{p \geq 2}\left\|a_{p}\right\|_{H^{t+\rho}} & \leq \sum_{p \geq 2} 2^{-p\left(j_{1}+j-1-|t+\rho|\right)}\left\|R_{2} b\right\|_{C^{(t+\rho)_{+}+1}}\left\|R_{1} u\right\|_{H^{(t+\rho)+}}  \tag{4.63}\\
& \leq C \sum_{p \geq 2} 2^{-p(1+[|t+\rho|]-|t+\rho|)}\|b\|_{C^{\rho}}\|u\|_{H^{t}}<+\infty
\end{align*}
$$

$$
\begin{align*}
\sum_{p \geq 2}\left\|a_{\alpha}^{p}\right\|_{H^{t+\rho}} \leq & \sum_{p \geq 2} 2^{-p\left(j_{1}-(t+\rho)_{+}-1+\rho+|\alpha|\right)}\left\|R_{2} b\right\|_{C^{(t+\rho)}++1}  \tag{4.64}\\
& \times 2^{p\left((t+\rho)_{+}-t\right)}\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{H^{t}} \\
\leq & C \sum_{p \geq 2} 2^{-p([|\rho+t|]+1-|\rho+t|)}\|b\|_{C^{\rho}}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{H^{t}} \\
\leq & C\|u\|_{H^{t}}<+\infty
\end{align*}
$$

and

$$
\begin{align*}
\sum_{p \geq 2}\left\|a_{\beta}^{p}\right\|_{H^{t+\rho}} \leq & \sum_{p \geq 2} 2^{-p\left(|\beta|+j-(t+\rho)_{+}+t\right)} \|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right)  \tag{4.65}\\
& \times \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\left\|_{C^{(t+\rho)_{+}+1}}\right\| R_{1} u \|_{H^{(t+\rho)_{+}}} \\
\leq & C \sum_{p \geq 2} 2^{-p\left(|\beta|+j-(t+\rho)_{+}+t\right)} 2^{p\left((t+\rho)_{+}+1-\rho\right)}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{C^{\rho}}\|u\|_{H^{t}} \\
\leq & C \sum_{p \geq 2} 2^{-p([|t+\rho|]+1-|t+\rho|)}\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}}<+\infty
\end{align*}
$$

If $\rho<0$,

$$
\begin{align*}
2^{p(t+\rho)}\left\|a_{\alpha, \beta}^{p}\right\|_{L^{2}} \leq & 2^{p(t+\rho)} 2^{-p(|\beta|+|\alpha|)}\left\|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{L^{\infty}}  \tag{4.66}\\
& \left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}} \\
\leq & C 2^{p(t+\rho)} 2^{-p \rho}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{C^{\rho}} 2^{-p t}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{H^{t}} \varepsilon_{p} \\
\leq & C\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}}\|u\|_{H^{t}} \varepsilon_{p} \leq C \varepsilon_{p}
\end{align*}
$$

where $\left(\varepsilon_{p}\right)$ is in $l^{2}(\mathbb{N})$. As $\mathcal{F} a_{\alpha, \beta}^{p}$ has its support in $\left\{2^{p-2} \leq|\xi| \leq 9.2^{p-2}\right\},(4.10)$ and (4.66) imply that

$$
\begin{equation*}
\sum_{p \geq 2} a_{\alpha, \beta}^{p} \text { is in } H^{t+\rho} \quad \forall t \text { and } \forall(\alpha, \beta) \tag{4.67}
\end{equation*}
$$

Then (4.62), (4.63), (4.64), (4.65), and (4.67) show that $\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t+\rho}$ for all $t$ if $\rho<0$.

If $\rho>0$,

$$
\begin{align*}
2^{p t}\left\|a_{\alpha, \beta}^{p}\right\|_{L^{2}} \leq & 2^{p t} 2^{-p(|\beta|+|\alpha|)}\left\|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{L^{\infty}}  \tag{4.68}\\
& \left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}} \\
\leq & C 2^{p t}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{C^{\rho}} 2^{-p t}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{H^{t}} \varepsilon_{p} \\
\leq & C\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}}\|u\|_{H^{t} \varepsilon_{p}} \leq C \varepsilon_{p}
\end{align*}
$$

where $\left(\varepsilon_{p}\right)$ is in $l^{2}(\mathbb{N})$. As $\mathcal{F} a_{\alpha, \beta}^{p}$ has its support in $\left\{2^{p-2} \leq|\xi| \leq 9.2^{p-2}\right\}$, (4.10) and (4.68) imply

$$
\begin{equation*}
\sum_{p \geq 2} a_{\alpha, \beta}^{p} \text { is in } H^{t} \quad \forall t \text { and } \forall(\alpha, \beta) \tag{4.69}
\end{equation*}
$$

Then (4.62), (4.63), (4.64), (4.65), and (4.69) show that $\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t}$ for all $t$ if $\rho>0$.

Assume now that $\rho>0$ and $t+\rho>0$. From

$$
\sum_{p \geq 2} a_{0,0}^{p}=\sum_{p \geq 2} \varphi\left(2^{-(p-2)} D\right)\left(\langle x\rangle^{l} b\right) \psi\left(2^{-p} D\right) u=T_{\langle x\rangle^{l} b} u
$$

(4.62), (4.63), (4.64), and (4.65), we get (4.59) if we can prove

$$
\begin{equation*}
\sum_{p \geq 2} a_{\alpha, \beta}^{p} \in H^{t+\rho}, \quad 0 \leq|\alpha| \leq j, 0 \leq|\beta| \leq j_{1}, \text { and }(\alpha, \beta) \neq 0 \tag{4.70}
\end{equation*}
$$

When $|\beta| \geq 1, \partial_{\xi}^{\beta} \varphi$ has its support in $\{1 / 2 \leq|\xi| \leq 1\}$. Thus, for $|\beta| \geq 1$,

$$
\begin{align*}
2^{p(t+\rho)}\left\|a_{\alpha, \beta}^{p}\right\|_{L^{2}} \leq & 2^{p(t+\rho)} 2^{-p(|\beta|+|\alpha|)}\left\|\left(\partial_{\xi}^{\beta} \varphi\right)\left(2^{-(p-2)} D\right) \partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{L^{\infty}}  \tag{4.71}\\
& \left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}} \\
\leq & C 2^{p(t+\rho)} 2^{-p \rho}\left\|\partial_{x}^{\beta}\left(\langle x\rangle^{l}\right) b\right\|_{C^{\rho}} 2^{-p t}\left\|\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{H^{t}} \varepsilon_{p} \\
\leq & C\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}}\|u\|_{H^{t}} \varepsilon_{p} \leq C \varepsilon_{p}
\end{align*}
$$

where $\left(\varepsilon_{p}\right)$ is in $l^{2}(\mathbb{N})$. As $\mathcal{F} a_{\alpha, \beta}^{p}$ has its support in $\left\{2^{p-2} \leq|\xi| \leq 9.2^{p-2}\right\}$, (4.10) and (4.71) imply that $\sum_{p \geq 2} a_{\alpha, \beta}^{p, \beta}$ is in $H^{t+\rho}$ for $|\beta| \geq 1$. In order to prove (4.70), it remains to show the case $\bar{\beta}=0$ and $|\alpha| \geq 1$. For $|\alpha| \geq 1$,

$$
\left(\partial_{\xi}^{\alpha} \varphi\right)(\xi)+\sum_{p \geq 0} 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} \xi\right)=\partial_{\xi}^{\alpha}\left(\varphi(\xi)+\sum_{p \geq 0} \psi\left(2^{-p} \xi\right)\right)=\partial_{\xi}^{\alpha} 1=0
$$

Thus,

$$
\left(\partial_{\xi}^{\alpha} \varphi\right)(D)+\sum_{p \geq 0} 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)=0
$$

which yields

$$
\begin{aligned}
0= & \sum_{q \geq-1} \Delta_{q}\left(\langle x\rangle^{l} b\right)\left(\left(\partial_{\xi}^{\alpha} \varphi\right)(D)\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right)\right. \\
& \left.+\sum_{p \geq 0} 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right)\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right)\right) \\
= & \sum_{p \geq 2} S_{p-2}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u \\
& +\sum_{q \geq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-(q-2)|\alpha|}\left(\partial_{\xi}^{\alpha} \varphi\right)\left(2^{-(q-2)} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u \\
& +\sum_{|p-q| \leq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u .
\end{aligned}
$$

Finally, for $|\alpha| \geq 1$,

$$
\begin{align*}
\sum_{p \geq 2} a_{\alpha, 0}^{p}= & \sum_{p \geq 2} S_{p-2}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u  \tag{4.72}\\
= & -\sum_{q \geq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-(q-2)|\alpha|} \\
& \times\left(\partial_{\xi}^{\alpha} \varphi\right)\left(2^{-(q-2)} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u \\
& -\sum_{|p-q| \leq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u .
\end{align*}
$$

As $\partial_{\xi}^{\alpha} \varphi$ has its support in $\{1 / 2 \leq|\xi| \leq 1\}$,

$$
\begin{align*}
& \left\|\Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-(q-2)|\alpha|}\left(\partial_{\xi}^{\alpha} \varphi\right)\left(2^{-(q-2)} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}}  \tag{4.73}\\
& \quad \leq C 2^{-q|\alpha|}\left\|\Delta_{q}(\langle x\rangle)\right\|_{L^{\infty}} \\
& \left\|\left(\partial_{\xi}^{\alpha} \varphi\right)\left(2^{-(q-2)} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}} \\
& \quad \leq C 2^{-q \rho}\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}} 2^{-q t}\|u\|_{H^{t}} \varepsilon_{q} \leq C 2^{-q(t+\rho)} \varepsilon_{q}
\end{align*}
$$

where $\left(\varepsilon_{q}\right)$ is in $l^{2}(\mathbb{N})$. Moreover, for $|q-p| \leq 2$,

$$
\begin{align*}
& \left\|\Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}}  \tag{4.74}\\
& \quad \leq C 2^{-p|\alpha|}\left\|\Delta_{q}\left(\langle x\rangle^{l} b\right)\right\|_{L^{\infty}} \\
& \quad\left\|\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u\right\|_{L^{2}} \\
& \quad \leq C 2^{-q \rho}\left\|\langle x\rangle^{l} b\right\|_{C^{\rho}} 2^{-p t}\|u\|_{H^{t}} \varepsilon_{p} \leq C 2^{-p(t+\rho)} \varepsilon_{p},
\end{align*}
$$

where $\left(\varepsilon_{q}\right)$ is in $l^{2}(\mathbb{N})$.
The Fourier transform of the term from which we take the $L^{2}$ norm in (4.73) (resp., in (4.74)) has support in $\left\{|\xi| \leq 9.2^{q-2}\right\}$ (resp., in $\left\{|\xi| \leq 10.2^{p}\right\}$ ). Therefore, (4.11) yields

$$
\begin{aligned}
& \sum_{q \geq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-(q-2)|\alpha|}\left(\partial_{\xi}^{\alpha} \varphi\right)\left(2^{-(q-2)} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u \in H^{t+\rho}, \\
& \sum_{|p-q| \leq 2} \Delta_{q}\left(\langle x\rangle^{l} b\right) 2^{-p|\alpha|}\left(\partial_{\xi}^{\alpha} \psi\right)\left(2^{-p} D\right) \partial_{x}^{\alpha}\left(\langle x\rangle^{k-l}\right)\langle x\rangle^{l-k} u \in H^{t+\rho}
\end{aligned}
$$

as $t+\rho>0$. This implies that $\sum_{p \geq 2} a_{\alpha, 0}^{p}$ is in $H^{t+\rho}$ by (4.72). Finally, we have (4.70), which ends the proof of (4.59) when $m=0$ and $b(x, \xi)=b(x)$ with $b$ in $C^{\rho}$.

We prove now the general case. Let $b(x, \xi)$ be such that $\langle x\rangle^{l} b$ is homogeneous of degree $m$ in $\xi, C^{\infty}$ in $\xi$ for $\xi \neq 0$, and $C^{\rho}$ in $x$. We decompose $b(x, \xi)$ in spherical harmonics

$$
b(x, \xi)=\sum_{\nu} b_{\nu}(x) h_{\nu}(\xi),
$$

where $\langle x\rangle^{l} b_{\nu}(x)$ belong to $C^{\rho}$ with $\left\|\langle.\rangle^{l} b_{\nu}\right\|_{C^{\rho}} \leq 1$ and where $h_{\nu}$ are homogeneous of degree $m, C^{\infty}$ for $\xi \neq 0$, and the sequence $\left\|h_{\nu}\right\|_{C^{M}\left(\mathcal{S}^{d-1}\right)}$ is rapidly decreasing for any $M$. Then,

$$
\begin{align*}
\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k} & =\sum_{\nu}\langle x\rangle^{k} T_{b_{\nu}}\left(\phi h_{\nu}\right)(D)\langle x\rangle^{l-k}  \tag{4.75}\\
& =\sum_{\nu}\langle x\rangle^{k} T_{b_{\nu}}\langle x\rangle^{l-k}\langle x\rangle^{k-l}\left(\phi h_{\nu}\right)(D)\langle x\rangle^{l-k} .
\end{align*}
$$

If $\rho<0$, the first part of the proof yields

$$
\begin{equation*}
\left\|\langle x\rangle^{k} T_{b_{\nu}}\langle x\rangle^{l-k}\right\|_{\mathcal{L}\left(H^{t}, H^{t+\rho}\right)} \leq C \quad \forall t \quad \forall \nu \tag{4.76}
\end{equation*}
$$

since $\left\|\langle x\rangle^{l} b_{\nu}\right\|_{C^{\rho}} \leq 1$. Moreover, Proposition 3.2 yields $\langle x\rangle^{k-l}\left(\phi h_{\nu}\right)(D)\langle x\rangle^{l-k}=$ $h_{\nu}^{1}(x, D)$ with $h_{\nu}^{1}(x, D)$ in $S(m, 0)$. As $\left\|h_{\nu}\right\|_{C^{M}\left(\mathcal{S}^{d-1}\right)}$ is rapidly decreasing for any
$M$, the seminorms of $h_{\nu}^{1}(x, \xi)$ in $S(m, 0)$ are rapidly decreasing. Therefore, the sequence

$$
\begin{equation*}
\left\|\langle x\rangle^{k-l}\left(\phi h_{\nu}\right)(D)\langle x\rangle^{l-k}\right\|_{\mathcal{L}\left(H^{t}, H^{t-m}\right)} \text { is rapidly decreasing. } \tag{4.77}
\end{equation*}
$$

Formulas (4.75), (4.76), and (4.77) show that $\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t+\rho-m}$ for all $t$.

Assume now $\rho>0$. The first part of the proof yields

$$
\begin{equation*}
\left\|\langle x\rangle^{k} T_{b_{\nu}}\langle x\rangle^{l-k}\right\|_{\mathcal{L}\left(H^{t}\right)} \leq C \quad \forall t \quad \forall \nu \tag{4.78}
\end{equation*}
$$

So, (4.75), (4.78), and (4.77) imply that $\langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}$ is bounded from $H^{t}$ to $H^{t-m}$ for all $t$. From (4.59) we get

$$
\begin{equation*}
\langle x\rangle^{k} T_{b_{\nu}}\langle x\rangle^{l-k}=T_{\langle x\rangle^{l} b_{\nu}}+R_{\nu}^{1} \tag{4.79}
\end{equation*}
$$

where $R_{\nu}^{1}$ is continuous from $H^{t}$ to $H^{t+\rho}$ for all $t>-\rho$ with a norm bounded by a constant independent of $\nu$ since $\left\|\langle x\rangle^{l} b_{\nu}\right\|_{C^{\rho}} \leq 1$. Moreover, Proposition 3.2 and the fact that $\phi$ is equal to 1 outside a compact imply that

$$
\begin{align*}
& \langle x\rangle^{k-l}\left(\phi h_{\nu}\right)(D)\langle x\rangle^{l-k} \\
& \quad=\sum_{|\alpha| \leq \rho} \frac{1}{\left.\right|^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)+R_{\nu}^{2} \tag{4.80}
\end{align*}
$$

where $R_{\nu}^{2}=r_{\nu}^{2}(x, D)$ with $r_{\nu}^{2}(x, \xi)$ in $S(m-[\rho]-1,-[\rho]-1)$. The seminorms of $r_{\nu}^{2}(x, \xi)$ in $S(m-[\rho],-[\rho])$ are rapidly decreasing. Therefore, $\left\|R_{\nu}^{2}\right\|_{\mathcal{L}\left(H^{t}, H^{t-m+[\rho]+1}\right)}$ is rapidly decreasing.
$\langle x\rangle^{l} b_{\nu}(x)$ belongs to $C^{\rho}$, which implies that $T_{b_{\nu}}\left(\phi h_{\nu}\right)(D)$ is bounded from $H^{t}$ to $H^{t}$ (see [2]). As $\left\|\langle.\rangle^{l} b_{\nu}\right\|_{C^{\rho}} \leq 1$, the norms of $T_{b_{\nu}}\left(\phi h_{\nu}\right)(D)$ are bounded by a constant independent of $\nu$. Moreover, the sequence of operators

$$
\sum_{|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)
$$

is bounded from $H^{t}$ to $H^{t-m}$ with rapidly decreasing norms. Together with the properties of $R_{\nu}^{1}$ and $R_{\nu}^{2}$, this implies that

$$
\begin{equation*}
\sum_{\nu} T_{\langle x\rangle^{l} b_{\nu}} R_{\nu}^{2}+R_{\nu}^{1}\left(\sum_{|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \mid \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)+R_{\nu}^{2}\right) \tag{4.81}
\end{equation*}
$$

is bounded from $H^{t}$ to $H^{t-m+\rho}$ for $t>-\rho+m$.
Therefore, (4.75), (4.79), (4.80), and (4.81) yield

$$
\begin{align*}
& \langle x\rangle^{k} T_{b}\langle x\rangle^{l-k}  \tag{4.82}\\
& \quad=\sum_{\nu} T_{\langle x\rangle^{l} b_{\nu}} \sum_{|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)+R_{3} \\
& \quad=T_{\langle x\rangle^{l} b}+\sum_{\nu} T_{\langle x\rangle^{l} b_{\nu}} \sum_{0<|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)+R_{3},
\end{align*}
$$

where $R_{3}$ is bounded from $H^{t}$ to $H^{t-m+\rho}$ for $t>-\rho+m$. As $\partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}$ is in $S^{0}, \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}-T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}}$ is bounded from $H^{t}$ to $H^{+\infty}$ for all $t$ in $\mathbb{R}$ (see, for example, [10]). Together with (4.82), this yields

$$
\begin{align*}
& \sum_{\nu} T_{\langle x\rangle^{l} b_{\nu}} \sum_{0<|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \alpha!} \partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D) \\
& =\sum_{\nu} \sum_{0<|\alpha| \leq \rho} \frac{1}{i^{|\alpha|} \alpha!} T_{\langle x\rangle^{l} b_{\nu}} T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}\left(\left(\partial_{\xi}^{\alpha} h_{\nu}\right) \phi\right)(D)+R_{4},} \tag{4.83}
\end{align*}
$$

where $R_{4}$ is continuous from $H^{t}$ to $H^{+\infty}$. As $\langle x\rangle^{l} b$ is in $C^{\rho}$ and the symbol $\partial_{x}^{\alpha}$ $\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}$ is in $C^{\rho}$, the symbolic calculus for the paradifferential operators (see, for example, [2]) implies

$$
\begin{equation*}
T_{\langle x\rangle^{l} b_{\nu}} T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k-l}}=T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{l-k}\right)\langle x\rangle^{k} b_{\nu}}+R_{5} \tag{4.84}
\end{equation*}
$$

where $R_{5}$ is bounded from $H^{t}$ to $H^{t+\rho}$ for all $t$ with a norm bounded by a constant independent of $\nu$ since $\left\|\langle.\rangle^{l} b_{\nu}\right\|_{C^{\rho}} \leq 1$. Equations (4.82), (4.83), and (4.84) yield (4.59).

When $\rho>0$ is not an integer, Bony [2] defines the class $\Sigma_{\rho}^{m}$ of $\operatorname{symbols} l(x, \xi)=$ $\sum_{j<\rho} l_{m-j}(x, \xi)$, where $l_{m-j}(x, \xi)$ is homogeneous of degree $m-j$ in $\xi, C^{\infty}$ in $\xi$ for $\xi \neq 0$, and $C^{\rho-j}$ in $x$. We define two other classes of symbols allowing us to construct the operator $Q$ in the second step of the proof.

Definition 4.9. Let there exist two real numbers $m$ and $s$. We call $\Sigma_{s, s^{\prime}}^{m}$ the class symbols $l(x, \xi)$, where $l(x, \xi)$ is homogeneous of degree $m$ in $\xi, C^{\infty}$ in $\xi$ for $\xi \neq 0$, and $H_{s^{\prime}}^{s}$ in $x$.

Let there exist two real numbers $m$ and $s>d / 2$ such that $s-d / 2$ is not an integer. We call $\widetilde{\Sigma}_{s}^{m}$ the class of symbols $l(x, \xi)=\sum_{j<s-d / 2} l_{m-j}(x, \xi)$, where $l_{m-j}(x, \xi)$ is in $\Sigma_{s,-j}^{m-j}$.

Lemma 4.10.
(a) Let $m$ and $s$ be two real numbers. Assume $l(x, \xi)$ is in $\Sigma_{s, s^{\prime}}^{m}$. Then, $\partial_{x}^{\alpha} l(x, \xi)$ is in $\Sigma_{s, s^{\prime}-|\alpha|}^{m}$ for all $|\alpha|$.
(b) Let $m, m^{\prime}$, $s, s^{\prime}$, and $s^{\prime \prime}$ be real numbers such that $s^{\prime} \leq 0, s^{\prime \prime} \leq 0, s+$ $\max \left(s^{\prime}, s^{\prime \prime}\right)>d / 2$, and $s+s^{\prime}+s^{\prime \prime} \geq 0$. Let $p$ be in $\Sigma_{s, s^{\prime}}^{m}$ and $q$ in $\Sigma_{s, s^{\prime \prime}}^{m^{\prime}}$. Then, $p q$ is in $\Sigma_{s, s^{\prime}+s^{\prime \prime}}^{m+m^{\prime}}$.
(c) Let $m, m^{\prime}, s$, and $s^{\prime}$ be two real numbers. Let $p$ be in $\Sigma_{s, s^{\prime}}^{m}$ and $q$ in $S\left(m^{\prime}, 0\right)$. Then, $p q$ is in $\Sigma_{s, s^{\prime}}^{m+m^{\prime}}$.
Proof. (a) $\partial_{x}^{\alpha}$ has its symbol in $S(|\alpha|, 0)$ and $l(x, \xi)$ is $H_{s^{\prime}}^{s}$ in $x$. So, $\partial_{x}^{\alpha} l(x, \xi)$ is $H_{s^{\prime}-|\alpha|}^{s}$ in $x$ by Lemma 4.4. Thus, $\partial_{x}^{\alpha} l(x, \xi)$ is in $\Sigma_{s, s^{\prime}-|\alpha|}^{m}$.
(b) We may assume that $s^{\prime \prime} \geq s^{\prime}$, which yields $s+s^{\prime \prime}>d / 2$. So, as $p$ is $H^{s+s^{\prime}}$ in $x$ and $q$ is $H^{s+s^{\prime \prime}}$ in $x, p q$ is $H^{s+s^{\prime}}$ in $x$ using (4.39) with $r_{1}=s+s^{\prime}$ and $r_{2}=s+s^{\prime \prime}$. Moreover, as $\langle x\rangle^{s} p$ is $H^{s^{\prime}}$ in $x$ and $q$ is $H^{s+s^{\prime \prime}}$ in $x,\langle x\rangle^{s} p q$ is $H^{s^{\prime}}$ in $x$ using (4.39) with $r_{1}=s^{\prime}$ and $r_{2}=s+s^{\prime \prime}$. So, $p q$ is $H_{s^{\prime}+s^{\prime \prime}}^{s}$ in $x$, which yields that $p q$ is in $\Sigma_{s, s^{\prime}+s^{\prime \prime}}^{m+m^{\prime}}$.
(c) $q$ is $C^{\infty}$ in $x$ with bounded derivatives. So, $p q$ is in $H^{s+s^{\prime}}$ and $\langle x\rangle^{s} p q$ is in $H^{s^{\prime}}$. Therefore, $p q$ is in $\Sigma_{s, s^{\prime}}^{m+m^{\prime}}$.

The following proposition states the symbolic calculus properties needed to construct the operator $Q$ in the second step of the proof.

Proposition 4.11. Let $m, m^{\prime}$, and $s$ be real numbers such that $s>d / 2$ and $s-d / 2$ is not an integer.
(i) Let $p$ be in $\widetilde{\Sigma}_{s}^{m}$. Then, $T_{p}$ is bounded from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}-m}^{t}$ for all $t$ and $t^{\prime}$. Moreover, $\langle x\rangle^{s-d / 4+k} T_{p}\langle x\rangle^{-k}$ is bounded from $H^{t}$ to $H^{t-d / 4-m}$ for all $t$.
(ii) Let $p$ be in $\widetilde{\Sigma}_{s}^{m}$ and $q$ in $\widetilde{\Sigma}_{s}^{m^{\prime}}$. Then

$$
T_{p} \circ T_{q}=\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}+R
$$

where $R$ is bounded from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}-m-m^{\prime}}^{t+s-d / 2}$ for all $t$ and $t^{\prime}$.
(iii) Let $p$ be in $\widetilde{\Sigma}_{s}^{m}$ and let $q(x, \xi)=\sum_{j<s-d / 2} q_{m^{\prime}-j}(x, \xi)$ with $q_{m^{\prime}-j}(x, \xi)$ in $S\left(m^{\prime}-j, 0\right)$ homogeneous of degree $m^{\prime}-j$ in $\xi$. Then

$$
T_{p} \circ q(x, D)=\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}+R,
$$

where $R$ is bounded from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}-m-m^{\prime}}^{t+s-d / 2}$ for all $t$ and $t^{\prime}$.
(iv) Let $p=\sum_{j<s-d / 2} p_{m-j}(x, \xi)$ with $p_{m-j}(x, \xi)$ in $S(m-j, 0)$ homogeneous of degree $m-j$ in $\xi$, and $q$ is in $\widetilde{\Sigma}_{s}^{m^{\prime}}$. Then

$$
p(x, D) \circ T_{q}=\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}+R
$$

where $R$ is bounded from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}-m-m^{\prime}}^{t+s-d / 2}$ for all $t$ and $t^{\prime}$.
Proof. (i) As $\widetilde{\Sigma}_{s}^{m} \subset \Sigma_{s-d / 2}^{m}, T_{p}$ is bounded from $H^{t}$ to $H^{t-m}$ using the symbolic calculus of paradifferential operators (see [2]). Moreover, $\langle x\rangle^{k} T_{p}\langle x\rangle^{-k}$ is bounded from $H^{t}$ to $H^{t-m}$ for all $t$ and $k$ by using Proposition 4.8 for each $p_{m-j}$. Thus, $T_{p}$ is bounded from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}-m}^{t}$ for all $t$ and $t^{\prime}$. Finally, as $\langle x\rangle^{s-d / 4} p_{m-j}$ is in $C^{-d / 4-j}$, $\langle x\rangle^{s-d / 4+k} T_{p}\langle x\rangle^{-k}$ is bounded from $H^{t}$ to $H^{t-d / 4-m}$ for all $t$, using Proposition 4.8 for each $p_{m-j}$.
(ii) As $\widetilde{\Sigma}_{s}^{m} \subset \Sigma_{s-d / 2}^{m}$ and $\widetilde{\Sigma}_{s}^{m^{\prime}} \subset \Sigma_{s-d / 2}^{m^{\prime}}, R$ is $s-d / 2-m-m^{\prime}$-regularizing by using the symbolic calculus of paradifferential operators (see [2]).

It remains to prove that $\langle x\rangle^{t+s-d / 2} R u$ is in $H^{t^{\prime}-m-m^{\prime}}$ for $u$ in $H_{t^{\prime}}^{t}$. By Proposition 4.3, it suffices to prove that $\langle x\rangle^{t+s-d / 2} R\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$. As $\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} \partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}$ is in $\widetilde{\Sigma}_{s}^{m+m^{\prime}}$ by (b) of Lemma 4.10, $\langle x\rangle^{t+s-d / 2} \sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$ by (i). It remains to show that the operator $\langle x\rangle^{t+s-d / 2} T_{p} T_{q}\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$.

As

$$
\langle x\rangle^{t+s-d / 2} T_{p} T_{q}\langle x\rangle^{-t+d / 4}=\langle x\rangle^{t+s-d / 2} T_{p}\langle x\rangle^{-t+d / 4}\langle x\rangle^{t-d / 4} T_{q}\langle x\rangle^{-t+d / 4},
$$

$\langle x\rangle^{t+s-d / 2} T_{p} T_{q}\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$ by using (i) with $\langle x\rangle^{t+s-d / 2} T_{p}\langle x\rangle^{-t+d / 4}$ and with $\langle x\rangle^{t-d / 4} T_{q}\langle x\rangle^{-t+d / 4}$.
(iii) As $q(x, \xi)$ is in $S^{m^{\prime}}, q(x, D)-T_{q}$ is bounded from $H^{t}$ to $H^{+\infty}$ (see, for example, [10]). As $\widetilde{\Sigma}_{s}^{m} \subset \Sigma_{s-d / 2}^{m}$ and $S^{m^{\prime}} \subset \Sigma_{s-d / 2}^{m^{\prime}}$, the symbolic calculus for the paradifferential operators (see [2]) implies that

$$
T_{p} \circ T_{q}-\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}
$$

is $s-d / 2-m-m^{\prime}$-regularizing. Thus, $R u$ is in $H^{t+s-d / 2-m-m^{\prime}}$.
It remains to prove that $\langle x\rangle^{t+s-d / 2} R u$ is in $H^{t^{\prime}-m-m^{\prime}}$ for $u$ in $H_{t^{\prime}}^{t}$. By Proposition 4.3, it suffices to show that $\langle x\rangle^{t+s-d / 2} R\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$. As $\sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} \partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}$ is in $\widetilde{\Sigma}_{s}^{m+m^{\prime}}$ by (c) of Lemma 4.10, $\langle x\rangle^{t+s-d / 2} \sum_{j+k+|\alpha|<s-d / 2} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{\xi}^{\alpha} p_{m-j} \partial_{x}^{\alpha} q_{m^{\prime}-k}}\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$ by (i). It remains to show that the operator $\langle x\rangle^{t+s-d / 2} T_{p} q(x, D)\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$.

We have

$$
\langle x\rangle^{t+s-d / 2} T_{p} q(x, D)\langle x\rangle^{-t+d / 4}=\langle x\rangle^{t+s-d / 2} T_{p}\langle x\rangle^{-t+d / 4}\langle x\rangle^{t-d / 4} q(x, D)\langle x\rangle^{-t+d / 4}
$$

$\langle x\rangle^{t-d / 4} q(x, D)\langle x\rangle^{-t+d / 4}=q_{1}(x, D)$ with $q_{1}(x, \xi)$ in $S\left(0, m^{\prime}\right)$ by Proposition 3.2. $\langle x\rangle^{t-d / 4} q(x, D)\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}+d / 4-m^{\prime}}$ since $q_{1}(x, \xi)$ is in $S\left(0, m^{\prime}\right)$, and $\langle x\rangle^{t+s-d / 2} T_{p}\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4-m^{\prime}}$ to $H^{t^{\prime}-m-m^{\prime}}$ by (i). Thus, $\langle x\rangle^{t+s-d / 2} T_{p} q(x, D)\langle x\rangle^{-t+d / 4}$ is bounded from $H^{t^{\prime}+d / 4}$ to $H^{t^{\prime}-m-m^{\prime}}$.

The proof of (iv) is similar to the proof of (iii).
The following proposition will be used to bound the terms coming from the nonlinearity in the energy estimates of the third step of the proof.

Proposition 4.12. Let $s>d / 2$ such that $s-d / 2$ is not an integer. Let $m \geq 0$ and $k \geq 0$ such that $k+m=2 s-d / 2$. Let $p(x, \xi)$ be in $S(m, k)$ and $q$ in $\widetilde{\Sigma}_{s}^{0}$. Let $u$ be in $H_{0}^{s}$. Then, there exist $N$ symbols $p_{j}, 1 \leq j \leq N$, in $S(m, k)$ with support included in the support of $p(x, \xi)$ such that

$$
\begin{equation*}
\left\|p(x, D) T_{q} u\right\|_{L^{2}} \leq C\left(\sum_{1 \leq j \leq N}\left\|p_{j}(x, D) u\right\|_{L^{2}}+1\right) \tag{4.85}
\end{equation*}
$$

Moreover, when $m=0$ or when $q \equiv 0$ in a neighborhood of the support of $p$, we can take $p_{j}(x, \xi)=0$ for all $1 \leq j \leq N$.

Proof. By Proposition 3.2, $p(x, D)=p_{1}(x, D)\langle x\rangle^{k}$, where $p_{1}(x, \xi)$ is in $S(m, 0)$. If $m=0, p_{1}(x, D)$ is bounded on $L^{2}$. It remains to show that $\langle x\rangle^{2 s-d / 2} T_{q} u$ belongs to $L^{2}$. As $u$ is in $H_{0}^{s},\langle x\rangle^{s-d / 4} u$ is in $H^{d / 4}$ by Proposition 4.3. Moreover, $\langle x\rangle^{2 s-d / 2} T_{q}\langle x\rangle^{d / 4-s}$ is bounded from $H^{d / 4}$ to $L^{2}$ by (i) of Proposition 4.11. This concludes the case $m=0$.

If $0<m \leq 2 s-d / 2$, we choose a real number $\zeta$ such that $\max (0, k-s) \leq \zeta \leq k$ and $s-\zeta-d / 2$ is not an integer. Then

$$
\begin{equation*}
p(x, D) T_{q} u=p_{1}(x, D)\langle x\rangle^{k} T_{q}\langle x\rangle^{-k+\zeta}\langle x\rangle^{k-\zeta} u \tag{4.86}
\end{equation*}
$$

As $0 \leq k-\zeta \leq s$ and $u$ is in $H_{0}^{s},\langle x\rangle^{k-\zeta} u$ is in $H^{s-k+\zeta}$ by Proposition 4.3. Let $0 \leq j<s-d / 2$. As $s-\zeta-d / 2$ is not an integer, we consider the cases $s-\zeta-d / 2-j<0$ and $s-\zeta-d / 2-j>0$. If $s-\zeta-d / 2-j<0,\langle x\rangle^{k} T_{q_{-j}}\langle x\rangle^{-k+\zeta}$ is bounded from $H^{t}$ to $H^{t+s-\zeta-d / 2}$ for all $t$ by Proposition 4.8. Thus, $\langle x\rangle^{k} T_{q_{-j}}\langle x\rangle^{-k+\zeta}$ is bounded from $H^{s-k+\zeta}$ to $H^{m}$. As $\langle x\rangle^{k-\zeta} u$ is in $H^{s-k+\zeta}$, and $p_{1}(x, D)$ is bounded from $H^{m}$ to $L^{2}$, we get

$$
\begin{equation*}
\left\|p(x, D) T_{q_{-j}} u\right\|_{L^{2}} \leq C, \quad s-\zeta-d / 2<j \tag{4.87}
\end{equation*}
$$

If $s-\zeta-d / 2-j>0$, then Proposition 4.8 implies

$$
\begin{equation*}
\langle x\rangle^{k} T_{q_{j}}\langle x\rangle^{-k+\zeta}=\sum_{|\alpha| \leq s-\zeta-d / 2-j} \frac{1}{i^{\alpha} \alpha!} T_{\partial_{x}^{\alpha}(\langle x\rangle-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}}+R_{1}^{j} \tag{4.88}
\end{equation*}
$$

where $R_{1}^{j}$ is bounded from $H^{s-k+\zeta}$ to $H^{m}$. As $\langle x\rangle^{k-\zeta} u$ is in $H^{s-k+\zeta}$, and $p_{1}(x, D)$ is bounded from $H^{m}$ to $L^{2}$, we get

$$
\left\|p_{1}(x, D)\langle x\rangle^{k-\zeta} R_{1}^{j} u\right\|_{L^{2}} \leq C
$$

Moreover, as $p_{1}$ is in $S^{m}$,

$$
\begin{equation*}
\forall t \text { in } \mathbb{R}, p_{1}(x, D)-T_{p_{1}} \text { is bounded from } H^{t} \text { to } H^{+\infty} \tag{4.89}
\end{equation*}
$$

(see, for example, [10]). So, it suffices to look at

$$
T_{p_{1}} T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta)\langle x\rangle^{k}} \partial_{\xi}^{\alpha} q_{-j}\right.}
$$

As $p_{1}$ is $C^{s-\zeta-d / 2-j}$ in $x$ and $\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta}\right)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}$ is $C^{s-\zeta-d / 2-j}$ in $x$, the symbolic calculus for the paradifferential operators (see, for example, [10]) yields

$$
\begin{equation*}
T_{p_{1}} T_{\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}}\right.}=\sum_{|\beta|<s-\zeta-d / 2-j} \frac{1}{i^{\beta} \beta!} T_{\partial_{\xi}^{\beta} p_{1} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}}\right)\right.}+R_{2}^{j}, \tag{4.90}
\end{equation*}
$$

where $R_{2}^{j}$ is $s-\zeta-d / 2-m$-regularizing. When $q \equiv 0$ in a neighborhood of the support of $p,(4.86),(4.87),(4.88)$, and (4.90) imply (4.85) with $p_{j}(x, \xi)=0$ for all $1 \leq j \leq N$.

It remains to prove the general case. Let $c_{\gamma}, \gamma \in \mathbb{R}^{d}$, be defined by

$$
c_{0}=1, \quad c_{\gamma}=-\sum_{0<\omega \leq \gamma} \frac{1}{i|\omega| \omega!} c_{\gamma-\omega} .
$$

The equalities

$$
\sum_{0 \leq \omega \leq \gamma} \frac{1}{i|\omega| \omega!} c_{\gamma-\omega}=\delta_{\gamma 0}
$$

and the symbolic calculus for the paradifferential operators imply that

$$
\begin{align*}
& \quad \sum_{|\gamma|<s-\zeta-d / 2-j-|\beta|} c_{\gamma} T_{\partial_{\xi}^{\gamma} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta)\langle x\rangle^{k}} \partial_{\xi}^{\alpha} q_{-j}\right)\right.} T_{\partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}}  \tag{4.91}\\
& =T_{\partial_{\xi}^{\beta} p_{1} \partial_{x}^{\beta}\left(\partial _ { x } ^ { \alpha } \left(\langle x\rangle^{\left.-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)}\right.\right.}+R_{3}^{j},
\end{align*}
$$

where $R_{3}^{j}$ is $s-\zeta-d / 2-m$-regularizing. By using the analogue of (4.89) for $\partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}$, (4.91) becomes

$$
\begin{align*}
& \quad \sum_{|\gamma|<s-\zeta-d / 2-j-|\beta|} c_{\gamma} T_{\partial_{\xi}^{\gamma} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta}\right)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)} \partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}(x, D)  \tag{4.92}\\
& =T_{\partial_{\xi}^{\beta} p_{1} \partial_{x}^{\beta}\left(\partial _ { x } ^ { \alpha } \left(\langle x\rangle^{\left.-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)}\right.\right.}+R_{4}^{j},
\end{align*}
$$

where $R_{4}^{j}$ is $s-\zeta-d / 2-m$-regularizing. As $R_{2}^{j}$ and $R_{4}^{j}$ are $s-\zeta-d / 2-m$-regularizing, we have

$$
\begin{equation*}
\left\|R_{2}^{j}\langle x\rangle^{k-\zeta} u\right\|_{L^{2}}+\left\|R_{4}^{j}\langle x\rangle^{k-\zeta} u\right\|_{L^{2}} \leq C \tag{4.93}
\end{equation*}
$$

since $\langle x\rangle^{k-\zeta} u$ is in $H^{s-k+\zeta}$. Finally, (4.86), (4.87), (4.88), (4.90), (4.92), and (4.93) imply

$$
\begin{align*}
& \left\|p(x, D) T_{q} u\right\|_{L^{2}} \leq C\left(\sum_{\max (j+|\alpha|, j+|\beta|+|\gamma|)<s-\zeta-d / 2}\right.  \tag{4.94}\\
& \left.\quad \times\left\|T_{\partial_{\xi}^{\gamma} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}(\langle x\rangle-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)} \partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}(x, D)\langle x\rangle^{k-\zeta} u\right\|_{L^{2}}+1\right) .
\end{align*}
$$

As $j+|\beta|+<s-\zeta-d / 2, \partial_{\xi}^{\gamma} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{-k+\zeta}\right)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)$ is in $\Sigma_{s-\zeta-d / 2-j-|\beta|}^{-j-|\gamma|}$ and the paradifferential operator $T_{\partial_{\xi}^{\gamma} \partial_{x}^{\beta}\left(\partial_{x}^{\alpha}\left(\langle x\rangle^{\left.-k+\zeta)\langle x\rangle^{k} \partial_{\xi}^{\alpha} q_{-j}\right)}\right.\right.}$ is bounded on $L^{2}$. Inequality (4.94) becomes

$$
\begin{align*}
& \left\|p(x, D) T_{q} u\right\|_{L^{2}} \\
& \quad \leq C\left(\sum_{\max (j+|\alpha|, j+|\beta|+|\gamma|)<s-\zeta-d / 2}\left\|\partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}(x, D)\langle x\rangle^{k-\zeta} u\right\|_{L^{2}}+1\right) \tag{4.95}
\end{align*}
$$

Proposition 3.2 implies that $\partial_{x}^{\gamma} \partial_{\xi}^{\beta} p_{1}(x, D)\langle x\rangle^{k-\zeta}=p_{j, \alpha, \beta, \gamma}(x, D)$ with $p_{j, \alpha, \beta, \gamma}(x, \xi)$ in $S(m-|\beta|, k-|\gamma|-\zeta)$. As $\zeta \geq 0, p_{j, \alpha, \beta, \gamma}(x, \xi)$ is in $S(m, k)$, which together with (4.95) implies (4.85).
5. Proof of the main theorems. We extend the results of [6] to the following equation:

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}+\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=f(u, \bar{u}), \quad 0<t<T, \quad x \in \mathbb{R}^{d}  \tag{5.1}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

where the coefficients satisfy $(2.1),(2.2)$, and (2.4) and where $f$ is in $C^{\infty}\left(\mathbb{C}^{2}\right)$ and vanishes at $(0,0)$. Then

$$
\begin{equation*}
-\frac{1}{2} \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \partial_{x_{l}} u=A u=a_{2}(x, D) u+a_{1}(x, D) u \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{2}(x, \xi)=1 / 2 \sum_{j, l=1}^{d} a^{j l}(x) \xi_{j} \xi_{l} \in S(2,0) \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{1}(x, \xi)=-i \sum_{j, l=1}^{d} \partial_{x_{j}} a^{j l}(x) \xi_{l} \in S(1,-1) \tag{5.4}
\end{equation*}
$$

By eventually shrinking $\mathcal{E}$ and the size of the support of $\theta$, we may assume in the following the existence of a real function $\theta_{1}(x)$ in $S(0,0)$ such that $\theta_{1}$ is equal to 1 on the support of $\theta$ and $\theta_{1} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$.

We now start with the first step of the proof. We define

$$
\begin{equation*}
\lambda_{1}=\partial_{u} f(0,0), \quad \lambda_{2}=\partial_{\bar{u}} f(0,0), \quad g(u, \bar{u})=f(u, \bar{u})-\lambda_{1} u-\lambda_{2} \bar{u} \tag{5.5}
\end{equation*}
$$

$g$ vanishes to the second order at 0 , and $\theta u$ is a solution of

$$
\begin{equation*}
i \frac{\partial \theta u}{\partial t}-A \theta u=\lambda_{1} \theta u+\lambda_{2} \overline{\theta u}+\theta g\left(\theta_{1} u, \overline{\theta_{1} u}\right)+[\theta, A] u, \quad 0<t<T, \quad x \in \mathbb{R}^{d} \tag{5.6}
\end{equation*}
$$

As $\theta_{1} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$, and as $g$ vanishes to the second order at $0,(4.46)$ and Lemma 4.7 imply that $\theta u$ is a solution of

$$
\begin{align*}
i \frac{\partial \theta u}{\partial t}-A \theta u= & \lambda_{1} \theta u+\lambda_{2} \overline{\theta u}+\theta T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)} \theta_{1} u+\theta T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)} \overline{\theta_{1} u}  \tag{5.7}\\
& +\theta r\left(\theta_{1} u, \overline{\theta_{1} u}\right)+[\theta, A] u, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

where $r\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$. As $\theta_{1} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ and as $g$ vanishes to the second order at 0 , we have seen when proving Lemma 4.7 that $\partial_{u} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ and $\partial_{\bar{u}} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ are in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Therefore, $\partial_{u} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ and $\partial_{\bar{u}} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$. Items (iii) and (iv) of Proposition 4.11 yield

$$
\begin{align*}
& {\left[\theta, T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right]=T_{l_{\theta}}+R}  \tag{5.8}\\
& {\left[\theta, T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right]=T_{\widetilde{l_{\theta}}}+\widetilde{R}}
\end{align*}
$$

where $l_{\theta}$ and $\widetilde{l_{\theta}}$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ with support included in the support of $\nabla \theta$, and where $R$ and $\widetilde{R}$ are bounded from $L^{\infty}\left(0, T, H_{t^{\prime}}^{t}\right)$ to $L^{\infty}\left(0, T, H_{t^{\prime}}^{t+s-d / 2}\right)$. We define $r_{1}(u, \bar{u})=R \theta_{1} u+\widetilde{R} \overline{\theta_{1} u}+\theta r\left(\theta_{1} u, \overline{\theta_{1} u}\right)$. Then, (5.7) becomes

$$
\begin{align*}
i \frac{\partial \theta u}{\partial t}-A \theta u= & \lambda_{1} \theta u+\lambda_{2} \overline{\theta u}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right.} \theta u+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)} \overline{\theta u}  \tag{5.9}\\
& +r_{1}(u, \bar{u})+T_{l_{\theta}} \theta_{1} u+T_{\widetilde{l_{\theta}}} \overline{\theta_{1} u}+[\theta, A] u, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

where $r_{1}(u, \bar{u})$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$.
We want to adapt the strategy of [6] to (5.9). However, we do not know how to deal with the terms evaluated at $\overline{\theta u}$. In fact, if $J z=\bar{z}$ for any complex number $z$ and if $b(x, \xi)$ is a symbol, we have

$$
\begin{equation*}
J b(x, D)=b^{J}(x, D) J, \text { where } b^{J}(x, \xi)=\bar{b}(x,-\xi) \tag{5.10}
\end{equation*}
$$

So, microlocal information on $\theta u$ at $\left(x_{0}, \xi_{0}\right)$ implies for $\overline{\theta u}$ microlocal information at $\left(x_{0},-\xi_{0}\right)$, but not at $\left(x_{0}, \xi_{0}\right)$. Therefore, we now proceed with the second step of the proof. We look for an operator $Q$ such that $v=\theta u-Q \overline{\theta u}$ satisfies an equation of type (5.9) without term evaluated at $\bar{v}$. This is the aim of the following proposition.

Proposition 5.1. Let $u$ be the solution of (5.1) and let $s$ be in $I_{d}$ defined by (2.10). Assume there exist real functions $\theta(x)$ and $\theta_{1}(x)$ in $S(0,0)$ such that $\theta_{1}$ is equal to 1 on the support of $\theta$ and $\theta_{1} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Then, there exists an operator $Q$ with $Q=q_{1}(x, D)+T_{q_{2}}$ such that $q_{1}(x, \xi)$ is in $S(-2,0)$ and $q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{-2}\right)$. Moreover, $v=\theta u-Q \overline{\theta u}$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ and satisfies

$$
\left\{\begin{array}{l}
i \frac{\partial v}{\partial t}-A v=\left(l_{1}(x, D)+T_{l_{2}}\right) v+r_{2}(u, \bar{u})  \tag{5.11}\\
\quad+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}, \\
\left.v\right|_{t=0}=\theta u_{0}-\left(q_{1}(x, D)+T_{q_{2}(0, .)}\right) \overline{\theta u_{0}}=v_{0},
\end{array}\right.
$$

where $r_{2}(u, \bar{u})$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right), l_{1}(x, \xi)$ is in $S(0,0), l_{\theta}^{1}(x, \xi)$ and $\tilde{l_{\theta}^{1}}(x, \xi)$ are in $S(1,-1), l_{2}(t, x, \xi), l_{\theta}^{2}(t, x, \xi)$, and $\widetilde{l_{\theta}^{2}}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$, and where the support of $l_{\theta}^{1}, \widetilde{l_{\theta}^{1}}, l_{\theta}^{2}$ and of $\widetilde{l_{\theta}^{2}}$ are included in the support of $\nabla \theta$. Finally, when $\lambda_{2}=\partial_{\bar{u}} f(0,0)=0$, we may take $q_{1}(x, \xi) \equiv 0$.

The proof of Proposition 5.1 is a consequence of the following lemmas.
Lemma 5.2. Let $u$ be the solution of (5.1) and let $s>d / 2$ such that $s-d / 2$ is not an integer. Assume there exist real functions $\theta(x)$ and $\theta_{1}(x)$ in $S(0,0)$ such that $\theta_{1}$ is equal to 1 on the support of $\theta$ and $\theta_{1} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Let an operator $Q$ with $Q=q_{1}(x, D)+T_{q_{2}}$ be such that $q_{1}(x, \xi)$ is in $S(-2,0), q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{-2}\right)$, and $\partial_{t} q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$. Then, $v=\theta u-Q \overline{\theta u}$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ and satisfies

$$
\left\{\begin{array}{l}
i \frac{\partial v}{\partial t}-A v=\left(l_{1}(x, D)+T_{l_{2}}\right) v+\left(\widetilde{l_{1}}(x, D)+T_{\widetilde{l_{2}}}\right) \bar{v}+r_{2}(u, \bar{u})  \tag{5.12}\\
\quad+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d} \\
\left.v\right|_{t=0}=\theta u_{0}-\left(q_{1}(x, D)+T_{q_{2}(0, .)}\right) \overline{\theta u_{0}}=v_{0}
\end{array}\right.
$$

where $r_{2}(u, \bar{u})$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right), l_{1}(x, \xi)$ and $\widetilde{l}_{1}(x, \xi)$ are in $S(0,0), l_{\theta}^{1}(x, \xi)$ and $\widetilde{l_{\theta}^{1}}(x, \xi)$ are in $S(1,-1), l_{2}(t, x, \xi), \widetilde{l^{2}}(t, x, \xi), l_{\theta}^{2}(t, x, \xi)$, and $\widetilde{l_{\theta}^{2}}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$, and where the support of $l_{\theta}^{1}, \widetilde{l_{\theta}^{1}}, l_{\theta}^{2}$ and of $\widetilde{l_{\theta}^{2}}$ are included in the support of $\nabla \theta$.

Lemma 5.3. There exists $q_{1}(x, \xi)$ in $S(-2,0)$ such that $v$ satisfies (5.12) with $\tilde{l}_{1}(x, \xi)=0$. Moreover, when $\lambda_{2}=\partial_{\bar{u}} f(0,0)=0$, we may take $q_{1}(x, \xi) \equiv 0$.

LEMMA 5.4. We make the assumptions of Lemma 5.2 and we assume furthermore that $s$ is in $I_{d}$ defined by (2.10). With the choice of $q_{1}(x, \xi)$ made in Lemma 5.3, there exists $q_{2}(t, x, \xi)$ in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{-2}\right)$ with $\partial_{t} q_{2}(t, x, \xi)$ in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ such that $v$ satisfies (5.11).

Proof of Lemma 5.2. $\varphi$ and $\psi$ are real functions and may be chosen even in $\xi$. So, $J$ commutes with $S_{p}$ and $\Delta_{p}$. Therefore, (5.10) yields $J T_{p}=T_{p^{J}} J$.

As $\theta u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ and as $v=\theta u-Q \overline{\theta u}, v$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ by Lemma 4.4 and (i) of Proposition 4.11. As $\theta u$ satisfies (5.9), $v$ is a solution of

$$
\begin{align*}
i \frac{\partial v}{\partial t}-A v= & \lambda_{1} \theta u+\lambda_{2} \overline{\theta u}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right.} \theta u+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)} \overline{\theta u}  \tag{5.13}\\
& +r_{1}(u, \bar{u})+T_{l_{\theta}} \theta_{1} u+T_{\widetilde{l_{\theta}}} \overline{\theta_{1} u}+[\theta, A] \theta_{1} u \\
& -i T_{\partial_{t} q_{2}} \overline{\theta u}-Q i \partial_{t} \overline{\theta u}-A Q \overline{\theta u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

Taking the conjugate of (5.9), we have

$$
\begin{align*}
i \frac{\partial \overline{\theta u}}{\partial t}-A \overline{\theta u}= & \overline{\lambda_{1} \theta u}+\overline{\lambda_{2}} \theta u+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)} \overline{\theta u}+T_{\overline{\frac{\partial g}{\partial \bar{u}}}}\left(\theta_{1} u, \overline{\theta_{1} u}\right) \tag{5.14}
\end{align*}{ } \theta u
$$

which together with (5.13) yields

$$
\begin{align*}
i \frac{\partial v}{\partial t}-A v= & \left(\lambda_{1}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+Q\left(\overline{\lambda_{2}}+T_{\overline{\frac{\partial g}{\partial \bar{u}}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right) \theta u\right.  \tag{5.15}\\
+ & \left(\lambda_{2}+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}-i T_{\partial_{t} q_{2}}-Q A+Q\left(\overline{\lambda_{1}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right. \\
& -A Q) \overline{\theta u}+r_{1}(u, \bar{u})+Q \overline{r_{1}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+\left(T_{l_{\theta}}+Q T_{\widetilde{l}_{\theta}^{J}}\right) \theta_{1} u \\
& +\left(T_{\widetilde{l_{\theta}}}+Q T_{l_{\theta}^{J}}\right) \overline{\theta_{1} u}+[\theta, A] \theta_{1} u \\
+ & Q[\theta, A] \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

Proposition 3.2 implies that

$$
[\theta, A]=l_{\theta}^{1}(x, D) \quad \text { and } \quad q_{1}(x, D)[\theta, A]=\tilde{l}_{\theta}^{1}(x, D)
$$

where $l_{\theta}^{1}(x, \xi)$ is in $S(1,-1)$ and $\widetilde{l_{\theta}^{1}}(x, \xi)$ is in $S(-1,-1)$, and where $l_{\theta}^{1}(x, \xi)$ and $\widetilde{l_{\theta}^{1}}(x, \xi)$ have their support included in the support of $\nabla \theta$. Items (iii) and (iv) of Proposition 4.11 imply that

$$
\begin{align*}
& T_{l_{\theta}}+Q T_{\widetilde{l_{\theta}}}=T_{l_{\theta}^{2}}+R, \\
& T_{\widetilde{l_{\theta}}}+Q T_{l_{\theta}^{J}}+T_{q_{2}}[\theta, A]=T_{\widetilde{l_{\theta}^{2}}}+\widetilde{R} \tag{5.16}
\end{align*}
$$

where $l_{\theta}^{2}$ and $\widetilde{\sim} \widetilde{l}_{\theta}^{2}$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ with support included in the support of $\nabla \theta$ and where $R$ and $\widetilde{R}$ are bounded from $L^{\infty}\left(0, T, H_{t^{\prime}}^{t}\right)$ to $L^{\infty}\left(0, T, H_{t^{\prime}}^{t+s-d / 2}\right)$. We define

$$
r_{2}(u, \bar{u})=R \theta_{1} u+\widetilde{R} \overline{\theta_{1} u}+r_{1}\left(\theta_{1} u, \overline{\theta_{1} u}\right)+Q \overline{r_{1}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}
$$

Equation (5.15) becomes

$$
\begin{align*}
i \frac{\partial v}{\partial t}-A v= & \left(\lambda_{1}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+Q\left(\overline{\lambda_{2}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right) \theta u  \tag{5.17}\\
& +\left(\lambda_{2}+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}-i T_{\partial_{t} q_{2}}-Q A+Q\left(\overline{\lambda_{1}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right. \\
& -A Q) \overline{\theta u}+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u \\
& +\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

where $r_{2}(u, \bar{u})$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$.
Taking the conjugate of $v=\theta u-Q \overline{\theta u}$, we get $\bar{v}=\overline{\theta u}-Q^{J} \theta u$. So

$$
\begin{align*}
& \left(1-Q Q^{J}\right) \theta u=v+Q \bar{v} \\
& \left(1-Q^{J} Q\right) \overline{\theta u}=\bar{v}+Q^{J} v \tag{5.18}
\end{align*}
$$

By Propositions 3.2 and 4.11, there exist two operators $P$ and $\widetilde{P}$, with $P=p_{1}(x, D)+$ $T_{p_{2}}$ and $\widetilde{P}=\widetilde{p_{1}}(x, D)+T_{\widetilde{p_{2}}}$, such that $p_{1}(x, \xi)$ is in $S(0,0), p_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$, $\widetilde{p_{1}}(x, \xi)$ is in $S(0,0)$, and $\widetilde{p_{2}}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ with

$$
\begin{align*}
& P\left(1-Q Q^{J}\right)=1+R_{1} \\
& \widetilde{P}\left(1-Q^{J} Q\right)=1+R_{2} \tag{5.19}
\end{align*}
$$

where $R_{1}$ and $R_{2}$ are bounded from $L^{\infty}\left(0, T, H_{t^{\prime}}^{t}\right)$ to $L^{\infty}\left(0, T, H_{t^{\prime}}^{t+s-d / 2}\right)$. Then, (5.17) becomes

$$
\begin{align*}
i \frac{\partial v}{\partial t}-A v= & L_{3} v+\widetilde{L_{3}} \bar{v}+r_{3}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u  \tag{5.20}\\
& +\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

where

$$
\begin{align*}
L_{3}= & \left(\lambda_{1}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+Q\left(\overline{\lambda_{2}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right) P  \tag{5.21}\\
& +\left(\lambda_{2}+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}-i T_{\partial_{t} q_{2}}+Q A+Q\left(\overline{\lambda_{1}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)+A Q\right) \widetilde{P} Q^{J}, \\
\widetilde{L_{3}}= & \left(\lambda_{2}+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}-i T_{\partial_{t} q_{2}}+Q A+Q\left(\overline{\lambda_{1}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)+A Q\right) \widetilde{P} \\
& +\left(\lambda_{1}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+Q\left(\overline{\lambda_{2}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right) P Q \\
r_{3}(u, \bar{u})= & r_{2}(u, \bar{u})-\left(\lambda_{1}+T_{\frac{\partial g}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}+Q\left(\overline{\lambda_{2}}+T_{\overline{\frac{\partial g}{\partial \bar{u}}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)\right) R_{1} \theta u \\
& -\left(\lambda_{2}+T_{\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}-i T_{\partial_{t} q_{2}}+Q A+Q\left(\overline{\lambda_{1}}+T_{\overline{\frac{\partial g}{\partial u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right)}\right)+A Q\right) R_{2} \overline{\theta u}
\end{align*}
$$

By assumption, $\partial_{t} q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right) . r_{3}(u, \bar{u})$ is then in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$ by Lemma 4.4 and by (i) of Proposition 4.11. Moreover, by (ii), (iii), and (iv) of Proposition 4.11, we have

$$
\begin{align*}
& L_{3}=l_{1}(x, D)+T_{l_{2}}+R_{3}, \\
& \widetilde{L_{3}}=\widetilde{l_{1}}(x, D)+T_{\widetilde{l_{2}}}+R_{4}, \tag{5.22}
\end{align*}
$$

where $l_{1}(x, \xi)$ and $\widetilde{l}_{1}(x, \xi)$ are in $S(0,0), l_{2}(t, x, \xi)$ and $\widetilde{l_{2}}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$, and $R_{3}$ and $R_{4}$ are bounded from $L^{\infty}\left(0, T, H_{t^{\prime}}^{t}\right)$ to $L^{\infty}\left(0, T, H_{t^{\prime}}^{t+s-d / 2}\right)$. Then, (5.20) becomes

$$
\begin{align*}
i \frac{\partial v}{\partial t}-A v= & l_{1}(x, D) v+T_{l_{2}} v+\widetilde{l_{1}}(x, D) \bar{v}+T_{\widetilde{l_{2}}} \bar{v}+r_{4}(u, \bar{u})  \tag{5.23}\\
& +\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}, \quad 0<t<T, \quad x \in \mathbb{R}^{d}
\end{align*}
$$

where $r_{4}(u, \bar{u})=r_{3}(u, \bar{u})+R_{3} \theta u+R_{4} \overline{\theta u}$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$. This ends the proof of (5.12).

Proof of Lemma 5.3. To obtain $\widetilde{l_{1}}(x, \xi)=0$, it suffices by (5.19), (5.21), and (5.22) to find $p_{1}(x, \xi)$ and $\widetilde{p^{1}}(x, \xi)$ in $S(0,0)$ and $q_{1}(x, \xi)$ in $S(-2,0)$ satisfying

$$
\begin{align*}
& p_{1}(x, D)\left(1-q_{1}(x, D) q_{1}^{J}(x, D)\right)=1+r_{1}(x, D), \\
& \widetilde{p_{1}}(x, D)\left(1-q_{1}^{J}(x, D) q_{1}(x, D)\right)=1+r_{2}(x, D), \\
& \left(\lambda_{2}+q_{1}(x, D) A+\overline{\lambda_{1}} q_{1}(x, D)+A q_{1}(x, D)\right) \widetilde{p_{1}}(x, D)  \tag{5.24}\\
& \quad+\left(\lambda_{1}+\overline{\lambda_{2}} q_{1}(x, D)\right) p_{1}(x, D) q_{1}(x, D)=r_{3}(x, D),
\end{align*}
$$

where $r_{1}(x, \xi), r_{2}(x, \xi)$, and $r_{3}(x, \xi)$ belong to $S(-(s-d / 2),-(s-d / 2))$. We look for $p_{1}(x, \xi), \widetilde{p}^{1}(x, \xi)$, and $q_{1}(x, \xi)$ with $p_{1}(x, \xi)=\sum_{j<s-d / 2} p_{-j}^{1}(x, \xi), \widetilde{p_{1}}(x, \xi)=$ $\sum_{j<s-d / 2} \widetilde{p_{-j}^{1}}(x, \xi)$, and $q_{1}(x, \xi)=\sum_{j<s-d / 2} q_{-j}^{1}(x, \xi)$, where $p_{j}^{1}(x, \xi)$ and $\widetilde{p_{j}^{1}}(x, \xi)$ are in $S(-j,-j)$ and $q_{-j}^{1}(x, \xi)$ is in $S(-2-j,-j)$. By Proposition 3.2, it suffices to look for $p_{j}^{1}(x, \xi), \widetilde{p_{j}^{1}}(x, \xi)$, and $q_{-j}^{1}(x, \xi), 0 \leq j<s-d / 2$, satisfying

$$
\begin{equation*}
p_{-j}^{1}-\sum_{|\alpha|+|\beta|+k+l+m=j} \frac{1}{i^{|\alpha|+|\beta|} \alpha!\beta!} \partial_{\xi}^{\alpha} p_{-k}^{1} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} q_{-l}^{1} \partial_{x}^{\beta} q_{-m}^{1 J}\right)=\delta_{j 0} \tag{5.25}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{p_{-j}^{1}}-\sum_{|\alpha|+|\beta|+k+l+m=j} \frac{1}{i^{|\alpha|+|\beta|} \alpha!\beta!} \partial_{\xi}^{\alpha} \widetilde{p_{-k}^{1}} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} q_{-l}^{1 J} \partial_{x}^{\beta} q_{-m}^{1}\right)=\delta_{j 0} \tag{5.26}
\end{equation*}
$$

and

$$
\begin{align*}
\lambda_{2} \widetilde{p_{-j}^{1}} & -\sum_{|\alpha|+|\beta|+k+l+m=j} \frac{1}{i^{|\alpha|+|\beta|} \alpha!\beta!}\left(\partial_{\xi}^{\alpha} q_{-k}^{1} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} a_{2-l} \partial_{x}^{\beta} \widetilde{p_{-m}^{1}}\right)\right.  \tag{5.27}\\
& \left.+\partial_{\xi}^{\alpha} a_{2-k} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} q_{-l}^{1} \partial_{x}^{\beta} \widetilde{p_{-m}^{1}}\right)\right) \\
& +\sum_{|\alpha|+k+l=j} \frac{1}{i^{|\alpha|} \alpha!}\left(\overline{\lambda_{1}} \partial_{\xi}^{\alpha} q_{-k}^{1} \partial_{x}^{\alpha} \widetilde{p_{-l}^{1}}+\lambda_{1} \partial_{\xi}^{\alpha} p_{-k}^{1} \partial_{x}^{\alpha} q_{-l}^{1}\right) \\
& +\sum_{|\alpha|+|\beta|+k+l+m=j} \frac{1}{i^{|\alpha|+|\beta|} \alpha!\beta!} \overline{\lambda_{2}} \partial_{\xi}^{\alpha} q_{-k}^{1} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} p_{-l}^{1} \partial_{x}^{\beta} q_{-m}^{1}\right)=0
\end{align*}
$$

For $j=0,(5.25),(5.26)$, and (5.27) imply

$$
\begin{align*}
& \text { (i) } p_{0}^{1}\left(1-q_{0}^{1} q_{0}^{1 J}\right)=1 \\
& \text { (ii) } \widetilde{p}_{0}^{1}\left(1-q_{0}^{1 J} q_{0}^{1}\right)=1  \tag{5.28}\\
& \text { (iii) }\left(\lambda_{2}+q_{0}^{1} a_{2}+\overline{\lambda_{1}} q_{0}^{1}+a_{2} q_{0}^{1}\right) \widetilde{p_{0}^{1}}+\left(\lambda_{1}+\overline{\lambda_{2}} q_{0}^{1}\right) p_{0}^{1} q_{0}^{1}=0
\end{align*}
$$

(i) and (ii) imply $p_{0}^{1}=\widetilde{p_{0}^{1}} \neq 0$. Thus, (iii) yields

$$
\begin{equation*}
\overline{\lambda_{2}}\left(q_{0}^{1}\right)^{2}+2\left(a_{2}+\operatorname{Re}\left(\lambda_{1}\right)\right) q_{0}^{1}+\lambda_{2}=0 \tag{5.29}
\end{equation*}
$$

We set

$$
\begin{equation*}
q_{0}^{1}(x, \xi)=\frac{-\operatorname{Re}\left(\lambda_{1}\right)-a_{2}(x, \xi)+\left(\left(\operatorname{Re}\left(\lambda_{1}\right)+a_{2}(x, \xi)\right)^{2}-\left|\lambda_{2}\right|^{2}\right)^{1 / 2}}{\overline{\lambda_{2}}} \tag{5.30}
\end{equation*}
$$

Thus, $q_{0}^{1}(x, \xi)$ is in $S(-2,0)$ and satisfies (5.29). Then, $p_{0}^{1}(x, \xi)$ is in $S(0,0)$ by (i) and $\widetilde{p_{0}^{1}(x, \xi)}$ is in $S(0,0)$ by (ii).

Let $1 \leq j<s-d / 2$. Assume we have found $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq l \leq j-1$, satisfying (5.25), (5.26), and (5.27) for $0 \leq l \leq j-1$ and such that $q_{-l}^{1}$ belongs to $S(-2-l,-l)$, and $p_{-l}^{1}$ and $\widetilde{p_{-l}^{1}}$ are in $S(-l,-l)$. Equations (5.25), (5.26), and (5.27)
for $j$ yield

$$
\begin{array}{cc}
(\mathrm{i})_{\mathrm{j}} & \left(1-q_{0}^{1} q_{0}^{1 J}\right) p_{-j}^{1}-p_{0}^{1} q_{0}^{1} q_{-j}^{1 J}-p_{0}^{1} q_{-j}^{1} q_{0}^{1 J}=\alpha_{j}^{1} \\
(\mathrm{ii})_{\mathrm{j}} & \left(1-q_{0}^{1} q_{0}^{1 J}\right) \widetilde{p_{-j}^{1}}-\widetilde{p_{0}^{1} q_{0}^{1} q_{-j}^{1 J}-\widetilde{p_{0}^{1} q_{-j}^{1}} q_{0}^{1 J}=\alpha_{j}^{2}}  \tag{5.31}\\
(\mathrm{iii})_{\mathrm{j}} & \left(\lambda_{2}+2 q_{0}^{1} a_{2}+\overline{\lambda_{1}} q_{0}^{1}\right) \widetilde{p_{-j}^{1}}+\left(\lambda_{1}+\overline{\lambda_{2}} q_{0}^{1}\right) q_{0}^{1} p_{-j}^{1} \\
& +s\left(2 a_{2}+2 \operatorname{Re}\left(\lambda_{1}\right)+2 \overline{\lambda_{2}} q_{0}^{1}\right) p_{0}^{1} q_{-j}^{1}=\alpha_{j}^{3},
\end{array}
$$

where $\alpha_{j}^{1}, \alpha_{j}^{2}$, and $\alpha_{j}^{3}$ are polynomials of the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq$ $l \leq j-1$, and are in $S(-j,-j)$ since $q_{-l}^{1}$ is in $S(-2-l,-l)$, and $p_{-l}^{1}$ and $\widetilde{p_{-l}^{1}}$ are in $S(-l,-l)$. Since $p_{0}^{1}=\widetilde{p_{0}^{1}},(\mathrm{i})_{\mathrm{j}}$ and $(\mathrm{ii})_{\mathrm{j}}$ yield

$$
\left(1-q_{0}^{1} q_{0}^{1 J}\right)\left(p_{-j}^{1}-\widetilde{p_{-j}^{1}}\right)=\alpha_{j}^{1}-\alpha_{j}^{2} .
$$

So, $p_{-j}^{1}-\widetilde{p_{-j}^{1}}=\alpha_{j}^{4}$, where $\alpha_{j}^{4}$ is a polynomial of the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}$, $0 \leq l \leq j-1$, and is in $S(-j,-j)$. Using (5.29), we get

$$
\begin{align*}
& \left.\left(\lambda_{2}+2 q_{0}^{1} a_{2}+\overline{\lambda_{1}} q_{0}^{1}\right) \widetilde{p_{-j}^{1}}+\left(\lambda_{1}+\overline{\lambda_{2}} q_{0}^{1}\right) q_{0}^{1} p_{-j}^{1}=\left(\lambda_{2}+2 q_{0}^{1} a_{2}+\overline{\lambda_{1}} q_{0}^{1}\right) \widetilde{\left(p_{-j}^{1}\right.}-p_{-j}^{1}\right)  \tag{5.32}\\
& \quad=-\left(\lambda_{2}+2 q_{0}^{1} a_{2}+\overline{\lambda_{1}} q_{0}^{1}\right) \alpha_{j}^{4}=\alpha_{j}^{5}
\end{align*}
$$

where $\alpha_{j}^{5}$ is a polynomial in the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq l \leq j-1$, and is in $S(-j,-j)$. (iii) $\mathrm{j}_{\mathrm{j}}$ and (5.32) imply that

$$
\begin{equation*}
\left(2 a_{2}+2 \operatorname{Re}\left(\lambda_{1}\right)+2 \overline{\lambda_{2}} q_{0}^{1}\right) p_{0}^{1} q_{-j}^{1}=\alpha_{j}^{3}-\alpha_{j}^{5} . \tag{5.33}
\end{equation*}
$$

Equation (5.33) gives $q_{-j}^{1}$ in $S(-2-j,-j)$ as a function of the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq l \leq j-1$. Then, $(\mathrm{i})_{\mathrm{j}}$ gives $p_{-j}^{1}$ in $S(-j,-j)$ as a function of $q_{-j}^{1}$ and the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq l \leq j-1$, and (ii) ${ }_{\mathrm{j}}$ gives $\widetilde{p_{-j}^{1}}$ in $S(-j,-j)$ as a function of $q_{-j}^{1}$ and the derivatives of $q_{-l}^{1}, p_{-l}^{1}$, and $\widetilde{p_{-l}^{1}}, 0 \leq l \leq j-1$. So, we obtain $p_{1}(x, \xi)$ and $\widetilde{p^{1}}(x, \xi)$ in $S(0,0)$ and $q_{1}(x, \xi)$ in $S(-2,0)$ satisfying (5.24) by iteration.

Finally, when $\lambda_{2}=\partial_{\bar{u}} f(0,0)=0, q_{1}(x, \xi)=0$ and $p_{1}(x, \xi)=\widetilde{p_{1}}(x, \xi)=1$ is a solution of (5.24). So, we may take $q_{1}(x, \xi) \equiv 0$.

Proof of Lemma 5.4. Assume that $p_{1}(x, \xi), \widetilde{p^{1}}(x, \xi)$, and $q_{1}(x, \xi)$ are given as above. In particular, $p_{1}(x, \xi), \widetilde{p^{1}}(x, \xi)$, and $q_{1}(x, \xi)$ satisfy (5.24). Moreover, we see from (5.30) that $q_{0}^{1}(x, \xi)$ has an asymptotic expansion of the form

$$
q_{0}^{1}(x, \xi)=\sum_{l<s-d / 2} q_{0,-2-l}^{1 h}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2)-2,0)
$$

where $q_{0,-2-l}^{1 h}(x, \xi)$ is in $S(-2-l, 0)$ and is homogeneous of degree $-2-l$ in $\xi$ outside a neighborhood of $\xi=0$. Then, (i) and (ii) of (5.28) imply that

$$
\begin{aligned}
& p_{0}^{1}(x, \xi)=\sum_{l<s-d / 2} p_{0,-l}^{1 h}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2), 0), \\
& \widetilde{p_{0}^{1}}(x, \xi)=\sum_{l<s-d / 2} \widetilde{p_{0,-l}^{1 h}}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2), 0),
\end{aligned}
$$

where $p_{0,-l}^{1 h}(x, \xi)$ and $\widetilde{p_{0,-l}^{1 h}}(x, \xi)$ are in $S(-l, 0)$ and are homogeneous of degree $-l$ in $\xi$ outside a neighborhood of $\xi=0$.

Similarly, we show by iteration on $0 \leq j<s-d / 2$ that

$$
\begin{aligned}
& p_{-j}^{1}(x, \xi)=\sum_{l<s-d / 2} p_{j,-l}^{1 h}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2), 0) \\
& \widetilde{p_{-j}^{1}}(x, \xi)=\sum_{l<s-d / 2} \widetilde{p_{j,-l}^{1 h}}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2), 0) \\
& q_{-j}^{1}(x, \xi)=\sum_{l<s-d / 2} q_{j,-2-l}^{1 h}(x, \xi)+r(x, \xi), \quad r(x, \xi) \in S(-(s-d / 2)-2,0),
\end{aligned}
$$

where $p_{j,-l}^{1 h}(x, \xi)$ and $\widetilde{p_{j,-l}^{1 h}}(x, \xi)$ are in $S(-l, 0)$ and are homogeneous of degree $-l$ in $\xi$ outside a neighborhood of $\xi=0$, and $q_{j,-2-l}^{1 h}(x, \xi)$ is in $S(-2-l, 0)$ and is homogeneous of degree $-2-l$ in $\xi$ outside a neighborhood of $\xi=0$. Grouping the various expansions, we obtain that $p_{1}(x, \xi), \widetilde{p_{1}}(x, \xi)$, and $q_{1}(x, \xi)$ have asymptotic expansions of the form

$$
\begin{align*}
& p_{1}(x, \xi)=\sum_{j<s-d / 2} p_{-j}^{1 h}(x, \xi)+r_{1}(x, \xi), \quad r_{1}(x, \xi) \in S(-(s-d / 2), 0) \\
& \widetilde{p_{1}}(x, \xi)=\sum_{j<s-d / 2} \widetilde{p_{-j}^{1 h}}(x, \xi)+r_{2}(x, \xi), \quad r_{2}(x, \xi) \in S(-(s-d / 2), 0)  \tag{5.34}\\
& q_{1}(x, \xi)=\sum_{j<s-d / 2} q_{-2-j}^{1 h}(x, \xi)+r_{3}(x, \xi), \quad r_{3}(x, \xi) \in S(-(s-d / 2)-2,0),
\end{align*}
$$

where $p_{-j}^{1 h}(x, \xi)$ and $\widetilde{p_{-j}^{1 h}}(x, \xi)$ are in $S(-j, 0)$ and are homogeneous of degree $-j$ in $\xi$ outside a neighborhood of $\xi=0$ and $q_{-2-j}^{1 h}(x, \xi)$ is in $S(-2-j, 0)$ and is homogeneous of degree $-2-j$ in $\xi$ outside a neighborhood of $\xi=0$. In particular, we have

$$
\begin{equation*}
p_{0}^{1 h}(x, \xi)=1, \quad \widetilde{p_{0}^{1 h}}(x, \xi)=1, \quad q_{-2}^{1 h}(x, \xi)=-\frac{\lambda_{2}}{2 a_{2}} \tag{5.35}
\end{equation*}
$$

We look for $p_{2}(t, x, \xi)$ and $\widetilde{p_{2}}(t, x, \xi)$ in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ and $q_{2}(t, x, \xi)$ in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{-2}\right)$ such that $Q, P$, and $\widetilde{P}$ satisfy (5.19) and $\widetilde{l}_{2}(t, x, \xi)=0$, and such that $\partial_{t} q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$. It suffices to find $q_{-2-j}^{2}, p_{-j}^{2}$, and $\widetilde{p_{-j}^{2}}, 0 \leq j<$ $s-d / 2$, such that $\partial_{t}^{k} q_{-2-j}^{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k}^{-2-j}\right)$, and $\partial_{t}^{k} p_{-j}^{2}(t, x, \xi)$ and $\partial_{t}^{k} \widetilde{p_{-j}^{2}}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k+4}^{-j}\right)$ for $2 k<s+2-d / 2-j$. Moreover, by (ii), (iii), and (iv) of Proposition 4.11, $q_{-2-j}^{2}, p_{-j}^{2}$, and $\widetilde{p_{-j}^{2}}$ must satisfy for $0 \leq j<s-d / 2$ the following equalities:

$$
\begin{align*}
& p_{-j}^{2}=\alpha_{j}^{1}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} p_{-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} p_{-l}^{2}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{2}, \quad 0 \leq l \leq j-4\right)  \tag{5.36}\\
& \widetilde{p_{-j}^{2}}=\alpha_{j}^{2}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{2}, \quad 0 \leq l \leq j-4\right), \tag{5.37}
\end{align*}
$$

and

$$
\begin{align*}
& 2 a_{2}\left(1+\widetilde{p_{0}^{2}}\right) q_{-2-j}^{2}=\alpha_{j}^{3}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a_{2-l}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \quad 0 \leq l \leq j\right)  \tag{5.38}\\
& \quad+\alpha_{j}^{4}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a_{2-l}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{2}, \quad 0 \leq l \leq j-1\right) \\
& \quad+\alpha_{j}^{5}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \partial_{t} q_{-2-l}^{2}, \quad 0 \leq l \leq j-2\right) \\
& \quad+\alpha_{j}^{6}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} p_{-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} p_{-l}^{2}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{2}, \quad 0 \leq l \leq j-2\right) \\
& \quad+\alpha_{j}^{7}\left(\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{1 h}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \widetilde{p_{-l}^{2}}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{1 h}, \partial_{x}^{\alpha} \partial_{\xi}^{\beta} q_{-2-l}^{2}, \quad 0 \leq l \leq j-4, \quad \partial_{x}^{\alpha} \frac{\partial g}{\partial u}, \partial_{x}^{\alpha} \frac{\partial g}{\partial \bar{u}}\right)
\end{align*}
$$

where the $\alpha_{j}^{l}, 1 \leq l \leq 7$, are given polynomials with complex coefficients.
Remark. In (5.36), (5.37), and (5.38), we do not write the terms containing $r_{1}(x, \xi), r_{2}(x, \xi)$, and $r_{3}(x, \xi)$ defined in (5.34). In fact, when $r(x, \xi)$ is in $S(-(s-$ $d / 2), 0)$ and $q(x, \xi)$ is in $\widetilde{\Sigma}_{s}^{0}, q(x, D) r(x, D)$ and $r(x, D) q(x, D)$ are continuous from $H_{t^{\prime}}^{t}$ to $H_{t^{\prime}}^{t+s-d / 2}$ by Lemma 4.4 and (i) of Proposition 4.11. So, the terms containing $r_{1}(x, \xi), r_{2}(x, \xi)$, and $r_{3}(x, \xi)$ can be incorporated in the remainder $r_{2}(u, \bar{u})$ of (5.12).

For $j=0$, (5.36), (5.37), and (5.38) imply

$$
\begin{equation*}
p_{0}^{2}=0, \quad \widetilde{p_{0}^{2}}=0 \quad \text { and } \quad 2 a_{2} q_{-2}^{2}=\frac{\partial g}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right) \tag{5.39}
\end{equation*}
$$

$\partial_{t}^{k} p_{0}^{2}(t, x, \xi)$ and $\partial_{t}^{k} \widetilde{p_{0}^{2}}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \Sigma_{s,-2 k+4}^{0}\right)$ for $2 k<s+2-d / 2$. By restricting the support of $\theta_{1}$, we may assume there exists $\theta_{2}(x)$ in $S(0,0)$ equal to 1 on the support of $\theta_{1}$ such that $\theta_{2} u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Therefore, as $s$ is in $I_{d}$ and $\partial_{\bar{u}} g(0,0)=0$, Corollary 4.6 implies that $\partial_{t}^{k} \partial_{\bar{u}} g\left(\theta_{1} u, \overline{\theta_{1} u}\right)$ is in $L^{\infty}\left(0, T, H_{-2 k}^{s}\right)$ for $2 k<s-d / 2+2$. As $a_{2}(x, \xi)$ is in $S(2,0)$, homogeneous of degree 2 in $\xi$, and elliptic, $\partial_{t}^{k} q_{-2}^{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \Sigma_{s,-2 k}^{-2}\right)$ for $2 k<s-d / 2+2$ by (5.39), which ends the construction of $p_{0}^{2}(t, x, \xi), p_{0}^{2}(t, x, \xi)$, and $q_{-2}^{2}$.

Let $1 \leq j<s-d / 2$. Assume $q_{-2-l}^{2}, p_{-l}^{2}$, and $\widetilde{p_{-l}^{2}}$ are given for $0 \leq l \leq j-1$ such that they satisfy (5.36), (5.37), and (5.38) for $0 \leq l \leq j-1$, and such that $\partial_{t}^{k} q_{-2-l}^{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \Sigma_{s,-l-2 k}^{-2-l}\right)$, and $\partial_{t}^{k} p_{-l}^{2}(t, x, \xi)$ and $\partial_{t}^{k} p_{-l}^{2}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \Sigma_{s,-l-2 k+4}^{-l}\right)$ for $2 k<s+2-d / 2-l$. Equations (5.36) and (5.37) for $j$ give $p_{-j}^{2}$ and $p_{-j}^{2}$ and (5.38) gives $q_{-2-j}^{2}$. It remains to show that $\partial_{t}^{k} q_{-2-j}^{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k}^{-2-j}\right)$, and that $\partial_{t}^{k} p_{-j}^{2}(t, x, \xi)$ and $\partial_{t}^{k} p_{-j}^{2}(t, x, \xi)$ are in $L^{\infty}(0, T$, $\left.\Sigma_{s,-j-2 k+4}^{-j}\right)$ for $2 k<s+2-d / 2-j$. By (5.36), (5.37), and (5.38), it suffices to show that $\partial_{t}^{k} \alpha_{j}^{1}(t, x, \xi)$ and $\partial_{t}^{k} \alpha_{j}^{2}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k+4}^{-j}\right)$ and that $\partial_{t}^{k} \alpha_{j}^{l}(t, x, \xi)$, $3 \leq l \leq 7$, is in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k}^{-j}\right)$ for $2 k<s+2-d / 2-j$. Furthermore, $\alpha_{j}^{l}(t, x, \xi)$, $1 \leq l \leq 7$, is the sum of the following terms:

1. $\partial_{\xi}^{\alpha} p_{-k} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} q_{-2-l} \partial_{x}^{\beta}\left(q_{-2-m}\right)\right)$ and $\partial_{\xi}^{\alpha} q_{-2-k} \partial_{x}^{\alpha}\left(\frac{\overline{\partial g}}{\partial \bar{u}}\left(\theta_{1} u, \overline{\theta_{1} u}\right) \partial_{\xi}^{\beta}\left(p_{-l}\right) \partial_{x}^{\beta} q_{-2-m}\right)$, where $|\alpha|+|\beta|+k+l+m=j-4$,
2. $\partial_{\xi}^{\alpha} \partial_{t} q_{-2-k}^{2} \partial_{x}^{\alpha} \widetilde{p_{-l}}, \partial_{\xi}^{\alpha} q_{-2-k} \partial_{x}^{\alpha} p_{-l}$, and $\partial_{\xi}^{\alpha} q_{-2-k} \partial_{x}^{\alpha}\left(\frac{\overline{\partial g}}{\partial u}\left(\theta_{1} u, \overline{\theta_{1} u}\right) p_{-m}\right)$, where $|\alpha|+k+l=j-2$,
3. $\partial_{\xi}^{\alpha} q_{-2-k} \partial_{x}^{\alpha}\left(\partial_{\xi}^{\beta} a_{2-l} \partial_{x}^{\beta} p_{-m}\right)$, where $|\alpha|+|\beta|+k+l+m=j$,
4. $p_{-j}^{2}$ and $\frac{\partial g}{\partial \bar{u}} \widetilde{p_{-j}}$,
where $p_{-l}$ is either $p_{-l}^{1 h}, p_{-l}^{2}, \widetilde{p_{-l}^{1 h}}$, or $\widetilde{p_{-l}^{2}}$, and $q_{-2-l}$ is either $q_{-2-l}^{1 h}$ or $q_{-2-l}^{2}$. It suffices to consider the products of two terms, and using Leibniz rule we have to prove that

$$
\begin{align*}
& S\left(m^{\prime}, 0\right) \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{m^{\prime \prime}} \subset \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{-j} \\
& \quad \text { where } m^{\prime}+m^{\prime \prime}=-j, k^{\prime \prime} \leq k, l^{\prime \prime} \leq j \\
& \text { and } \Sigma_{s,-l^{\prime}-2 k^{\prime}}^{m^{\prime}} \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{m^{\prime \prime}} \subset \Sigma_{s,-l^{\prime}-l^{\prime \prime}-2 k}^{-j}  \tag{5.40}\\
& \quad \text { where } m^{\prime}+m^{\prime \prime}=-j, k^{\prime}+k^{\prime \prime}=k, l^{\prime}+l^{\prime \prime}=j-2 \text {, or } j-4 \text {. }
\end{align*}
$$

By (c) of Lemma 4.10,

$$
\begin{equation*}
S\left(m^{\prime}, 0\right) \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{m^{\prime \prime}} \subset \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{m^{\prime}+m^{\prime \prime}}=\Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{-j} \tag{5.41}
\end{equation*}
$$

We set $s^{\prime}=-l^{\prime}-2 k^{\prime}$ and $s^{\prime \prime}=-l^{\prime \prime}-2 k^{\prime \prime}$. Then, since $l^{\prime}+l^{\prime \prime} \leq j-2$ we have

$$
s+s^{\prime}+s^{\prime \prime}=s-l^{\prime}-l^{\prime \prime}-2 k \geq s-j-2 k+2>0
$$

and
$s+\max \left(s^{\prime}, s^{\prime \prime}\right)=s+\max \left(-l^{\prime}-2 k^{\prime},-l^{\prime \prime}-2 k^{\prime \prime}\right) \geq s-l^{\prime}-l^{\prime \prime}-2 k \geq s-j-2 k+2>d / 2$.
Item (b) of Lemma 4.10 implies that

$$
\begin{equation*}
\Sigma_{s,-l^{\prime}-2 k^{\prime}}^{m^{\prime}} \Sigma_{s,-l^{\prime \prime}-2 k^{\prime \prime}}^{m^{\prime \prime}} \subset \Sigma_{s,-l^{\prime}-l^{\prime \prime}-2 k^{\prime}-2 k^{\prime \prime}}^{m^{\prime}+m^{\prime \prime}}=\Sigma_{s,-l^{\prime}-l^{\prime \prime}-2 k}^{-j} \tag{5.42}
\end{equation*}
$$

Equations (5.41) and (5.42) yield (5.40). So, $\partial_{t}^{k} q_{-2-j}^{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k}^{-2-j}\right)$, and $\partial_{t}^{k} p_{-j}^{2}(t, x, \xi)$ and $\partial_{t}^{k} p_{-j}^{2}(t, x, \xi)$ are in $L^{\infty}\left(0, T, \Sigma_{s,-j-2 k+4}^{-j}\right)$ for $2 k<s+2-d / 2-j$.

Finally, we obtain $q_{2}(t, x, \xi)$ in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{-2}\right)$ such that $\partial_{t} q_{2}(t, x, \xi)$ is in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ and $\widetilde{l_{2}}(t, x, \xi)=0$ by iteration. Moreover, $\widetilde{l_{1}}(x, \xi)=0$ by Lemma 5.3. Since $v$ satisfies (5.12) with $\widetilde{l_{1}}(x, \xi)=\widetilde{l_{2}}(t, x, \xi)=0, v$ satisfies (5.11).

We finally proceed with the third and last step of the proof. Adapting the strategy of [6] to (5.11), we prove a microlocal smoothing effect result for $v$ which in turn yields a result of microlocal smoothing effect for $u$.

Let $b(x, \xi)$ be in $S(m, k)$. Proposition 3.2 yields

$$
\begin{align*}
i[A, b(x, D)] & =i[a(x, D), b(x, D)]+i\left[a_{1}(x, D), b(x, D)\right]  \tag{5.43}\\
& =\{a, b\}(x, D)+e(x, D)+R_{L}
\end{align*}
$$

where $L=[\max (m+2, k)]+1 . \quad R_{L}$ is a bounded operator on $L^{2}$ and $e(x, \xi)$ in $S(m, k-2)$ is defined by

$$
\begin{align*}
e(x, \xi)= & \sum_{2 \leq|\alpha|<L} \frac{1}{i^{|\alpha|-1} \alpha!}\left(\partial_{\xi}^{\alpha} a \partial_{x}^{\alpha} b-\partial_{x}^{\alpha} a \partial_{\xi}^{\alpha} b\right)  \tag{5.44}\\
& +\sum_{1 \leq|\alpha|<L} \frac{1}{i^{|\alpha|-1} \alpha!}\left(\partial_{\xi}^{\alpha} a_{1} \partial_{x}^{\alpha} b-\partial_{x}^{\alpha} a_{1} \partial_{\xi}^{\alpha} b\right)
\end{align*}
$$

Let $v$ a solution of (5.11) and $B$ an operator. Then,

$$
\begin{align*}
& \partial_{t}\langle B v, v\rangle=\left\langle B \partial_{t} v, v\right\rangle+\left\langle B v, \partial_{t} v\right\rangle+\left\langle\frac{\partial B}{\partial t} v, v\right\rangle  \tag{5.45}\\
&=\left\langle-i B\left(A v+l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u\right.\right. \\
&\left.+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\tilde{l}_{\theta}^{2}} \overline{\theta_{1} u}\right), v\right\rangle+\left\langle B v,-i\left(A v+l_{1}(x, D) v+T_{l_{2}} v\right.\right. \\
&\left.\left.+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right)\right\rangle+\left\langle\frac{\partial B}{\partial t} v, v\right\rangle \\
&=-i\langle[B, A] v, v\rangle-i\left\langleB \left( l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})\right.\right. \\
&\left.\left.+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right), v\right\rangle+i\left\langle B v, l_{1}(x, D) v+T_{l_{2}} v\right. \\
&\left.+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right\rangle+\left\langle\frac{\partial B}{\partial t} v, v\right\rangle .
\end{align*}
$$

Integrating (5.45) for $B=b(x, D)$ between 0 and $t$ and taking the real part,

$$
\begin{align*}
& \operatorname{Re}\langle b(x, D) v(t), v(t)\rangle+\int_{0}^{t} \operatorname{Re}\langle c(x, D) v(\tau), v(\tau)\rangle d \tau \\
& \leq \operatorname{Re}\left\langle b(x, D) v_{0}, v_{0}\right\rangle+\int_{0}^{t} \operatorname{Re}\langle e(x, D) v(\tau), v(\tau)\rangle d \tau \\
& \quad+\int_{0}^{t}\left(\mid\left\langleb ( x , D ) \left( l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u\right.\right.\right. \\
&\left.\quad+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v\right\rangle|+|\left\langle b(x, D) v, l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})\right. \\
&\left.\left.\quad+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}^{2}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right\rangle \mid\right) d \tau+C \int_{0}^{t}\|v\|_{L^{2}}^{2} d \tau,
\end{align*}
$$

where $c=-\left\{a_{2}, b\right\}$. Let $\mu>0$. Integrating (4.29) for $B=t^{\mu} b(x, D)$ between 0 and $t$ and taking the real part,

$$
\begin{align*}
& t^{\mu} \operatorname{Re}\langle b(x, D) v(t), v(t)\rangle+\int_{0}^{t} \tau^{\mu} \operatorname{Re}\langle c(x, D) v(\tau), v(\tau)\rangle d \tau  \tag{5.47}\\
& \leq \\
& \quad \int_{0}^{t} \tau^{\mu} \operatorname{Re}\langle e(x, D) v(\tau), v(\tau)\rangle d \tau+\int_{0}^{t} \mu \tau^{\mu-1}\langle b(x, D) v(\tau), v(\tau)\rangle d \tau \\
& \quad+\int_{0}^{t} \tau^{\mu}\left(\mid\left\langleb ( x , D ) \left( l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u\right.\right.\right. \\
& \left.\left.\quad+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right), v\right\rangle|+|\left\langle b(x, D) v, l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})\right. \\
& \left.\left.\quad+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right\rangle \mid\right) d \tau+C \int_{0}^{t}\|v\|_{L^{2}}^{2} d \tau
\end{align*}
$$

Theorem 5.5 shows that if $v_{0}$ decreases along the backward bicharacteristic through $\left(x_{0}, \xi_{0}\right)$, then $v(t,$.$) decreases at the same speed for all t>0$ along this curve. Theorem 5.6 uses the decrease established in Theorem 5.5 to prove a result of regularity for $v$ at $\left(x_{0}, \xi_{0}\right)$ by iteration.

Theorem 5.5. Let $\left(x_{0}, \xi_{0}\right)$ not be trapped backwards. Let there exist two conic neighborhoods $\mathcal{E}^{0} \subset \mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$. Let $T>0$, $s$ in $I_{d}$, and $u$ in $C\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)$ be a solution of (5.1). Suppose there is $\theta(x)$ in $S(0,0)$ equal to 1 on $\mathcal{E}$ such that $\theta u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Let $v$ in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ be a solution of (5.11). Moreover, suppose there exists $s_{0}(x, \xi)$ in $S(0,2 s-d / 2)$ with support in $\mathcal{E}$ such that $\left(s_{0}^{2},-\left\{a_{2}, s_{0}^{2}\right\}\right)$ satisfies (3.1) and (3.2) and $\langle x\rangle^{2(2 s-d / 2)} \leq s_{0}^{2}(x, \xi)$ on the set $\mathcal{E}^{0} \cap\{|\xi| \geq 1\}$. Suppose $v_{0}$ satisfies

$$
\begin{equation*}
\left\langle s_{0}(x, D) v_{0}, s_{0}(x, D) v_{0}\right\rangle<+\infty . \tag{5.48}
\end{equation*}
$$

Then, there exists a neighborhood $\mathcal{D}^{0} \subset \mathcal{E}^{0}$ containing the backward bicharacteristic $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ and a pair of symbols $\left(b^{0}, c^{0}\right)$,

$$
\begin{align*}
& 0 \leq b^{0}(x, \xi) \in S(0,2(2 s-d / 2)) \\
& 0 \leq c^{0}(x, \xi)=-\left\{a_{2}, b^{0}\right\}(x, \xi) \in S(1,2(2 s-d / 2)-1) \tag{5.49}
\end{align*}
$$

such that

$$
\begin{align*}
\left\{(x, \xi) / c^{0}(x, \xi) \geq\right. & \left.\langle x\rangle^{2(2 s-d / 2)-1}\langle\xi\rangle\right\}  \tag{5.50}\\
& \cap\left\{(x, \xi) / b^{0}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)}\right\}=\mathcal{D}^{0}
\end{align*}
$$

and for all $T>0$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\sqrt{b^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T}\left\|\sqrt{c^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.51}
\end{equation*}
$$

Theorem 5.6. Let $\left(x_{0}, \xi_{0}\right)$ not be trapped backwards. Let there exist two conic neighborhoods $\mathcal{E}^{0} \subset \mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$. Let $T>0$, $s$ in $I_{d}$, and $u$ in $C\left(0, T, L^{2}\left(\mathbb{R}^{d}\right)\right)$ be a solution of (5.1). Suppose there is $\theta(x)$ in $S(0,0)$ equal to 1 on $\mathcal{E}$ such that $\theta u$ is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Let $v$ in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ be a solution of (5.11). Moreover, suppose there exists $s_{0}(x, \xi)$ in $S(0,2 s-d / 2)$ with support in $\mathcal{E}$ such that $\left(s_{0}^{2},-\left\{a_{2}, s_{0}^{2}\right\}\right)$ satisfies (3.1) and (3.2) and $\langle x\rangle^{2(2 s-d / 2)} \leq s_{0}^{2}(x, \xi)$ on the set $\mathcal{E}^{0} \cap\{|\xi| \geq 1\}$. Suppose $v_{0}$ satisfies (5.48). We define $\kappa=2(2 s-d / 2)-[2(2 s-d / 2)]$ and there are nested neighborhoods $\mathcal{D}^{l} \subset \mathcal{D}^{l-1} \subset \cdots \subset \mathcal{D}^{0} \subset \mathcal{E}^{0}$ containing the backward bicharacteristic $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ and symbol pairs $\left(b_{l}, c_{l}\right)$,

$$
\begin{align*}
& 0 \leq b_{l}(x, \xi) \in S(l+\kappa, 2(2 s-d / 2)-l-\kappa) \\
& 0 \leq c_{l}(x, \xi)=-\left\{a_{2}, b_{l}\right\}(x, \xi) \in S(l+\kappa+1,2(2 s-d / 2)-l-\kappa-1) \tag{5.52}
\end{align*}
$$

with $0 \leq l \leq[2(2 s-d / 2)]$ such that for $l>0$,

$$
\begin{align*}
\operatorname{supp}\left(b_{l}(x, \xi)\right) & \subset\left\{(x, \xi) / c_{l-1}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\}  \tag{5.53}\\
& \cap\left\{(x, \xi) / b_{l-1}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa+1}\langle\xi\rangle^{l+\kappa-1}\right\}=\mathcal{D}^{l-1}
\end{align*}
$$

and for all $T>0$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T} t^{\mu_{l}}\left\|\sqrt{b_{l}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T} t^{\mu_{l}}\left\|\sqrt{c_{l}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.54}
\end{equation*}
$$

The exponents can be chosen $\mu_{l}=l+\kappa(1+\delta)$ for any $\delta>0$. When $l=[2(2 s-$ $d / 2)$ ] there is an exception to (5.53) that for any choice of $\nu<-1$, we may take $c_{[2(2 s-d / 2)]}(x, \xi)$ such that

$$
\begin{equation*}
\mathcal{D}^{[2(2 s-d / 2)]}=\left\{(x, \xi) / c_{[2(2 s-d / 2)]}(x, \xi) \geq\langle x\rangle^{\nu}\langle\xi\rangle^{2(2 s-d / 2)}\right\} \neq \emptyset \tag{5.55}
\end{equation*}
$$

## Remarks.

1. Suppose $u_{0}$ is in $H_{0}^{s}\left(\mathbb{R}^{d}\right)$. Then, the solution $u$ of (5.1) is in $L^{\infty}\left(0, T, H_{0}^{s}\right)$ by Corollary 4.5. In this case, we can choose $\theta(x)=1$ in Theorem 5.6.
2. Let $b(x, \xi)$ be one of the symbols in the statement of Theorem 5.5 or 5.6. We will construct those symbols using Proposition 3.1. Therefore, we can choose $b$ and $c$ such that $\sqrt{b}$ is in $S(m / 2, k / 2)$ and $\sqrt{c}$ is in $S((m+1) / 2,(k-1) / 2)$ for $b \in S(m, k)$ and $c \in S(m+1, k-1)$.
Proof of Theorem 5.5. Let $L$ be an integer defined by $L=[2 s-d / 2]+1$ and $0<\eta<1 / 2$ defined by $\eta=(2 s-d / 2) /(2 L)$. Starting with $\left(s_{0}^{2},-\left\{a_{2}, s_{0}^{2}\right\}\right)$ and $\mathcal{E}^{0}$ and using Proposition 3.1, we construct a sequence of conic neighborhoods $\mathcal{E}^{l} \subset \mathcal{E}^{l-1} \subset$ $\cdots \subset \mathcal{E}^{0}$ containing the backward bicharacteristic $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ for $1 \leq l \leq 2 L$ and pairs of symbols $\left(b_{l}^{0}, c_{l}^{0}\right)$ satisfying (3.1) and (3.2) with $b_{l}^{0}(x, \xi)$ in $S(0,2 l \eta), c_{l}^{0}(x, \xi)$ in $S(1,2 l \eta-1)$, and

$$
\begin{equation*}
\operatorname{supp}\left(b_{l}^{0}(x, \xi)\right) \subset\left\{(x, \xi) / b_{l-1}^{0}(x, \xi) \geq\langle x\rangle^{2(l-1) \eta}\right\}=\mathcal{E}^{l-1} \tag{5.56}
\end{equation*}
$$

Equation (5.46) implies

$$
\begin{align*}
\operatorname{Re}\langle & \left.b_{l}^{0}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle c_{l}^{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.57}\\
\leq & \operatorname{Re}\left\langle b_{l}^{0}(x, D) v_{0}, v_{0}\right\rangle+\int_{0}^{t} \operatorname{Re}\langle e(x, D) v(\tau), v(\tau)\rangle d \tau \\
& +\int_{0}^{t}\left(\mid\left\langleb _ { l } ^ { 0 } ( x , D ) \left( l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u\right.\right.\right. \\
& \left.+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v\right\rangle|+|\left\langle b_{l}^{0}(x, D) v, l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})\right. \\
& \left.\left.+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right\rangle \mid\right) d \tau+C
\end{align*}
$$

where $e(x, \xi)$ is in $S(0,2 l \eta-2)$ and hence in $S(0,2(l-1) \eta)$. As $\operatorname{supp} b_{l}^{0}(x, \xi) \subset$ $\left\{s_{0}(x, \xi) \geq\langle x\rangle^{2 s-d / 2}\right\}$, Lemma 3.5 and (5.48) yield

$$
\begin{equation*}
\left|\left\langle b_{l}^{0}(x, D) v_{0}, v_{0}\right\rangle\right| \leq C\left(\left\|s_{0}(x, D) v_{0}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{L^{2}}^{2}\right)<+\infty \tag{5.58}
\end{equation*}
$$

As $\theta=1$ on the support of $b_{l}^{0}(x, \xi)$, and as the support of $l_{\theta}^{1}(x, \xi)$ and of $\widetilde{l_{\theta}^{1}}(x, \xi)$ are included in the support of $\nabla \theta$, Proposition 3.2 implies

$$
\begin{align*}
& \int_{0}^{t}\left(\left|\left\langle b_{l}^{0}(x, D)\left(l_{\theta}^{1}(x, D) \theta_{1} u(\tau)+\widetilde{l_{\theta}^{1}}(x, D) \overline{\theta_{1} u}(\tau)\right), v(\tau)\right\rangle\right|\right. \\
& \left.\quad+\left|\left\langle b_{l}^{0}(x, D) v(\tau), l_{\theta}^{1}(x, D) \theta_{1} u(\tau)+\widetilde{l_{\theta}^{1}}(x, D) \overline{\theta_{1} u}(\tau)\right\rangle\right|\right) d \tau  \tag{5.59}\\
& \leq C \int_{0}^{T}\|u(\tau)\|_{L^{2}}^{2}<+\infty
\end{align*}
$$

Using Proposition 3.2, we have

$$
\begin{align*}
& b_{l}^{0}(x, D)=\sqrt{b_{l}^{0}}(x, D)^{*} \sqrt{b_{l}^{0}}(x, D)+e_{1}(x, D) \\
& b_{l}^{0}(x, D) l_{1}(x, D)=\sqrt{b_{l}^{0}}(x, D)^{*} l_{1}(x, D) \sqrt{b_{l}^{0}}(x, D)+e_{2}(x, D) \tag{5.60}
\end{align*}
$$

where $e_{1}(x, \xi)$ and $e_{2}(x, \xi)$ are in $S(-1,2 l \eta-1)$ and, hence, in $S(0,2(l-1) \eta)$. So

$$
\begin{align*}
& \left|\left\langle b_{l}^{0}(x, D)\left(\left(l_{1}(x, D)+T_{l_{2}}\right) v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v(\tau)\right\rangle\right|  \tag{5.61}\\
& \leq \\
& \quad C\left(\left\|\sqrt{b_{l}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2}+\left\|\sqrt{b_{l}^{0}}(x, D)\left(T_{l_{2}} v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2}\right) \\
& \quad+\left|\left\langle e_{1}(x, D)\left(T_{l_{2}} v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v(\tau)\right\rangle\right| \\
& \quad+\left|\left\langle e_{2}(x, D) v(\tau), v(\tau)\right\rangle\right| .
\end{align*}
$$

Moreover, as $\sqrt{b_{l}^{0}}(x, D)\langle x\rangle^{-(2 s-d / 2)}$ is bounded on $L^{2}$ and $\langle x\rangle^{2 s-d / 2} r_{2}(u, \bar{u})$ is in $L^{\infty}\left(0, T, L^{2}\right)$, we get

$$
\begin{equation*}
\left\|\sqrt{b_{l}^{0}}(x, D) r_{2}(u, \bar{u})\right\|_{L^{2}}^{2} \leq C \tag{5.62}
\end{equation*}
$$

As $l_{2}, l_{\theta}^{2}$, and $\widetilde{l_{\theta}^{2}}$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$, as $\sqrt{b_{l}^{0}}(x, \xi)$ is in $S(0,2 s-d / 2)$ for all $l$, and as $v$ and $\theta_{1} u$ are in $L^{\infty}\left(0, T, H_{0}^{s}\right)$, Proposition 4.12 implies

$$
\begin{equation*}
\left\|\sqrt{b_{l}^{0}}(x, D)\left(T_{l_{2}} v+T_{l_{\theta}^{2}} \theta_{1} u+T_{\bar{l}_{\theta}^{2}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2} \leq C \tag{5.63}
\end{equation*}
$$

Finally, Lemma 3.4 with $b_{l}^{0}$ and $c_{l}^{0}$ yields

$$
\begin{align*}
\| & \sqrt{b_{l}^{0}}(x, D) v(t)\left\|_{L^{2}}^{2}+\int_{0}^{t}\right\| \sqrt{c_{l}^{0}}(x, D) v(\tau) \|_{L^{2}}^{2} d \tau \\
\leq & \operatorname{Re}\left\langle b_{l}^{0}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle c_{l}^{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.64}\\
& +\operatorname{Re}\left\langle e_{3}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle e_{4}(x, D) v(\tau), v(\tau)\right\rangle d \tau+C
\end{align*}
$$

where $e_{3}(x, \xi)$ and $e_{4}(x, \xi)$ are in $S(0,2(l-1) \eta)$.
When $l=1, e(x, D), e_{1}(x, D), e_{2}(x, D), e_{3}(x, D)$, and $e_{4}(x, \xi)$ are bounded on $L^{2}$. Thus, (5.57), (5.58), (5.59), (5.61), (5.62), (5.63), and (5.64) imply

$$
\begin{align*}
\left\|\sqrt{b_{1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} & +\int_{0}^{t}\left\|\sqrt{c_{1}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau  \tag{5.65}\\
& \leq C \int_{0}^{t}\left\|\sqrt{b_{1}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau+C
\end{align*}
$$

Gronwall's lemma yields

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\sqrt{b_{1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T}\left\|\sqrt{c_{1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.66}
\end{equation*}
$$

Assume

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\sqrt{b_{l-1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T}\left\|\sqrt{c_{l-1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.67}
\end{equation*}
$$

for $2 \leq l \leq L$. As $e_{1}(x, \xi)$ and $e_{2}(x, \xi)$ are in $S(0,2(l-1) \eta)$ with support in $\left\{b_{l-1}^{0}(x, \xi) \geq\langle x\rangle^{2(l-1) \eta}\right\}$ by (5.56), Lemma 3.5 implies

$$
\begin{align*}
& \left|\left\langle e_{1}(x, D)\left(T_{l_{2}} v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v(\tau)\right\rangle\right| \\
& \quad+\left|\left\langle e_{2}(x, D) v(\tau), v(\tau)\right\rangle\right| \\
& \leq C\left(\left\|\sqrt{b_{l-1}^{0}}(x, D) v\right\|_{L^{2}}^{2}+\left\|\sqrt{b_{l-1}^{0}}(x, D) r_{2}(u, \bar{u})\right\|_{L^{2}}^{2}\right.  \tag{5.68}\\
& \left.\quad+\left\|\sqrt{b_{l-1}^{0}}(x, D)\left(T_{l_{2}} v+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2}\right)+C .
\end{align*}
$$

As for (5.62) and (5.63), we have

$$
\begin{align*}
& \left\|\sqrt{b_{l-1}^{0}}(x, D) r_{2}(u, \bar{u})\right\|_{L^{2}}^{2} \leq C \\
& \left\|\sqrt{b_{l-1}^{0}}(x, D)\left(T_{l_{2}} v+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l}_{\theta}^{2}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2} \leq C . \tag{5.69}
\end{align*}
$$

Inequality (5.67) implies

$$
\begin{equation*}
\left\|\sqrt{b_{l-1}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} \leq C \tag{5.70}
\end{equation*}
$$

Then (5.57), (5.58), (5.59), (5.61), (5.62), (5.63), (5.64), (5.68), (5.69), and (5.70) yield

$$
\begin{align*}
\left\|\sqrt{b_{l}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} & +\int_{0}^{t}\left\|\sqrt{c_{l}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau \\
& \leq C \int_{0}^{t}\left\|\sqrt{b_{l}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d t+C+\operatorname{Re}\left\langle e_{3}(x, D) v(t), v(t)\right\rangle  \tag{5.71}\\
& +\int_{0}^{t} \operatorname{Re}\left\langle e_{5}(x, D) v(\tau), v(\tau)\right\rangle d t
\end{align*}
$$

where $e_{5}(x, \xi)=e(x, \xi)+e_{4}(x, \xi)$ is in $S(0,2(l-1) \eta)$ with support included in $\left\{b_{l-1}^{0}(x, \xi) \geq\langle x\rangle^{2(l-1) \eta}\right\}$. Lemma 3.5 and (5.67) imply

$$
\begin{align*}
& \left|\left\langle e_{3}(x, D) v(t), v(t)\right\rangle\right|+\int_{0}^{t}\left|\left\langle e_{5}(x, D) v(\tau), v(\tau)\right\rangle\right| d \tau \\
\leq & C\left(\left\|\sqrt{b_{l-1}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{t}\left\|\sqrt{b_{l-1}^{0}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau\right)+C<+\infty \tag{5.72}
\end{align*}
$$

which together with (5.71) yields

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\sqrt{b_{l}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T}\left\|\sqrt{c_{l}^{0}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.73}
\end{equation*}
$$

using Gronwall's lemma. Hence, (5.73) is true for $1 \leq l \leq 2 L$ by induction. It suffices to define $\left(b^{0}, c^{0}\right)=\left(b_{l}^{0}, c_{l}^{0}\right)$ with $l=2 L$.

Proof of Theorem 5.6. Starting with $\left(b^{0}, c^{0}\right)$ given by Theorem 5.5 and

$$
\begin{equation*}
\mathcal{D}_{0}=\left\{(x, \xi) / b^{0}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)}\right\} \cap\left\{(x, \xi) / c^{0}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-1}\langle\xi\rangle\right\} \tag{5.74}
\end{equation*}
$$

and using Proposition 3.1, we construct a sequence of conic neighborhoods $\mathcal{D}^{l} \subset$ $\mathcal{D}^{l-1} \subset \cdots \subset \mathcal{D}^{0} \subset \mathcal{D}_{0} \subset \mathcal{E}^{0}$ containing $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ for $0 \leq l \leq[2(2 s-d / 2)]$
and pairs of symbols $\left(b_{l}, c_{l}\right)$ satisfying (3.1), (3.2), (5.52), and (5.53). For $\mu_{l}>0$, (5.47) implies

$$
\begin{align*}
& t^{\mu} \operatorname{Re}\left\langle b_{l}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \tau^{\mu} \operatorname{Re}\left\langle c_{l}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.75}\\
& \quad \leq \int_{0}^{t} \tau^{\mu} \operatorname{Re}\langle e(x, D) v(\tau), v(\tau)\rangle d \tau+\int_{0}^{t} \mu \tau^{\mu-1}\left\langle b_{l}(x, D) v(\tau), v(\tau)\right\rangle d \tau \\
& \quad+\int_{0}^{t} \tau^{\mu}\left(\mid\left\langleb _ { l } ( x , D ) \left( l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u+\left(\widetilde{l_{\theta}^{1}}(x, D)\right.\right.\right.\right. \\
& \left.\left.\quad+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v\right\rangle|+|\left\langle b_{l}(x, D) v, l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+\left(l_{\theta}^{1}(x, D)+T_{l_{\theta}^{2}}\right) \theta_{1} u\right. \\
& \left.\quad+\left(\widetilde{l_{\theta}^{1}}(x, D)+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right\rangle \mid\right) d \tau+C
\end{align*}
$$

where $e(x, \xi)$ is in $S(\kappa+l, 2(2 s-d / 2)-l-\kappa-2)$ and hence in $S(\kappa+l, 2(2 s-d / 2)-l-\kappa)$. As $\theta=1$ on the support of $b_{l}(x, \xi)$, and as the support of $l_{\theta}^{1}(x, \xi)$ and of $\tilde{l}_{\theta}^{1}(x, \xi)$ are included in the support of $\nabla \theta$, Proposition 3.2 yields

$$
\begin{align*}
\int_{0}^{t}\left(\mid\left\langle\tau ^ { \mu _ { l } } b _ { l } ( x , D ) \left( l_{\theta}^{1}(x, D) \theta_{1} u(\tau)\right.\right.\right. & \left.\left.+\widetilde{l_{\theta}^{1}}(x, D) \overline{\theta_{1} u}(\tau)\right), v(\tau)\right\rangle \mid \\
& +\mid\left\langle\tau^{\mu_{l}} b_{l}(x, D) v(\tau), l_{\theta}^{1}(x, D) \theta_{1} u(\tau)\right.  \tag{5.76}\\
& \left.\left.+\widetilde{l_{\theta}^{1}}(x, D) \overline{\theta_{1} u}(\tau)\right\rangle \mid\right) d \tau \leq C \int_{0}^{T}\|u(\tau)\|_{L^{2}}^{2}<+\infty
\end{align*}
$$

Moreover, Lemma 3.4 with $b_{l}$ and $c_{l}$ implies

$$
\begin{align*}
t^{\mu_{l}} \| & \sqrt{b_{l}}(x, D) v(t)\left\|_{L^{2}}^{2}+\int_{0}^{t} \tau^{\mu_{l}}\right\| \sqrt{c_{l}}(x, D) v(\tau) \|_{L^{2}}^{2} d \tau \\
\leq & \operatorname{Re}\left\langle t^{\mu_{l}} b_{l}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{l}} c_{l}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.77}\\
& +\operatorname{Re}\left\langle t^{\mu_{l}} e_{2}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{l}} e_{3}(x, D) v(\tau), v(\tau)\right\rangle d \tau+C
\end{align*}
$$

where $e_{2}(x, \xi)$ belongs to $S(l+\kappa-1,2(2 s-d / 2)-l-\kappa-1)$ and $e_{3}(x, \xi)$ belongs to $S(l+\kappa, 2(2 s-d / 2)-l-\kappa-2)$.

We define a symbol $d_{l}(x, \xi)$. If $l=0$, as $b_{0}(x, \xi)$ is in $S(\kappa, 2(2 s-d / 2)-\kappa)$ and its support is in $\mathcal{D}_{0}$ defined by (5.74), there exists $d_{0}(x, \xi)$ in $S(\kappa, 2(2 s-d / 2)-\kappa)$ with $\sqrt{d_{0}}(x, \xi) \in S(\kappa / 2,(2 s-d / 2)-\kappa / 2)$ such that $d_{0}(x, \xi)$ has its support in $\mathcal{D}_{0}$ and

$$
\begin{equation*}
\operatorname{supp}\left(b_{0}(x, \xi)\right) \subset\left\{(x, \xi) / d_{0}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-\kappa}\langle\xi\rangle^{\kappa}\right\} \tag{5.78}
\end{equation*}
$$

If $l \geq 1$, as $b_{l}(x, \xi)$ is in $S(l+\kappa, 2(2 s-d / 2)-l-\kappa)$ and has its support in $\left\{c_{l-1}(x, \xi) \geq\right.$ $\left.\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\}$, there exists $d_{l}(x, \xi)$ in $S(l+\kappa, 2(2 s-d / 2)-l-\kappa)$ with $\sqrt{d_{l}}(x, \xi) \in S((l+\kappa) / 2,(2 s-d / 2)-(l+\kappa) / 2)$ such that

$$
\begin{equation*}
\operatorname{supp}\left(b_{l}(x, \xi)\right) \subset\left\{(x, \xi) / d_{l}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\} \tag{5.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{supp}\left(d_{l}(x, \xi)\right) \subset\left\{(x, \xi) / c_{l-1}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\} \tag{5.80}
\end{equation*}
$$

By (5.78) and (5.79), Lemma 3.5 implies

$$
\begin{align*}
& \left.\left.\mid\left\langle b_{l}(x, D)\left(l_{1}(x, D) v+T_{l_{2}} v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}}\right) \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}}\right) \overline{\theta_{1} u}\right), v(\tau)\right\rangle \mid  \tag{5.81}\\
& \quad \leq C\left(\left\|\sqrt{d_{l}}(x, D) v(\tau)\right\|_{L^{2}}^{2}+\left\|\sqrt{d_{l}}(x, D) r_{2}(u, \bar{u})\right\|_{L^{2}}^{2}\right. \\
& \left.\quad+\left\|\sqrt{d_{l}}(x, D) T_{l_{2}} v\right\|_{L^{2}}^{2}+\left\|\sqrt{d_{l}}(x, D)\left(T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2}\right)
\end{align*}
$$

Moreover, $\sqrt{d_{l}}(x, D)\langle x\rangle^{(\kappa+l) / 2-(2 s-d / 2)}\left(1+|D|^{2}\right)^{-(\kappa+l) / 4}$ is bounded on $L^{2}$, and $(1+$ $\left.|D|^{2}\right)^{(\kappa+l) / 4}\langle x\rangle^{2 s-d / 2-(\kappa+l) / 2} r_{2}(u, \bar{u})$ is in $L^{2}$ using Proposition 4.3 and the fact that $r_{2}(u, \bar{u})$ is in $L^{\infty}\left(0, T, H_{0}^{2 s-d / 2}\right)$. So

$$
\begin{equation*}
\left\|\sqrt{d_{l}}(x, D) r_{2}(u, \bar{u})\right\|_{L^{2}}^{2} \leq C \tag{5.82}
\end{equation*}
$$

$l_{\theta}^{2}$ and $\widetilde{l_{\theta}^{2}}$ are in $L^{\infty}\left(0, T, \widetilde{\Sigma}_{s}^{0}\right)$ and they vanish in a neighborhood of the support of $\sqrt{d_{l}}(x, \xi), \sqrt{d_{l}}(x, \xi)$ is in $S((l+\kappa) / 2,(2 s-d / 2)-(l+\kappa) / 2)$, and $v$ and $\theta_{1} u$ are in $L^{\infty}\left(0, T, H_{0}^{s}\right)$. Therefore, Proposition 4.12 implies that

$$
\begin{equation*}
\left\|\sqrt{d_{l}}(x, D)\left(T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right)\right\|_{L^{2}}^{2} \leq C \tag{5.83}
\end{equation*}
$$

Finally, Proposition 4.12 implies that

$$
\begin{equation*}
\left\|\sqrt{d_{l}}(x, D) T_{l_{2}} v\right\|_{L^{2}}^{2} \leq C\left(\sum_{1 \leq j \leq N}\left\|\sqrt{d_{l}^{j}}(x, D) v\right\|_{L^{2}}^{2}+1\right) \tag{5.84}
\end{equation*}
$$

where $d_{l}^{j}(x, \xi)$ is in $S((l+\kappa) / 2,(2 s-d / 2)-(l+\kappa) / 2)$ and its support is included in the support of $\sqrt{d_{l}}(x, \xi)$. Inequalities (5.81), (5.82), (5.83), and (5.84) yield

$$
\begin{align*}
\mid\left\langleb _ { l } ( x , D ) \left( l_{1}(x, D) v\right.\right. & \left.\left.+T_{l_{2}} v+r_{2}(u, \bar{u})+T_{l_{\theta}^{2}} \theta_{1} u+T_{\widetilde{l_{\theta}^{2}}} \overline{\theta_{1} u}\right), v(\tau)\right\rangle \mid  \tag{5.85}\\
& \leq C\left(\left\|\sqrt{d_{l}}(x, D) v(\tau)\right\|_{L^{2}}^{2}+\sum_{1 \leq j \leq N}\left\|d_{l}^{j}(x, D) v(\tau)\right\|_{L^{2}}^{2}\right)+C .
\end{align*}
$$

First we prove (5.54) when $l=0$. Propositions 3.2 and 3.3 imply the existence of $e_{4}(x, \xi)$ in $S(\kappa, 2(2 s-d / 2)-\kappa)$ with support in $\mathcal{D}_{0}$ such that

$$
\begin{equation*}
\sqrt{d_{0}}(x, D)^{*} \sqrt{d_{0}}(x, D)+\sum_{1 \leq j \leq N} d_{0}^{j}(x, D)^{*} d_{0}^{j}(x, D)=e_{4}(x, D) \tag{5.86}
\end{equation*}
$$

which together with (5.75), (5.76), (5.77), and (5.85) yields

$$
\begin{align*}
t^{\mu_{0}} \| & \sqrt{b_{0}}(x, D) v(t)\left\|_{L^{2}}^{2}+\int_{0}^{t} \tau^{\mu_{0}}\right\| \sqrt{c_{0}}(x, D) v(\tau) \|_{L^{2}}^{2} d \tau  \tag{5.87}\\
\leq & \operatorname{Re}\left\langle t^{\mu_{0}} e_{2}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{0}} e_{5}(x, D) v(\tau), v(\tau)\right\rangle d \tau \\
& +\int_{0}^{t} \mu_{0} \operatorname{Re}\left\langle\tau^{\mu_{0}-1} b_{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau+C,
\end{align*}
$$

where $e_{5}(x, \xi)=e(x, \xi)+e_{3}(x, \xi)+e_{4}(x, \xi)$. As $e_{2}(x, \xi)$ is in $S(\kappa-1,2 s-d / 2-\kappa-1)$ and has its support in $\mathcal{D}_{0}$, Lemma 3.5 and Theorem 5.5 yield

$$
\begin{equation*}
\operatorname{Re}\left\langle e_{2}(x, D) v(t), v(t)\right\rangle \leq C\left\|\sqrt{b^{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+C<+\infty \tag{5.88}
\end{equation*}
$$

We choose $\mu_{0}$ such that $\kappa<\mu_{0}<1$, which implies that $t^{-\left(1-\mu_{0}\right) /(1-\kappa)}$ is locally integrable in $t$. As $e_{5}(x, \xi)$ and $b_{0}(x, \xi)$ have their support in $\mathcal{D}_{0}$ defined by (5.74), we have

$$
\begin{aligned}
\left|t^{\mu_{0}} e_{5}(x, \xi)\right| & \leq C\left(b^{0}(x, \xi)\right)^{1-\kappa}\left(t^{\mu_{0} / \kappa} c^{0}(x, \xi)\right)^{\kappa} \leq C\left(b^{0}(x, \xi)+t^{\mu_{0} / \kappa} c^{0}(x, \xi)\right) \\
\left|t^{\mu_{0}-1} b_{0}(x, \xi)\right| & \leq C\left(t^{-\left(1-\mu_{0}\right) /(1-\kappa)} b^{0}(x, \xi)\right)^{1-\kappa}\left(c^{0}(x, \xi)\right)^{\kappa} \\
& \leq C\left(t^{-\left(1-\mu_{0}\right) /(1-\kappa)} b^{0}(x, \xi)+c^{0}(x, \xi)\right)
\end{aligned}
$$

and Lemma 3.4 with $C\left(b^{0}(x, \xi)+t^{\mu_{0} / \kappa} c^{0}(x, \xi)\right)-t^{\mu_{0}} e_{5}(x, \xi)$ and $C\left(b^{0}(x, \xi)+\right.$ $\left.t^{\left(1-\mu_{0}\right) /(1-\kappa)} c^{0}(x, \xi)\right)-t^{\kappa /(1-\kappa)\left(1-\mu_{0}\right)} b_{0}(x, \xi)$ implies

$$
\begin{align*}
& \int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{0}} e_{5}(x, D) v(\tau), v(\tau)\right\rangle d \tau+\int_{0}^{t} \mu_{0} \operatorname{Re}\left\langle\tau^{\mu_{0}-1} b_{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.89}\\
& \quad \leq C \sup _{0 \leq t \leq T} \operatorname{Re}\left\langle b^{0}(x, D) v(t), v(t)\right\rangle+C \int_{0}^{t} \operatorname{Re}\left\langle c^{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau \\
& \quad+C \sup _{0 \leq t \leq T} \operatorname{Re}\left\langle e_{6}(t, x, D) v(t), v(t)\right\rangle+C
\end{align*}
$$

where $e_{6}(t, x, \xi)$ is in $S(0,2(2 s-d / 2))$ with seminorms bounded independently of $t$ for $0 \leq t \leq T$ and with support in $\mathcal{D}_{0}$. Lemma 3.5 and Theorem 5.5 yield

$$
\begin{align*}
\sup _{0 \leq t \leq T} \operatorname{Re}\left\langle b^{0}(x, D) v(t), v(t)\right\rangle & +\int_{0}^{T} \operatorname{Re}\left\langle c^{0}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.90}\\
& +\sup _{0 \leq t \leq T} \operatorname{Re}\left\langle e_{6}(t, x, D) v(t), v(t)\right\rangle<+\infty
\end{align*}
$$

which together with (5.87), (5.88), and (5.89) implies

$$
\begin{equation*}
\sup _{0 \leq t \leq T} t^{\mu_{0}}\left\|\sqrt{b_{0}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T} t^{\mu_{0}}\left\|\sqrt{c_{0}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.91}
\end{equation*}
$$

We define $\mu_{l}=\mu_{0}+l$. Assume

$$
\begin{equation*}
\sup _{0 \leq t \leq T} t^{\mu_{l-1}}\left\|\sqrt{b_{l-1}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{T} t^{\mu_{l-1}}\left\|\sqrt{c_{l-1}}(x, D) v(t)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.92}
\end{equation*}
$$

for $1 \leq l \leq[2(2 s-d / 2)]$. As $\sqrt{d_{l}}(x, D)^{*} \sqrt{d_{l}}(x, D)+\sum_{1 \leq j \leq N} d_{l}^{j}(x, D)^{*} d_{l}^{j}(x, D)$ is in $O p(S(l+\kappa, 2(2 s-d / 2)-l-\kappa))$ and as its symbol is supported in $\left\{c_{l-1}(x, \xi) \geq\right.$ $\left.\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\}$, Lemma 3.5 and (5.92) imply

$$
\begin{align*}
& \int_{0}^{t} \tau^{\mu_{l}}\left(\left\|\sqrt{d_{l}}(x, D) v(\tau)\right\|_{L^{2}}^{2}+\sum_{1 \leq j \leq N}\left\|d_{l}^{j}(x, D) v(\tau)\right\|_{L^{2}}^{2}\right) d \tau  \tag{5.93}\\
& \quad \leq C \int_{0}^{t} \tau^{\mu_{l-1}}\left\|\sqrt{c_{l-1}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau+C<+\infty
\end{align*}
$$

Then (5.75), (5.76), (5.77), (5.85), and (5.93) yield

$$
\begin{align*}
t^{\mu_{l}} \| & \sqrt{b_{l}}(x, D) v(t)\left\|_{L^{2}}^{2}+\int_{0}^{t} \tau^{\mu_{l}}\right\| \sqrt{c_{l}}(x, D) v(\tau) \|_{L^{2}}^{2} d \tau  \tag{5.94}\\
\leq & \operatorname{Re}\left\langle t^{\mu_{l}} e_{2}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{l}} e_{5}(x, D) v(\tau), v(\tau)\right\rangle d \tau \\
& +\int_{0}^{t} \mu_{l} \operatorname{Re}\left\langle\tau^{\mu_{l}-1} b_{l}(x, D) v(\tau), v(\tau)\right\rangle d \tau+C
\end{align*}
$$

$b_{l}(x, \xi)$ and $e_{5}(x, \xi)$ are in $S(l+\kappa, 2(2 s-d / 2)-l-\kappa)$ and have their support in $\left\{c_{l-1}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa}\langle\xi\rangle^{l+\kappa}\right\} . e_{2}(x, \xi)$ is in $S(l+\kappa-1,2(2 s-d / 2)-l-\kappa-1)$ and has its support in $\left\{b_{l-1}(x, \xi) \geq\langle x\rangle^{2(2 s-d / 2)-l-\kappa+1}\langle\xi\rangle^{l+\kappa-1}\right\}$. Thus, Lemma 3.5 implies

$$
\begin{align*}
& \operatorname{Re}\left\langle t^{\mu_{l}} e_{2}(x, D) v(t), v(t)\right\rangle+\int_{0}^{t} \operatorname{Re}\left\langle\tau^{\mu_{l}} e_{5}(x, D) v(\tau), v(\tau)\right\rangle d \tau  \tag{5.95}\\
& \quad+\int_{0}^{t} \mu_{l} \operatorname{Re}\left\langle\tau^{\mu_{l}-1} b_{l}(x, D) v(\tau), v(\tau)\right\rangle d \tau \leq C \sup _{0 \leq t \leq T} t^{\mu_{l-1}}\left\|\sqrt{b_{l-1}}(x, D) v\right\|_{L^{2}}^{2} \\
& \quad+C \int_{0}^{t} \tau^{\mu_{l-1}}\left\|\sqrt{c_{l-1}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau+C
\end{align*}
$$

which together with (5.94) and (5.92) implies

$$
\begin{equation*}
t^{\mu_{l}}\left\|\sqrt{b_{l}}(x, D) v(t)\right\|_{L^{2}}^{2}+\int_{0}^{t} \tau^{\mu_{l}}\left\|\sqrt{c_{l}}(x, D) v(\tau)\right\|_{L^{2}}^{2} d \tau \leq C \tag{5.96}
\end{equation*}
$$

Thus, (5.54) is true for all $0 \leq l \leq[2(2 s-d / 2)]$ by induction.
We can now prove Theorems 2.3 and 2.4.
Proof of Theorem 2.3. We first check that $v_{0}$ satisfies (5.48). As $\mathcal{E}$ satisfies (2.7), Proposition 3.1 implies the existence of a conic neighborhood $\mathcal{E}^{0} \subset \mathcal{E}$ of $\left\{\varphi\left(s, x_{0}, \xi_{0}\right), s \leq 0\right\}$ and of $s_{0}(x, \xi)$ in $S(0,2 s-d / 2)$ with support in $\mathcal{E}$ such that $\left(s_{0}^{2},-\left\{a_{2}, s_{0}^{2}\right\}\right)$ satisfies (3.1) and (3.2) and $\langle x\rangle^{2(2 s-d / 2)} \leq s_{0}^{2}(x, \xi)$ on the set $\mathcal{E}^{0} \cap\{|\xi| \geq$ 1\}. As $\theta u_{0}$ is in $H_{0}^{s}$, as $q_{2}(0, x, \xi)$ is in $\widetilde{\Sigma}_{s}^{0}$ and as $s_{0}(x, \xi)$ is in $S(0,2 s-d / 2)$, we have

$$
\begin{equation*}
\left\|s_{0}(x, D) T_{q_{2}(0, .)} \overline{\theta u_{0}}\right\|_{L^{2}} \leq C \tag{5.97}
\end{equation*}
$$

by Proposition 4.12. Moreover, by the assumptions of Theorem 2.3, $s(x, \xi)$ is in $S(0,2 s-d / 2)$ and $\langle x\rangle^{2(2 s-d / 2)} \leq s^{2}(x, \xi)$ on the set $\mathcal{E}$. As $\theta$ is in $S(0,0)$, Lemma 3.5 and (2.11) yield

$$
\begin{equation*}
\left\|s_{0}(x, D) \theta u_{0}\right\|_{L^{2}} \leq C\left\|s(x, D) u_{0}\right\|_{L^{2}} \leq C \tag{5.98}
\end{equation*}
$$

and as $q_{1}(x, \xi)$ and $\theta$ are in $S(0,0)$, Lemma 3.5 and (2.12) yield

$$
\begin{equation*}
\left\|s_{0}(x, D) q_{1}(x, D) \overline{\theta u_{0}}\right\|_{L^{2}} \leq C\left\|s(x, D) \overline{u_{0}}\right\|_{L^{2}} \leq C \tag{5.99}
\end{equation*}
$$

Finally, as $v_{0}=\theta u_{0}-\left(q_{1}(x, D)+T_{q_{2}(0, .)}\right) \overline{\theta u_{0}},(5.98),(5.97)$, and (5.99) imply that $v_{0}$ satisfies (5.48). So, the assumptions of Theorem 5.6 are satisfied.

For $l=[2(2 s-d / 2)]$, the symbol $b_{l}(x, \xi)$ of Theorem 5.6 is in $S(2(2 s-d / 2), 0)$. Therefore, $\sqrt{b_{l}}(x, \xi)$ is in $S(2 s-d / 2,0)$ and hence in $S^{2 s-d / 2}$. Inequality (5.54) yields for all $0<t \leq T$,

$$
\begin{equation*}
\left\|\sqrt{b_{l}}(x, D) v(t)\right\|_{L^{2}}<+\infty \tag{5.100}
\end{equation*}
$$

which implies that $v(t,$.$) is microlocally H^{2 s-d / 2}$ in $\left(x_{0}, \xi_{0}\right)$ for all $0<t \leq T$ since $\sqrt{b_{l}}(x, \xi)$ is elliptic at $\left(x_{0}, \xi_{0}\right)$.

Moreover, for $l=[2(2 s-d / 2)]$, the symbol $c_{l}(x, \xi)$ of Theorem 5.6 is in $S(2(2 s-$ $d / 2)+1,-1)$. Therefore, $\sqrt{c_{l}}(x, \xi)$ is in $S(2 s-d / 2+1 / 2,-1 / 2)$ and hence in $S^{2 s-d / 2+1 / 2}$. Inequality (5.54) yields for all $0<t \leq T$ and for all $\delta>0$

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|\sqrt{c_{l}}(x, D) v(t, .)\right\|_{L^{2}}^{2} d t<+\infty \tag{5.101}
\end{equation*}
$$

Assume that $u(t,$.$) is microlocally H^{\sigma}$ at $\left(x_{0},-\xi_{0}\right)$ for a time $t, 0<t \leq T$. So, $\overline{\theta u}(t,$.$) is microlocally H^{\sigma}$ at $\left(x_{0}, \xi_{0}\right)$. As $q_{1}(x, \xi)$ is in $S^{-2}$ and $q_{2}(t, x, \xi)$ is in Bony's class $\Sigma_{s-d / 2}^{-2},\left(q_{1}(x, D)+T_{q_{2}(t, .)}\right) \overline{\theta u}$ is microlocally $H^{\sigma+2}$ at $\left(x_{0}, \xi_{0}\right)$. Therefore, $u(t,$.$) is microlocally H^{\min (\sigma+2,2 s-d / 2)}$ at $\left(x_{0}, \xi_{0}\right)$ since $v(t,$.$) is microlocally H^{2 s-d / 2}$ at $\left(x_{0}, \xi_{0}\right)$ and $\theta u=v+\left(q_{1}(x, D)+T_{q_{2}}\right) \overline{\theta u}$.

Assume there exists a pseudodifferential operator whose symbol $c(x, \xi)$ is in $S^{0}$ and is elliptic at $\left(x_{0},-\xi_{0}\right)$ such that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\|c(x, D) u(t, .)\|_{H^{\sigma}}^{2} d t<+\infty \tag{5.102}
\end{equation*}
$$

for a $\delta>0$. We may assume that $c(x, \xi)$ is equal to 1 in a conic neighborhood of $\left(x_{0},-\xi_{0}\right)$ and that $\theta$ is equal to 1 in a neighborhood of the support of $c^{J}(x, \xi)$. We choose $c_{1}(x, \xi)$ in $S(0,0)$ with compact support in $x$, such that $\sqrt{c_{l}}(x, \xi)$ is elliptic and $c^{J}(x, \xi) \equiv 1$ in a neighborhood of the support of $c_{1}(x, \xi)$. Lemma 3.5 and (5.101) yield

$$
\begin{align*}
& \int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{1}(x, D) v(t, .)\right\|_{H^{2 s-d / 2+1 / 2}}^{2} d t  \tag{5.103}\\
& \quad \leq \int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|\sqrt{c_{l}}(x, D) v(t, .)\right\|_{L^{2}}^{2} d t<+\infty
\end{align*}
$$

Moreover,

$$
\begin{align*}
c_{1}(x, D) Q \overline{\theta u}= & c_{1}(x, D) Q c^{J}(x, D) \overline{\theta u}+c_{1}(x, D) Q\left(1-c^{J}(x, D)\right) \overline{\theta u}  \tag{5.104}\\
= & c_{1}(x, D) Q \theta \overline{c(x, D) u}+c_{1}(x, D) Q\left[c^{J}(x, D), \theta\right] \bar{u} \\
& +c_{1}(x, D) Q\left(1-c^{J}(x, D)\right) \overline{\theta u} .
\end{align*}
$$

$\theta$ is equal to 1 in a neighborhood of the support of $c^{J}(x, \xi)$ and $c^{J}(x, \xi) \equiv 1$ in a neighborhood of the support of $c_{1}(x, \xi)$. Thus, $\left[c^{J}(x, D), \theta\right]$ and $c_{1}(x, D) q_{1}(x, D)(1-$ $c^{J}(x, D)$ ) are bounded from $L^{2}$ to $H^{2 s-d / 2+1 / 2}$. Moreover, the symbolic calculus of Bony implies that $c_{1}(x, D) T_{q_{2}}\left(1-c^{J}(x, D)\right)$ is bounded from $L^{2}$ to $H^{2 s-d / 2+2}$. So, (5.104) yields

$$
\begin{align*}
& \int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{1}(x, D) Q \overline{\theta u}\right\|_{H^{\min (\sigma+2,2 s-d / 2+1 / 2)}}^{2} d t  \tag{5.105}\\
& \quad \leq \int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{1}(x, D) Q \theta \overline{c(x, D) u}\right\|_{H^{\sigma+2}}^{2} d t+C \\
& \quad \leq C\left(\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\|c(x, D) u\|_{H^{\sigma}}^{2} d t+1\right)<+\infty
\end{align*}
$$

As $\theta u=v+\left(q_{1}(x, D)+T_{q_{2}}\right) \overline{\theta u},(5.103)$ and (5.105) imply that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{1}(x, D) u(t, .)\right\|_{H^{\min (\sigma+2,2 s-d / 2+1 / 2)}}^{2} d t<+\infty \tag{5.106}
\end{equation*}
$$

since $\theta$ is equal to 1 in a neighborhood of the support of $c_{1}(x, \xi)$.
Finally, assume that $\partial_{\bar{u}} f(0,0)=0$. Then, we may choose $q_{1}(x, \xi) \equiv 0$ by Proposition 5.1. Therefore, inequality (5.99) is always satisfied. So, we do not need assumption (2.12).

Proof of Theorem 2.4. As $\theta u$ is in $L^{\infty}\left(0, T, H^{s}\right), u(t,$.$) is microlocally H^{s}$ in $\left(x_{0}, \xi_{0}\right)$ and in $\left(x_{0},-\xi_{0}\right)$ for all $0<t \leq T$. Moreover, there exists $c_{1}(x, \xi)$ and $c_{2}(x, \xi)$ in $S^{0}$, with $c_{1}(x, \xi)$ elliptic in $\left(x_{0}, \xi_{0}\right)$ and $c_{2}(x, \xi)$ elliptic in $\left(x_{0},-\xi_{0}\right)$, such that

$$
\begin{equation*}
\int_{0}^{T} t^{2(2 s-d / 2)+\delta}\left\|c_{j}(x, D) u(t, .)\right\|_{H^{s}}^{2} d t<+\infty, \quad j=1,2 \tag{5.107}
\end{equation*}
$$

Starting from $\sigma=s$, it suffices to use Theorem 2.3 with $\left(x_{0}, \xi_{0}\right)$ and with $\left(x_{0},-\xi_{0}\right)$ as many times as needed.
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#### Abstract

In this paper we study, via variational methods, the problem of scattering of time harmonic acoustic waves by an unbounded sound soft surface. The boundary $\partial D$ is assumed to lie within a finite distance of a flat plane and the incident wave is that arising from an inhomogeneous term in the Helmholtz equation whose support lies within some finite distance of the boundary $\partial D$. Via analysis of an equivalent variational formulation, we provide the first proof of existence of a unique solution to a three-dimensional rough surface scattering problem for an arbitrary wave number. Our method of analysis does not require any smoothness of the boundary which can, for example, be the graph of an arbitrary bounded continuous function. An attractive feature is that all constants in a priori bounds, for example the inf-sup constant of the sesquilinear form, are bounded by explicit functions of the wave number and the maximum surface elevation.
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1. Introduction. This paper is concerned with the development and analysis of a variational formulation for scattering by unbounded surfaces, in particular, with the study of what are termed rough surface scattering problems in the engineering literature. We shall use the phrase rough surface to denote surfaces which are a (usually nonlocal) perturbation of an infinite plane surface such that the whole surface lies within a finite distance of the original plane. Such problems arise frequently in applications, for example in modeling acoustic and electromagnetic wave propagation over outdoor ground and sea surfaces, and are the subject of intensive studies in the engineering literature, with a view to developing both rigorous methods of computation and approximate, asymptotic, or statistical methods (see, e.g., the reviews and monographs by Ogilvy [23], Voronovich [26], Saillard and Sentenac [24], Warnick and Chew [27], and de Santo [13]).

In this paper we will focus on a particular, typical problem of the class, which models time harmonic acoustic scattering by a sound soft rough surface. In particular, we seek to solve the Helmholtz equation with wave number $k>0, \Delta u+k^{2} u=g$, in the perturbed half-plane or half-space $D \subset \mathbb{R}^{n}, n=2,3$. We suppose that the homogeneous Dirichlet boundary condition $u=0$ holds on $\partial D$, and a suitable radiation condition is imposed to select a unique solution to this problem. We shall give in the next section complete details about our assumptions on $D$ and on the radiation condition, but we now note that the inhomogeneous term $g$ might be in $L^{2}(D)$ with bounded support, or be a more general distribution. In addition the boundary $\partial D$ may or may not be the graph of a function.

[^32]The main results of the paper are the following. In the next section we formulate the boundary value problem precisely, in the case when $g \in L^{2}(D)$ with support lying within a finite distance of $\partial D$. We also establish the equivalent variational formulation that we use and study in this paper. As part of the boundary value problem formulation we require the radiation condition often used in a formal manner in the rough surface scattering literature (e.g., [13]) that, above the rough surface and the support of $g$, the solution can be represented in integral form as a superposition of upward traveling and evanescent plane waves. This radiation condition is equivalent to the upward propagating radiation condition proposed for two-dimensional (2D) rough surface scattering problems in [11], and has recently been analyzed carefully in the 2D case by Arens and Hohage [5]. Arens and Hohage also propose a further equivalent radiation condition (a "pole condition").

In section 3 we analyze the variational formulation in the long wavelength case, showing that the sesquilinear form is then elliptic, so that unique existence of solution and explicit bounds on the solution in terms of the data $g$ follow from the Lax-Milgram lemma.

In section 4 we show that, for an arbitrary wave number $k$, the variational problem and the equivalent boundary value problem remain well-posed in the case when the rough surface has the property that if $x$ lies in $D$, then every point above $x$ lies in $D$. Our methods of argument, which depend on an a priori estimate established via a Rellich-type identity, application of the generalized Lax-Milgram theory of Babuška, and results on approximation of nonsmooth by smooth domains, lead to simple, explicit lower bounds on the inf-sup constant of the sesquilinear form and corresponding explicit bounds on the solution in terms of the data $g$. We note that, in contrast to earlier uniqueness and existence results for rough surface scattering problems, no additional regularity conditions on the boundary are required; our theorem applies, for example, whenever the boundary $\partial D$ is the graph of a bounded continuous function.

The results and methods of our paper are closest to those of Kirsch [20] and Elschner [16]. These authors study the same problem tackled in this paper, but consider the 2D diffraction grating case when $\partial D=\left\{\left(x_{1}, f\left(x_{1}\right)\right): x_{1} \in \mathbb{R}\right\}$ with $f$ periodic and $g$ quasi-periodic (i.e., $g(x) \mathrm{e}^{\mathrm{i} \alpha x_{1}}$ is periodic with the same period as $f$ for some $\alpha \in \mathbb{R})$. The variational formulation we propose for the rough surface scattering problem is analogous to that considered for the periodic case in $[20,16]$. We note, however, that the periodicity simplifies the mathematical arguments considerably compared to the case we study; the variational formulation is over a bounded region, part of a single period of the domain, so that compact embedding arguments can be applied and the sesquilinear form which arises satisfies a Gårding inequality for all wave numbers. We note, moreover, that the methods of $[20,16]$ require $f$ to be at least Lipschitz continuous, and do not lead to explicit bounds on stability constants.

The methods of argument used to prove uniqueness in [20, 16] derive, in part, from Alber [2] and Cadilhac [7]. In fact the argument outlined in [7] for the 2D diffraction grating problem could be adapted to prove uniqueness of solution for our boundary value problem in the case when $\partial D$ is the graph of a sufficiently smooth function. However, we will prefer to establish uniqueness via an a priori bound which also leads to an existence result.

In the general 2D case when $f$ is not periodic, existence of a unique solution to the boundary value problem we study has been established via integral equation methods in the case that $f \in C^{2}(\mathbb{R})\left(\partial D\right.$ is $\left.C^{2}\right)$, and well-posedness of the integral equation formulation has been established in a variety of function spaces $[11,10,9,3,4]$. The
extension to the case when $\partial D$ is Lipschitz is outlined in Zhang [28]. To date, however, the only existence result [8] for the three-dimensional rough surface problem, derived via integral equation methods, applies only to the Dirichlet boundary value problem for the Helmholtz equation when the rough surface is the graph of a sufficiently smooth function with sufficiently small surface slope, and deals only with the case when the wave number is sufficiently small.

In another, somewhat related body of work existence of solution to the Dirichlet problem for the Helmholtz equation, with $\partial D$ unbounded, is established by the limiting absorption method, via a priori estimates in weighted Sobolev spaces (see Eidus and Vinnik [14], Vogelsang [25], Minskii [22], and references therein). The results obtained apply to the problem considered in this paper, but only if we assume that the rough surface approaches a flat boundary sufficiently rapidly at infinity and/or that the sign of $x \cdot \nu(x)$ is constant on $\partial D$ outside a large sphere, where $\nu(x)$ denotes the unit normal at $x \in \partial D$. Moreover, this body of work requires that $g$ decrease sufficiently rapidly at infinity so that a Rellich-Sommerfeld radiation condition is satisfied.

An attractive feature of our results is the explicit bounds we obtain on the solution in terms of the data $g$, which exhibit explicitly dependence of constants on the wave number and on the geometry of the domain. In part our methods of argument to obtain our bounds are inspired by the work of Melenk [21] and by the closely related work of Cummings and Feng [12]. In these publications bounds, exhibiting explicit dependence on the wave number, are developed for the impedance boundary value problem for the Helmholtz equation in a bounded domain which is either convex or smooth and star-like.

In this paper we propose a variational formulation and exploit it as a theoretical tool to study the well-posedness of the boundary value problem. We anticipate that the variational formulation will also be very suitable for numerical solution via finite element discretization, as are similar formulations for the 2D diffraction grating case $[6,15,16]$. Moreover, the explicit bounds we obtain should be helpful in establishing the dependence, on the wave number and the domain, of the constants in a priori error estimates for finite element schemes. These numerical analysis aspects will be considered in a future paper.
2. The boundary value problem and variational formulation. In this section we shall define some notation related to the rough surface scattering problem and write down the boundary value problem and equivalent variational formulation that will be analyzed in later sections. For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}(n=2,3)$ let $\tilde{x}=\left(x_{1}, \ldots, x_{n-1}\right)$ so that $x=\left(\tilde{x}, x_{n}\right)$. For $H \in \mathbb{R}$ let $U_{H}:=\left\{x: x_{n}>H\right\}$ and $\Gamma_{H}:=\left\{x: x_{n}=H\right\}$. Let $D \subset \mathbb{R}^{n}$ be a connected open set such that for some constants $f_{-}<f_{+}$it holds that

$$
\begin{equation*}
U_{f_{+}} \subset D \subset U_{f_{-}} \tag{2.1}
\end{equation*}
$$

This definition of $D$ (the domain of the acoustic field) allows the rough surface $\Gamma=\partial D$ to be more general than the graph of a function. The variational problem will be posed on the open set $S_{H}:=D \backslash \bar{U}_{H}$, for some $H \geq f_{+}$, and we denote the unit outward normal to $S_{H}$ by $\nu$.

Given a source $g \in L^{2}(D)$ of compact support, the problem we wish to analyze is to find an acoustic field $u$ such that

$$
\begin{equation*}
\Delta u+k^{2} u=g \quad \text { in } D \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma, \tag{2.3}
\end{equation*}
$$

and such that $u$ satisfies an appropriate radiation condition.
This problem has been studied in a rigorous manner by integral equation methods $[10,9,30,3,4,28,8]$ in the case when $\Gamma$ is the graph of a sufficiently smooth-bounded function $f$ so that

$$
\begin{equation*}
\Gamma=\left\{\left(\tilde{x}, x_{n}\right): x_{n}=f(\tilde{x}), \quad \tilde{x} \in \mathbb{R}^{n-1}\right\} \tag{2.4}
\end{equation*}
$$

with $f$ at least bounded and continuous. The most general results are restricted to the 2 D case $[10,9,30,3,4,28]$. In the case $n=2$ with (2.2) understood in a distributional sense, a solution $u \in C^{1}(D) \cap C(\bar{D})$ is sought such that $u$ is bounded in every strip $S_{H}, H>f_{+}$, and such that $u$ satisfies the upward propagating radiation condition (UPRC) proposed in [10], which states that

$$
\begin{equation*}
u(x)=2 \int_{\Gamma_{H}} \frac{\partial \Phi(x, y)}{\partial y_{n}} u(y) d s(y), \quad x \in U_{H} \tag{2.5}
\end{equation*}
$$

for all $H$ such that the support of $g$ is contained in $S_{H}$. Here the fundamental solution of the Helmholtz equation $\Phi$ is given by

$$
\Phi(x, y)= \begin{cases}\frac{\mathrm{i}}{4} H_{0}^{(1)}(k|x-y|), & n=2 \\ \frac{\exp (\mathrm{i} k|x-y|)}{4 \pi|x-y|}, & n=3\end{cases}
$$

for $x, y \in \mathbb{R}^{n}, x \neq y$, where $H_{0}^{(1)}$ is the Hankel function of the first kind of order zero. Under the assumption that $\Gamma$ is Lipschitz (i.e., that $f \in C^{0,1}\left(\mathbb{R}^{n-1}\right)$ ), and that $\Gamma$ is piecewise Lyapunov, uniqueness of solution is shown in the 2D case in [11].

To show existence of solution to (2.2)-(2.5) one approach is to first convert the boundary value problem to an equivalent Dirichlet boundary value problem. To do this we need to split $u$ into an incident and scattered field. Introducing the Dirichlet Green's function for the half-space $U_{a}$, defined by

$$
\mathcal{G}_{a}(x, y)=\Phi(x, y)-\Phi\left(x, y_{a}^{\prime}\right)
$$

where $y_{a}^{\prime}$ is the reflection of $y$ in $\Gamma_{a}$, we define the incident field $u_{a}^{i}$, for $a<f_{-}$, by

$$
u_{a}^{i}(x)=-\int_{D} \mathcal{G}_{a}(x, y) g(y) d y
$$

Then $u_{a}^{i} \in H_{\mathrm{loc}}^{2}\left(U_{a}\right)$ and satisfies (2.2) in a distributional sense in $U_{a}$. Choosing $a<f_{-}$, we write $u$ as

$$
\begin{equation*}
u=u_{a}^{i}+u^{s} \tag{2.6}
\end{equation*}
$$

and seek the scattered field $u^{s} \in C^{2}(D) \cap C(\bar{D})$ that satisfies

$$
\begin{aligned}
& \Delta u^{s}+k^{2} u^{s}=0 \\
& \text { in } D \\
& u^{s}=G \\
& \text { on } \Gamma
\end{aligned}
$$

where $G:=-\left.u_{a}^{i}\right|_{\Gamma}$. Then $u$, given by (2.6), satisfies (2.2)-(2.5) provided $u^{s}$ satisfies (2.5).

In the case $n=2$ and $f \in C^{1,1}(\mathbb{R})$ it has been shown, for arbitrary bounded and continuous data $G$, that this Dirichlet problem for $u^{s}$ has exactly one solution that satisfies the radiation condition (2.5) [10]. Moreover, in the case that $G=-\left.u_{a}^{i}\right|_{\Gamma}$ it holds that $G(x)=O\left(|x|^{-3 / 2}\right)$ as $|x| \rightarrow \infty$, and it is shown in $[9,3,4]$ that $u^{s}$ and $u$ inherit this property; precisely that $u(x)=O\left(|x|^{-3 / 2}\right)$ as $\left|x_{1}\right| \rightarrow \infty$ with $x_{2}=O(1)$. Thus $G \in L^{2}(\Gamma)$ and $u \in L^{2}\left(S_{H}\right)$ for each $H>f_{-}$. It follows from local regularity estimates up to the boundary that $u \in C^{1}(\bar{D})$. Further, by an application of Green's theorem, the Helmholtz equation, and the a priori estimates up to the boundary of [11, Theorem 3.1], it follows also that $u \in H^{1}\left(S_{H}\right)$ for every $H>f_{+}$. This in turn implies that $\left.u\right|_{\Gamma_{H}} \in H^{1 / 2}\left(\Gamma_{H}\right) \subset L^{2}\left(\Gamma_{H}\right)$ for every $H \geq f_{+}$.

In the case that $\left.u\right|_{\Gamma_{H}} \in L^{2}\left(\Gamma_{H}\right)$ we can rewrite (2.5) in terms of the Fourier transform of $\left.u\right|_{\Gamma_{H}}$. For $\phi \in L^{2}\left(\Gamma_{H}\right)$, which we identify with $L^{2}\left(\mathbb{R}^{n-1}\right)$, we denote by $\hat{\phi}=\mathcal{F} \phi$ the Fourier transform of $\phi$ which we define by

$$
\begin{equation*}
\mathcal{F} \phi(\xi)=(2 \pi)^{-(n-1) / 2} \int_{\mathbb{R}^{n-1}} \exp (-\mathrm{i} \tilde{x} \cdot \xi) \phi(\tilde{x}) d \tilde{x}, \quad \xi \in \mathbb{R}^{n-1} \tag{2.7}
\end{equation*}
$$

Our choice of normalization of the Fourier transform ensures that $\mathcal{F}$ is a unitary operator on $L^{2}\left(\mathbb{R}^{n-1}\right)$ so that, for $\phi, \psi \in L^{2}\left(\mathbb{R}^{n-1}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n-1}} \phi \bar{\psi} d \tilde{x}=\int_{\mathbb{R}^{n-1}} \hat{\phi} \overline{\hat{\psi}} d \xi \tag{2.8}
\end{equation*}
$$

If $F_{H}:=\left.u\right|_{\Gamma_{H}} \in L^{2}\left(\Gamma_{H}\right)$, then (see $[11,5]$ in the case $n=2$ ) (2.5) can be rewritten as

$$
\begin{equation*}
u(x)=\frac{1}{(2 \pi)^{(n-1) / 2}} \int_{\mathbb{R}^{n-1}} \exp \left(\mathrm{i}\left[\left(x_{n}-H\right) \sqrt{k^{2}-\xi^{2}}+\tilde{x} \cdot \xi\right]\right) \hat{F}_{H}(\xi) d \xi, \quad x \in U_{H} \tag{2.9}
\end{equation*}
$$

In this equation $\sqrt{k^{2}-\xi^{2}}=\mathrm{i} \sqrt{\xi^{2}-k^{2}}$, when $|\xi|>k$.
Equation (2.9) is a representation for $u$, in the upper half-plane $U_{H}$, as a superposition of upward propagating homogeneous and inhomogeneous plane waves. A requirement that (2.9) holds is commonly used (e.g., [13]) as a formal radiation condition in the physics and engineering literature on rough surface scattering. The meaning of (2.9) is clear when $F_{H} \in L^{2}\left(\mathbb{R}^{n-1}\right)$ so that $\hat{F}_{H} \in L^{2}\left(\mathbb{R}^{n-1}\right)$; indeed the integral (2.9) exists in the Lebesgue sense for all $x \in U_{H}$. Recently Arens and Hohage [5] have explained, in the case $n=2$, in what precise sense (2.9) can be understood when $F_{H} \in B C\left(\Gamma_{H}\right)$, the space of bounded continuous functions on $\Gamma_{H}$, so that $\hat{F}_{H}$ must be interpreted as a tempered distribution.

The above discussion motivates the following precise formulation of problem (2.2)(2.3). Let $H_{0}^{1}(D)$ denote the standard Sobolev space, the completion of $C_{0}^{\infty}(D)$ in the norm $\|\cdot\|_{H^{1}(D)}$ defined by $\|u\|_{H^{1}(D)}=\left\{\int_{D}\left(|\nabla u|^{2}+|u|^{2}\right) d x\right\}^{1 / 2}$. The main function space in which we set our problem will be the Hilbert space $V_{H}$, defined, for $H \geq f_{+}$, by

$$
V_{H}:=\left\{\left.\phi\right|_{S_{H}}: \phi \in H_{0}^{1}(D)\right\}
$$

on which we impose the wave number dependent scalar product $(u, v)_{V_{H}}:=\int_{S_{H}}(\nabla u$. $\left.\overline{\nabla v}+k^{2} u \bar{v}\right) d x$ and norm $\|u\|_{V_{H}}=\left\{\int_{S_{H}}\left(|\nabla u|^{2}+k^{2}|u|^{2}\right) d x\right\}^{1 / 2}$.

The boundary value problem. Given $g \in L^{2}(D)$, whose support lies in $\overline{S_{H}}$, for some $H \geq f_{+}$, find $u: D \rightarrow \mathbb{C}$ such that $\left.u\right|_{S_{a}} \in V_{a}$ for every $a>f_{+}$,

$$
\begin{equation*}
\Delta u+k^{2} u=g \quad \text { in } D \tag{2.10}
\end{equation*}
$$

in a distributional sense, and the radiation condition (2.9) holds with $F_{H}=\left.u\right|_{\Gamma_{H}}$.
REMARK 2.1. We note that, as one would hope, the solutions of the above problem do not depend on the choice of $H$. Precisely, if $u$ is a solution to the above problem for one value of $H \geq f_{+}$for which $\operatorname{supp} g \subset \overline{S_{H}}$, then $u$ is a solution for all $H \geq f_{+}$ with this property. To see that this is true is a matter of showing that if (2.9) holds for one $H$ with $\operatorname{supp} g \subset \overline{S_{H}}$, then (2.9) holds for all $H$ with this property. It is shown in Lemma 2.2 that if (2.9) holds, with $F_{H}=\left.u\right|_{\Gamma_{H}}$, for some $H \geq f_{+}$, then it holds for all larger values of $H$. One way to show that (2.9) holds also for every smaller value of $H, \tilde{H}$ say, for which $\tilde{H} \geq f_{+}$and $\operatorname{supp} g \subset \overline{S_{\tilde{H}}}$, is to consider the function
$v(x):=u(x)-\frac{1}{(2 \pi)^{(n-1) / 2}} \int_{\mathbb{R}^{n-1}} \exp \left(\mathrm{i}\left[\left(x_{n}-\tilde{H}\right) \sqrt{k^{2}-\xi^{2}}+\tilde{x} \cdot \xi\right]\right) \hat{F}_{\tilde{H}}(\xi) d \xi, \quad x \in U_{\tilde{H}}$,
with $F_{\tilde{H}}:=\left.u\right|_{\Gamma_{\tilde{H}}}$, and show that $v$ is identically zero. To see this we note that, by Lemma 2.2, v satisfies the above boundary value problem with $D=U_{\tilde{H}}$ and $g=0$. That $v \equiv 0$, then follows from Theorem 4.1.

As indicated in the above discussion, it is known that the above boundary value problem has a solution in the case $n=2$ when $\Gamma$ is the graph of a sufficiently smooth function. A main result of this paper is to prove that the boundary value problem is uniquely solvable, both in two and three dimensions, under much more general conditions on the boundary $\Gamma$. Moreover, we provide explicit estimates of the norm of the solution in the strip $S_{H}$ as a function of the dimensionless wave number

$$
\begin{equation*}
\kappa=k\left(H-f_{-}\right) \tag{2.11}
\end{equation*}
$$

We now derive a variational formulation of the boundary value problem above. To derive this alternative formulation we require a preliminary lemma. In this lemma and subsequently we use standard fractional Sobolev space notation, except that we adopt a wave number dependent norm, equivalent to the usual norm, and reducing to the usual norm if the unit of length measurement is chosen so that $k=1$. Thus, identifying $\Gamma_{H}$ with $\mathbb{R}^{n-1}, H^{s}\left(\Gamma_{H}\right)$, for $s \in \mathbb{R}$, denotes the completion of $C_{0}^{\infty}\left(\Gamma_{H}\right)$ in the norm $\|\cdot\|_{H^{s}\left(\Gamma_{H}\right)}$ defined by

$$
\|\phi\|_{H^{s}\left(\Gamma_{H}\right)}=\left(\int_{\mathbb{R}^{n-1}}\left(k^{2}+\xi^{2}\right)^{s}|\mathcal{F} \phi(\xi)|^{2} d \xi\right)^{1 / 2}
$$

We recall [1] that, for all $a>H \geq f_{+}$, there exist continuous embeddings $\gamma_{+}$: $H^{1}\left(U_{H} \backslash U_{a}\right) \rightarrow H^{1 / 2}\left(\Gamma_{H}\right)$ and $\gamma_{-}: V_{H} \rightarrow H^{1 / 2}\left(\Gamma_{H}\right)$ (the trace operators) such that $\gamma_{ \pm} \phi$ coincides with the restriction of $\phi$ to $\Gamma_{H}$ when $\phi$ is $C^{\infty}$. In the case when $H=f_{+}$, when $\Gamma_{H}$ may not be a subset of the boundary of $S_{H}$ (if part of $\partial D$ coincides with $\left.\Gamma_{H}\right)$ we understand this trace by first extending $\phi \in V_{H}$ by zero to $U_{f_{-}} \backslash \bar{U}_{f_{+}}$. We recall also that if $u_{+} \in H^{1}\left(U_{H} \backslash U_{a}\right), u_{-} \in V_{H}$, and $\gamma_{+} u_{+}=\gamma_{-} u_{-}$, then $v \in V_{a}$, where $v(x):=u_{+}(x), x \in U_{H} \backslash U_{a},:=u_{-}(x), x \in S_{H}$. Conversely, if $v \in V_{a}$ and $u_{+}:=\left.v\right|_{U_{H} \backslash U_{a}}, u_{-}:=\left.v\right|_{S_{H}}$, then $\gamma_{+} v_{+}=\gamma_{-} v_{-}$. We introduce the operator $T$, which will prove to be a Dirichlet to Neumann map on $\Gamma_{H}$ (see (2.20)) defined by

$$
\begin{equation*}
T:=\mathcal{F}^{-1} M_{z} \mathcal{F} \tag{2.12}
\end{equation*}
$$

where $M_{z}$ is the operation of multiplying by

$$
z(\xi):= \begin{cases}-\mathrm{i} \sqrt{k^{2}-\xi^{2}} & \text { if }|\xi| \leq k \\ \sqrt{\xi^{2}-k^{2}} & \text { for }|\xi|>k\end{cases}
$$

We shall prove shortly in Lemma 2.4 that $T: H^{1 / 2}\left(\Gamma_{H}\right) \rightarrow H^{-1 / 2}\left(\Gamma_{H}\right)$ and is bounded.

Lemma 2.2. If (2.9) holds, with $F_{H} \in H^{1 / 2}\left(\Gamma_{H}\right)$, then $u \in H^{1}\left(U_{H} \backslash U_{a}\right) \cap C^{2}\left(U_{H}\right)$, for every $a>H$,

$$
\Delta u+k^{2} u=0 \quad \text { in } U_{H}
$$

$\gamma_{+} u=F_{H}$, and

$$
\begin{equation*}
\int_{\Gamma_{H}} \bar{v} T \gamma_{+} u d s+k^{2} \int_{U_{H}} u \bar{v} d x-\int_{U_{H}} \nabla u \cdot \nabla \bar{v} d x=0, \quad v \in C_{0}^{\infty}(D) . \tag{2.13}
\end{equation*}
$$

Further, the restrictions of $u$ and $\nabla u$ to $\Gamma_{a}$ are in $L^{2}\left(\Gamma_{a}\right)$ for all $a>H$, and

$$
\begin{equation*}
\int_{\Gamma_{a}}\left[\left|\frac{\partial u}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} u\right|^{2}+k^{2}|u|^{2}\right] d s \leq 2 k \Im \int_{\Gamma_{a}} \bar{u} \frac{\partial u}{\partial x_{n}} d s \tag{2.14}
\end{equation*}
$$

Moreover, for all $a>H$, where $F_{a} \in H^{1 / 2}\left(\Gamma_{a}\right)$ denotes the restriction of $u$ to $\Gamma_{a}$, (2.9) holds with $H$ replaced by $a$.

Proof. If $F_{H} \in L^{2}\left(\Gamma_{H}\right)$, then, as a function of $\xi, \exp \left(i\left[\left(x_{n}-H\right) \sqrt{k^{2}-\xi^{2}}+\tilde{x}\right.\right.$. $\xi]) \hat{F}_{H}(\xi)\left(1+\xi^{2}\right)^{s} \in L^{1}\left(\mathbb{R}^{n-1}\right)$ for every $x \in U_{H}$ and $s \geq 0$. It follows that (2.9) is well-defined for every $x \in U_{H}$, and that $u \in C^{2}\left(U_{H}\right)$, with all partial derivatives computed by differentiating under the integral sign, so that $\Delta u+k^{2} u=0$ in $U_{H}$. Thus, for $a>H$ and almost all $\xi \in \mathbb{R}^{n-1}$,

$$
\begin{align*}
\mathcal{F}\left(\left.u\right|_{\Gamma_{a}}\right)(\xi) & =\exp \left(\mathrm{i}(a-H) \sqrt{k^{2}-\xi^{2}}\right) \hat{F}_{H}(\xi)  \tag{2.15}\\
\mathcal{F}\left(\left.\frac{\partial u}{\partial x_{n}}\right|_{\Gamma_{a}}\right)(\xi) & =\mathrm{i} \sqrt{k^{2}-\xi^{2}} \exp \left(\mathrm{i}(a-H) \sqrt{k^{2}-\xi^{2}}\right) \hat{F}_{H}(\xi)  \tag{2.16}\\
\mathcal{F}\left(\left.\nabla_{\tilde{x}} u\right|_{\Gamma_{a}}\right)(\xi) & =\mathrm{i} \xi \exp \left(\mathrm{i}(a-H) \sqrt{k^{2}-\xi^{2}}\right) \hat{F}_{H}(\xi)
\end{align*}
$$

Therefore, by the Plancherel identity (2.8), $\left.u\right|_{\Gamma_{a}},\left.\nabla u\right|_{\Gamma_{a}} \in L^{2}\left(\Gamma_{a}\right)$ with

$$
\int_{\Gamma_{a}}|u|^{2} d s=\int_{\mathbb{R}^{n-1}}\left|\exp \left(2 \mathrm{i}(a-H) \sqrt{k^{2}-\xi^{2}}\right)\right|\left|\hat{F}_{H}(\xi)\right|^{2} d \xi \leq \int_{\Gamma_{H}}\left|F_{H}\right|^{2} d s
$$

and
(2.17) $\int_{\Gamma_{a}}|\nabla u|^{2} d s \leq \int_{\mathbb{R}^{n-1}}\left[\left|k^{2}-\xi^{2}\right|+\xi^{2}\right]\left|\exp \left(2 \mathrm{i}(a-H) \sqrt{k^{2}-\xi^{2}}\right)\right|\left|\hat{F}_{H}(\xi)\right|^{2} d \xi$,
while

$$
\int_{\Gamma_{a}}\left[\left|\frac{\partial u}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} u\right|^{2}+k^{2}|u|^{2}\right] d s=2 \int_{|\xi|<k}\left(k^{2}-\xi^{2}\right)\left|\hat{F}_{H}(\xi)\right|^{2} d \xi
$$

and

$$
\Im \int_{\Gamma_{a}} \bar{u} \frac{\partial u}{\partial x_{n}} d s=\int_{|\xi|<k} \sqrt{k^{2}-\xi^{2}}\left|\hat{F}_{H}(\xi)\right|^{2} d \xi
$$

Thus (2.14) holds and

$$
\begin{equation*}
\int_{U_{H} \backslash U_{a}}|u|^{2} d x \leq(a-H) \int_{\Gamma_{H}}\left|F_{H}\right|^{2} d s \tag{2.18}
\end{equation*}
$$

Further, from (2.17) it follows that

$$
\begin{align*}
\int_{U_{H} \backslash U_{a}}|\nabla u|^{2} d x \leq & (a-H) k^{2} \int_{|\xi|<k}\left|\hat{F}_{H}(\xi)\right|^{2} d \xi  \tag{2.19}\\
& +\int_{|\xi|>k} \xi^{2} \frac{1-\exp \left(-2[a-H] \sqrt{\xi^{2}-k^{2}}\right)}{\sqrt{\xi^{2}-k^{2}}}\left|\hat{F}_{H}(\xi)\right|^{2} d \xi \\
\leq & \int_{\mathbb{R}^{n-1}}\left(4(a-H) k^{2}+\sqrt{2}|\xi|\right)\left|\hat{F}_{H}(\xi)\right|^{2} d \xi
\end{align*}
$$

since $1-\mathrm{e}^{-z} \leq z$ for $z \geq 0$ and $\sqrt{\xi^{2}-k^{2}} \geq|\xi| / \sqrt{2}$ for $\xi^{2} \geq 2 k^{2}$. Thus $u \in H^{1}\left(U_{H} \backslash U_{a}\right)$ if $F_{H} \in H^{1 / 2}\left(\Gamma_{H}\right)$. That $\left.u\right|_{\Gamma_{H}}=F_{H}$ is clear when $F_{H} \in C_{0}^{\infty}\left(\Gamma_{H}\right)$, and $\gamma_{+} u=F_{H}$ for all $F_{H} \in H^{1 / 2}\left(\Gamma_{H}\right)$ follows from the continuity of $\gamma_{+}$, (2.18) and (2.19), and the density of $C_{0}^{\infty}\left(\Gamma_{H}\right)$ in $H^{1 / 2}\left(\Gamma_{H}\right)$. Similarly, in the case that $F_{H} \in C_{0}^{\infty}\left(\Gamma_{H}\right)$ so that $u \in C^{\infty}\left(\overline{U_{H}}\right)$, it is easily seen that

$$
\begin{equation*}
T \gamma_{+} u=-\partial u /\left.\partial x_{n}\right|_{\Gamma_{H}} \tag{2.20}
\end{equation*}
$$

and (2.13) follows by Green's theorem. The same equation for the general case follows from the density of $C_{0}^{\infty}\left(\Gamma_{H}\right)$ in $H^{1 / 2}\left(\Gamma_{H}\right)$, (2.18) and (2.19), and the continuity of the operator $T$.

That (2.9) holds with $H$ replaced by $a$, for all $a>H$, is clear from (2.15).
Now suppose that $u$ satisfies the boundary value problem. Then $\left.u\right|_{S_{a}} \in V_{a}$ for every $a>f_{+}$and, by definition, since $\Delta u+k^{2} u=g$ in a distributional sense,

$$
\begin{equation*}
\int_{D}\left[g \bar{v}+\nabla u \cdot \nabla \bar{v}-k^{2} u \bar{v}\right] d x=0, \quad v \in C_{0}^{\infty}(D) \tag{2.21}
\end{equation*}
$$

Applying Lemma 2.2, and defining $w:=\left.u\right|_{S_{H}}$, it follows that

$$
\int_{S_{H}}\left[g \bar{v}+\nabla w \cdot \nabla \bar{v}-k^{2} w \bar{v}\right] d x+\int_{\Gamma_{H}} \bar{v} T \gamma_{-} w d s=0, \quad v \in C_{0}^{\infty}(D)
$$

From the denseness of $\left\{\left.\phi\right|_{S_{H}}: \phi \in C_{0}^{\infty}(D)\right\}$ in $V_{H}$ and the continuity of $\gamma_{-}$and $T$, it follows that this equation holds for all $v \in V_{H}$.

Let $\|\cdot\|_{2}$ and $(\cdot, \cdot)$ denote the norm and scalar product on $L^{2}\left(S_{H}\right)$ so that $\|v\|_{2}=$ $\sqrt{\int_{S_{H}}|v|^{2} d x}$ and

$$
(u, v)=\int_{S_{H}} u \bar{v} d x
$$

and define the sesquilinear form $b: V_{H} \times V_{H} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
b(u, v)=(\nabla u, \nabla v)-k^{2}(u, v)+\int_{\Gamma_{H}} \gamma_{-} \bar{v} T \gamma_{-} u d s \tag{2.22}
\end{equation*}
$$

Then we have shown that if $u$ satisfies the boundary value problem, then $w:=\left.u\right|_{S_{H}}$ is a solution of the following variational problem: find $u \in V_{H}$ such that

$$
\begin{equation*}
b(u, v)=-(g, v), \quad v \in V_{H} \tag{2.23}
\end{equation*}
$$

Conversely, suppose that $w$ is a solution to the variational problem and define $u(x)$ to be $w(x)$ in $S_{H}$ and to be the right-hand side of (2.9), with $F_{H}:=\gamma_{-} w$, in
$U_{H}$. Then, by Lemma 2.2, $u \in H^{1}\left(U_{H} \backslash U_{a}\right)$ for every $a>H$ with $\gamma_{+} u=F_{H}=\gamma_{-} w$. Thus $\left.u\right|_{S_{a}} \in V_{a}, a \geq f_{+}$. Further, from (2.13) and (2.23) it follows that (2.21) holds so that $\Delta u+k^{2} u=g$ in $D$ in a distributional sense. Thus $u$ satisfies the boundary value problem.

We have thus proved the following theorem.
THEOREM 2.3. If $u$ is a solution of the boundary value problem, then $\left.u\right|_{S_{H}}$ satisfies the variational problem, Conversely, if $u$ satisfies the variational problem, $F_{H}:=\gamma_{-} u$, and the definition of $u$ is extended to $D$ by setting $u(x)$ equal to the right-hand side of (2.9), for $x \in U_{H}$, then the extended function satisfies the boundary value problem, with $g$ extended by zero from $S_{H}$ to $D$.

It remains to prove the mapping properties of $T$.
Lemma 2.4. The Dirichlet-to-Neumann map $T$ defined by (2.12) is a bounded linear map from $H^{1 / 2}\left(\Gamma_{H}\right)$ to $H^{-1 / 2}\left(\Gamma_{H}\right)$ with $\|T\|=1$.

Proof. From the definitions of $T$ and the Sobolev norms we see that, as a map from $H^{1 / 2}\left(\Gamma_{H}\right)$ to $H^{-1 / 2}\left(\Gamma_{H}\right)$,

$$
\|T\|=\max _{\xi \in \mathbb{R}^{n-1}} \frac{\left|\sqrt{k^{2}-\xi^{2}}\right|}{\left|\sqrt{k^{2}+\xi^{2}}\right|}=1
$$

While the variational formulation (2.23) does not appear to have been studied previously, the analogous weak formulation for the 2D diffraction grating case has recently been studied in [16], as mentioned in the introduction. The diffraction grating case, with $f$ periodic and $g$ quasi-periodic with the same period, is significantly simpler because the variational problem can be formulated on a bounded domain (one period of the strip $S_{H}$ ) and the corresponding sesquilinear form on this bounded domain satisfies a Gårding inequality. Standard methods of analysis thus apply, in particular, existence follows from uniqueness via the Fredholm alternative. But we note that, even in the diffraction grating case, establishing uniqueness for arbitrary Lipschitz domains $D(f$ Lipschitz) requires careful and ingenious arguments [16] which are not required for scattering by bounded domains. Indeed, uniqueness does not hold in all cases in which $\partial D$ is not the graph of a function, as is shown by the example in Gotlib [18].
3. Analysis of the variational problem for low frequency. In this section we shall derive preliminary results and bounds used throughout, and will analyze (2.23) when $k$ is sufficiently small that $b$ is $V_{H}$-elliptic (we shall give an explicit bound for $k$ to guarantee this). An attraction of our results for low wave number, in contrast to our results in section 4 for larger wave number, is that we require no additional assumption on the domain, except that $\kappa$, given by (2.11), be sufficiently small. We note also that the bounds we establish for $\kappa$ small in Theorem 3.1 are somewhat sharper than those which can be established as valid for general $\kappa$ by the techniques of the next section. From the point of view of numerical solution by, e.g., finite element methods, the ellipticity we establish for small $k$ is of course highly desirable, guaranteeing, by Céa's lemma, unique existence and stability of the numerical solution method.

Let $V_{H}^{*}$ denote the dual space of $V_{H}$, i.e., the space of continuous antilinear functionals on $V_{H}$. Then our analysis will also apply to the following slightly more general problem: given $\mathcal{G} \in V_{H}^{*}$ find $u \in V_{H}$ such that

$$
\begin{equation*}
b(u, v)=\mathcal{G}(v), \quad v \in V_{H} \tag{3.1}
\end{equation*}
$$

We shall prove the following theorem.

ThEOREM 3.1. Suppose the wave number $k$ satisfies $k<\sqrt{2} /\left(H-f_{-}\right)$(equivalently $\kappa<\sqrt{2}$ ). Then the sesquilinear form $b$ is $V_{H}$-elliptic so that the variational problem (3.1) is uniquely solvable, and the solution satisfies the estimate

$$
\begin{equation*}
\|u\|_{V_{H}} \leq C\|\mathcal{G}\|_{V_{H}^{*}}, \tag{3.2}
\end{equation*}
$$

where the constant $C$ satisfies

$$
C \leq \frac{1+\kappa^{2} / 2}{1-\kappa^{2} / 2}
$$

In particular, the scattering problem (2.23) is uniquely solvable and the solution satisfies the bound

$$
\begin{equation*}
k\|u\|_{V_{H}} \leq \frac{\kappa}{\sqrt{2}} \frac{1+\kappa^{2} / 2}{1-\kappa^{2} / 2}\|g\|_{2} \tag{3.3}
\end{equation*}
$$

In order to prove Theorem 3.1 we establish a sequence of lemmas which are of some independent interest and are used extensively in the rest of the paper. The first two concern the Dirichlet to Neumann map $T$ and the trace operator $\gamma_{-}$and will be proved using the Fourier transform (2.7).

Lemma 3.2. For all $\phi, \psi \in H^{1 / 2}\left(\Gamma_{H}\right)$,

$$
\int_{\Gamma_{H}} \phi T \psi d s=\int_{\Gamma_{H}} \psi T \phi d s
$$

For all $\phi \in H^{1 / 2}\left(\Gamma_{H}\right)$,

$$
\Re \int_{\Gamma_{H}} \bar{\phi} T \phi d s \geq 0, \quad \Im \int_{\Gamma_{H}} \bar{\phi} T \phi d s \leq 0
$$

Proof. Let $\hat{\phi}=\mathcal{F} \phi, \hat{\psi}=\mathcal{F} \psi$. Then $\mathcal{F}(T \phi)=z \hat{\phi}$. Thus, using the Plancherel identity (2.8) and since $\hat{\bar{\psi}}(\xi)=\overline{\bar{\psi}(-\xi)}$ and $z$ is even,

$$
\int_{\Gamma_{H}} \psi T \phi d s=\int_{\mathbb{R}^{n-1}} \hat{\psi}(-\xi) z(\xi) \hat{\phi}(\xi) d \xi=\int_{\mathbb{R}^{n-1}} \hat{\psi}(\xi) z(\xi) \hat{\phi}(-\xi) d \xi=\int_{\Gamma_{H}} \phi T \psi d s
$$

In particular, putting $\psi=\bar{\phi}$,

$$
\begin{aligned}
\int_{\Gamma_{H}} \bar{\phi} T \phi d s & =\int_{\mathbb{R}^{n-1}} z(\xi)|\hat{\phi}(\xi)|^{2} d \xi \\
& =\int_{|\xi|>k} \sqrt{\xi^{2}-k^{2}}|\hat{\phi}(\xi)|^{2} d \xi-\mathrm{i} \int_{|\xi|<k} \sqrt{k^{2}-\xi^{2}}|\hat{\phi}(\xi)|^{2} d \xi
\end{aligned}
$$

from which the second result follows.
The above lemma implies that $b(\cdot, \cdot)$ has the following important symmetry property.

Corollary 3.3. For all $u, v \in V_{H}$,

$$
b(v, u)=b(\bar{u}, \bar{v})
$$

Lemma 3.4. For all $u \in V_{H}$,

$$
\left\|\gamma_{-} u\right\|_{H^{1 / 2}\left(\Gamma_{H}\right)} \leq\|u\|_{V_{H}}
$$

and

$$
\|u\|_{2} \leq \frac{H-f_{-}}{\sqrt{2}}\left\|\frac{\partial u}{\partial x_{n}}\right\|_{2}
$$

Proof. For $u \in C_{0}^{\infty}(D) \subset C_{0}^{\infty}\left(U_{f_{-}}\right)$and defining $\hat{u}\left(\xi, x_{n}\right)=\left(\mathcal{F} u\left(\cdot, x_{n}\right)\right)(\xi)$, we have

$$
|\hat{u}(\xi, H)|^{2}=\int_{f_{-}}^{H} \frac{\partial}{\partial x_{n}}\left|\hat{u}\left(\xi, x_{n}\right)\right|^{2} d x_{n}=2 \Re \int_{f_{-}}^{H} \overline{\hat{u}\left(\xi, x_{n}\right)} \frac{\partial}{\partial x_{n}} \hat{u}\left(\xi, x_{n}\right) d x_{n}
$$

Thus, if $S=\mathbb{R}^{n-1} \times\left(f_{-}, H\right)$,

$$
\begin{aligned}
\|u\|_{H^{1 / 2}\left(\Gamma_{H}\right)}^{2} & =\int_{\mathbb{R}^{n-1}}\left|\sqrt{\xi^{2}+k^{2}}\right||\hat{u}(\xi, H)|^{2} d \xi \\
& \leq 2 \int_{S}\left|\sqrt{\xi^{2}+k^{2}}\right|\left|\hat{u}\left(\xi, x_{n}\right)\right|\left|\frac{\partial}{\partial x_{n}} \hat{u}\left(\xi, x_{n}\right)\right| d \xi d x_{n} \\
& \leq 2\left\{\int_{S}\left|\xi^{2}+k^{2}\right|\left|\hat{u}\left(\xi, x_{n}\right)\right|^{2} d \xi d x_{n}\right\}^{1 / 2}\left\{\int_{S}\left|\frac{\partial}{\partial x_{n}} \hat{u}\left(\xi, x_{n}\right)\right|^{2} d \xi d x_{n}\right\}^{1 / 2}
\end{aligned}
$$

Now, by Parseval's theorem,

$$
\begin{aligned}
\int_{S} \xi^{2}\left|\hat{u}\left(\xi, x_{n}\right)\right|^{2} d \xi d x_{n} & =\int_{S}\left|\mathcal{F}\left(\nabla_{\tilde{x}} u\left(\cdot, x_{n}\right)\right)(\xi)\right|^{2} d \xi d x_{n} \\
& =\int_{S}\left|\nabla_{\tilde{x}} u(x)\right|^{2} d x
\end{aligned}
$$

Applying Parseval's theorem again, and since $2 \sqrt{a b} \leq a+b$ for $a, b \geq 0$,

$$
\|u\|_{H^{1 / 2}\left(\Gamma_{H}\right)}^{2} \leq 2\left\{\int_{S}\left\{k^{2}|u(x)|^{2}+\left|\nabla_{\tilde{x}} u(x)\right|^{2}\right\} d x \int_{S}\left|\frac{\partial}{\partial x_{n}} u(x)\right|^{2} d x\right\}^{1 / 2} \leq\|u\|_{V_{H}}^{2}
$$

Further, using the fact that $u \in C_{0}^{\infty}\left(U_{f_{-}}\right)$, for $x \in S$,

$$
|u(x)|^{2}=\left|\int_{f_{-}}^{x_{n}} \frac{\partial}{\partial x_{n}} u(x) d x_{n}\right|^{2} \leq\left(x_{n}-f_{-}\right) \int_{f_{-}}^{H}\left|\frac{\partial}{\partial x_{n}} u(x)\right|^{2} d x_{n}
$$

so that, since $\int_{f_{-}}^{H}\left(x_{n}-f_{-}\right) d x_{n}=\left(H-f_{-}\right)^{2} / 2$,

$$
\begin{equation*}
\int_{S}|u(x)|^{2} d x \leq \frac{\left(H-f_{-}\right)^{2}}{2} \int_{S}\left|\frac{\partial}{\partial x_{n}} u(x)\right|^{2} d x \tag{3.4}
\end{equation*}
$$

Since the set $\left\{\left.v\right|_{S_{H}}: v \in C_{0}^{\infty}(D)\right\}$ is dense in $V_{H}$ these bounds hold for all $u \in V_{H}$.

We are now in a position to prove that the sesquilinear form $b(.,$.$) is bounded,$ establishing an explicit value for the bound.

Lemma 3.5. For all $u, v \in V_{H}$,

$$
|b(u, v)| \leq 2\|u\|_{V_{H}}\|v\|_{V_{H}}
$$

so that the sesquilinear form $b(.,$.$) is bounded.$
Proof. From the definition of the sesquilinear form $b(.,$.$) and the Cauchy-Schwarz$ inequality, we have

$$
|b(u, v)| \leq\|\nabla u\|_{2}\|\nabla v\|_{2}+k^{2}\|u\|_{2}\|v\|_{2}+\left\|\gamma_{-} u\right\|_{H^{1 / 2}\left(\Gamma_{H}\right)}\|T\|\left\|\gamma_{-} v\right\|_{H^{1 / 2}\left(\Gamma_{H}\right)}
$$

Applying the Cauchy-Schwarz inequality and Lemmas 2.4 and 3.4 we obtain the desired estimate.

Our last lemma of this section shows that the sesquilinear form $b(.,$.$) is V_{H}$-elliptic provided the wave number $k$ is not too large.

Lemma 3.6. For all $u \in V_{H}$,

$$
\Re b(u, u) \geq \frac{1-\kappa^{2} / 2}{1+\kappa^{2} / 2}\|u\|_{V_{H}}^{2}
$$

Proof. By Lemma 3.2,

$$
\Re b(u, u) \geq\|u\|_{V_{H}}^{2}-2 k^{2}\|u\|_{2}^{2}
$$

The result follows from Lemma 3.4, implying that $\|u\|_{V_{H}}^{2} \geq k^{2}\left(2 / \kappa^{2}+1\right)\|u\|_{2}^{2}$.
Using Lemmas 3.5 and 3.6 we can now prove Theorem 3.1.
Proof. By Lemma 3.6 and under the assumption of the theorem that $k<\sqrt{2} /(H-$ $f_{-}$) we see that $b(.,$.$) is V_{H}$-elliptic. Lemma 3.5 shows that $b(.,$.$) is bounded and hence$ by the Lax-Milgram lemma the existence of a unique solution $u$ to (3.1) is assured. The estimate (3.2) also follows from the Lax-Milgram lemma. In the particular case that $\mathcal{G}(v):=-(g, v)$, for some $g \in L^{2}\left(S_{H}\right)$, we have further, by the Cauchy-Schwarz inequality and Lemma 3.4, that

$$
\|\mathcal{G}\|_{V_{H}^{*}}=\sup _{v \in V_{H}} \frac{|(v, g)|}{\|v\|_{V_{H}}} \leq \sup _{v \in V_{H}} \frac{\|v\|_{2}\|g\|_{2}}{\|v\|_{V_{H}}} \leq \frac{H-f_{-}}{\sqrt{2}}\|g\|_{2}
$$

and (3.3) follows.
4. Analysis of the variational problem at arbitrary frequency. The sesquilinear form $b(.,$.$) is not V_{H}$-elliptic if the wave number $k$ is large. In this section we shall establish, with no restriction on the wave number but some additional constraint on the domain, that the boundary value problem and the equivalent variational problem are uniquely solvable by using the generalized Lax-Milgram theory of Babuška. The domains $D$ for which we will establish this result are those which, in addition to our assumption throughout that $U_{f_{+}} \subset D \subset U_{f_{-}}$, satisfy the condition that

$$
\begin{equation*}
x \in D \Rightarrow x+s e_{n} \in D \quad \text { for all } s>0 \tag{4.1}
\end{equation*}
$$

where $e_{n}$ denotes the unit vector in the direction $x_{n}$. Condition (4.1) is satisfied if $\Gamma$ is the graph of a continuous function, but certainly does not require that this be the case. Nor does (4.1) impose any regularity on $\partial D$. Our main result in this section is the following.

THEOREM 4.1. If (4.1) holds, then the variational problem (3.1) has a unique solution $u \in V_{H}$ for every $\mathcal{G} \in V_{H}^{*}$ and

$$
\begin{equation*}
\|u\|_{V_{H}} \leq C\|\mathcal{G}\|_{V_{H}^{*}}, \tag{4.2}
\end{equation*}
$$

where

$$
C=1+\sqrt{2} \kappa(\kappa+1)^{2}
$$

In particular, the boundary value problem and the equivalent variational problem (2.23) have exactly one solution, and the solution satisfies the bound

$$
k\|u\|_{V_{H}} \leq \frac{\kappa}{\sqrt{2}}(\kappa+1)^{2}\|g\|_{2}
$$

To apply the generalized Lax-Milgram theorem (e.g., [19, Theorem 2.15]) we need to show that $b$ is bounded, which we have done in Lemma 3.5; to establish the inf-sup condition that

$$
\begin{equation*}
\beta:=\inf _{0 \neq u \in V_{H}} \sup _{0 \neq v \in V_{H}} \frac{|b(u, v)|}{\|u\|_{V_{H}}\|v\|_{V_{H}}}>0 \tag{4.3}
\end{equation*}
$$

and to establish a "transposed" inf-sup condition. It follows easily from Corollary 3.3 that this transposed inf-sup condition follows automatically if (4.3) holds.

Lemma 4.2. If (4.3) holds, then for all nonzero $v \in V_{H}$,

$$
\sup _{0 \neq u \in V_{H}} \frac{|b(u, v)|}{\|u\|_{V_{H}}}>0
$$

Proof. If (4.3) holds and $v \in V_{H}$ is nonzero, then

$$
\sup _{0 \neq u \in V_{H}} \frac{|b(u, v)|}{\|u\|_{V_{H}}}=\sup _{0 \neq u \in V_{H}} \frac{|b(\bar{v}, u)|}{\|u\|_{V_{H}}} \geq \beta\|v\|_{V_{H}}>0
$$

This proves the lemma.
The following result follows from [19, Theorem 2.15] and Lemmas 3.5 and 4.2.
Corollary 4.3. If (4.3) holds, then the variational problem (3.1) has exactly one solution $u \in V_{H}$ for all $\mathcal{G} \in V_{H}^{*}$. Moreover,

$$
\|u\|_{V_{H}} \leq \beta^{-1}\|\mathcal{G}\|_{V_{H}^{*}} .
$$

To show (4.3) we will establish an a priori bound for solutions of (3.1), from which the inf-sup condition will follow by the following easily established lemma (see [19, Remark 2.20]).

Lemma 4.4. Suppose that there exists $C>0$ such that for all $u \in V_{H}$ and $\mathcal{G} \in V_{H}^{*}$ satisfying (3.1) it holds that

$$
\begin{equation*}
\|u\|_{V_{H}} \leq C\|\mathcal{G}\|_{V_{H}^{*}} \tag{4.4}
\end{equation*}
$$

Then the inf-sup condition (4.3) holds with $\beta \geq C^{-1}$.
The following lemma reduces the problem of establishing (4.4) to that of establishing an a priori bound for solutions of the special case (2.23).

Lemma 4.5. Suppose there exists $\tilde{C}>0$ such that for all $u \in V_{H}$ and $g \in L^{2}\left(S_{H}\right)$ satisfying (2.23) it holds that

$$
\begin{equation*}
\|u\|_{V_{H}} \leq k^{-1} \tilde{C}\|g\|_{2} \tag{4.5}
\end{equation*}
$$

Then, for all $u \in V_{H}$ and $\mathcal{G} \in V_{H}^{*}$ satisfying (3.1), the bound (4.4) holds with

$$
C \leq 1+2 \tilde{C}
$$

Proof. Suppose $u \in V_{H}$ is a solution of

$$
\begin{equation*}
b(u, v)=\mathcal{G}(v), \quad v \in V_{H} \tag{4.6}
\end{equation*}
$$

where $\mathcal{G} \in V_{H}^{*}$. Let $b_{0}: V_{H} \times V_{H} \rightarrow \mathbb{C}$ be defined by

$$
b_{0}(u, v)=(\nabla u, \nabla v)+k^{2}(u, v)+\int_{\Gamma_{H}} \gamma_{-} \bar{v} T \gamma_{-} u d s, \quad u, v \in V_{H}
$$

It follows from Lemma 3.2 that $b_{0}$ is $V_{H}$-elliptic, in fact that

$$
\Re b_{0}(v, v) \geq\|v\|_{V_{H}}^{2}, \quad v \in V_{H}
$$

Thus the problem of finding $u_{0} \in V_{H}$ such that

$$
\begin{equation*}
b_{0}\left(u_{0}, v\right)=\mathcal{G}(v), \quad v \in V_{H} \tag{4.7}
\end{equation*}
$$

has a unique solution which satisfies

$$
\begin{equation*}
\left\|u_{0}\right\|_{V_{H}} \leq\|\mathcal{G}\|_{V_{H}^{*}} . \tag{4.8}
\end{equation*}
$$

Furthermore, defining $w=u-u_{0}$ and using (4.6) and (4.7), we see that

$$
b(w, v)=b(u, v)-b\left(u_{0}, v\right)=\mathcal{G}(v)-\left(\mathcal{G}(v)-2 k^{2}\left(u_{0}, v\right)\right)=2 k^{2}\left(u_{0}, v\right)
$$

for all $v \in V_{H}$. Thus $w$ satisfies (2.23) with $g=-2 k^{2} u_{0}$. It follows, using (4.8), (4.5), and Lemma 3.4, that

$$
\begin{equation*}
\|w\|_{V_{H}} \leq 2 k \tilde{C}\left\|u_{0}\right\|_{2} \leq 2 \tilde{C}\|\mathcal{G}\|_{V_{H}^{*}} \tag{4.9}
\end{equation*}
$$

The bound (4.4), with $C \leq 1+2 \tilde{C}$, follows from (4.8) and (4.9).
Following these preliminary lemmas we turn now to establishing the a priori bound (4.5), at first just for the case when $\Gamma$ is the graph of a smooth function. We recall that $\nu$ is the outward unit normal to $S_{H}$ and $\nu_{n}=\nu \cdot e_{n}$ is the $n$th (vertical) component of $\nu$.

Lemma 4.6. Suppose $\Gamma$ is given by (2.4) with $f \in C^{\infty}\left(\mathbb{R}^{n-1}\right)$. Let $H \geq f_{+}$, $g \in L^{2}\left(S_{H}\right)$ and suppose $w \in V_{H}$ satisfies

$$
\begin{equation*}
b(w, \phi)=-(g, \phi) \quad \text { for all } \phi \in V_{H} \tag{4.10}
\end{equation*}
$$

Then

$$
\|w\|_{V_{H}} \leq k^{-1} \tilde{C}\|g\|_{2}
$$

where $\tilde{C}=\frac{\kappa}{\sqrt{2}}(\kappa+1)^{2}$.
Proof. The proof of this lemma is motivated by [21, 12], where a Rellich identity is used to prove estimates for solutions of the Helmholtz equation posed on bounded domains, by the proofs of the basic inequalities for rough surface scattering problems in $[11,29]$, and by the estimates derived for the diffraction grating problem in [16].

Let $r=|\tilde{x}|$. For $A \geq 1$ let $\phi_{A} \in C_{0}^{\infty}(\mathbb{R})$ be such that $0 \leq \phi_{A} \leq 1, \phi_{A}(r)=1$ if $r \leq A$ and $\phi_{A}(r)=0$ if $r \geq A+1$ and finally such that $\left\|\phi_{A}^{\prime}\right\|_{\infty} \leq M$ for some fixed $M$ independent of $A$.

Extending the definition of $w$ to $D$ by defining $w$ in $U_{H}$ by (2.9) with $F_{H}:=\gamma_{-} w$, it follows from Theorem 2.3 that $w$ satisfies the boundary value problem with $g$ extended by zero from $S_{H}$ to $D$. By standard local regularity results [17] it holds, since $g \in L^{2}(D), w=0$ on $\Gamma$, and the boundary is smooth, that $w \in H_{\mathrm{loc}}^{2}(D)$. Further, $w \in H^{2}\left(U_{b} \backslash U_{c}\right)$ for $c>b>f_{+}$(though $w \in H^{2}\left(S_{c}\right)$ is not clear without some further constraint on the behavior of $\Gamma$ at infinity). Moreover, by Lemma 2.2, $w$ is given by the right-hand side of (2.9) in $U_{b}$ for all $b>H$ if $H$ is replaced in (2.9) by $b$ and $F_{b}$ denotes the restriction of $w$ to $\Gamma_{b}$. Thus $w$ satisfies the boundary value problem with $H$ replaced by $b$ for all $b>H$, and so, by Theorem 2.3,

$$
\begin{equation*}
\int_{S_{b}}\left(\nabla w \cdot \nabla \bar{v}-k^{2} w \bar{v}\right) d x=-\int_{\Gamma_{b}} \gamma_{-} \bar{v} T \gamma_{-} w d s-\int_{S_{b}} \bar{v} g d x \tag{4.11}
\end{equation*}
$$

for all $b \geq H$.
In view of this regularity and since $w$ satisfies the boundary value problem, we have, for all $a>H$,

$$
\begin{aligned}
2 \Re & \int_{S_{a}} \phi_{A}(r)\left(x_{n}-f_{-}\right) g \frac{\partial \bar{w}}{\partial x_{n}} d x \\
= & 2 \Re \int_{S_{a}} \phi_{A}(r)\left(x_{n}-f_{-}\right)\left(\Delta w+k^{2} w\right) \frac{\partial \bar{w}}{\partial x_{n}} d x \\
= & \int_{S_{a}}\left\{2 \Re\left\{\nabla \cdot\left(\phi_{A}(r)\left(x_{n}-f_{-}\right) \frac{\partial \bar{w}}{\partial x_{n}} \nabla w\right)\right\}-2 \phi_{A}(r)\left|\frac{\partial w}{\partial x_{n}}\right|^{2}\right. \\
& -\left(x_{n}-f_{-}\right) \phi_{A}(r) \frac{\partial|\nabla w|^{2}}{\partial x_{n}} \\
& \left.-2 \phi_{A}^{\prime}(r)\left(x_{n}-f_{-}\right) \frac{\tilde{x}}{|\tilde{x}|} \cdot \Re\left(\nabla_{\tilde{x}} w \frac{\partial \bar{w}}{\partial x_{n}}\right)+k^{2}\left(x_{n}-f_{-}\right) \phi_{A}(r) \frac{\partial|w|^{2}}{\partial x_{n}}\right\} d x
\end{aligned}
$$

Using the divergence theorem and integration by parts,

$$
\begin{aligned}
& 2 \Re \int_{S_{a}} \phi_{A}(r)\left(x_{n}-f_{-}\right) g \frac{\partial \bar{w}}{\partial x_{n}} d x \\
& =\left(a-f_{-}\right) \int_{\Gamma_{a}} \phi_{A}(r)\left\{\left|\frac{\partial w}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} w\right|^{2}+k^{2}|w|^{2}\right\} d s \\
& \quad-\int_{\Gamma}\left(x_{n}-f_{-}\right) \phi_{A}(r)\left\{\nu_{n}|\nabla w|^{2}-2 \Re\left(\frac{\partial \bar{w}}{\partial x_{n}} \frac{\partial w}{\partial \nu}\right)\right\} d s \\
& \quad+\int_{S_{a}}\left\{\phi_{A}(r)\left(|\nabla w|^{2}-k^{2}|w|^{2}-2\left|\frac{\partial w}{\partial x_{n}}\right|^{2}\right)-2 \phi_{A}^{\prime}(r)\left(x_{n}-f_{-}\right) \Re\left(\frac{\partial \bar{w}}{\partial x_{n}} \frac{\partial w}{\partial r}\right)\right\} d x
\end{aligned}
$$

Using the fact that $w=0$ on $\Gamma$ so that $\nabla w=(\partial w / \partial \nu) \nu$ and

$$
\frac{\partial w}{\partial x_{n}}=e_{n} \cdot \nabla w=e_{n} \cdot \nu \frac{\partial w}{\partial \nu}=\nu_{n} \frac{\partial w}{\partial \nu}
$$

and rearranging terms we find that

$$
\begin{align*}
- & \int_{\Gamma} \phi_{A}(r)\left(x_{n}-f_{-}\right) \nu_{n}\left|\frac{\partial w}{\partial \nu}\right|^{2} d s+2 \int_{S_{a}} \phi_{A}(r)\left|\frac{\partial w}{\partial x_{n}}\right|^{2} d x \\
= & \left(a-f_{-}\right) \int_{\Gamma_{a}} \phi_{A}(r)\left\{\left|\frac{\partial w}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} w\right|^{2}+k^{2}|w|^{2}\right\} d s \\
& +\int_{S_{a}}\left\{\phi_{A}(r)\left(|\nabla w|^{2}-k^{2}|w|^{2}\right)-2 \phi_{A}^{\prime}(r)\left(x_{n}-f_{-}\right) \Re\left(\frac{\partial \bar{w}}{\partial x_{n}} \frac{\partial w}{\partial r}\right)\right\} d x \\
& -2 \Re \int_{S_{a}} \phi_{A}(r)\left(x_{n}-f_{-}\right) g \frac{\partial \bar{w}}{\partial x_{n}} d x \tag{4.12}
\end{align*}
$$

We now wish to let $A \rightarrow \infty$. The only problem is the term involving $\phi_{A}^{\prime}$ which we estimate as follows. Let $S_{a}^{b}=\left\{x \in S_{a}:|\tilde{x}|<b\right\}$ for $b \geq 1$. Then

$$
\left|\int_{S_{a}}\left\{2 \phi_{A}^{\prime}(r)\left(x_{n}-f_{-}\right) \Re\left(\frac{\partial \bar{w}}{\partial x_{n}} \frac{\partial w}{\partial r}\right)\right\} d x\right| \leq 2 M\left(a-f_{-}\right) \int_{S_{a}^{A+1} \backslash \bar{S}_{a}^{A}}|\nabla w|^{2} d x \rightarrow 0
$$

as $A \rightarrow \infty$, where the convergence follows from the fact that $w \in H^{1}\left(S_{H}\right)$. In addition since $w \in H^{2}\left(U_{b} \backslash U_{c}\right)$, for $c>a>b>f_{+},\left.\nabla w\right|_{\Gamma_{H}} \in\left(H^{1 / 2}\left(\Gamma_{H}\right)\right)^{n}$. Thus, taking the limit as $A \rightarrow \infty$ in (4.12), and applying the Lebesgue dominated convergence and monotone convergence theorems, we see that

$$
\begin{align*}
& -\int_{\Gamma}\left(x_{n}-f_{-}\right) \nu_{n}\left|\frac{\partial w}{\partial \nu}\right|^{2} d s+2 \int_{S_{a}}\left|\frac{\partial w}{\partial x_{n}}\right|^{2} d x \\
& =\left(a-f_{-}\right) \int_{\Gamma_{a}}\left\{\left|\frac{\partial w}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} w\right|^{2}+k^{2}|w|^{2}\right\} d s \\
& \quad+\int_{S_{a}}\left(|\nabla w|^{2}-k^{2}|w|^{2}-2 \Re\left(\left(x_{n}-f_{-}\right) g \frac{\partial \bar{w}}{\partial x_{n}}\right)\right) d x \tag{4.13}
\end{align*}
$$

Now, since $w$ satisfies the boundary value problem, including the radiation condition (2.9), applying Lemma 2.2 it follows that

$$
\begin{align*}
\int_{\Gamma_{a}}\left\{\left|\frac{\partial w}{\partial x_{n}}\right|^{2}-\left|\nabla_{\tilde{x}} w\right|^{2}+k^{2}|w|^{2}\right\} d s & \leq 2 k \Im \int_{\Gamma_{a}} \bar{w} \frac{\partial w}{\partial x_{n}} d s \\
& =-2 k \Im \int_{\Gamma_{a}} \gamma_{-} \bar{w} T \gamma-w d s \tag{4.14}
\end{align*}
$$

on applying the Plancherel identity (2.8), noting (2.15) and (2.16). Further, setting $v=w$ in (4.11), we get

$$
\begin{equation*}
\int_{S_{b}}\left(|\nabla w|^{2}-k^{2}|w|^{2}\right) d x=-\int_{\Gamma_{b}} \gamma_{-} \bar{w} T \gamma_{-} w d s-\int_{S_{b}} g \bar{w} d x \tag{4.15}
\end{equation*}
$$

for $b \geq H$, so that, by Lemma 3.2,

$$
\begin{equation*}
\int_{S_{b}}\left[|\nabla w|^{2}-k^{2}|w|^{2}\right] d x \leq-\Re \int_{S_{b}} g \bar{w} d x \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
-2 k \Im \int_{\Gamma_{b}} \gamma_{-} \bar{w} T \gamma_{-} w d s=2 k \Im \int_{S_{b}} g \bar{w} d x \tag{4.17}
\end{equation*}
$$

Using (4.17) in (4.14) and then using the resulting equation and (4.16) in (4.13) and noting that $\operatorname{supp} g \subset \overline{S_{H}}$, we get that

$$
\begin{aligned}
-\int_{\Gamma}\left(x_{n}-f_{-}\right) \nu_{n}\left|\frac{\partial w}{\partial \nu}\right|^{2} d s+2 \int_{S_{H}}\left|\frac{\partial w}{\partial x_{n}}\right|^{2} d x \leq & 2\left(a-f_{-}\right) k \Im \int_{S_{H}} g \bar{w} d x \\
& -\Re \int_{S_{H}}\left[g \bar{w}+2\left(x_{n}-f_{-}\right) g \frac{\partial \bar{w}}{\partial x_{n}}\right] d x .
\end{aligned}
$$

Since this equation holds for all $a>H$ and $\nu_{n}<0$ on $\Gamma$, it follows by the CauchySchwarz inequality that

$$
2\left\|\frac{\partial w}{\partial x_{n}}\right\|_{2}^{2} \leq\left(2 \kappa\|w\|_{2}+\|w\|_{2}+2\left(H-f_{-}\right)\left\|\frac{\partial w}{\partial x_{n}}\right\|_{2}\right)\|g\|_{2}
$$

Now using Lemma 3.4 to estimate $\|w\|_{2}$ we obtain

$$
\begin{equation*}
\left\|\frac{\partial w}{\partial x_{n}}\right\|_{2} \leq\left(H-f_{-}\right)\left(\frac{1}{\sqrt{2}} \kappa+\frac{1}{2 \sqrt{2}}+1\right)\|g\|_{2} \tag{4.18}
\end{equation*}
$$

and use of Lemma 3.4 again shows that

$$
\|w\|_{2} \leq\left(H-f_{-}\right)^{2}\left(\frac{1}{2} \kappa+\frac{1}{4}+\frac{1}{\sqrt{2}}\right)\|g\|_{2}
$$

Using the above inequality in (4.16) shows that

$$
\begin{aligned}
\|w\|_{V_{H}}^{2} & \leq 2 k^{2}\|w\|_{2}^{2}+\|g\|_{2}\|w\|_{2} \\
& \leq \frac{\left(H-f_{-}\right)^{2}}{4}\left(\frac{\kappa^{2}}{2}(2 \kappa+1+2 \sqrt{2})^{2}+2 \kappa+1+2 \sqrt{2}\right)\|g\|_{2}^{2}
\end{aligned}
$$

Thus, for $\kappa \geq 1$,

$$
\|w\|_{V_{H}}^{2} \leq \frac{\left(H-f_{-}\right)^{2}}{2}(\kappa+1)^{4}\|g\|_{2}^{2}
$$

The same bound holds for $\kappa<1$ by Theorem 3.1.
REMARK 4.7. The above argument works under milder assumptions on the boundary $\Gamma$, in particular that $\Gamma$ is the graph of a function $f \in C^{2}\left(\mathbb{R}^{n-1}\right)$, so that $\Gamma$ is of class $C^{2}$. This assumption is enough [17] to deduce the necessary local regularity result that $w \in H_{\text {loc }}^{2}(D)$.

Combining Lemmas 4.6, 4.5, and 4.4 with Corollary 4.3, we have the following result.

LEMmA 4.8. If $\Gamma$ satisfies the conditions of Lemma 4.6, then the variational problem (3.1) has a unique solution $u \in V_{H}$ for every $\mathcal{G} \in V_{H}^{*}$ and the solution satisfies the estimate (4.2).

REMARK 4.9. The above result, combined with Lemma 4.4, implies that $\beta$, the inf$\sup$ constant for $b(\cdot, \cdot)$, satisfies $\beta^{-1} \leq C=O\left(k^{3}\right)$ as $k \rightarrow \infty$. This high power of the wave number is, we suspect, not optimal. For an interior problem in a smooth starlike and bounded domain in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ with impedance boundary data it is known that the constant in the corresponding bound satisfies the estimate $C=O(k)$ (for example, this can be proved by combining estimate (2) of Theorem 1 of [12] with the argument of Lemma 4.5, involving a function corresponding to $u_{0}$ ). For a somewhat analogous one-dimensional problem the inf-sup constant is also $O(k)$ as $k \rightarrow \infty$ (Theorem 4.2 of [19]).

We proceed now to establish that Lemmas 4.6 and 4.8 hold for much more general boundaries, namely those satisfying (4.1). To establish this we first prove the following technical lemma.

Lemma 4.10. If (4.1) holds, then, for every $\phi \in C_{0}^{\infty}(D)$, there exists $f \in$ $C^{\infty}\left(\mathbb{R}^{n-1}\right)$ such that

$$
\operatorname{supp} \phi \subset D^{\prime}:=\left\{x \in \mathbb{R}^{n}: x_{n}>f(\tilde{x}), \tilde{x} \in \mathbb{R}^{n-1}\right\}
$$

and $U_{f_{+}} \subset D^{\prime} \subset D$.
Proof. Let $S:=\operatorname{supp} \phi \backslash U_{f_{+}}$. Then either $S=\emptyset$, in which case $f(\tilde{x}) \equiv f_{+}$has the properties claimed, or $S \neq \emptyset$.

Thus, suppose $S \neq \emptyset$ and let $\delta:=\operatorname{dist}(S, \partial D) / 2$. Then $\delta>0$ and, defining $G:=\left\{x+s e_{n}: x \in S, s \geq 0\right\}, \operatorname{dist}(G, \partial D)=\operatorname{dist}(S, \partial D)=2 \delta$. Let $G_{\delta}:=\left\{x \in \mathbb{R}^{n}:\right.$ $\operatorname{dist}(x, G)<\delta\}$ and let $A$ and $A_{\delta}$ denote the projections of $G$ and $G_{\delta}$, respectively, onto the $O x_{1} \cdots x_{n-1}$ plane.

Let $N \in \mathbb{N}$ and $S_{j} \subset \mathbb{R}^{n-1}, j=1, \ldots, N$, be such that each $S_{j}$ is measurable and nonempty, $S_{j} \cap S_{m}=\emptyset$ for $j \neq m$,

$$
A_{\delta} \subset \bigcup_{j=1}^{N} S_{j}
$$

and $\operatorname{diam}\left(S_{j}\right) \leq \delta / 2, j=1, \ldots, N$. For $j=1, \ldots, N$ choose $\tilde{x}_{j} \in S_{j}$ and let

$$
f_{j}:=\inf \left\{x_{n} \in \mathbb{R}: x=\left(\tilde{x}_{j}, x_{n}\right) \in G_{\delta} \cup \Gamma_{f_{+}}\right\}
$$

Then $f_{-} \leq f_{j} \leq f_{+}, j=1, \ldots, N$. Define $\tilde{f}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ by

$$
\tilde{f}(\tilde{x}):= \begin{cases}f_{j} & \text { if } \tilde{x} \in S_{j}, j=1, \ldots, N \\ f_{+} & \text {otherwise }\end{cases}
$$

Then $\tilde{f} \in L^{\infty}\left(\mathbb{R}^{n-1}\right)$; in fact $\tilde{f}$ is a simple function and $f_{-} \leq \tilde{f}(\tilde{x}) \leq f_{+}, \tilde{x} \in \mathbb{R}^{n-1}$. Choose $\epsilon$ with $0<\epsilon<\delta / 2$ and let $J \in C_{0}^{\infty}\left(\mathbb{R}^{n-1}\right)$ be such that $J \geq 0, J(\tilde{x})=0$ if $|\tilde{x}| \geq \epsilon$, and $\int_{\mathbb{R}^{n-1}} J(\tilde{x}) d \tilde{x}=1$. Define $f \in C^{\infty}\left(\mathbb{R}^{n-1}\right)$ by

$$
f(\tilde{x}):=\int_{\mathbb{R}^{n-1}} J(\tilde{x}-\tilde{y}) \tilde{f}(\tilde{y}) d \tilde{y}, \quad \tilde{x} \in \mathbb{R}^{n-1}
$$

and let $D^{\prime}$ be defined as in the statement of the lemma. Then $f$ and $D^{\prime}$ have the properties claimed.

To see that this is true note first that

$$
\begin{equation*}
\min _{|\tilde{y}-\tilde{x}|<\epsilon}|\tilde{f}(\tilde{y})| \leq f(\tilde{x}) \leq \max _{|\tilde{y}-\tilde{x}|<\epsilon}|\tilde{f}(\tilde{y})|, \quad \tilde{x} \in \mathbb{R}^{n-1} \tag{4.19}
\end{equation*}
$$

so that $U_{f_{+}} \subset D^{\prime}$. If $\tilde{x} \in A$, then $|\tilde{y}-\tilde{x}|<\epsilon$ implies that $\tilde{y} \in A_{\delta}$ and so (4.19) implies that

$$
f(\tilde{x}) \leq \max _{j=1, \ldots, N,\left|\tilde{x}_{j}-\tilde{x}\right|<\epsilon+\delta / 2} f_{j}
$$

so that $f(\tilde{x}) \leq f_{m}$ for some $m$ for which $\left|\tilde{x}_{m}-\tilde{x}\right|<\epsilon+\delta / 2$. Now let $x=\left(\tilde{x}, f_{m}\right)$, $y=\left(\tilde{x}_{m}, f_{m}\right)$. Then $|x-y|=\left|\tilde{x}-\tilde{x}_{m}\right|<\epsilon+\delta / 2$ and $\operatorname{dist}(y, G)=\delta$ so that

$$
\operatorname{dist}(x, G) \geq \operatorname{dist}(y, G)-|x-y| \geq \delta-(\epsilon+\delta / 2)>0
$$

Thus $x \notin G$ and so $(\tilde{x}, f(\tilde{x})) \notin G$. Thus $S \subset G \subset D^{\prime}$ and so supp $\phi \subset U_{f_{+}} \cup S \subset D^{\prime}$.
Arguing similarly, for all $\tilde{x} \in \mathbb{R}^{n-1}$, either $f(\tilde{x})=f_{+}$, in which case $\left(\tilde{x}, x_{n}\right) \in D$ for $x_{n}>f(\tilde{x})$, or $f(\tilde{x}) \geq f_{m}$ for some $m$ for which $\left|\tilde{x}_{m}-\tilde{x}\right|<\epsilon+\delta / 2$. In this latter case, defining $x=\left(\tilde{x}, f_{m}\right)$ and $y=\left(\tilde{x}_{m}, f_{m}\right)$, it holds that

$$
\operatorname{dist}(x, G) \leq \operatorname{dist}(y, G)+|x-y| \leq \delta+\epsilon+\delta / 2<2 \delta
$$

so that $x \in D$ and hence $(\tilde{x}, f(\tilde{x})) \in D$. Thus, for all $\tilde{x} \in \mathbb{R}^{n-1},\left(\tilde{x}, x_{n}\right) \in D$ for $x_{n}>f(\tilde{x})$, i.e., $D^{\prime} \subset D$.

With this preliminary lemma we can proceed to show that Lemma 4.6 holds whenever (4.1) holds.

Lemma 4.11. Suppose (4.1) holds, $H \geq f_{+}, g \in L^{2}\left(S_{H}\right)$, and $w \in V_{H}$ satisfies

$$
\begin{equation*}
b(w, \phi)=-(g, \phi) \quad \text { for all } \phi \in V_{H} \tag{4.20}
\end{equation*}
$$

Then

$$
\|w\|_{V_{H}} \leq k^{-1} \tilde{C}\|g\|_{2}
$$

where $\tilde{C}=\frac{\kappa}{\sqrt{2}}(\kappa+1)^{2}$.
Proof. Let $\tilde{V}:=\left\{\left.\phi\right|_{S_{H}}: \phi \in C_{0}^{\infty}(D)\right\}$. Then $\tilde{V}$ is dense in $V_{H}$. Suppose $w$ satisfies (4.20) and choose a sequence $\left(w_{m}\right) \subset \tilde{V}$ such that $\left\|w_{m}-w\right\|_{V_{H}} \rightarrow 0$ as $m \rightarrow \infty$. Then $w_{m}=\left.\phi_{m}\right|_{S_{H}}$, with $\phi_{m} \in C_{0}^{\infty}(D)$, and, by Lemma 4.10, there exists $f_{m} \in C^{\infty}\left(\mathbb{R}^{n-1}\right)$ such that supp $\phi_{m} \subset D_{m}$ and $U_{f_{+}} \subset D_{m} \subset D$, where $D_{m}:=\{x \in$ $\left.\mathbb{R}^{n}: x_{n}>f_{m}(\tilde{x}), \tilde{x} \in \mathbb{R}^{n-1}\right\}$. Let $V_{H}^{(m)}$ and $b_{m}$ denote the space and sesquilinear form corresponding to the domain $D_{m}$. That is, where $S_{H}^{(m)}:=D_{m} \backslash \overline{U_{H}}, V_{H}^{(m)}$ is defined by $V_{H}^{(m)}:=\left\{\left.\phi\right|_{S_{H}^{(m)}}: \phi \in H_{0}^{1}\left(D_{m}\right)\right\}$ and $b_{m}$ is given by (2.22) with $S_{H}$ and $V_{H}$ replaced by $S_{H}^{(m)}$ and $V_{H}^{(m)}$, respectively. Then $S_{H}^{(m)} \subset S_{H}$ and, if $v_{m} \in V_{H}^{(m)}$ and $v$ denotes $v_{m}$ extended by zero from $S_{H}^{(m)}$ to $S_{H}$, it holds that $v \in V_{H}$. Via this extension by zero, we can regard $V_{H}^{(m)}$ as a subspace of $V_{H}$ and regard $w_{m}$ as an element of $V_{H}^{(m)}$.

For all $v \in V_{H}^{(m)} \subset V_{H}$, we have

$$
b_{m}\left(w_{m}, v\right)=b\left(w_{m}, v\right)=-(g, v)-b\left(w-w_{m}, v\right)
$$

By Lemma 4.8, there exist unique $w_{m}^{\prime}, w_{m}^{\prime \prime} \in V_{H}^{(m)}$ such that

$$
b_{m}\left(w_{m}^{\prime}, v\right)=-(g, v), \quad v \in V_{H}^{(m)}
$$

and

$$
b_{m}\left(w_{m}^{\prime \prime}, v\right)=-b\left(w-w_{m}, v\right), \quad v \in V_{H}^{(m)}
$$

Clearly $w_{m}=w_{m}^{\prime}+w_{m}^{\prime \prime}$ and, by Lemma 4.6,

$$
\left\|w_{m}^{\prime}\right\|_{V_{H}^{(m)}} \leq k^{-1} \tilde{C}\|g\|_{2}
$$

while, by Lemmas 4.8 and 3.4,

$$
\left\|w_{m}^{\prime \prime}\right\|_{V_{H}^{(m)}} \leq 2 C\left\|w-w_{m}\right\|_{V_{H}}
$$

Thus

$$
\|w\|_{V_{H}}=\lim _{m \rightarrow \infty}\left\|w_{m}\right\|_{V_{H}^{(m)}} \leq k^{-1} \tilde{C}\|g\|_{2}
$$

Theorem 4.1 now follows by combining Lemmas 4.11 , 4.5, and 4.4 with Corollary 4.3.
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#### Abstract

We define and investigate variational (weak) solutions of the initial-boundary-value problem for the Navier-Stokes-Fourier system with the general pressure law. We prove that the set of these solutions is weakly sequentially stable.
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1. Introduction. The state of a fluid in classical continuum mechanics is characterized through the value of three macroscopic quantities: the density $\varrho=\varrho(t, x)$, the velocity field $\mathbf{u}=\mathbf{u}(t, x)$, and the absolute temperature $\vartheta=\vartheta(t, x)$, where $t \in$ $(0, T) \subset R$ is the time, and $x \in \Omega \subset R^{3}$ denotes the coordinate in the ambient Euclidean space. The basic axioms of physics, written in the spatial (Eulerian) reference system, assert the following:
(i) conservation of mass

$$
\begin{equation*}
\partial_{t} \varrho+\operatorname{div}_{x}(\varrho \mathbf{u})=0 \tag{1.1}
\end{equation*}
$$

(ii) balance of (linear) momentum

$$
\begin{equation*}
\partial_{t}(\varrho \mathbf{u})+\operatorname{div}_{x}(\varrho \mathbf{u} \otimes \mathbf{u})+\nabla_{x} p=\operatorname{div}_{x} \mathbb{S}+\varrho \mathbf{f} ; \tag{1.2}
\end{equation*}
$$

(iii) balance of entropy

$$
\begin{equation*}
\partial_{t}(\varrho s)+\operatorname{div}_{x}(\varrho s \mathbf{u})+\operatorname{div}_{x}\left(\frac{\mathbf{q}}{\vartheta}\right)=\sigma . \tag{1.3}
\end{equation*}
$$

In accordance with the commonly accepted mathematical definition of a fluid, the total stress is expressed by Stokes' law $\mathbb{S}-p \mathbb{I}$, where $\mathbb{S}$ denotes the viscous stress tensor, and $p$ is the pressure. The symbol $s$ stands for the specific entropy, $\mathbf{q}$ is the heat flux, and $\sigma$ denotes the entropy production rate (see, for example, Chapter 1 in [21]). The quantity $\mathbf{f}$ represents the external body force density-a given function of the time $t$ and the position $x$.

One of the fundamental assumptions of the present theory is the requirement that the system is both thermally and mechanically isolated. One of the possible ways to meet this stipulation is to postulate
(iv) no-flux boundary conditions

$$
\begin{equation*}
\left.\mathbf{q} \cdot \mathbf{n}\right|_{\partial \Omega}=0, \text { where } \mathbf{n} \text { denotes the outer normal vector, } \tag{1.4}
\end{equation*}
$$

[^33]together with
(v) no-slip boundary conditions
\[

$$
\begin{equation*}
\left.\mathbf{u}\right|_{\partial \Omega}=0 \tag{1.5}
\end{equation*}
$$

\]

Consequently, the total energy

$$
E \equiv \frac{1}{2} \varrho|\mathbf{u}|^{2}+\varrho e, \text { with } e \text { being the specific internal energy, }
$$

has to be a conserved quantity; more precisely, we have
(vi) total energy balance

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} E \mathrm{~d} x=\int_{\Omega} \varrho \mathbf{f} \cdot \mathbf{u} \mathrm{d} x \tag{1.6}
\end{equation*}
$$

The field equations (1.1)-(1.3), together with the boundary conditions (1.4) and (1.5), supplemented with the total energy balance (1.6), form a suitable platform for the mathematical theory based on the concept of variational (weak) solutions. This concept will be developed in section 2 . Note that we have deliberately opted for the "entropy form" (1.3) of the energy equation. Moreover, the total energy balance (1.6), which follows from (1.1) to (1.5) provided $s$ and $\sigma$ are related to the state variables through the basic thermodynamic equations and all fields are smooth, has been appended to the system (cf. section 2.1). Note that for weak solutions this equality may provide new information. The reason for this particular choice of the governing equations will become clear in section 2 .

Of course, the general physical laws introduced above do not suffice to determine the motion of a specific fluid subject to the given loading. Before a concrete mathematical problem can be formulated, it is necessary to specify the constitutive equations relating the pressure $p$, the viscous stress $\mathbb{S}$, the heat flux $\mathbf{q}$, the entropy density $s$, the entropy production rate $\sigma$, and the internal energy density $e$ to the state variables $\varrho, \mathbf{u}$, and $\vartheta$. Here again, the reader will have noticed, there is freedom of choice of the basic state variables, yielding a variety of "equivalent" formulations provided the motion is smooth.

The constitutive equations, reflecting the microscopic structure of a given fluid, may be regarded as averages or expected values of molecular actions and as such they can be evaluated by the methods of statistical mechanics. When doing so, one often tacitly assumes the changes on the microscopic level to be so fast that the system at any "macroscopic" time $t$ can be considered as being in thermodynamic equilibrium. In particular, the constitutive equations coincide with those obtained by the methods of thermostatics (cf. [20]).

The most important constitutive relation in fluid dynamics-the state equationrelates the pressure $p$ to the values of the density $\varrho$ and the absolute temperature $\vartheta$. The best-known example is provided by Boyle's law for the perfect gas:

$$
\begin{equation*}
p=R \varrho \vartheta \text { with a material constant } R>0 \tag{1.7}
\end{equation*}
$$

In light of arguments of modern statistical mechanics, however, relation (1.7) cannot be accepted without criticism even in the case of a "real perfect" gas, which means a large ensemble of identical particles with no interactive forces. Indeed there is a threshold temperature $\Theta_{c}=\Theta_{c}(\varrho)$ below which the gas exhibits degeneration phenomena due to quantum effects (see section 2.2 and Chapter 3 in [20]). Accordingly,
for gases in low-temperature (or high-density) regimes, the dominant component of the macroscopic pressure results from the phenomenon of pressure ionization, with

$$
\begin{equation*}
p=a \varrho^{\frac{5}{3}} \text { for } \vartheta<\Theta_{c}(\varrho) \tag{1.8}
\end{equation*}
$$

the pressure of a completely degenerate electron gas (see, for instance, Chapter 15 in [14]).

These observations can be graphically visualized in Figure 1.1.


FIG. 1.1. $p=p(\varrho, \vartheta)$.
Motivated by the previous example, the main objective of this paper is to identify the class of physically relevant constitutive equations for which the set of all suitable variational solutions of problem (1.1)-(1.6) enjoys the property of weak sequential stability. That is to say that any sequence of (physically) admissible solutions bounded by the available a priori estimates possesses an accummulation point-another admissible solution of problem (1.1)-(1.6). Such a property was established in [16] under the main hypothesis that the pressure $p=p(\varrho, \vartheta)$ is an affine function of the temperature, which means

$$
p(\varrho, \vartheta)=p_{e}(\varrho)+\vartheta p_{\vartheta}(\varrho)
$$

for suitable functions $p_{e}, p_{\vartheta}$. In particular, the internal energy density $e$ can be written in the form

$$
e(\varrho, \vartheta)=P_{e}(\varrho)+Q(\vartheta), \text { where } P_{e}(\varrho) \equiv \int_{1}^{\varrho} \frac{p_{e}(z)}{z^{2}} \mathrm{~d} z, \text { and } Q \text { is a given function. }
$$

The possibility of separating the "elastic" part $P_{e}$ from the thermal component $Q$ gives rise to a family of rescaled (renormalized) energy equations yielding (i) suitable a priori estimates on the temperature $\vartheta$ and (ii) compatibility of the corresponding Navier-Stokes-Fourier system with the so-called biting limit procedure applied to the thermal energy equation (see Chapter 6 in [16]). Such an approach is of no use in the case of the more realistic and physically relevant pressure-density-temperature state equations considered in this paper.

Leaving aside the vast amount of literature devoted to problems in the onedimensional space geometry (see, for instance, the monograph by Antontsev, Kazhikhov, and Monakhov [1]) as well as the "small data" problems and the problems of existence of "local in time smooth solutions" (cf. the papers by Hoff [23], Matsumura and Nishida [26], [25], among others), the most relevant references to be quoted here are represented by the monograph by Lions [24] together with the results of Vaigant and Kazhikhov [38]. In both cases, the "large data" problems are addressed concerning the so-called barotropic flows for which $p$ can be taken as a function of $\varrho$ only. In particular, the fundamental property of "weak continuity" of the effective viscous fux established in [24] (cf. also [22], [33]) will play a significant role in the analysis of the present problem (see section 5).

After an introductory section 2 defining the class of admissible variational solutions to problem (1.1)-(1.6), the paper is divided into three major parts as follows.

- Section 3 presents a general class of constitutive equations, based upon physical principles, for which the main result-the weak sequential stability of the solution set of problem (1.1)-(1.6)-is established (see Theorem 3.1).
- Section 4 concerns the available estimates on the state variables $\varrho, \mathbf{u}$, and $\vartheta$ resulting from boundedness of the total energy and entropy. The role of these bounds is to prevent possible concentration phenomena that may develop in a sequence of admissible solutions. As a by-product, we deduce the weak sequential stability of the convective terms $\varrho \mathbf{u}, \varrho \mathbf{u} \otimes \mathbf{u}$, and $\varrho s \mathbf{u}$.
- The central issue of compatibility of the (nonlinear) constitutive equations with weak convergence is treated in section 5 . In particular, we establish a weak "continuity" property of the effective viscous flux for a general linearly viscous fluid with temperature-dependent shear and bulk viscosity coefficients. Moreover, a new class of renormalized solutions to the continuity equation is introduced in order to show strong $L^{1}$-compactness of the temperature field. Finally, the technique of [16] based on the concept of "oscillations defect measure" is adopted in order to show strong $L^{1}$-compactness of the density.

2. Admissible variational solutions. The purpose of this section is to introduce a suitable concept of admissible solutions to problem (1.1)-(1.6) to be dealt with in what follows. Unfortunately, the most natural choice of smooth solutions lies out of reach of the presently available mathematical tools. More specifically, the set of smooth solutions is not (known to be) closed with respect to a priori bounds resulting mostly from the rather poor energy or entropy estimates.

Instead our analysis is based on the concept of variational (weak) solutions, where the original system of partial differential equations is replaced by a family of integral identities to be satisfied when the equations are "tested" (multiplied) on a suitable smooth function. Although such an approach seems to be much closer to the underlying physical principles, the fundamental question whether or not it yields a definite theory in the sense of existence, uniqueness, and stability of solutions of meaningful initial-value problems is far from being settled.

Nonetheless, our aim is to develop a mathematical theory of (1.1)-(1.6) which conforms with the following stipulations, the rigorous verification of which is the objective of this paper and/or of future research.

- Compatibility. Any smooth solution of problem (1.1)-(1.6) supplemented with a suitable set of constitutive equations is an admissible solution in the sense specified later in this section. Conversely, any admissible solution which is
smooth represents a classical solution of the problem.
- Physical admissibility. The class of admissible solutions meets all restrictions imposed by the underlying physical principles, in particular, the second law of thermodynamics.
- Existence. The results obtained in this paper combined with the approximation scheme developed in Chapter 7 in [16] should yield rigorous existence results (in the class of weak solutions) for the corresponding initial-boundaryvalue problem without any essential restriction on the size of initial data.
- Equilibrium states (Prigogine's principle). Minimization of the entropy production rate $\sigma$ over the set of all admissible states of the system yields an equilibrium solution (cf. [30]).
- Large time relaxation. Any admissible solution resulting from the action of a conservative body force $\mathbf{f}=\nabla_{x} F$ tends to an equilibrium for large values of time.
2.1. General thermodynamics relations. In accordance with the common strategy delineated in section 1 , the thermodynamic functions $p, e$, and $s$ will be expressed in terms of the instantaneous values of the scalar state variables $\varrho$ and $\vartheta$. Consequently, by virtue of the basic principles of thermodynamics, the entropy density $s$ is determined, up to an additive constant, through

$$
\begin{equation*}
\frac{\partial s}{\partial \varrho}=\frac{1}{\vartheta}\left(\frac{\partial e}{\partial \varrho}-\frac{p}{\varrho^{2}}\right), \quad \frac{\partial s}{\partial \vartheta}=\frac{1}{\vartheta} \frac{\partial e}{\partial \vartheta} \tag{2.1}
\end{equation*}
$$

imposing Maxwell's relation (a compatibility condition) on $e$ and $p$ in the form

$$
\begin{equation*}
\frac{\partial e}{\partial \varrho}=\frac{1}{\varrho^{2}}\left(p-\vartheta \frac{\partial p}{\partial \vartheta}\right) \tag{2.2}
\end{equation*}
$$

By the same token, the entropy production rate $\sigma$ is a nonnegative quantity given by

$$
\begin{equation*}
\sigma=\mathbb{S}:\left(\frac{\nabla_{x} \mathbf{u}}{\vartheta}\right)-\mathbf{q} \cdot\left(\frac{\nabla_{x} \vartheta}{\vartheta^{2}}\right) \geq 0 \tag{2.3}
\end{equation*}
$$

provided the flow is smooth (see, for instance, Chapter 1 in [21]).
Here, the assumption of smoothness is crucial since it is well known that discontinuous solutions (shock waves) of the inviscid system do increase entropy even if $\mathbb{S}=\mathbf{q}=0$ (see, for example, the classical text by Smoller [34]). As a matter of fact, a kind of "mechanical energy defect" cannot be legitimately excluded even in the case of a viscous incompressible flow described by the classical Navier-Stokes system in three space dimensions (see Duchon and Robert [11], Eyink [15], Nagasawa [28], Caffarelli, Kohn, and Nirenberg [6], among others). If such a scenario really occurs, and if we want, at the same time, to keep the total energy balance (1.6) in force, it is necessary to replace the equality in (2.3) by a more general stipulation:

$$
\begin{equation*}
\sigma \geq \mathbb{S}:\left(\frac{\nabla_{x} \mathbf{u}}{\vartheta}\right)-\mathbf{q} \cdot\left(\frac{\nabla_{x} \vartheta}{\vartheta^{2}}\right) . \tag{2.4}
\end{equation*}
$$

On the other hand, it is a routine matter to check that (2.4) together with (1.1)-(1.6) implies, in fact, (2.3), provided $s, e$ satisfy (2.1) and (2.2) and all quantities in question are smooth (see also section 2.3).

As the field equations are supposed to describe a system far from equilibrium, a more natural way would be to postulate the existence of the entropy $s$ as a function of $\varrho$ and $e$ and to define the absolute temperature $\vartheta^{-1} \equiv \partial_{e} s>0$ (see, for example, [21]). However, we have chosen the more "classical" family of the state variables as the constitutive equations we discuss below seem much more transparent in this setting.
2.2. Admissible solutions. Motivated by the previous discussion we are now ready to introduce the class of admissible solutions of problem (1.1)-(1.6).

Definition 2.1. Let $\Omega \subset R^{3}$ be a domain. We shall say that a quantity $\{\varrho, \mathbf{u}, \vartheta\}$ represents an admissible solution of problem (1.1)-(1.6) on a time interval ( $0, T$ ) provided the following conditions are fulfilled.

- The density $\varrho$ and the velocity $\mathbf{u}$,

$$
\varrho \geq 0, \varrho \in L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right), \mathbf{u} \in L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{3}\right)\right), \gamma>\frac{3}{2}
$$

solve a renormalized continuity equation in $\mathcal{D}^{\prime}\left((0, T) \times R^{3}\right)$ provided they were extended to be zero outside $\Omega$. Specifically, the integral identity

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left(\varrho H(\varrho) \partial_{t} \varphi+\varrho H(\varrho) \mathbf{u} \cdot \nabla_{x} \varphi\right) \mathrm{d} x \mathrm{~d} t  \tag{2.5}\\
& \quad=\int_{0}^{T} \int_{\Omega} h(\varrho) \operatorname{div}_{x} \mathbf{u} \varphi \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

holds for any test function $\varphi \in \mathcal{D}\left((0, T) \times R^{3}\right)$ and any

$$
\begin{equation*}
h \in B C[0, \infty), H(\varrho) \equiv H(1)+\int_{1}^{\varrho} \frac{h(z)}{z^{2}} \mathrm{~d} z \tag{2.6}
\end{equation*}
$$

- The momentum equation (1.2) is satisfied in $\mathcal{D}^{\prime}((0, T) \times \Omega)$.
- The absolute temperature $\vartheta$,

$$
\vartheta, \log (\vartheta) \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)
$$

is positive a.a. on $(0, T) \times \Omega)$. The specific entropy $s=s(\varrho, \vartheta)$, related to $p$ and e through (2.1) and (2.2), satisfies (1.3) in $\mathcal{D}^{\prime}((0, T) \times \Omega)$ with the entropy production rate $\sigma$ - a positive measure on $[0, T] \times \bar{\Omega}$ such that inequality (2.4) holds. More specifically, the integral identity

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left(\varrho s \partial_{t} \varphi+\varrho s \mathbf{u} \cdot \nabla_{x} \varphi+\frac{\mathbf{q}}{\vartheta} \cdot \nabla_{x} \varphi\right) \mathrm{d} x \mathrm{~d} t  \tag{2.7}\\
& \quad+\int_{0}^{T} \int_{\Omega}\left[\mathbb{S}:\left(\frac{\nabla_{x} \mathbf{u}}{\vartheta}\right)-\mathbf{q} \cdot\left(\frac{\nabla_{x} \vartheta}{\vartheta^{2}}\right)\right] \varphi \mathrm{d} x \mathrm{~d} t \leq 0
\end{align*}
$$

is valid for any test function

$$
\varphi \in \mathcal{D}\left((0, T) \times R^{3}\right), \quad \varphi \geq 0
$$

- The total energy balance (1.6) is satisfied in $\mathcal{D}^{\prime}(0, T)$.
- The "thermal" energy inequality

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \int_{\Omega} \varrho\left(e-e_{c}\right) \mathrm{d} x \geq \int_{\Omega}\left(\mathbb{S}: \nabla_{x} \mathbf{u}-\left(p-p_{c}\right) \operatorname{div}_{x} \mathbf{u}\right) \mathrm{d} x \tag{2.8}
\end{equation*}
$$

holds in $\mathcal{D}^{\prime}(0, T)$ with

$$
p_{c}(\varrho) \equiv p(\varrho, 0), e_{c}(\varrho) \equiv \int_{0}^{\varrho} \frac{p_{c}(z)}{z^{2}} \mathrm{~d} z .
$$

2.3. Remarks. A few comments are in order.
(i) To begin with, the reader will have noticed that all quantities appearing in the integral identities introduced in Definition 2.1, and this is to be viewed as an inseparable part of the definition, are tacitly assumed to be at least locally integrable on $(0, T) \times \Omega$.
(ii) The renormalized solutions in the spirit of (2.5) were introduced by DiPerna and Lions in [10]. Here, it is easy to check that the choice $h \equiv 0$ yields the validity of (1.1) in $\mathcal{D}^{\prime}((0, T) \times \Omega)$ together with the total mass conservation law

$$
\begin{equation*}
\int_{\Omega} \varrho(t) \mathrm{d} x=M \text { for any } t \in[0, T] . \tag{2.9}
\end{equation*}
$$

As a matter of fact, we shall make use of a slightly stronger formulation of (2.5), namely,

$$
\begin{align*}
& \partial_{t}(\varrho H(\varrho, \Theta))+\operatorname{div}_{x}(\varrho H(\varrho, \Theta) \mathbf{u})+h(\varrho, \Theta) \operatorname{div}_{x} \mathbf{u}  \tag{2.10}\\
& \quad=\varrho \frac{\partial H(\varrho, \Theta)}{\partial \Theta}\left(\partial_{t} \Theta+\nabla_{x} \Theta \cdot \mathbf{u}\right)
\end{align*}
$$

in $\mathcal{D}^{\prime}((0, T) \times \Omega)$ for any $\Theta \in C^{1}([0, T] \times \bar{\Omega})$, where

$$
\begin{gather*}
\frac{\partial H}{\partial \Theta}, h \in B C([0, \infty) \times \Theta([0, T] \times \bar{\Omega})),  \tag{2.11}\\
H(\varrho, \Theta)=H(1, \Theta)+\int_{1}^{\varrho} \frac{h(z, \Theta)}{z^{2}} \mathrm{~d} z .
\end{gather*}
$$

However, as we show in section 5, (2.5) and (2.10) are equivalent in the class of admissible solutions.
(iii) Seemingly, the "correct" statement of (2.8) should read as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \int_{\Omega} \varrho e \mathrm{~d} x \geq \int_{\Omega}\left(\mathbb{S}: \mathbb{D}_{x} \mathbf{u}-p \operatorname{div}_{x} \mathbf{u}\right) \mathrm{d} x \tag{2.12}
\end{equation*}
$$

Unfortunately, the available a priori estimates are not strong enough to render the "cold" pressure term $p_{c}$ square integrable - in other words, to legalize the product $p_{c} \operatorname{div}_{x} \mathbf{u}$. Note, however, that for smooth solutions, both (2.8) and (2.12) (with equality sign) are equivalent to (1.3).
(iv) In order to conclude, we shall show that any smooth admissible solution solves problem (1.1)-(1.6) in the classical sense. Obviously, the only nonstandard part is to show that (1.3) holds with $\sigma$ given by (2.3) and that $\mathbf{q}$ satisfies the boundary condition (1.4).

If $\vartheta$ is smooth, one can take the product $\varphi \vartheta$ as a test function in (2.7) to deduce

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} \vartheta\left(\partial_{t}(\varrho s)+\operatorname{div}_{x}(\varrho s \mathbf{u})\right) \varphi \mathrm{d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \mathbf{q} \cdot \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t \\
& \quad \geq \int_{0}^{T} \int_{\Omega} \mathbb{S}: \nabla_{x} \mathbf{u} \varphi \mathrm{~d} x \mathrm{~d} t \text { for any } \varphi \in \mathcal{D}\left((0, T) \times R^{3}\right), \varphi \geq 0
\end{aligned}
$$

where, thanks to (1.1) and (2.1),

$$
\vartheta \partial_{t}(\varrho s)+\vartheta \operatorname{div}_{x}(\varrho s \mathbf{u})=\vartheta \varrho \partial_{t} s+\vartheta \varrho \mathbf{u} \cdot \nabla_{x} s=\partial_{t}(\varrho e)+\operatorname{div}_{x}(\varrho e \mathbf{u})+p \operatorname{div}_{x} \mathbf{u} .
$$

Thus, we have obtained the internal energy balance

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \varrho e \partial_{t} \varphi+\varrho e \mathbf{u} \cdot \nabla_{x} \varphi+\mathbf{q} \cdot \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t  \tag{2.13}\\
& \quad \leq \int_{0}^{T} \int_{\Omega}\left(p \operatorname{div}_{x} \mathbf{u}-\mathbb{S}: \nabla_{x} \mathbf{u}\right) \varphi \mathrm{d} x \mathrm{~d} t \text { for any } \varphi \in \mathcal{D}\left((0, T) \times R^{3}\right), \varphi \geq 0
\end{align*}
$$

On the other hand, we have the kinetic energy equation

$$
\begin{align*}
& \partial_{t}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2}\right)+\operatorname{div}_{x}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2} \mathbf{u}\right)+\operatorname{div}_{x}(p \mathbf{u})  \tag{2.14}\\
& \quad=\operatorname{div}_{x}(\mathbb{S} \mathbf{u})+p \operatorname{div}_{x} \mathbf{u}-\mathbb{S}: \nabla_{x} \mathbf{u}+\varrho \mathbf{f} \cdot \mathbf{u}
\end{align*}
$$

which can be deduced from (1.1) and (1.2).
Now it is easy to observe that (2.13) and (2.14) are compatible with the total energy balance (1.6) if and only if (2.13) holds as equality for any choice of $\varphi$. Consequently, it is a routine matter to deduce the internal energy equation

$$
\begin{equation*}
\partial_{t}(\varrho e)+\operatorname{div}_{x}(\varrho e \mathbf{u})+\operatorname{div}_{x} \mathbf{q}=\mathbb{S}: \nabla_{x} \mathbf{u}-p \operatorname{div}_{x} \mathbf{u} \text { in }(0, T) \times \Omega \tag{2.15}
\end{equation*}
$$

together with the boundary condition (1.4) to be satisfied by the heat flux $\mathbf{q}$. Of course, $(2.15)$ is equivalent to (1.3) provided all the relevant quantities are smooth.
3. Hypotheses and main results. The field equations (1.1)-(1.3), being linear with respect to partial derivatives, can be viewed as a family of constraints in the Fourier variable $\mathbf{x} \rightarrow \xi$ to be satisfied by any physically admissible flow while the constitutive equations represent, in general, nonlinear functional relations associated with the material properties of a given fluid. The fundamental idea advocated in the celebrated work of Tartar [35] and DiPerna [8] and [9], to name only a few, asserts that compatibility or rather incompatibility of these stipulations may result in substantial restrictions imposed on the whole set of possible solutions. One can say, very roughly indeed, that the problem will enjoy the property of weak sequential stability, which means that any sequence of admissible solutions in the sense of Definition 2.1 possesses an accumulation point, with respect to the topologies induced by the available a priori estimates, that represents another solution of the same problem (see Theorem 3.1). Given the rather poor estimates currently available, this is a nontrivial and usually decisive piece of information that can be directly used to build up a rigorous existence theory.
3.1. The pressure-density-temperature state equation. The constitutive equation relating the pressure $p$ to the state variables $\varrho$ and $\vartheta$ will play a central role in our analysis. In accordance with general principles of statistical mechanics, the pressure should obey the following hypotheses.

- In the regime of moderate densities and high temperatures, the perfect gas law (1.7) is always applicable.
- The pressure $p=p(\varrho, \vartheta)$ is a monotone nondecreasing function of $\varrho$ for any fixed $\vartheta$ (see Chapter 5 in [20]).
- There is a critical temperature $\Theta_{c}(\varrho)$ below which the fluid exhibits degeneration phenomena. Equivalently, one can say that for any $\vartheta$ there is a critical density $\varrho_{c}(\vartheta)$ so that the "remaining" part $\varrho-\varrho_{c}$ corresponds to fluid particles with no contribution to the pressure nor to the specific heat at constant volume (see section 2.2 and Chapter 3 in [20]). On the other hand, one can assume the pressure in the "supercritical region" to be that of a degenerate (cold) electron gas given by (1.8) (see Chapter 15 in [14]).
- The pressure is augmented by an intensive radiation component $p_{R}$ when the temperature is extremely high and the density is low (see, for instance, Chapter 15 in [14], [5], and [27]).
Accordingly, the principal mathematical hypotheses imposed on the total pressure $p$ can be formulated as follows.

The total pressure $p$ can be decomposed as

$$
\begin{equation*}
p(\varrho, \vartheta) \equiv p_{G}(\varrho, \vartheta)+p_{R}(\vartheta), \tag{3.1}
\end{equation*}
$$

where $p_{R}$ is the pressure due to radiation,

$$
\begin{equation*}
p_{R}(\vartheta)=\frac{d}{3} \vartheta^{4}, \quad d>0 . \tag{3.2}
\end{equation*}
$$

The extensive component $p_{G} \in C^{2}((0, \infty) \times(0, \infty))$ satisfies

$$
\begin{equation*}
\frac{\partial p_{G}(\varrho, \vartheta)}{\partial \varrho} \geq 0, \quad\left|\frac{\partial p_{G}(\varrho, \vartheta)}{\partial \vartheta}\right| \leq c(M) \text { for all } 0<\varrho, \vartheta<M, \tag{3.3}
\end{equation*}
$$

where $c(M)$ is bounded for bounded $M$.
Moreover,

$$
\begin{equation*}
\lim _{\varrho \rightarrow 0+} p_{G}(\varrho, \vartheta)=0 \text { for any } \vartheta>0, \quad \lim _{\vartheta \rightarrow 0+} p_{G}(\varrho, \vartheta)=p_{c}(\varrho) \text { for any } \varrho>0 . \tag{3.4}
\end{equation*}
$$

The "cold" pressure $p_{c}$ dominates its thermal complement in the neighborhood of the $\varrho$-axis bounded above by a graph of a continuous function $\Theta_{c}=\Theta_{c}(\varrho):[0, \infty) \rightarrow$ $[0, \infty)$; more specifically,

$$
\begin{equation*}
\left|\frac{\partial p_{G}(\varrho, \vartheta)}{\partial \vartheta}\right| \leq c\left(1+p_{c}^{\frac{1}{3}}(\varrho)+\vartheta^{3}\right) \text { for all } 0<\vartheta<\Theta_{c}(\varrho) . \tag{3.5}
\end{equation*}
$$

Finally, we impose a rather technical but, as we have seen above, physically relevant growth condition:

$$
\begin{equation*}
a \varrho^{\gamma}-k \leq p_{c}(\varrho) \leq a \varrho^{\gamma}+k \text { for any } \varrho \geq 0 \quad \text { with } a>0, k>0, \gamma>\frac{3}{2} . \tag{3.6}
\end{equation*}
$$

An overall picture of hypotheses imposed on the state equation can be seen in Figure 3.1.


FIG. 3.1. $p_{G}=p_{G}(\varrho, \vartheta)$.
3.2. The internal energy and entropy. The specific internal energy $e$ is uniquely determined, modulo a function depending solely on $\vartheta$, by the pressure $p$ through Maxwell's equation (2.2). In addition, writing

$$
\begin{equation*}
e(\varrho, \vartheta)=e_{G}(\varrho, \vartheta)+e_{R}(\varrho, \vartheta), \text { with the radiation component } e_{R}=\frac{d \vartheta^{4}}{\varrho} \tag{3.7}
\end{equation*}
$$

we require $e_{G}$ to satisfy

$$
\begin{equation*}
c_{1}\left(1+\vartheta^{\omega}\right) \leq c_{v}(\varrho, \vartheta) \leq c_{2}\left(1+\vartheta^{\omega}\right), \quad \text { with } c_{1}>0, \omega \geq 0 \tag{3.10}
\end{equation*}
$$

for all $\varrho>0, \vartheta>0$.
The growth condition (3.10) is in agreement with physical experiments predicting $\omega \in[0,1 / 2]$ (cf. [40]). The quantities $e_{G}, p_{G}$ being interrelated through (2.2) and hypotheses (3.8)-(3.10) implicitly impose certain restrictions on $p_{G}$ as well.

Now it is easily seen, with $p$ and $e$ given, that the specific entropy $s$ is determined, up to an additive constant, by the thermodynamic equations (2.1).
3.3. Viscosity and thermal conductivity. The fluids considered in this paper are Newtonian, which means that the viscous stress tensor $\mathbb{S}$ is a linear function of the velocity gradient $\nabla_{x} \mathbf{u}$. As a consequence of the principle of material frameindifference, the only physically admissible form of $\mathbb{S}$ must read

$$
\begin{equation*}
\mathbb{S} \equiv 2 \mu\left(\mathbb{D}_{x} \mathbf{u}-\frac{1}{N} \operatorname{div}_{x} \mathbf{u} \mathbb{I}\right)+\zeta \operatorname{div}_{x} \mathbf{u} \mathbb{I} \tag{3.11}
\end{equation*}
$$

with

$$
\mathbb{D}_{x} \mathbf{u}=\frac{1}{2}\left(\nabla_{x} \mathbf{u}+{ }^{t} \nabla_{x} \mathbf{u}\right) \text { being the symmetric part of the velocity gradient }
$$

where $\mu$ and $\zeta$ are the shear and bulk viscosity coefficients (see section C. 1 in [37]).
In general, the quantities $\mu$ and $\zeta$ are functions of both $\varrho$ and $\vartheta$. Here, mainly because of technical difficulties, we restrict ourselves to the (physically relevant-see, for instance, [2]) case when $\mu$ and $\zeta$ depend only on the absolute temperature $\vartheta$. More specifically, we suppose $\mu=\mu(\vartheta), \zeta=\zeta(\vartheta) \in C^{1}[0, \infty)$ such that

$$
\begin{gather*}
m_{1}\left(1+\vartheta^{\beta}\right) \leq \mu(\vartheta), \quad\left|\mu^{\prime}(\vartheta)\right| \leq m_{2}\left(\vartheta^{\beta-1}+1\right), \quad m_{1}>0, \beta \geq 0  \tag{3.12}\\
\zeta \geq 0, \quad m_{1} \vartheta^{\beta}-1 \leq \zeta(\vartheta), \quad\left|\zeta^{\prime}(\vartheta)\right| \leq m_{2}\left(\vartheta^{\beta-1}+1\right) \tag{3.13}
\end{gather*}
$$

The requirement that the bulk viscosity coefficient $\zeta$ must be positive at least for large values of $\vartheta$ may be viewed as slightly restrictive from the physical viewpoint. As a matter of fact, this hypothesis could be dropped at the expense of more severe restrictions imposed on the pressure $p$. Note, however, that Stokes' relation $\zeta \equiv 0$ inferred from questionable hypotheses is considered unsustainable in light of current theory (cf. section E. 1 in [37]).

By virtue of the second law of thermodynamics, expressed through (2.3), the scalar product $\mathbf{q} \cdot \nabla_{x} \vartheta$ must be nonpositive. For simplicity, we shall assume the heat flux vector $\mathbf{q}$ to be given by Fourier's law

$$
\begin{equation*}
\mathbf{q}=-\kappa \nabla_{x} \vartheta \tag{3.14}
\end{equation*}
$$

with the heat conductivity coefficient $\kappa>0$. To be more precise, the quantity $\kappa$ itself is allowed to be a continuous function of $\varrho$ and $\vartheta$ satisfying the growth condition

$$
\begin{equation*}
k_{1}\left(1+\vartheta^{\alpha}\right) \leq \kappa(\varrho, \vartheta) \leq k_{2}\left(1+\vartheta^{\alpha}\right), \text { with } k_{1}>0, \text { for a certain } \alpha \geq 3 \tag{3.15}
\end{equation*}
$$

The lower bound on the exponent $\alpha$ is motivated by the presence of "radiative" heat conductivity $\kappa_{R}$ proportional to $\vartheta^{3}$ (cf. [5] or [31], [32]). On the other hand, even larger values of $\alpha \approx 4.5-5.5$ can be considered as physically relevant (see [40]).

In agreement with the previous discussion, we shall suppose that the coefficients $\alpha$ and $\beta$ satisfy

$$
0 \leq \beta \leq \frac{4}{3}, \quad \alpha \geq \frac{16}{3}-\beta
$$

These (technical) assumptions make it possible to derive the bounds for dissipation from the thermal energy balance. So far, it is an open question whether they can be relaxed.
3.4. The main result. Having introduced all the necessary hypotheses we are now in a position to state our main result.

THEOREM 3.1. Let $\Omega \subset R^{3}$ be a bounded domain with a Lipschitz boundary. Assume that the quantities $p, e, s$ are the given functions of $\varrho, \vartheta$ satisfying hypotheses (3.1)-(3.10). Furthermore, let $\mathbb{S}$ and $\mathbf{q}$ be determined through (3.11) and (3.14), respectively, where $\mu, \zeta$ satisfy (3.12), (3.13) and $\kappa$ obeys (3.15). Finally, let

$$
\begin{equation*}
\gamma>\frac{3}{2}, \quad 0 \leq \omega \leq \frac{1}{2}, \quad 0 \leq \beta \leq \frac{4}{3}, \quad \alpha \geq \frac{16}{3}-\beta, \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{c}(\varrho) \geq c \varrho^{\frac{\gamma}{4}}-1 \quad \text { for a certain } c>0 \tag{3.17}
\end{equation*}
$$

where $\Theta_{c}$ is the critical temperature appearing in (3.5).
Suppose that

$$
\left\{\begin{array}{c}
\left\{\varrho_{n}\right\}_{n=1}^{\infty} \subset L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right) \cap C\left([0, T] ; L^{1}(\Omega)\right), \\
\left\{\mathbf{u}_{n}\right\}_{n=1}^{\infty} \subset L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{3}\right)\right), \\
\left\{\vartheta_{n}\right\}_{n=1}^{\infty} \subset L^{2}\left(0, T ; W^{1,2}(\Omega)\right)
\end{array}\right\}
$$

is a sequence of admissible solutions of problem (1.1)-(1.6) on the time interval $(0, T)$ in the sense of Definition 2.1 such that

$$
\begin{gather*}
\varrho_{n}(0, \cdot) \rightarrow \varrho_{0} \text { in } L^{1}(\Omega)  \tag{3.18}\\
\operatorname{ess} \limsup _{t \rightarrow 0+} \int_{\Omega} \varrho_{n}\left(\left|\mathbf{u}_{n}\right|^{2}+e\left(\varrho_{n}, \vartheta_{n}\right)\right)(t) \mathrm{d} x \leq E_{0}  \tag{3.19}\\
\operatorname{ess} \liminf _{t \rightarrow 0+} \int_{\Omega} \varrho_{n} s_{n}(t) \mathrm{d} x \geq S_{0}
\end{gather*}
$$

and with

$$
\begin{equation*}
\mathbf{f}_{n} \rightarrow \mathbf{f} \text { weakly }\left(^{*}\right) \text { in } L^{\infty}((0, T) \times \Omega) \tag{3.20}
\end{equation*}
$$

where $E_{0}$ and $S_{0}$ are constants independent of $n$.
Then, passing to a subsequence as the case may be, we have

$$
\left\{\begin{array}{c}
\varrho_{n} \rightarrow \varrho \text { in } C\left([0, T] ; L^{1}(\Omega)\right), \\
\mathbf{u}_{n} \rightarrow \mathbf{u} \text { weakly in } L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{3}\right)\right), \\
\vartheta_{n} \rightarrow \vartheta \text { weakly in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \text { and strongly in } L^{2}((0, T) \times \Omega),
\end{array}\right\}
$$

where the limit quantity $\{\varrho, \mathbf{u}, \vartheta\}$ represents another admissible solution of problem (1.1)-(1.6) on the time interval $(0, T)$.

One of the first weak stability results for the reduced barotropic model, where $p=p(\varrho)$ and the temperature is completely eliminated from the system, was obtained by Lions [24]. Some of the ingredients of his approach can be traced back to the work of Hoff [22] and Serre [33]. Another interesting result in this direction is due to Vaigant and Kazhikhov [38].

The same question as well as the closely related problem of global existence for the full Navier-Stokes-Fourier system with constant viscosity coefficients is studied in [16]; the case of temperature sensitive viscosity is dealt with in [17]; and, finally, these results are extended in [13] in order to include the radiation phenomena.

As already pointed out in section 1 , the common feature of the above-mentioned results is that the fluid pressure $p_{G}$ is always taken to be an affine function of the absolute temperature, whence the internal energy density $e$ admits a decomposition into purely "elastic" and "thermal" components yielding a family of "renormalized"
energy equations (see section 4.3.3 in Chapter 4 in [16]). Since these rescaled equations provide additional a priori estimates on the temperature, the technique based on Chacon's biting limit can be used in order to compensate for the lack of integrability of the heat flux $\mathbf{q}$ (see section 6.8 .1 in Chapter 6 in [16]). Apparently, such an approach is no longer applicable in the present setting, where the pressure is a general function of $\varrho$ and $\vartheta$, which means that the elastic and thermal contributions to $e$ act simultaneously.

In this work, we introduce a method which makes it possible to treat this general situation. It ranges from nontrivial modifications of approaches introduced in [12], [13], [16], [17], [18] (cf. section 4) to delicate new issues including the temperaturedependent renormalized continuity equation (treated in section 5), which is needed to pass to the limit in the general pressure term.

Regardless of the rather technical hypotheses (3.16) and (3.17), the applicability of the present approach leans essentially on the following characteristic features of the problem.

- The total pressure $p$ is coercive at both extremes of the "phase space," which means that on both axes $\{\varrho=0\},\{\vartheta=0\}$. From the physical viewpoint, this amounts to taking both radiation and the ionization pressure components into account.
- The viscosity coefficients depend effectively on the temperature; in particular,

$$
\mu(\vartheta) \rightarrow \infty \text { for } \vartheta \rightarrow \infty
$$

This is a very natural hypothesis, especially for gases.

- The heat conductivity coefficient $\kappa$ is a superquadratic ("supercubic," as a matter of fact) function of $\vartheta$ under large temperature regimes. Such a stipulation seems to be in good agreement with experimental results.
As already pointed out, satisfaction of these conditions does not seem to be at odds with the constitutive laws obtained by the methods of statistical mechanics or empirically, in particular, for real gases. We refer the interested reader to the monographs [2], [20], [27], [39], [40], among others, for the physical background of the present theory.

4. Estimates. The bounds imposed on the family of admissible solutions by hypotheses (3.18)-(3.20) are, very often but rather incorrectly, referred to as a priori estimates. Let us stress, to begin with, that all estimates discussed in this section are "real" estimates to be satisfied by any admissible solution of problem (1.1)-(1.6) in the sense of Definition 2.1 while the term a priori estimates is usually related to smooth solutions of a given problem.
4.1. Total mass conservation. As already observed in (2.9), the total mass $M$ of the fluid is a constant of motion thanks to the conservative boundary conditions (1.5). Seeing that $\varrho$ is always nonnegative we infer, in particular, that

$$
\begin{equation*}
\left\{\varrho_{n}\right\}_{n=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \tag{4.1}
\end{equation*}
$$

4.2. Energy estimates. Since the internal energy density $e$ obeys Maxwell's equation (2.2), one can write

$$
\begin{equation*}
e_{G}(\varrho, \vartheta)=P_{c}(\varrho)+Q(\vartheta)+\int_{1}^{\varrho}\left(p_{G}(z, \vartheta)-p_{G}(z, 0)-\vartheta \frac{\partial p_{G}(z, \vartheta)}{\partial \vartheta}\right) \frac{1}{z^{2}} \mathrm{~d} z \tag{4.2}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{c}(\varrho) \equiv \int_{0}^{\varrho} \frac{p_{c}(z)}{z^{2}} \mathrm{~d} z, \quad Q(\vartheta) \equiv \int_{0}^{\vartheta} c_{v}(1, s) \mathrm{d} s \tag{4.3}
\end{equation*}
$$

Note that $e_{G}(\rho, 0)=P_{c}(\rho)$, and therefore the integral $\int_{0}^{1} p_{c}(z) / z^{2} \mathrm{~d} z$ is convergent in order to comply with hypotheses (3.8) and (3.9).

The total energy balance (1.6) integrated with respect to time yields

$$
\int_{\Omega} E_{n}(\tau) \mathrm{d} x \leq E_{0}+\int_{0}^{\tau} \int_{\Omega} \varrho_{n} \mathbf{f}_{n} \cdot \mathbf{u}_{n} \mathrm{~d} x \text { for a.a. } \tau \in(0, T)
$$

with

$$
E_{n} \equiv \varrho_{n}\left(\frac{1}{2}\left|\mathbf{u}_{n}\right|^{2}+e\left(\varrho_{n}, \vartheta_{n}\right)\right) \text { and } E_{0} \text { independent of } n
$$

Thus, a straightforward application of Gronwall's lemma gives rise to

$$
\begin{equation*}
\left\{\sqrt{\varrho_{n}} \mathbf{u}_{n}\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{2}\left(\Omega ; R^{3}\right)\right) \tag{4.4}
\end{equation*}
$$

together with the estimate

$$
\begin{equation*}
\sup _{n=1,2, \ldots}\left(\operatorname{ess} \sup _{t \in(0, T)} \int_{\Omega} \varrho_{n} e\left(\varrho_{n}, \vartheta_{n}\right) \mathrm{d} x\right)<\infty . \tag{4.5}
\end{equation*}
$$

Now, in accordance with hypotheses (3.7) and (3.8), we get

$$
\begin{equation*}
\left\{\vartheta_{n}\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{4}(\Omega)\right) \tag{4.6}
\end{equation*}
$$

Moreover, writing $e_{G}(\rho, \vartheta)=e_{G}(\rho, 0)+\int_{0}^{\vartheta} \frac{\partial e_{G}(\rho, s)}{\partial \vartheta} \mathrm{d} s$, by virtue of (3.9) and (3.10), we obtain

$$
\begin{equation*}
\left\{\varrho_{n} \vartheta_{n}^{1+\omega}\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) . \tag{4.7}
\end{equation*}
$$

On the other hand, hypotheses (3.8) and (3.9) and formula (4.2) imply

$$
Q(\vartheta)+\int_{1}^{\varrho}\left(p_{G}(z, \vartheta)-p_{G}(z, 0)-\vartheta \frac{\partial p_{G}(z, \vartheta)}{\partial \vartheta}\right) \frac{1}{z^{2}} \mathrm{~d} z \geq 0
$$

whence (4.5) together with (4.2) and hypothesis (3.6) yields

$$
\begin{equation*}
\left\{\varrho_{n}\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right) \tag{4.8}
\end{equation*}
$$

Finally, as the pressure $p_{G}$ is a nondecreasing function of the density, we obtain

$$
\begin{equation*}
0 \leq p_{G}(\varrho, \vartheta) \leq p_{G}\left(\varrho_{c}(\vartheta), \vartheta\right) \text { for any } 0 \leq \varrho \leq \varrho_{c}(\vartheta) \leq c\left(1+\vartheta^{\frac{4}{\gamma}}\right) \tag{4.9}
\end{equation*}
$$

where $\varrho_{c}$ is the critical density evaluated on the basis of $\Theta_{c}$ (cf. hypothesis (3.17)).
On the other hand, making use of hypotheses (3.5) and (3.17), we deduce

$$
\begin{align*}
p_{G}(\varrho, \vartheta) & =p_{c}(\varrho)+\int_{0}^{\vartheta} \frac{\partial p_{G}(\varrho, s)}{\partial \vartheta} \mathrm{d} s  \tag{4.10}\\
& \leq c_{1}\left(\varrho^{\gamma}+\vartheta^{4}+\vartheta \varrho^{\frac{\gamma}{3}}\right) \leq c_{2}\left(1+\vartheta^{4}+\varrho^{\gamma}\right)
\end{align*}
$$

whenever

$$
\begin{equation*}
0<\vartheta<\Theta_{c}(\varrho) \text { or, equivalently, } \varrho>\varrho_{c}(\vartheta) \tag{4.11}
\end{equation*}
$$

Relation (4.10) together with (4.9) implies

$$
\begin{equation*}
0 \leq p_{G}(\varrho, \vartheta) \leq c\left(1+\varrho^{\gamma}+\vartheta^{4}\right) \text { for all } \varrho \geq 0, \vartheta \geq 0 \tag{4.12}
\end{equation*}
$$

therefore, estimates (4.6) and (4.8) can be used in combination with (4.12) in order to conclude that

$$
\begin{equation*}
\left\{p\left(\varrho_{n}, \vartheta_{n}\right)\right\}_{n=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \tag{4.13}
\end{equation*}
$$

4.3. Dissipation estimates I. The active dissipative mechanism manifested through viscosity and thermal conductivity of the fluid under consideration represents an important source of additional estimates involving the spatial derivatives of the velocity field $\mathbf{u}$ and the temperature $\vartheta$.

The entropy production inequality (2.7), integrated with respect to time, yields

$$
\int_{\Omega} \varrho_{n} s_{n}(\tau) \mathrm{d} x \geq S_{0}+\int_{0}^{\tau} \int_{\Omega}\left(\frac{\mathbb{S}_{n}: \nabla_{x} \mathbf{u}_{n}}{\vartheta_{n}}+\frac{\kappa\left(\varrho_{n}, \vartheta_{n}\right)}{\vartheta_{n}^{2}}\left|\nabla_{x} \vartheta_{n}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t
$$

for a.a. $\tau \in(0, T)$, where Fourier's law (3.14) and hypothesis (3.19) have been taken into account.

On the other hand, in accordance with the thermodynamic equations (2.1), the specific entropy $s$ may be written in the form

$$
\begin{equation*}
s(\varrho, \vartheta)=s_{R}(\varrho, \vartheta)+s_{G}(\varrho, \vartheta), \quad s_{G}(\varrho, \vartheta) \equiv s_{G}(\varrho, 1)+\int_{1}^{\vartheta} \frac{c_{v}(\varrho, s)}{s} \mathrm{~d} s \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{R}(\varrho, \vartheta) \equiv \frac{4}{3} d \frac{\vartheta^{3}}{\varrho}, \quad s_{G}(\varrho, 1)=-\int_{1}^{\varrho} \frac{\partial p_{G}(z, 1)}{\partial \vartheta} \frac{1}{z^{2}} \mathrm{~d} z \tag{4.15}
\end{equation*}
$$

Parallel to (4.10), hypotheses (3.3) and (3.5) can be used in order to deduce

$$
\begin{equation*}
\left|s_{G}(\varrho, 1)\right| \leq c\left(1+\varrho^{-1}+\varrho^{\frac{\gamma}{3}-1}\right), \tag{4.16}
\end{equation*}
$$

while (3.9) and (3.10) yield

$$
\left[\int_{1}^{\vartheta} \frac{c_{v}(\varrho, s)}{s} \mathrm{~d} s\right]^{+} \leq\left\{\begin{array}{c}
c\left(1+\vartheta^{\omega}\right),(\omega>0) \\
c\left(1+[\ln \vartheta]^{+}\right), \\
(\omega=0)
\end{array}\right\} \text { for all } \vartheta>0
$$

Consequently, having already proved (4.6)-(4.8) we are allowed to conclude that

$$
\begin{equation*}
\operatorname{ess} \sup _{t \in(0, T)} \int_{\Omega} \varrho_{n} s_{n}(t) \mathrm{d} x \leq c(T) \tag{4.17}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left\{\frac{\mathbb{S}_{n}: \nabla_{x} \mathbf{u}_{n}}{\vartheta_{n}}\right\}_{n=1}^{\infty}, \quad\left\{\frac{\kappa\left(\varrho_{n}, \vartheta_{n}\right)}{\vartheta_{n}^{2}}\left|\nabla_{x} \vartheta_{n}\right|^{2}\right\}_{n=1}^{\infty} \quad \text { are bounded in } L^{1}((0, T) \times \Omega) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\varrho_{n}\left[\int_{1}^{\vartheta_{n}} \frac{c_{v}\left(\varrho_{n}, s\right)}{s} \mathrm{~d} s\right]^{-}\right\}_{n=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \tag{4.19}
\end{equation*}
$$

In particular, by virtue of hypothesis (3.15), estimate (4.18) yields

$$
\begin{equation*}
\left\{\nabla_{x} \log \left(\vartheta_{n}\right)\right\}_{n=1}^{\infty},\left\{\nabla_{x} \vartheta_{n}^{\frac{\alpha}{2}}\right\}_{n=1}^{\infty} \text { bounded in } L^{2}\left(0, T ; L^{2}\left(\Omega, R^{3}\right)\right) \tag{4.20}
\end{equation*}
$$

while by virtue of hypothesis (3.10), (4.19) implies

$$
\begin{equation*}
\left\{\varrho_{n} \log \left(\vartheta_{n}\right)\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \tag{4.21}
\end{equation*}
$$

At this stage, we pause to report an auxiliary result which may be viewed as a straightforward modification of the Poincaré inequality (see, for instance, Lemma 4.1 in [12]).

LEmma 4.1. Let $\Omega \subset R^{N}, N \geq 2$, be a bounded Lipschitz domain, and $\Gamma \geq 1$ be a constant. Let $\varrho \geq 0$ be a given function such that

$$
0<M \leq \int_{\Omega} \varrho \mathrm{d} x, \quad \int_{\Omega} \varrho^{\gamma} \mathrm{d} x \leq K
$$

where

$$
\gamma>\frac{2 N}{N+2}
$$

Then there exists a constant $c=c(M, K, \gamma, \Gamma)$ such that the inequality

$$
\|v\|_{L^{2}(\Omega)} \leq c(M, K)\left(\left\|\nabla_{x} v\right\|_{L^{2}(\Omega)}+\left[\int_{\Omega} \varrho|v|^{\frac{1}{\Gamma}} \mathrm{~d} x\right]^{\Gamma}\right)
$$

holds for any $v \in W^{1,2}(\Omega)$.
The total mass being conserved, more specifically,

$$
M_{n} \equiv \int_{\Omega} \varrho_{n}(t) \mathrm{d} x=\int_{\Omega} \varrho_{n}(0) \mathrm{d} x \quad \rightarrow \quad \int_{\Omega} \varrho_{0} \mathrm{~d} x \equiv M>0
$$

Lemma 4.1 applies, together with estimates (4.7), (4.20), and (4.21), in order to conclude

$$
\begin{equation*}
\left\{\log \left(\vartheta_{n}\right)\right\}_{n=1}^{\infty}, \quad\left\{\vartheta_{n}^{\frac{\alpha}{2}}\right\}_{n=1}^{\infty} \text { bounded in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \tag{4.22}
\end{equation*}
$$

4.4. Dissipation estimates II. A short examination of the "thermal" energy inequality (2.8) yields

$$
\begin{align*}
& \int_{0}^{\tau} \int_{\Omega} \mathbb{S}_{n}: \nabla_{x} \mathbf{u}_{n} \mathrm{~d} x \mathrm{~d} t  \tag{4.23}\\
& \quad \leq 2 E_{0}+\int_{\Omega} \varrho_{n}\left(e_{n}-e_{c}\left(\varrho_{n}\right)\right)(\tau) \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega}\left(p_{n}-p_{c}\left(\varrho_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

for a.a. $\tau \in(0, T)$.
We claim, keeping in mind hypotheses (3.4) and (3.5), that there is a positive constant $c$ such that

$$
\begin{equation*}
\left|p(\varrho, \vartheta)-p_{c}(\varrho)\right| \leq c\left(1+\vartheta^{4}+\vartheta \varrho^{\frac{\gamma}{3}}\right) \text { for all } \varrho>0, \vartheta>0 \tag{4.24}
\end{equation*}
$$

Indeed, similar to (4.10), we have

$$
\left|p_{G}(\varrho, \vartheta)-p_{c}(\varrho)\right|=\left|\int_{0}^{\vartheta} \frac{\partial p_{G}(\varrho, s)}{\partial \vartheta} \mathrm{d} s\right| \leq c\left(1+\vartheta^{4}+\vartheta \varrho^{\frac{\gamma}{3}}\right)
$$

provided $\varrho \geq \varrho_{c}(\vartheta)$. Moreover, as $p_{G}$ is a nondecreasing function of $\varrho$,

$$
\left|p_{G}(\varrho, \vartheta)-p_{c}(\varrho)\right| \leq p_{G}\left(\varrho_{c}(\vartheta), \vartheta\right)-p_{c}\left(\varrho_{c}(\vartheta)\right)+2 p_{c}\left(\varrho_{c}(\vartheta)\right) \leq c\left(1+\vartheta^{4}\right)
$$

for all $0 \leq \varrho \leq \varrho_{c}(\vartheta)$; cf. estimate (4.9).

Now, by virtue of Hölder's inequality and the imbedding theorem $W^{1,2}(\Omega) \subset$ $L^{6}(\Omega)$, the integral in the extreme right of (4.23) can be estimated as

$$
\begin{align*}
& \left|\int_{0}^{\tau} \int_{\Omega}\left(p_{n}-p_{c}\left(\varrho_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n} \mathrm{~d} x \mathrm{~d} t\right|  \tag{4.25}\\
& \quad \leq c\left(\left\|\left(1+\vartheta_{n}^{4}\right) \operatorname{div}_{x} \mathbf{u}_{n}\right\|_{L^{1}((0, T) \times \Omega)}+\left\|\vartheta_{n} \varrho_{n}^{\frac{\gamma}{3}} \operatorname{div}_{x} \mathbf{u}_{n}\right\|_{L^{1}((0, T) \times \Omega)}\right),
\end{align*}
$$

where

$$
\left\|\vartheta_{n} \varrho_{n}^{\frac{\gamma}{3}} \operatorname{div}_{x} \mathbf{u}_{n}\right\|_{L^{1}(\Omega)} \leq\left\|\vartheta_{n}\right\|_{W^{1,2}(\Omega)}\left\|\varrho_{n}^{\gamma}\right\|_{L^{1}(\Omega)}^{\frac{1}{3}}\left\|\nabla_{x} \mathbf{u}_{n}\right\|_{L^{2}\left(\Omega ; R^{N}\right)} .
$$

Furthermore, writing

$$
\vartheta^{4} \operatorname{div}_{x} \mathbf{u}=\vartheta^{4-\frac{\beta}{2}} \vartheta^{\frac{\beta}{2}} \operatorname{div}_{x} \mathbf{u},
$$

we get, by interpolation,

$$
\begin{equation*}
\left\|\vartheta^{4-\frac{\beta}{2}}\right\|_{L^{2}(\Omega)}^{2} \leq\|\vartheta\|_{L^{3 \alpha}(\Omega)}^{\frac{3 \alpha(\beta-4)}{L^{(3 \alpha}(\Omega)}}\|\vartheta\|_{L^{4}(\Omega)}^{8-\beta-\frac{3 \alpha(\beta-4)}{4-3 \alpha}}, \tag{4.26}
\end{equation*}
$$

where, in accordance with hypothesis $(3.16), 3 \alpha(\beta-4) /(4-3 \alpha) \leq \alpha$. Consequently, by virtue of estimates (4.6) and (4.22),

$$
\begin{equation*}
\left\{\vartheta_{n}^{4-\frac{\beta}{2}}\right\}_{n=1}^{\infty} \text { is bounded in } L^{2}((0, T) \times \Omega) . \tag{4.27}
\end{equation*}
$$

Due to (3.11), $\mathbb{S}: \nabla_{x} \mathbf{u}=2 \mu\left\langle\mathbb{D}_{x} \mathbf{u}\right\rangle:\left\langle\mathbb{D}_{x} \mathbf{u}\right\rangle+\zeta\left|\operatorname{div}_{x} \mathbf{u}\right|^{2}$, where $\left\langle\mathbb{D}_{x} \mathbf{u}\right\rangle_{i, j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\right.$ $\left.\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{1}{3} \operatorname{div}_{x} \mathbf{u} \delta_{i, j}$. Moreover, the Korn-type inequality

$$
\begin{equation*}
\left\|\nabla_{x} \mathbf{u}\right\|_{L^{p}\left(\Omega ; R^{3 \times 3}\right)} \leq c(p)\left\|\left\langle\mathbb{D}_{x}(\mathbf{u})\right\rangle\right\|_{L^{p}\left(\Omega ; R_{s y m}^{3 \times 3}\right)} \tag{4.28}
\end{equation*}
$$

holds true for any $1<p<\infty$ and for any $\mathbf{u} \in W_{0}^{1, p}\left(\Omega, R^{N}\right)$ (cf. Proposition 2.4 in [36] or section 5.1 in [18]). Finally, by virtue of (4.25)-(4.27), (4.8), and (4.22),

$$
\begin{align*}
& \left|\int_{0}^{T} \int_{\Omega}\left(p_{n}-p_{c}\left(\rho_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n} \mathrm{~d} x \mathrm{~d} t\right|  \tag{4.29}\\
& \quad \leq c\left(\left\|\vartheta_{n}^{\frac{\beta}{2}} \operatorname{div}_{x} \mathbf{u}_{n}\right\|_{L^{2}((0, T) \times \Omega)}+\left\|\nabla \mathbf{u}_{n}\right\|_{L^{2}((0, T) \times \Omega)}\right) .
\end{align*}
$$

Moreover, by virtue of (4.5) and (4.8), integral $\int_{\Omega} \varrho_{n}\left(e_{n}-e_{c}\left(\varrho_{n}\right)\right) \mathrm{d} x$ is bounded in $L^{\infty}(0, T)$.

Thus, combining estimate (4.23) with inequalities (4.28) and (4.29) and with hypotheses (3.12), (3.13), and (3.16), we obtain, in particular,

$$
\begin{equation*}
\left\{\mathbf{u}_{n}\right\}_{n=1}^{\infty} \text { bounded in } L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{3}\right)\right) . \tag{4.30}
\end{equation*}
$$

Then, of course,

$$
\begin{equation*}
\left\{\mathbb{S}_{n}: \nabla_{x} \mathbf{u}_{n}\right\}_{n=1}^{\infty} \text { is bounded in } L^{1}((0, T) \times \Omega) . \tag{4.31}
\end{equation*}
$$

Finally, from (3.11), taking into account bounds (4.27) and (4.30) and hypotheses (3.12), (3.13), and (3.16), we can easily verify that

$$
\begin{equation*}
\left\{\mathbb{S}_{n}\right\}_{n=1}^{\infty} \text { is bounded in } L^{\frac{5}{3}}\left(0, T ; L^{\frac{5}{3}}\left(\Omega ; R_{s y m}^{3 \times 3}\right)\right) . \tag{4.32}
\end{equation*}
$$

4.5. Refined pressure and density estimates. Refined density estimates up to the boundary can be obtained by using the quantities

$$
\varphi_{j}=\psi\left[\mathcal{B}\left(b(\varrho) * \phi_{\epsilon}-\frac{1}{|\Omega|} \int_{\Omega} b(\varrho) * \phi_{\epsilon} \mathrm{d} x\right)\right]_{j}
$$

as test functions in the variational formulation of the momentum equation (1.2). Here $\psi$ is a convenient function in $C_{0}^{\infty}(I), b \in C([0, \infty)$ is a function with convenient growth at infinity (see later), the symbol $*$ denotes convolution, $\phi_{\epsilon} \rightarrow \delta(0)$ is a regularizing sequence in the variable $t$, and $\mathcal{B}$ is the Bogovskii operator satisfying

$$
\operatorname{div} \mathcal{B}(v)=v, \quad\|\mathcal{B}(v)\|_{L^{q}(\Omega)} \leq c(q)\|\mathbf{g}\|_{L^{q}(\Omega)}, \quad\|\nabla \mathcal{B}(v)\|_{L^{p}(\Omega)} \leq c(p)\|v\|_{L^{p}(\Omega)}
$$

$$
\text { with any } 1<q, p<\infty, \mathbf{g} \in L^{q}\left(\Omega ; R^{N}\right), v=\operatorname{divg} \in L^{p}(\Omega), \text { and }\left.\mathbf{g} \cdot \mathbf{n}\right|_{\partial \Omega}=0
$$

(cf., for instance, [3], [4], [19], or Lemma 3.17 in [29]).
With estimates (4.4), (4.8), (4.13), (4.30), and (4.32) at hand, such a procedure yields, after a tedious but straightforward computation, a bound

$$
\begin{equation*}
\sup _{n=1,2, \ldots} \int_{0}^{T} \int_{\Omega} p\left(\varrho_{n}, \vartheta_{n}\right) b\left(\varrho_{n}\right) \mathrm{d} x d t<\infty \tag{4.33}
\end{equation*}
$$

provided $b(\varrho) \approx \varrho^{\nu}$, with $\nu=\nu(\gamma)>0$ sufficiently small. Local (interior) pressure estimate of type (4.33) was first established for the barotropic flow in [24], where the optimal (largest) value of $\nu=(2 / N) \gamma-1$ was obtained. For more details concerning the techniques of the calculus leading to (4.33) see, for instance, section 7.9.5 in [29].

Now, writing

$$
p\left(\varrho_{n}, \vartheta_{n}\right)=p_{R}\left(\vartheta_{n}\right)+\left(p_{G}\left(\varrho_{n}, \vartheta_{n}\right)-p_{c}\left(\varrho_{n}\right)\right)+p_{c}\left(\varrho_{n}\right),
$$

we infer, with the help of (4.24), that the sequence

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \varrho_{n}^{\gamma+\nu} \mathrm{d} x d t \text { is bounded. } \tag{4.34}
\end{equation*}
$$

Indeed, by virtue of (4.6), (4.22) and a simple interpolation argument,

$$
\begin{equation*}
\left\{\vartheta_{n}\right\}_{n=1}^{\infty} \text { is bounded in } L^{p}((0, T) \times \Omega) \text { for a certain } p>4 \tag{4.35}
\end{equation*}
$$

whence (4.34) follows easily from (4.24) and (4.33). Now, by using (3.1), (3.2), and (4.12) it is easy to conclude that ${ }^{1}$

$$
\begin{equation*}
p\left(\rho_{n}, \vartheta_{n}\right) \text { is bounded in } L^{p}((0, T) \times \Omega) \text { for some } p>1 \tag{4.36}
\end{equation*}
$$

[^34]where $h \in L^{p}(\Omega)$ with $p=p(\gamma) \gg 1$ large enough. Indeed in such a way we can show that
$$
\left\{\varrho_{n}^{\gamma}\right\}_{n=1}^{\infty} \text { is equi-integrable in } L^{1}((0, T) \times \Omega)
$$
which means
$$
\lim _{k \rightarrow \infty} \int_{\left\{\varrho_{n} \geq k\right\}} \varrho_{n}^{\gamma} \mathrm{d} x \mathrm{~d} t \rightarrow 0 \text { uniformly for } n=1,2, \ldots
$$
5. Weak sequential compactness. As $\varrho_{n}$ satisfies (1.1) in the sense of distributions, and since (4.4) and (4.8) hold, we may assume
\[

$$
\begin{equation*}
\varrho_{n} \rightarrow \varrho \text { in } C\left([0, T] ; L_{\text {weak }}^{\gamma}(\Omega)\right) \tag{5.1}
\end{equation*}
$$

\]

passing to a subsequence as the case may be. (Here and in what follows, $L_{w e a k}^{p}(\Omega)$ means $L^{p}(\Omega)$ endowed with the weak topology.)

Similarly, by virtue of (4.30),

$$
\begin{equation*}
\mathbf{u}_{n} \rightarrow \mathbf{u} \text { weakly in } L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{3}\right)\right) \tag{5.2}
\end{equation*}
$$

and, in accordance with (4.6) and (4.22),
(5.3) $\quad \vartheta_{n} \rightarrow \vartheta$ weakly in $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$ and weakly- $\left({ }^{*}\right)$ in $L^{\infty}\left(0, T ; L^{4}(\Omega)\right)$
at least for a suitable subsequence.
The main goal of this section is to show, in accordance with the conclusion of Theorem 3.1, that $\varrho, \mathbf{u}$, and $\vartheta$ represent another admissible solutions of problem (1.1)-(1.6) on the time interval $(0, T)$.
5.1. Convergence of the convective terms. The space $L^{\gamma}(\Omega)$ is compactly imbedded into the dual space $W^{-1,2}(\Omega)$ as soon as $\gamma>6 / 5$. Consequently, by virtue of (5.1) and (5.2) and hypothesis (3.16),

$$
\begin{equation*}
\varrho_{n} \mathbf{u}_{n} \rightarrow \varrho \mathbf{u} \text { weakly- }\left({ }^{*}\right) \text { in } L^{\infty}\left(0, T ; L^{\frac{2 \gamma}{\gamma+1}}\left(\Omega ; R^{3}\right)\right) \tag{5.4}
\end{equation*}
$$

Moreover, since $\left(\rho_{n}, \mathbf{u}_{n}, \vartheta_{n}\right)$ satisfies (1.2) in the sense of distributions, keeping in mind bounds (4.8), (4.30), (4.32), and (4.36), one can sharpen (5.4) to

$$
\begin{equation*}
\varrho_{n} \mathbf{u}_{n} \rightarrow \varrho \mathbf{u} \text { in } C\left([0, T] ; L_{\text {weak }}^{\frac{2 \gamma}{\gamma+1}}\left(\Omega ; R^{3}\right)\right) \tag{5.5}
\end{equation*}
$$

Now, since $\gamma>3 / 2$, we get, similar to the above, $L^{\frac{2 \gamma}{\gamma+1}}\left(\Omega ; R^{3}\right)$ compactly imbedded into the dual space $W^{-1,2}\left(\Omega ; R^{N}\right)$, whence we are allowed to repeat the same arguments as in (5.4) in order to deduce

$$
\begin{equation*}
\varrho_{n} \mathbf{u}_{n} \otimes \mathbf{u}_{n} \rightarrow \varrho \mathbf{u} \otimes \mathbf{u} \text { weakly in } L^{2}\left(0, T ; L^{\frac{6 \gamma}{4 \gamma+3}}\left(\Omega ; R_{s y m}^{3 \times 3}\right)\right) \tag{5.6}
\end{equation*}
$$

In particular, it is possible to pass to the limit for $n \rightarrow \infty$ in (1.1) and (1.2) to obtain

$$
\begin{equation*}
\partial_{t} \varrho+\operatorname{div}_{x}(\varrho \mathbf{u})=0 \text { in } \mathcal{D}^{\prime}\left((0, T) \times R^{3}\right) \tag{5.7}
\end{equation*}
$$

provided $\varrho$, u were extended to be zero outside $\Omega$, and

$$
\begin{equation*}
\partial_{t}(\varrho \mathbf{u})+\operatorname{div}_{x}(\varrho \mathbf{u} \otimes \mathbf{u})+\nabla_{x} \bar{p}=\operatorname{div}_{x} \overline{\mathbb{S}}+\overline{\varrho \mathbf{f}} \text { in } \mathcal{D}^{\prime}\left((0, T) \times R^{3}\right)^{3} \tag{5.8}
\end{equation*}
$$

where

$$
\begin{aligned}
p\left(\varrho_{n}, \vartheta_{n}\right) & \rightarrow \overline{p(\varrho, \vartheta)} \text { weakly in } L^{1}((0, T) \times \Omega) \\
\mathbb{S}_{n}=\mathbb{S}\left(\mathbb{D}_{x} \mathbf{u}_{n}, \vartheta_{n}\right) & \rightarrow \overline{\mathbb{S}\left(\mathbb{D}_{x} \mathbf{u}, \vartheta\right)} \text { weakly in } L^{\frac{5}{3}}\left(0, T ; L^{\frac{5}{3}}\left(\Omega ; R^{3}\right)\right), \\
\varrho_{n} \mathbf{f}_{n} & \rightarrow \overline{\varrho \mathbf{f}} \text { weakly in } L^{1}\left(0, T ; L^{1}\left(\Omega ; R^{3}\right)\right)
\end{aligned}
$$

conformably to (4.32) and (4.36).
5.2. Strong convergence of the temperature. Our aim is to show that the sequence $\left\{\vartheta_{n}\right\}_{n=1}^{\infty}$ converges strongly in the Lebesgue space $L^{1}((0, T) \times \Omega)$, in particular, almost anywhere on $(0, T) \times \Omega$ for a suitable subsequence. This step represents one of the most delicate issues to be discussed in this paper.

To begin with, let us record the following version of the celebrated Aubin-Lions lemma (see Lemma 6.3 in Chapter 6 in [16]).

Lemma 5.1. Let $\Omega \subset R^{N}, N \geq 2$, be a bounded Lipschitz domain. Let $\left\{v_{n}\right\}_{n=1}^{\infty}$ be a sequence of functions bounded in

$$
L^{2}\left(0, T ; L^{q}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \text { with } q>\frac{2 N}{N+2}
$$

Furthermore, assume that

$$
\partial_{t} v_{n} \geq g_{n} \text { in } \mathcal{D}^{\prime}((0, T) \times \Omega)
$$

where the distributions $g_{n}$ are bounded in the space $L^{1}\left(0, T ; W^{-m, p}(\Omega)\right)$ for certain $m \geq 1, p>1$.

Then we have

$$
v_{n} \rightarrow v \text { in } L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)
$$

passing to a subsequence as the case may be.
Since $\left\{\vartheta_{n}\right\}_{n=1}^{\infty}$ admits the bound established in (4.6), we have

$$
\begin{equation*}
\left\{\varrho_{n} s_{R}\left(\varrho_{n}, \vartheta_{n}\right)\right\}_{n=1}^{\infty} \text { bounded in } L^{\infty}\left(0, T ; L^{\frac{4}{3}}(\Omega)\right) \tag{5.9}
\end{equation*}
$$

Moreover, relation (4.16) yields

$$
\left|\varrho s_{G}(\varrho, 1)\right| \leq c\left(1+\varrho+\varrho^{\frac{\gamma}{3}}\right)
$$

so we obtain, by virtue of (4.8), that

$$
\begin{equation*}
\left\{\varrho_{n} s_{G}\left(\varrho_{n}, 1\right)\right\}_{n=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{p}(\Omega)\right) \text { with } p=\min (3, \gamma) \tag{5.10}
\end{equation*}
$$

(cf. (4.14) and (4.15)).
Finally, hypotheses (3.9) and (3.10) together with estimates (4.6), (4.21), and (4.22) can be used in order to conclude that

$$
\begin{equation*}
\left\{\varrho_{n} \Phi\left(\varrho_{n}, \vartheta_{n}\right)\right\}_{n=1}^{\infty} \text { is bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \cap L^{2}\left(0, T ; L^{q}(\Omega)\right) \tag{5.11}
\end{equation*}
$$

with at least any $q$ such that $\frac{q}{\gamma}+\frac{q}{6} \leq 1$, where we have denoted

$$
\begin{equation*}
\Phi(\varrho, \vartheta) \equiv \int_{1}^{\vartheta} \frac{c_{v}(\varrho, s)}{s} \mathrm{~d} s \tag{5.12}
\end{equation*}
$$

Then, of course,

$$
\begin{equation*}
\left\{\varrho_{n} s_{n} \mathbf{u}_{n}\right\}_{n=1}^{\infty} \text { is bounded in } L^{1}\left(0, T ; L^{p}\left(\Omega, R^{3}\right)\right) \text { with some } p>1 \tag{5.13}
\end{equation*}
$$

Consequently, the bounds obtained in (5.9)-(5.13) together with (4.18) and (4.22) imply that the sequence $v_{n}=\varrho_{n} s_{n}$, satisfying the entropy production inequality (2.7), complies with the hypotheses of Lemma 5.1, where we have taken $g_{n}=-\operatorname{div}_{x}\left(\rho_{n} s_{n} \mathbf{u}_{n}\right)-$ $\operatorname{div}_{x}\left(\kappa\left(\varrho_{n}, \vartheta_{n}\right) \frac{\nabla \vartheta_{n}}{\vartheta_{n}}\right)+\mathbb{S}_{n}: \frac{\nabla \mathbf{u}_{n}}{\vartheta_{n}}+\kappa\left(\varrho_{n}, \vartheta_{n}\right) \frac{\left|\nabla \vartheta_{n}\right|^{2}}{\vartheta_{n}^{2}}$.

Thus, we may assume

$$
\begin{equation*}
\varrho_{n} s_{n} \rightarrow \frac{4}{3} d \overline{\vartheta^{3}}+\overline{\varrho s_{G}(\varrho, 1)}+\overline{\varrho \Phi(\varrho, \vartheta)} \text { in } L^{2}\left(0, T ; W^{-1,2}(\Omega)\right), \tag{5.14}
\end{equation*}
$$

where, as always, we have used the bar to denote the weak limits of composed functions.

The functions $\varrho_{n}, \mathbf{u}_{n}$ solve the renormalized equation (2.5). Therefore, in particular, (5.10) implies

$$
\varrho_{n} s_{G}\left(\varrho_{n}, 1\right) \rightarrow \overline{\varrho s_{G}(\varrho, 1)} \text { in } C\left([0, T] ; L_{\text {weak }}^{q}(\Omega)\right), q=\min (3, \gamma) .
$$

Consequently, since $\vartheta_{n}$ are bounded by (4.22), we get

$$
\begin{equation*}
\varrho_{n} s_{G}\left(\varrho_{n}, 1\right) \vartheta_{n} \rightarrow \overline{\varrho s_{G}(\varrho, 1)} \vartheta \text { weakly in } L^{1}((0, T) \times \Omega) . \tag{5.15}
\end{equation*}
$$

Furthermore, the function $\Phi$ is nondecreasing with respect to $\vartheta$; in particular,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \varrho_{n}\left(\Phi\left(\varrho_{n}, \vartheta_{n}\right)-\Phi\left(\varrho_{n}, \vartheta\right)\right)\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t \geq 0 \tag{5.16}
\end{equation*}
$$

for any nonnegative test function $\varphi \in \mathcal{D}((0, T) \times \Omega)$.
As we will show below,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \varrho_{n} \Phi\left(\varrho_{n}, \vartheta\right)\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t \rightarrow 0 \text { as } n \rightarrow \infty ; \tag{5.17}
\end{equation*}
$$

therefore, (5.16) reduces to

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \varrho_{n} \Phi\left(\varrho_{n}, \vartheta_{n}\right) \vartheta_{n} \varphi \mathrm{~d} x \mathrm{~d} t \geq \int_{0}^{T} \int_{\Omega} \overline{\varrho \Phi(\varrho, \vartheta)} \vartheta \varphi \mathrm{d} x \mathrm{~d} t \tag{5.18}
\end{equation*}
$$

for any nonnegative $\varphi \in \mathcal{D}((0, T) \times \Omega)$.
Taking, for a moment, relation (5.17) for granted, one can deduce easily from (5.3), (5.14), (5.15), and (5.18) that

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left(\frac{4}{3} d \overline{\vartheta^{3}}+\overline{\varrho \varrho_{G}(\varrho, 1)}+\overline{\varrho \Phi(\varrho, \vartheta)}\right) \vartheta \varphi \mathrm{d} x \mathrm{~d} t  \tag{5.19}\\
& \quad=\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \varrho_{n} s_{n} \vartheta_{n} \varphi \mathrm{~d} x \mathrm{~d} t \\
& \quad=\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega}\left(\frac{4}{3} d \vartheta_{n}^{3}+\varrho_{n} s_{G}\left(\varrho_{n}, 1\right)+\varrho_{n} \Phi\left(\varrho_{n}, \vartheta_{n}\right)\right) \vartheta_{n} \varphi \mathrm{~d} x \mathrm{~d} t \\
& \quad \geq \limsup _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \frac{4}{3} d \vartheta_{n}^{4} \varphi \mathrm{~d} x \mathrm{~d} t \\
& \quad+\int_{0}^{T} \int_{\Omega}\left(\overline{\varrho s_{G}(\varrho, 1)}+\overline{\varrho \Phi(\varrho, \vartheta)}\right) \vartheta \varphi \mathrm{d} x \mathrm{~d} t .
\end{align*}
$$

In other words

$$
\limsup _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \vartheta_{n}^{4} \varphi \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{T} \int_{\Omega}^{\overline{\vartheta^{3}} \vartheta \varphi \mathrm{~d} x \mathrm{~d} t, \quad \varphi \in \mathcal{D}((0, T) \times \Omega), \quad \varphi \geq 0 . . . . . . . .}
$$

On the other hand, passing to the limit $n \rightarrow \infty$ in the evident inequality $\int_{0}^{T} \int_{\Omega}\left(\vartheta_{n}^{3}-\right.$ $\left.\vartheta^{3}\right)\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t \geq 0$, by using (5.3) one obtains

$$
\liminf _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \vartheta_{n}^{4} \varphi \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{T} \int_{\Omega} \overline{\vartheta^{3}} \vartheta \varphi \mathrm{~d} x \mathrm{~d} t, \varphi \in \mathcal{D}((0, T) \times \Omega), \varphi \geq 0
$$

From the last two inequalities we deduce

$$
\overline{\vartheta^{4}}=\overline{\vartheta^{3}} \vartheta
$$

and we conclude, making use of the standard argument of Minty (see, e.g., Lemmas 3.35 and 3.39 in [29]), that

$$
\begin{equation*}
\vartheta_{n} \rightarrow \vartheta \text { in } L^{4}((0, T) \times \Omega) \tag{5.20}
\end{equation*}
$$

Consequently, by virtue of (5.2) and (5.20), one can write in (5.8)

$$
\begin{equation*}
\overline{\mathbb{S}}=\mathbb{S} \tag{5.21}
\end{equation*}
$$

where $\mathbb{S}$ is given by (3.11) with $\mu=\mu(\vartheta), \zeta=\zeta(\vartheta)$.
It remains to show (5.17). To this end, we need the generalized form (2.10) of the renormalized continuity equation (2.5). The following auxiliary result may be of independent interest.

Lemma 5.2. Let

$$
\varrho \geq 0, \varrho \in L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right), \mathbf{u} \in L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{N}\right)\right), \gamma>\frac{2 N}{N+2}
$$

be a renormalized solution of (1.1) in the sense specified in Definition 2.1.
Then $\varrho$, $\mathbf{u}$ satisfy (2.10) in $\mathcal{D}^{\prime}((0, T) \times \Omega)$ for any $h, H$ as in (2.11), and $\Theta \in$ $C^{1}((0, T) \times \Omega)$.

Proof. We shall use the truncation technique introduced in [16] along with the regularizing procedure due to DiPerna and Lions [10]. To this end, consider the cutoff functions $T_{k} \in C^{\infty}(R)$,

$$
\begin{equation*}
T_{k}(\varrho)=k \mathcal{T}\left(\frac{\varrho}{k}\right), \quad k \geq 1 \tag{5.22}
\end{equation*}
$$

where $\mathcal{T} \in C^{\infty}(R)$,

$$
\left\{\begin{array}{c}
\mathcal{T}(-z)=-\mathcal{T}(z) \text { for all } z \in R \\
\mathcal{T}(z)=z \text { for } 0 \leq z \leq 1, \mathcal{T}^{\prime \prime}(z) \leq 0 \text { if } 1 \leq z \leq 3, \mathcal{T}(z)=2 \text { for all } z \geq 3 .
\end{array}\right\}
$$

As $\varrho, \mathbf{u}$ satisfy (2.5), we get

$$
\begin{equation*}
\partial_{t} T_{k}(\varrho)+\operatorname{div}_{x}\left(T_{k}(\varrho) \mathbf{u}\right)+\left(T_{k}^{\prime}(\varrho) \varrho-T_{k}(\varrho)\right) \operatorname{div}_{x} \mathbf{u}=0 \tag{5.23}
\end{equation*}
$$

in $\mathcal{D}^{\prime}((0, T) \times \Omega)$.
Similar to [10], consider a family of Friedrichs' mollifiers $\eta^{\varepsilon}=\eta^{\varepsilon}(x) \in \mathcal{D}\left(R^{N}\right)$, $\varepsilon>0$,

$$
\left\{\begin{array}{c}
\eta^{\varepsilon} \geq 0, \eta^{\varepsilon} \text { radially symmetric and radially decreasing, } \\
\int_{R^{N}} \eta^{\varepsilon} \mathrm{d} x=1, \operatorname{supp}\left[\eta^{\varepsilon}\right] \subset\{|x|<\varepsilon\}
\end{array}\right\}
$$

Using $\eta^{\varepsilon}$ as a test function in the variational formulation of (5.23), we obtain

$$
\begin{equation*}
\partial_{t}\left[T_{k}(\varrho)\right]^{\varepsilon}+\operatorname{div}_{x}\left(\left[T_{k}(\varrho)\right]^{\varepsilon} \mathbf{u}\right)+\left[\left(T_{k}^{\prime}(\varrho) \varrho-T_{k}(\varrho)\right) \operatorname{div}_{x} \mathbf{u}\right]^{\varepsilon}=r_{\varepsilon} \tag{5.24}
\end{equation*}
$$

with

$$
[h]^{\varepsilon} \equiv \eta^{\varepsilon} * h \text { and } r_{\varepsilon} \equiv \operatorname{div}_{x}\left(\left[T_{k}(\varrho)\right]^{\varepsilon} \mathbf{u}\right)-\left[\operatorname{div}_{x}\left(T_{k}(\varrho) \mathbf{u}\right)\right]^{\varepsilon},
$$

where the symbol $*$ denotes the convolution with respect to $x$. Note that (5.24) holds, in the sense of strong derivatives, for a.a. $(t, x) \in(0, T) \times \Omega$ such that $\operatorname{dist}[x, \partial \Omega]>\varepsilon$.

Now we are allowed to multiply (5.24) on

$$
H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)+\left[T_{k}(\varrho)\right]^{\varepsilon} \frac{\partial H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)}{\partial \varrho}
$$

with $\Theta \in C^{1}((0, T) \times \Omega), H$ as in (2.11), in order to obtain

$$
\begin{aligned}
& \partial_{t}\left(\left[T_{k}(\varrho)\right]^{\varepsilon} H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)\right)+\operatorname{div}_{x}\left(\left[T_{k}(\varrho)\right]^{\varepsilon} H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right) \mathbf{u}\right)+h\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right) \operatorname{div}_{x} \mathbf{u} \\
&= {\left[T_{k}(\varrho)\right]^{\varepsilon} \frac{\partial H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)}{\partial \Theta}\left(\partial_{t} \Theta+\nabla_{x} \Theta \cdot \mathbf{u}\right) } \\
&+\left\{r_{\varepsilon}-\left[\left(T_{k}^{\prime}(\varrho) \varrho-T_{k}(\varrho)\right) \operatorname{div}_{x} \mathbf{u}\right]^{\varepsilon}\right\}\left\{H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)+\left[T_{k}(\varrho)\right]^{\varepsilon} \frac{\partial H\left(\left[T_{k}(\varrho)\right]^{\varepsilon}, \Theta\right)}{\partial \varrho}\right\} .
\end{aligned}
$$

Seeing that, for $k$ fixed,

$$
r_{\varepsilon} \rightarrow 0 \text { in } L^{p}((0, T) \times K) \text { for any compact } K \subset \Omega \text { as } \varepsilon \rightarrow 0, p \in[1,2)
$$

(see, for instance, [10]), we deduce

$$
\begin{align*}
& \partial_{t}\left(T_{k}(\varrho) H\left(T_{k}(\varrho), \Theta\right)\right)+\operatorname{div}_{x}\left(T_{k}(\varrho) H\left(T_{k}(\varrho), \Theta\right) \mathbf{u}\right)  \tag{5.25}\\
& \quad+h\left(T_{k}(\varrho), \Theta\right) \operatorname{div}_{x} \mathbf{u}=T_{k}(\varrho) \frac{\partial H\left(T_{k}(\varrho), \Theta\right)}{\partial \Theta}\left(\partial_{t} \Theta+\nabla_{x} \Theta \cdot \mathbf{u}\right) \\
& \quad+\left(T_{k}(\varrho)-T_{k}^{\prime}(\varrho) \varrho\right)\left\{H\left(T_{k}(\varrho), \Theta\right)+T_{k}(\varrho) \frac{\partial H\left(T_{k}(\varrho), \Theta\right)}{\partial \varrho}\right\} \operatorname{div}_{x} \mathbf{u}
\end{align*}
$$

in $\mathcal{D}^{\prime}((0, T) \times \Omega)$. Assume, in addition to (2.11), that

$$
\begin{equation*}
H(\varrho, \Theta)=0 \text { for all } \varrho \geq M, \Theta \in R, \text { and a certain } M>0 . \tag{5.26}
\end{equation*}
$$

Now it is easy to let $k \rightarrow \infty$ in (5.25) to conclude, with the help of the Lebesgue theorem, that

$$
\begin{align*}
& \partial_{t}(\varrho H(\varrho, \Theta))+\operatorname{div}_{x}(\varrho H(\varrho, \Theta) \mathbf{u})+h(\varrho, \Theta) \operatorname{div}_{x} \mathbf{u}  \tag{5.27}\\
& \quad=\varrho \frac{\partial H(\varrho, \Theta)}{\partial \Theta}\left(\partial_{t} \Theta+\nabla_{x} \Theta \cdot \mathbf{u}\right) \text { in } \mathcal{D}^{\prime}((0, T) \times \Omega)
\end{align*}
$$

Finally, approximating

$$
H(\varrho, \Theta) \approx H_{m}(\varrho, \Theta)=\chi\left(\frac{\varrho}{m}\right) H(\varrho, \Theta), \text { with } \chi \in \mathcal{D}(R), \chi(z)=1 \text { for }|z| \leq 1
$$

and letting $m \rightarrow \infty$ in (5.27), we obtain (2.10) for any choice of $h, H$, and $\Theta$ compatible with (2.11).

Now we come back to (5.17). We can easily verify that the function $H(\rho, \tilde{\vartheta})=$ $\Phi\left(T_{k}(\rho), \tilde{\vartheta}\right)$, where

$$
\begin{equation*}
\tilde{\vartheta} \in C^{1}([0, T] \times \bar{\Omega}), \quad \inf _{t \in(0, T), x \in \Omega} \tilde{\vartheta}(t, x)>0 \tag{5.28}
\end{equation*}
$$

satisfies assumptions (2.11). Consequently, it verifies renormalized continuity equation (5.27) with $\tilde{\vartheta}$ in place of $\Theta$. From this fact, by using (5.12), (3.9), (3.10), (5.22), and (4.8) we conclude that

$$
\begin{gather*}
\rho_{n} \Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right) \rightarrow \overline{\rho \Phi\left(T_{k}(\varrho), \tilde{\vartheta}\right)}  \tag{5.29}\\
\text { in } C\left([0, T] ; L_{\text {weak }}^{\gamma}(\Omega)\right) \text { as well as in } L^{2}\left(0, T ; W^{-1,2}(\Omega)\right) .
\end{gather*}
$$

Now we can write

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} \varrho_{n} \Phi\left(\varrho_{n}, \vartheta\right)\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega}\left[\varrho_{n} \Phi\left(\varrho_{n}, \vartheta\right)-\varrho_{n} \Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)\right]\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t \\
& \quad+\int_{0}^{T} \int_{\Omega}\left[\varrho_{n} \Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)-\overline{\varrho \Phi\left(T_{k}(\varrho), \tilde{\vartheta}\right)}\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t\right. \\
& \quad+\int_{0}^{T} \int_{\Omega} \overline{\varrho \Phi\left(T_{k}(\varrho), \tilde{\vartheta}\right)}\left(\vartheta_{n}-\vartheta\right) \varphi \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Consequently, in view of (5.3), (5.20), and (5.29), in order to show (5.17), it is enough to find, for arbitrary $\varepsilon>0$, a function $\tilde{\vartheta}$ satisfying (5.28) and $k$ large enough so that

$$
\begin{equation*}
\sup _{n=1,2, \ldots}\left\|\varrho_{n}\left(\Phi\left(\varrho_{n}, \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)\right)\right\|_{L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)}<\varepsilon \tag{5.30}
\end{equation*}
$$

To this end, we compute

$$
\Phi\left(T_{k}\left(\varrho_{n}\right), \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)=\int_{\tilde{\vartheta}}^{\vartheta} \frac{c_{v}\left(T_{k}\left(\varrho_{n}\right), s\right)}{s} \mathrm{~d} s
$$

whence, in accordance with hypothesis (3.10),

$$
\left|\Phi\left(T_{k}\left(\varrho_{n}\right), \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)\right| \leq c(|\vartheta-\tilde{\vartheta}|+|\log (\vartheta)-\log (\tilde{\vartheta})|)
$$

with the constant $c$ independent of $n, k$. From the last estimate, we infer

$$
\begin{aligned}
& \left\|\varrho_{n}\left(\Phi\left(T_{k}\left(\varrho_{n}\right), \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)\right)\right\|_{L^{q}(\Omega)} \leq c\left\|\rho_{n}\right\|_{L^{\gamma}(\Omega)}\left(\|\vartheta-\tilde{\vartheta}\|_{L^{6}(\Omega)}\right. \\
& \left.\quad+\|\log (\vartheta)-\log (\tilde{\vartheta})\|_{L^{6}(\Omega)}\right), \quad \frac{q}{\gamma}+\frac{q}{6} \leq 1
\end{aligned}
$$

Consequently, as $\vartheta, \log (\vartheta)$ belong to the space $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$ induced by estimates (4.22), and $\varrho_{n}$ satisfy (4.8) with $\gamma>3 / 2$, it is a routine matter to find $\tilde{\vartheta}$ such that, for a given $\varepsilon>0$,

$$
\begin{equation*}
\sup _{n=1,2, \ldots}\left\|\varrho_{n}\left(\Phi\left(T_{k}\left(\varrho_{n}\right), \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \tilde{\vartheta}\right)\right)\right\|_{L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)}<\frac{\varepsilon}{2} \tag{5.31}
\end{equation*}
$$

On the other hand, by virtue of Hölder's inequality,

$$
\begin{align*}
& \left\|\varrho_{n}\left(\Phi\left(\varrho_{n}, \vartheta\right)-\Phi\left(T_{k}\left(\varrho_{n}\right), \vartheta\right)\right)\right\|_{L^{q}(\Omega)}  \tag{5.32}\\
& \quad \leq c\left\|\varrho_{n}\right\|_{L^{p}\left(\left\{\varrho_{n}>k\right\}\right)}\|(1+\vartheta+|\log (\vartheta)|)\|_{L^{r}(\Omega)}, \quad \frac{1}{q}=\frac{1}{p}+\frac{1}{r},
\end{align*}
$$

where we can choose

$$
q>\frac{6}{5}, p<\gamma, r<6 \text { provided } \gamma>\frac{3}{2}
$$

Since
$\left\|\varrho_{n}\right\|_{L^{p}\left(\left\{\varrho_{n}>k\right\}\right)} \leq k^{\frac{p-\gamma}{p}}\left\|\varrho_{n}\right\|_{L^{\gamma}(\Omega)}^{\frac{\gamma}{p}}, \quad W^{1,2}(\Omega) \hookrightarrow L^{r}(\Omega), \quad$ and $\quad L^{q}(\Omega) \hookrightarrow W^{-1,2}(\Omega)$,
relations (5.31) and (5.32) yield (5.30) under the condition that $k=k(\varepsilon)$ is large enough.

Thus, we have shown (5.17) and, consequently, the proof of (5.20) is now complete.
5.3. The effective viscous flux. In order to show pointwise convergence of the sequence of densities $\left\{\varrho_{n}\right\}_{n=1}^{\infty}$, we evoke the celebrated "weak continuity" property of the so-called effective viscous flux,

$$
p-(\lambda+2 \mu) \operatorname{div}_{x} \mathbf{u}, \text { with the standard notation } \lambda \equiv \zeta-\frac{2}{3} \mu
$$

established for the barotropic fluids with constants $\mu$ and $\lambda$ in [24] and extended to the general case $\mu=\mu(\vartheta), \lambda=\lambda(\vartheta)$ in [17].

We start with an integral identity

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \psi\left(\eta p\left(\varrho_{n}, \vartheta_{n}\right)-\mathcal{R}_{i, j}\left[\eta S_{n}^{i, j}\right]\right) \xi T_{k}\left(\varrho_{n}\right) \mathrm{d} x \mathrm{~d} t=\sum_{j=1}^{7} I_{j}  \tag{5.33}\\
& \quad+\int_{0}^{T} \int_{\Omega} \psi u_{n}^{j}\left(\xi T_{k}\left(\varrho_{n}\right) \mathcal{R}_{i, j}\left[\eta \varrho_{n} u_{n}^{i}\right]-\eta \varrho_{n} u_{n}^{i} \mathcal{R}_{i, j}\left[\xi T_{k}\left(\varrho_{n}\right)\right]\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

where

$$
\begin{gathered}
I_{1}=\int_{0}^{T} \int_{\Omega} \psi \partial_{x_{j}} \eta S_{n}^{i, j}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi T_{k}\left(\varrho_{n}\right)\right] \mathrm{d} x \mathrm{~d} t \\
I_{2}=-\int_{0}^{T} \int_{\Omega} \psi \eta \varrho_{n} f_{n}^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi T_{k}\left(\varrho_{n}\right)\right] \mathrm{d} x \mathrm{~d} t \\
I_{3}=-\int_{0}^{T} \int_{\Omega} \psi \partial_{x_{j}} \eta \varrho_{n} u_{n}^{i} u_{n}^{j}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi T_{k}\left(\varrho_{n}\right)\right] \mathrm{d} x \mathrm{~d} t \\
I_{4}=-\int_{0}^{T} \int_{\Omega} \partial_{t} \psi \eta \varrho_{n} u_{n}^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi T_{k}\left(\varrho_{n}\right)\right] \mathrm{d} x \mathrm{~d} t \\
I_{5}=-\int_{0}^{T} \int_{\Omega} \psi \eta \varrho_{n} u_{n}^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[T_{k}\left(\varrho_{n}\right) \mathbf{u}_{n} \cdot \nabla_{x} \xi\right] \mathrm{d} x \mathrm{~d} t \\
I_{6}=\int_{0}^{T} \int_{\Omega} \psi \eta \varrho_{n} u_{n}^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi\left(T_{k}^{\prime}\left(\varrho_{n}\right) \varrho_{n}-T_{k}\left(\varrho_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n}\right] \mathrm{d} x \mathrm{~d} t \\
I_{7}=-\int_{0}^{T} \int_{\Omega} \psi p_{n} \partial_{x_{i}} \eta\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi T_{k}\left(\varrho_{n}\right)\right] \mathrm{d} x \mathrm{~d} t \\
S_{n}^{i, j} \equiv \mu\left(\vartheta_{n}\right)\left(\partial_{x_{i}} u_{n}^{j}+\partial_{x_{j}} u_{n}^{i}\right)+\lambda\left(\vartheta_{n}\right) \operatorname{div} \mathbf{v}_{x} \mathbf{u}_{n} \delta_{i, j}
\end{gathered}
$$

and $\mathcal{R}_{i, j}=\partial_{x_{i}} \Delta^{-1} \partial_{x_{j}}$ is a pseudodifferential operator corresponding to the Fourier symbol $\xi_{i} \xi_{j} /|\xi|^{2}$. Formula (5.33) can be obtained through the choice of test functions

$$
\varphi_{i}(t, x)=\psi(t) \eta(x) \partial_{x_{i}} \Delta^{-1}\left[\xi T_{k}\left(\varrho_{n}\right)\right], \psi \in \mathcal{D}(0, T), \eta, \quad \xi \in \mathcal{D}(\Omega)
$$

in the variational formulation of (1.2) (see Lemma 5.3 in Chapter 5 in [16]).
On the other hand, one can take

$$
\varphi(t, x)=\psi \eta\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\overline{T_{k}(\varrho)}\right], \quad i=1,2,3
$$

as test functions for (5.8), where

$$
\begin{equation*}
\overline{T_{k}(\rho)} \text { is a limit of } T_{k}\left(\rho_{n}\right) \text { in } C\left([0, T] ; L_{\text {weak }}^{p}(\Omega)\right), \quad 1<p<\infty \tag{5.34}
\end{equation*}
$$

(cf. (5.22), (5.23)), to deduce

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \psi\left(\eta \overline{p(\varrho, \vartheta)}-\mathcal{R}_{i, j}\left[\eta S^{i, j}\right]\right) \xi \overline{T_{k}(\varrho)} \mathrm{d} x \mathrm{~d} t  \tag{5.35}\\
& \quad=\sum_{j=1}^{7} I_{j} \int_{0}^{T} \int_{\Omega} \psi u^{j}\left(\xi \overline{T_{k}(\varrho)} \mathcal{R}_{i, j}\left[\eta \varrho u^{i}\right]-\eta \varrho u^{i} \mathcal{R}_{i, j}\left[\xi \overline{T_{k}(\varrho)}\right]\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}=\int_{0}^{T} \int_{\Omega} \psi \partial_{x_{j}} \eta S^{i, j}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi \overline{T_{k}(\varrho)}\right] \mathrm{d} x \mathrm{~d} t \\
& I_{2}=-\int_{0}^{T} \int_{\Omega} \psi \eta \overline{\varrho f^{i}}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi \overline{T_{k}(\varrho)}\right] \mathrm{d} x \mathrm{~d} t \\
& I_{3}=-\int_{0}^{T} \int_{\Omega} \psi \partial_{x_{j}} \eta \varrho u^{i} u^{j}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi \overline{T_{k}(\varrho)}\right] \mathrm{d} x \mathrm{~d} t \\
& I_{4}=-\int_{0}^{T} \int_{\Omega} \partial_{t} \psi \eta \varrho u^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi \overline{T_{k}(\varrho)}\right] \mathrm{d} x \mathrm{~d} t \\
& I_{5}=-\int_{0}^{T} \int_{\Omega} \psi \eta \varrho u^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\overline{T_{k}(\varrho)} \mathbf{u} \cdot \nabla_{x} \xi\right] \mathrm{d} x \mathrm{~d} t \\
& I_{6}=\int_{0}^{T} \int_{\Omega} \psi \eta \varrho u^{i}\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\overline{\left(T_{k}^{\prime}(\varrho) \varrho-T_{k}(\varrho)\right)} \operatorname{div} v_{x} \mathbf{u}\right] \mathrm{d} x \mathrm{~d} t \\
& I_{7}=-\int_{0}^{T} \int_{\Omega} \psi \overline{p(\varrho, \vartheta)} \partial_{x_{i}} \eta\left(\partial_{x_{i}} \Delta^{-1}\right)\left[\xi \overline{T_{k}(\varrho)}\right] \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

Note that

$$
\partial_{t} \overline{T_{k}(\varrho)}+\operatorname{div}_{x}\left(\overline{T_{k}(\varrho)} \mathbf{u}\right)+\overline{\left(T_{k}^{\prime}(\varrho) \varrho-T_{k}(\varrho)\right) \operatorname{div}_{x} \mathbf{u}}=0 \text { in } \mathcal{D}^{\prime}((0, T) \times \Omega)
$$

and, in accordance with (5.21),

$$
S^{i, j}=\mu(\vartheta)\left(\partial_{x_{i}} u^{j}+\partial_{x_{j}} u^{i}\right)+\lambda(\vartheta) \operatorname{div}_{x} \mathbf{u} \delta_{i, j} .
$$

It can be checked, in view of the results established in sections 5.2 and 5.3 , that all the integrals $I_{1}, \ldots, I_{7}$ on the right-hand side of (5.33) converge for $n \rightarrow \infty$ to their counterparts in (5.35) (see, for example, section 6.3 in Chapter 6 in [16]).

Moreover, by virtue of Corollary 6.1 in [16], the bilinear form

$$
\left\{\begin{array}{c}
{[\mathbf{v}, \mathbf{w}] \mapsto v^{i} \mathcal{R}_{i, j}\left[w^{j}\right]-w^{i} \mathcal{R}_{i, j}\left[v^{j}\right] \text { is weakly }}  \tag{5.36}\\
\text { sequentially continuous with values in }\left[L^{s}\left(R^{N}\right)\right]_{\text {weak }}^{N} \text { on the } \\
\text { product }\left[L^{p}\left(R^{N}\right)\right]^{N} \times\left[L^{q}\left(R^{N}\right)\right]^{N}, \frac{1}{p}+\frac{1}{q}=\frac{1}{s}<1, s \text { finite. }
\end{array}\right\}
$$

Thus one can use (5.5), (5.34), and (5.36) in order to obtain

$$
\begin{aligned}
& \left(\xi T_{k}\left(\varrho_{n}\right) \mathcal{R}_{i, j}\left[\eta \varrho_{n} u_{n}^{i}\right]-\eta \varrho_{n} u_{n}^{i} \mathcal{R}_{i, j}\left[\xi T_{k}\left(\varrho_{n}\right)\right]\right) \\
& \quad \rightarrow\left(\xi \overline{T_{k}(\varrho)} \mathcal{R}_{i, j}\left[\eta \varrho u^{i}\right]-\eta \varrho u^{i} \mathcal{R}_{i, j}\left[\xi \overline{T_{k}(\varrho)}\right]\right)(t) \\
& \quad \text { weakly in } L^{s}(\Omega), \quad 1<s<\frac{2 \gamma}{\gamma+1}, \quad t \in[0, T] .
\end{aligned}
$$

As the imbedding $L^{s}(\Omega) \hookrightarrow W^{-1,2}(\Omega)$ is compact, we infer

$$
\begin{aligned}
& \left(\xi T_{k}\left(\varrho_{n}\right) \mathcal{R}_{i, j}\left[\eta \varrho_{n} u_{n}^{i}\right]-\eta \varrho_{n} u_{n}^{i} \mathcal{R}_{i, j}\left[\xi T_{k}\left(\varrho_{n}\right)\right]\right) \\
& \quad \rightarrow\left(\xi \overline{T_{k}(\varrho)} \mathcal{R}_{i, j}\left[\eta \varrho u^{i}\right]-\eta \varrho u^{i} \mathcal{R}_{i, j}\left[\xi \overline{T_{k}(\varrho)}\right]\right) \text { in } L^{2}\left(0, T ; W^{-1,2}(\Omega)\right) .
\end{aligned}
$$

Subtracting the limit as $n \rightarrow \infty$ of (5.33) and (5.35), we finally get

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \psi\left(\eta p\left(\varrho_{n}, \vartheta_{n}\right)-\mathcal{R}_{i, j}\left[\eta S_{n}^{i, j}\right]\right) \xi T_{k}\left(\varrho_{n}\right) \mathrm{d} x \mathrm{~d} t  \tag{5.37}\\
& \quad=\int_{0}^{T} \int_{\Omega} \psi\left(\eta \overline{p(\varrho, \vartheta)}-\mathcal{R}_{i, j}\left[\eta S^{i, j}\right]\right) \xi \overline{T_{k}(\varrho)} \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

In order to conclude, let us recall the following result that may be viewed as a variant of the abstract theory developed by Coifman et al. [7] (see Lemma 4.2 in [17]).

Lemma 5.3. Let

$$
\mathbf{V} \in L^{2}\left(R^{N} ; R^{N}\right), \quad w \in W^{1, r}\left(R^{N}\right), \quad r>\frac{2 N}{N+2}
$$

Then there exist constants $c=c(r)>0, \omega=\omega(r) \in(0,1), p=p(r)>1$ such that $\left\|\mathcal{R}_{i, j}\left[w V_{j}\right]-w \mathcal{R}_{i, j}\left[V_{j}\right]\right\|_{W^{\omega, p}\left(R^{N} ; R^{N}\right)} \leq c(r)\|w\|_{W^{1, r}\left(R^{N}\right)}\|\mathbf{V}\|_{L^{2}\left(R^{N} ; R^{N}\right)}, i=1, \ldots, N$.

Due to (3.12), (3.13), (3.16), and (4.22) and (5.3) and (5.20), we have at least for a chosen subsequence

$$
\begin{gather*}
a\left(\vartheta_{n}\right) \rightarrow a(\vartheta) \text { weakly in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right),  \tag{5.38}\\
a\left(\vartheta_{n}\right) \rightarrow a(\vartheta) \text { in } L^{q}((0, T) \times \Omega), \quad 1 \leq q<3 \tag{5.39}
\end{gather*}
$$

where $a$ stands for $\mu$ and $\lambda$. Recalling that $\mathcal{R}_{i, j}$ is a continuous linear operator from $L^{q}\left(R^{N}\right)$ to $L^{q}\left(R^{N}\right), 1<q<\infty$, and taking into account (4.6) and (4.30), we verify that
(5.40) $\mathcal{R}_{i, j}\left[a\left(\vartheta_{n}\right) \partial_{j} \mathbf{u}_{n}\right]-a\left(\vartheta_{n}\right) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}_{n}\right]$ is bounded in $L^{2}\left(0, T ; L^{\frac{6}{5}}\left(\Omega, R^{3}\right)\right)$.

On the other hand, using Lemma 5.3 with $w=a(\vartheta), \mathbf{V}=\nabla u_{k}, k=1,2,3$, we get that

$$
\begin{equation*}
\mathcal{R}_{i, j}\left[a\left(\vartheta_{n}\right) \partial_{j} \mathbf{u}_{n}\right]-a\left(\vartheta_{n}\right) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}_{n}\right] \text { is bounded in } L^{1}\left(0, T ; W^{\omega^{\prime}, s}\left(\Omega, R^{3}\right)\right) \tag{5.41}
\end{equation*}
$$

with suitable numbers $\omega^{\prime} \in(0,1)$ and $s>1$. Now we interpolate (5.40) and (5.41) to get the boundedness of the sequence

$$
\mathcal{R}_{i, j}\left[a\left(\vartheta_{n}\right) \partial_{j} \mathbf{u}_{n}\right]-a\left(\vartheta_{n}\right) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}_{n}\right] ; \text { in } L^{p}\left(0, T ; W^{\omega, p}\left(\Omega, R^{3}\right)\right)
$$

with suitable exponents $p>1$ and $\omega \in(0,1)$. Finally, since according to (5.2), (5.38), and (5.40)

$$
\begin{aligned}
& \mathcal{R}_{i, j}\left[a\left(\vartheta_{n}\right) \partial_{j} \mathbf{u}_{n}\right]-a\left(\vartheta_{n}\right)\left[\mathcal{R}_{i, j} \partial_{j} \mathbf{u}_{n}\right] \\
& \left.\quad \rightarrow \mathcal{R}_{i, j}\left[a(\vartheta) \partial_{j} \mathbf{u}\right]-a(\vartheta) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}\right)\right] \text { weakly in } L^{2}\left(0, T ; L^{\frac{6}{5}}\left(\Omega, R^{3}\right)\right),
\end{aligned}
$$

from the last bound we deduce

$$
\begin{align*}
& \mathcal{R}_{i, j}\left[a\left(\vartheta_{n}\right) \partial_{j} \mathbf{u}_{n}\right]-a\left(\vartheta_{n}\right) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}_{n}\right]  \tag{5.42}\\
& \quad \rightarrow \mathcal{R}_{i, j}\left[a(\vartheta) \partial_{j} \mathbf{u}\right]-a(\vartheta) \mathcal{R}_{i, j}\left[\partial_{j} \mathbf{u}\right] \text { weakly in } L^{p}\left(0, T ; W^{\omega, p}\left(\Omega ; R^{3}\right)\right)
\end{align*}
$$

at least for a suitably chosen subsequence. On the other hand, as for a suitable $q \in$ $(1, \infty)$ the imbedding $L^{q}(\Omega) \hookrightarrow W^{-\omega, p^{\prime}}(\Omega)$ is compact, formula (5.34) implies

$$
\begin{equation*}
T_{k}\left(\rho_{n}\right) \rightarrow \overline{T_{k}(\rho)} \text { in } L^{p^{\prime}}\left(0, T ; W^{-\omega, p^{\prime}}(\Omega)\right) \tag{5.43}
\end{equation*}
$$

Employing the obvious properties of the Riesz operator, namely, $\mathcal{R}_{i, j}=\mathcal{R}_{j, i}$ and $\mathcal{R}_{i, j}\left(\frac{\partial u_{j}}{\partial x_{i}}\right)=\operatorname{div}_{x} \mathbf{u}$, and using (5.42) and (5.43) in (5.37), we arrive at

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \varphi\left(p\left(\varrho_{n}, \vartheta_{n}\right)-\left(\lambda\left(\vartheta_{n}\right)+2 \mu\left(\vartheta_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n}\right) T_{k}\left(\varrho_{n}\right) \mathrm{d} x \mathrm{~d} t  \tag{5.44}\\
& \left.\quad=\int_{0}^{T} \int_{\Omega} \varphi\left(\overline{p(\varrho, \vartheta)}-(\lambda(\vartheta)+2 \mu(\vartheta)) \operatorname{div}_{x} \mathbf{u}\right) \overline{T_{k}(\varrho)} \mathrm{d} x \mathrm{~d} t \times \Omega\right)
\end{align*}
$$

for any $\varphi \in \mathcal{D}(0, T)$. For more details see section 4 in [17].
5.4. Strong convergence of the density. To begin with, we show that the limit functions $\varrho, \mathbf{u}$ solve the renormalized continuity equation (2.5). Note that such a result cannot be obtained via the regularization procedure developed in [10] as the density is not (known to be) square integrable. Instead, following Chapter 6 in [16], we introduce the oscillation defect measure

$$
\mathbf{o s c}_{p}\left[\varrho_{n} \rightarrow \varrho\right](Q) \equiv \sup _{k \geq 1}\left\{\limsup _{n \rightarrow \infty} \int_{Q}\left|T_{k}\left(\varrho_{n}\right)-T_{k}(\varrho)\right|^{p} \mathrm{~d} x \mathrm{~d} t\right\}
$$

We report the following assertion (see Proposition 6.3 in Chapter 6 in [16]).
Lemma 5.4. Let $\Omega \subset R^{N}, N=2,3$, be a domain. Assume that $\left\{\varrho_{n}\right\}_{n=1}^{\infty}$ is a sequence of nonnegative functions such that

$$
\varrho_{n} \rightarrow \varrho \text { weakly }\left(^{*}\right) \text { in } L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right), \gamma>\frac{2 N}{N+2}
$$

Furthermore, let $\varrho_{n}$ satisfy the renormalized equation (2.5) with $\mathbf{u}_{n}$,

$$
\mathbf{u}_{n} \rightarrow \mathbf{u} \text { weakly in } L^{2}\left(0, T ; W_{0}^{1,2}\left(\Omega ; R^{N}\right)\right)
$$

Finally, suppose

$$
\mathbf{o s c}_{p}\left[\varrho_{n} \rightarrow \varrho\right](Q)<c(Q)<\infty \text { for some } p>2
$$

for any bounded $Q \subset(0, T) \times \Omega$.

Then $\varrho$, u solve the renormalized equation (2.5) for any $h, H$ satisfying (2.6).
In the following lemma we show that the assumptions of Lemma 5.4 are satisfied. Lemma 5.5. Under the hypotheses of Theorem 3.1, we have

$$
\mathbf{o s c}_{\gamma+1}\left[\varrho_{n} \rightarrow \varrho\right]((0, T) \times \Omega)<\infty
$$

Proof. As already observed in (4.24), one can write

$$
\begin{equation*}
p\left(\varrho_{n}, \vartheta_{n}\right)=a \varrho_{n}^{\gamma}+p_{b}\left(\varrho_{n}, \vartheta_{n}\right), \text { where }\left|p_{b}(\varrho, \vartheta)\right| \leq c\left(1+\vartheta^{4}+\vartheta \varrho^{\frac{\gamma}{3}}\right) \tag{5.45}
\end{equation*}
$$

Now relation (5.44) may be rephrased as

$$
\begin{align*}
& a \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \varrho_{n}^{\gamma} T_{k}\left(\varrho_{n}\right)-\overline{\varrho^{\gamma}} \overline{T_{k}(\varrho)} \mathrm{d} x \mathrm{~d} t  \tag{5.46}\\
& \leq \\
& \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} p_{b}\left(\varrho_{n}, \vartheta_{n}\right)\left(\overline{T_{k}(\varrho)}-T_{k}\left(\varrho_{n}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& \quad \\
& \quad+\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega}\left(\lambda\left(\vartheta_{n}\right)+2 \mu\left(\vartheta_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n}\left(T_{k}\left(\varrho_{n}\right)-\overline{T_{k}(\varrho)}\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

Exactly as in the proof of Proposition 6.2 in [16], via arguments based on the convexity of $\varrho \mapsto \varrho^{\gamma}$, the left-hand side of (5.46) is bounded from below as follows:

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega}\left|T_{k}\left(\varrho_{n}\right)-T_{k}(\varrho)\right|^{\gamma+1} \mathrm{~d} x \mathrm{~d} t  \tag{5.47}\\
& \quad \leq \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} \varrho_{n}^{\gamma} T_{k}\left(\varrho_{n}\right)-\overline{\varrho^{\gamma}} \overline{T_{k}(\varrho)} \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

On the other hand, by virtue of hypothesis (3.16), estimates $(4.8),(4.22),(4.32)$, and relation (4.26),

$$
\sup _{n=1,2, \ldots}\left\|p_{b}\left(\varrho_{n}, \vartheta_{n}\right)\right\|_{L^{\frac{5}{3}}((0, T) \times \Omega)}<\infty
$$

and

$$
\sup _{n=1,2, \ldots}\left\|\left(\lambda\left(\vartheta_{n}\right)+2 \mu\left(\vartheta_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n}\right\|_{L^{\frac{5}{3}}((0, T) \times \Omega)}<\infty
$$

Thus,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega} p_{b}\left(\varrho_{n}, \vartheta_{n}\right)\left(\overline{T_{k}(\varrho)}-T_{k}\left(\varrho_{n}\right)\right) \mathrm{d} x \mathrm{~d} t \\
& \quad+\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega}\left(\lambda\left(\vartheta_{n}\right)+2 \mu\left(\vartheta_{n}\right)\right) \operatorname{div}_{x} \mathbf{u}_{n}\left(T_{k}\left(\varrho_{n}\right)-\overline{T_{k}(\varrho)}\right) \mathrm{d} x \mathrm{~d} t \\
& \quad \leq c \limsup _{n \rightarrow \infty}\left\|T_{k}\left(\varrho_{n}\right)-T_{k}(\varrho)\right\|_{L^{\frac{5}{2}}((0, T) \times \Omega)},
\end{aligned}
$$

and, consequently, relations (5.46) and (5.47) yield the desired conclusion since $\gamma+1>$ $5 / 2$.

Combining Lemmas 5.4 and 5.5 we infer that $\varrho$, $\mathbf{u}$ solve (2.5); in particular,

$$
\begin{equation*}
\partial_{t} L_{k}(\varrho)+\operatorname{div}_{x}\left(L_{k}(\varrho) \mathbf{u}\right)+T_{k}(\varrho) \operatorname{div}_{x} \mathbf{u}=0 \text { in } \mathcal{D}^{\prime}\left((0, T) \times R^{3}\right) \tag{5.48}
\end{equation*}
$$

provided $\varrho, \mathbf{u}$ were extended to be zero outside $\Omega$ with

$$
L_{k}(\varrho) \equiv \varrho \int_{1}^{\varrho} \frac{T_{k}(z)}{z^{2}} \mathrm{~d} z
$$

Moreover, as $\varrho_{n}, \mathbf{u}_{n}$ solve (2.5) as well, it is easy to deduce

$$
\begin{equation*}
\partial_{t} \overline{L_{k}(\varrho)}+\operatorname{div}_{x}\left(\overline{L_{k}(\varrho)} \mathbf{u}\right)+\overline{T_{k}(\varrho) \operatorname{div}_{x} \mathbf{u}}=0 \text { in } \mathcal{D}^{\prime}\left((0, T) \times R^{3}\right) \tag{5.49}
\end{equation*}
$$

Equations (5.48) and (5.49) together with hypothesis (3.18) give rise to

$$
\begin{align*}
& \int_{\Omega}\left(\overline{L_{k}(\varrho)}-L_{k}(\varrho)\right)(\tau) \mathrm{d} x  \tag{5.50}\\
& \quad+\int_{0}^{\tau} \int_{\Omega}\left(\overline{T_{k}(\varrho) \operatorname{div}_{x} \mathbf{u}}-\overline{T_{k}(\varrho)} \operatorname{div}_{x} \mathbf{u}\right) \mathrm{d} x \mathrm{~d} t \\
& \quad=\int_{0}^{\tau} \int_{\Omega}\left(T_{k}(\varrho)-\overline{T_{k}(\varrho)}\right) \operatorname{div}_{x} \mathbf{u} \mathrm{~d} x \mathrm{~d} t \quad \text { for all } \tau \in[0, T] .
\end{align*}
$$

Now it can be shown, with the help of Lemma 5.5, that

$$
\int_{0}^{T} \int_{\Omega}\left(T_{k}(\varrho)-\overline{T_{k}(\varrho)}\right) \operatorname{div}_{x} \mathbf{u} \mathrm{~d} x \mathrm{~d} t \rightarrow 0 \text { for } k \rightarrow \infty
$$

(see section 6.6 in [16]).
Moreover, in accordance with (5.44),

$$
\left(\overline{T_{k}(\varrho) \operatorname{div}_{x} \mathbf{u}}-\overline{T_{k}(\varrho)} \operatorname{div}_{x} \mathbf{u}\right)=(\lambda(\vartheta)+2 \mu(\vartheta))^{-1}\left(\overline{p(\varrho, \vartheta) T_{k}(\varrho)}-\overline{p(\varrho, \vartheta)} \overline{T_{k}(\varrho)}\right)
$$

where, by virtue of (3.1) and (5.20),

$$
\begin{equation*}
\left(\overline{p(\varrho, \vartheta) T_{k}(\varrho)}-\overline{p(\varrho, \vartheta)} \overline{T_{k}(\varrho)}\right)=\left(\overline{p_{G}(\varrho, \vartheta) T_{k}(\varrho)}-\overline{p_{G}(\varrho, \vartheta)} \overline{T_{k}(\varrho)}\right) . \tag{5.51}
\end{equation*}
$$

Since $p_{G}$ is a nondecreasing function of $\varrho$ and $\left\{\vartheta_{n}\right\}_{n=1}^{\infty}$ converges almost everywhere on $(0, T) \times \Omega$, the most right expression in (5.51) is nonnegative. Thus, we conclude, using (5.50), that

$$
\overline{\varrho \log (\varrho)}=\varrho \log (\varrho) \text { on }(0, T) \times \Omega,
$$

which means

$$
\begin{equation*}
\varrho_{n} \rightarrow \varrho \text { in } L^{1}((0, T) \times \Omega) \tag{5.52}
\end{equation*}
$$

5.5. Convergence. Having established the pointwise convergence of the sequences $\left\{\varrho_{n}\right\}_{n=1}^{\infty},\left\{\vartheta_{n}\right\}_{n=1}^{\infty}$, and with the estimates obtained in section 4 , it is a routine matter to complete the proof of Theorem 3.1, that is, to pass to the limit for $n \rightarrow \infty$ in all the integral identities appearing in the variational formulation of problem (1.1)-(1.6) introduced in Definition 2.1.

Let us only remark that we can write

$$
\frac{\mathbf{q}}{\vartheta}=-\kappa(\varrho, \vartheta) \nabla_{x} \log (\vartheta) \quad \text { and } \quad \frac{\mathbf{q} \cdot \nabla_{x} \vartheta}{\vartheta^{2}}=-\kappa(\varrho, \vartheta)\left|\nabla_{x} \log (\vartheta)\right|^{2}
$$

In particular, by virtue of hypothesis (3.15), and estimates (4.6) and (4.22), the quantities

$$
\left|\frac{\mathbf{q}_{n}}{\vartheta_{n}}\right|=\sqrt{\kappa\left(\varrho_{n}, \vartheta_{n}\right)} \sqrt{\kappa\left(\varrho_{n}, \vartheta_{n}\right)}\left|\nabla_{x} \log \left(\vartheta_{n}\right)\right| \text { are bounded in } L^{p}((0, T) \times \Omega)
$$

for a certain $p>1$ and independently of $n=1,2, \ldots$.
In order to carry out the limit passage in the entropy production inequality (2.7), we report the following observation (see Lemmas 5.3 and 5.4 in [13]).

Lemma 5.6.
(i) Let $\Omega \subset R^{N}$ be a bounded Lipschitz domain. Suppose that $\varrho$ is a given nonnegative function satisfying

$$
0<M \leq \int_{\Omega} \varrho \mathrm{d} x, \quad \int_{\Omega} \varrho^{\gamma} \mathrm{d} x<K, \quad \gamma>\frac{2 N}{N+2}
$$

Furthermore, let $\vartheta \in W^{1,2}(\Omega)$.
Then the following two statements are equivalent.

- The function $\vartheta$ is strictly positive a.a. on $\Omega$,

$$
\varrho|\log (\vartheta)| \in L^{1}(\Omega) \text { and } \frac{\nabla_{x} \vartheta}{\vartheta} \in L^{2}(\Omega) .
$$

- The function $\log (\vartheta)$ belongs to the Sobolev space $W^{1,2}(\Omega)$.

Moreover, if it is the case, then

$$
\nabla_{x} \log (\vartheta)=\frac{\nabla_{x} \vartheta}{\vartheta} \text { a.a. on } \Omega .
$$

(ii) Let
$\vartheta_{n} \rightarrow \vartheta$ in $L^{2}((0, T) \times \Omega)$, and $\log \left(\vartheta_{n}\right) \rightarrow \overline{\log (\vartheta)}$ weakly in $L^{2}((0, T) \times \Omega)$.
Then $\vartheta$ is strictly positive a.a. on $(0, T) \times \Omega$, and $\log (\vartheta)=\overline{\log (\vartheta)}$.
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#### Abstract

We investigate the time-harmonic piezoelectric system (a system coupling the elasticity system with the full Maxwell's equations) in polyhedral domains of the space. Existence and uniqueness results of weak solutions are proved in different cases. We describe the corner and edge singularities of that system and deduce some regularity results.
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1. Introduction. Smart structures made of piezoelectric and/or piezomagnetic materials are gaining attention in applications since they are able to transform the energy from one type to another (magnetic, electric, and mechanical), allowing them to be used as sensors and/or actuators. Commonly used piezoelectric materials are ceramics and quartz. The mathematical model of this system starts to be well established $[2,8,14,24,26]$ and corresponds to a coupling between the elasticity system and Maxwell's equations (see below). A full mathematical analysis is not yet done, except in some particular cases [13, 19]. Namely, in these two works the electric field $E$ is assumed to be curl free, i.e., $E=\nabla \varphi$, where $\varphi$ is an electric potential and a twodimensional reduction is made. In [13], existence and uniqueness results in smooth domains are obtained using integral equations, while in [19] a variational formulation in polygonal domains is given and two-dimensional singularities are briefly described.

On the other hand, there exists an extensive list of papers from mechanics literature describing singularities of some particular piezoelectric materials with a plane crack $[25,27,30]$ or along wedges [29]. But to our knowledge, an exact description of corner/edge singularities of the general piezoelectric system in three-dimensional polyhedral domains is not yet obtained. Such a description is very important since piezoelectric ceramics are very brittle, and therefore their fracture behavior must be understood. The knowledge of such singularities also has numerical implications, such as convergence speed.

This paper has, therefore, the following goals: We present a general piezoelectric system, which includes standard models of ceramics like the PZT or the $\mathrm{BaTiO}_{3}$. We further develop some variational formulations which are the natural ones because they lead to solutions in the energy spaces (here called weak solutions). We prove existence and uniqueness results of weak solutions of the time-harmonic system in two different cases: the case when the magnetic permeability matrix is positive definite $\left(\mathrm{BaTiO}_{3}\right)$ and the case when the magnetic permeability matrix is zero $(P Z T)$. In that second case, we even give two different formulations and show that generically they give rise to the same solutions. Moreover, we describe the corner and edge singularities of our

[^35]general system and deduce some regularity results. Some edge singular exponents are briefly described; more examples will be given in a forthcoming paper [20], where a two-dimensional model and fracture criteria will be considered.

The analysis of more sophisticated models, like coupling between piezoelectric and magnetostrictive materials [26] or piezoelectric and purely elastic materials [29, 9], will be investigated in the future.

The paper is organized as follows. Section 2 introduces the nonstationary model problem and its time-harmonic version. Existence and uniqueness results are given in section 3 when the magnetic permeability matrix is positive definite. Section 4 is devoted to existence and uniqueness results in the case of a zero magnetic permeability matrix. There we consider two different formulations: for the first one (called the $E$-formulation) the magnetic field $H$ is eliminated, while for the second one (the $H$ formulation) the electric field $E$ is eliminated. For the latter formulation, like for the eddy current problem, Gauge conditions are necessary. We further show their generic equivalence. After a short description of corner and edge singularities of some useful elliptic systems in section 5, we obtain the corner and edge singularities of our system in section 6. Regularity results are deduced in section 7. Some edge singular exponents are finally presented in section 8 .
2. Setting of the problem. Let $\Omega$ be a bounded domain of $\mathbb{R}^{3}$ with a Lipschitz boundary $\Gamma$. For the sake of simplicity, we suppose that $\Gamma$ is piecewise plane and connected and that $\Omega$ is simply connected. In this domain, we consider the following nonstationary piezoelectric system of constitutive equations [2, 8, 14, 24]:

$$
\begin{align*}
\sigma_{i j} & =a_{i j k l} \gamma_{k l}(u)-e_{k i j} E_{k} \forall i, j=1,2,3,  \tag{2.1}\\
D_{i} & =\epsilon_{i j} E_{j}+e_{i k l} \gamma_{k l}(u) \forall i=1,2,3  \tag{2.2}\\
B_{i} & =\mu_{i j} H_{j} \forall i=1,2,3 \tag{2.3}
\end{align*}
$$

The equations of equilibrium are

$$
\begin{equation*}
\partial_{t}^{2} u_{i}=\partial_{j} \sigma_{j i}+f_{i} \forall i=1,2,3 \tag{2.4}
\end{equation*}
$$

for the elastic displacement and

$$
\partial_{t} D+J=\operatorname{curl} H, \partial_{t} B=-\operatorname{curl} E
$$

for the electric/magnetic fields (Maxwell's equations), where $f$ is the body force density and $J$ is the vector current density function. As usual curl $H=\left(\partial_{2} H_{3}-\right.$ $\left.\partial_{3} H_{2}, \partial_{3} H_{1}-\partial_{1} H_{3}, \partial_{1} H_{2}-\partial_{2} H_{1}\right)^{\top}$, when $H=\left(H_{1}, H_{2}, H_{3}\right)^{\top}$.

This system models the coupling between Maxwell's system and the elastic one [2, 8, 14, 24], in which $E(x, t), H(x, t)$ are the electric and magnetic fields at the point $x \in \Omega$ at time $t, u(x, t)$ is the displacement field at the point $x \in \Omega$ at time $t$, and $\left(\gamma_{i j}(u)\right)_{i, j=1}^{3}$ is the strain tensor given by

$$
\gamma_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)
$$

Here $\left(\sigma_{i j}\right)_{i, j=1}^{3}, D=\left(D_{1}, D_{2}, D_{3}\right)^{\top}$, and $B=\left(B_{1}, B_{2}, B_{3}\right)^{\top}$ are the stress tensor, electric displacement, and magnetic induction, respectively. $\epsilon, \mu$ are the electric permittivity and magnetic permeability, respectively, and are supposed to be real, symmetric $3 \times 3$ matrices. In what follows the matrix $\epsilon$ is supposed to be positive definite,
while $\mu$ is only supposed to be nonnegative. The elasticity tensor $\left(a_{i j k l}\right)_{i, j, k, l=1,2,3}$ is made of constant entries such that

$$
a_{i j k l}=a_{j i k l}=a_{k l i j}
$$

and satisfies the ellipticity condition

$$
\begin{equation*}
a_{i j k l} \gamma_{i j} \gamma_{k l} \geq \alpha \gamma_{i j} \gamma_{i j} \tag{2.5}
\end{equation*}
$$

for every symmetric tensor $\left(\gamma_{i j}\right)$ and some $\alpha>0$. The piezoelectric tensor $e_{k i j}$ is also made of constant entries such that

$$
e_{k i j}=e_{k j i}
$$

The system is completed with the Dirichlet boundary conditions for the displacement field,

$$
\begin{equation*}
u=0 \text { on } \Gamma, \tag{2.6}
\end{equation*}
$$

and those of a perfect conductor,

$$
\begin{equation*}
E \times n=0 \text { on } \Gamma \tag{2.7}
\end{equation*}
$$

As usual $n$ is the exterior unit normal vector along $\Gamma$.
In order to write the above problem in a more compact form, the strain and stress tensors are expressed as $6 \times 1$ vectors, namely

$$
\begin{aligned}
\gamma(u) & =\left(\gamma_{11}(u), \gamma_{22}(u), \gamma_{33}(u), 2 \gamma_{23}(u), 2 \gamma_{31}(u), 2 \gamma_{12}(u)\right)^{\top} \\
\sigma & =\left(\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{23}, \sigma_{31}, \sigma_{12}\right)^{\top}
\end{aligned}
$$

With this notation, the constitutive equations (2.1)-(2.3) may be equivalently written as

$$
\left(\begin{array}{c}
\sigma  \tag{2.8}\\
D \\
B
\end{array}\right)=M\left(\begin{array}{c}
\gamma(u) \\
E \\
H
\end{array}\right)
$$

where $M$ is a $12 \times 12$ matrix given by

$$
M=\left(\begin{array}{ccc}
C & -e^{\top} & 0 \\
e & \epsilon & 0 \\
0 & 0 & \mu
\end{array}\right)
$$

where $C$ is a $6 \times 6$ symmetric matrix depending on the elasticity tensor, $e$ is a $3 \times 6$ matrix depending on the piezoelectric tensor, and $\epsilon, \mu$ are as described above. Note that the ellipticity assumption (2.5) is equivalent to the fact that $C$ is a positive definite matrix.

For a monoclinic material with poling direction in the $x_{3}$-axis, the material constant matrices are expressed by (see, for instance, [26])

$$
\begin{aligned}
C & =\left(\begin{array}{cccccc}
c_{11} & c_{12} & c_{13} & 0 & 0 & c_{16} \\
c_{12} & c_{22} & c_{23} & 0 & 0 & c_{26} \\
c_{13} & c_{23} & c_{33} & 0 & 0 & c_{36} \\
0 & 0 & 0 & c_{44} & c_{45} & 0 \\
0 & 0 & 0 & c_{45} & c_{55} & 0 \\
c_{16} & c_{26} & c_{36} & 0 & 0 & c_{66}
\end{array}\right), \quad e=\left(\begin{array}{cccccc}
0 & 0 & 0 & e_{14} & e_{15} & 0 \\
0 & 0 & 0 & e_{24} & e_{25} & 0 \\
e_{31} & e_{32} & e_{33} & 0 & 0 & e_{36}
\end{array}\right), \\
\epsilon & =\left(\begin{array}{ccc}
\epsilon_{11} & \epsilon_{12} & 0 \\
\epsilon_{12} & \epsilon_{22} & 0 \\
0 & 0 & \epsilon_{33}
\end{array}\right), \quad \mu=\left(\begin{array}{ccc}
\mu_{11} & \mu_{12} & 0 \\
\mu_{12} & \mu_{22} & 0 \\
0 & 0 & \mu_{33}
\end{array}\right) .
\end{aligned}
$$

For the orthotropic piezoelectric PZT-4, the material coefficients are given by $\left(c_{i j}\right.$ in $10^{9} \mathrm{~N} / \mathrm{m}^{2}, e_{i j}$ in $C / m^{2}, \epsilon_{i j}$ in $\left.10^{-9} C^{2} / N m^{2}\right)$ :

$$
\begin{array}{cccll}
c_{11}=c_{22}=23.8 & c_{33}=10.6 & c_{44}=2.15 & c_{55}=4.4 \quad c_{66}=\frac{c_{11}-c_{12}}{2}=6.43 \\
c_{12}=3.98 & c_{13}=2.19 & c_{23}=1.92 & \epsilon_{11}=\epsilon_{22}=0.110625 & \epsilon_{33}=0.106023 \\
e_{31}=-0.13 & e_{32}=-0.14 & e_{33}=-0.28 & e_{24}=e_{15}=-0.01
\end{array}
$$

Here and below, nongiven coefficients are equal to zero.
For the piezoelectric $\mathrm{BaTiO}_{3}$, the material coefficients are given by ( $c_{i j}$ in $10^{9} N / m^{2}, e_{i j}$ in $C / m^{2}, \epsilon_{i j}$ in $10^{-9} C^{2} / N m^{2}, \mu_{i j}$ in $\left.10^{-6} N s^{2} / C^{2}\right):$

$$
\begin{array}{cccc}
c_{11}=c_{22}=166 & c_{33}=162 & c_{44}=c_{55}=43 & c_{66}=\frac{c_{11}-c_{12}}{2}=44.5 \\
c_{12}=77 & c_{13}=c_{23}=78 & \epsilon_{11}=\epsilon_{22}=11.2 & \epsilon_{33}=12.6 \\
e_{31}=e_{32}=-4.4 & e_{33}=-18.6 & e_{24}=e_{15}=11.6 & \mu_{11}=\mu_{22}=5
\end{array} \mu_{33}=10
$$

With the above notation, the equation of equilibrium (2.4) is also equivalent to

$$
\partial_{t}^{2} u=\operatorname{Div} \sigma+f
$$

where Div is the operator-valued matrix defined by

$$
\operatorname{Div}=\left(\begin{array}{cccccc}
\partial_{1} & 0 & 0 & 0 & \partial_{3} & \partial_{2} \\
0 & \partial_{2} & 0 & \partial_{3} & 0 & \partial_{1} \\
0 & 0 & \partial_{3} & \partial_{2} & \partial_{1} & 0
\end{array}\right)
$$

Assuming that $u, E, H$ are of the form

$$
u(x, t)=e^{-i \omega t} u(x), E(x, t)=e^{-i \omega t} E(x), H(x, t)=e^{-i \omega t} H(x)
$$

for some real constant $\omega$ (the data being of the same form), the above system is reduced to the time-harmonic piezoelectric system in $\Omega$ consisting of the constitutive equation (2.8), the time-harmonic equilibrium equation

$$
\begin{equation*}
\operatorname{Div} \sigma+\omega^{2} u=-f \text { in } \Omega \tag{2.9}
\end{equation*}
$$

and the time-harmonic Maxwell's equations

$$
\begin{align*}
& \operatorname{curl} H+i \omega D=J \text { in } \Omega  \tag{2.10}\\
& \operatorname{curl} E-i \omega \mu H=0 \text { in } \Omega \tag{2.11}
\end{align*}
$$

In the whole paper we consider the nonstationary case; namely, we assume that $\omega>0$. In other words we assume that the variation in time of $u, E$, and $H$ is periodic in time with a frequency equal to $2 \pi / \omega$. The stationary case $\omega=0$ requires the use of Gauss' law

$$
\operatorname{div} D=\rho
$$

where $\rho$ is the charge density function. This case is treated as in section 4.1 below and is then left to the reader.
3. Existence and uniqueness results when is positive definite. Replacing $D$ by its expression (2.2) in the first Maxwell equation (2.10), we get

$$
\operatorname{curl} H+i \omega(\epsilon E+e \gamma(u))=J \text { in } \Omega
$$

This identity is clearly equivalent to

$$
\begin{equation*}
i \omega \epsilon E=J-\operatorname{curl} H-i \omega e \gamma(u) \text { in } \Omega . \tag{3.1}
\end{equation*}
$$

With this identity, the second Maxwell equation (2.11) is then equivalent to

$$
\begin{equation*}
\operatorname{curl}\left(\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u))\right)-\omega^{2} \mu H=\operatorname{curl}\left(\epsilon^{-1} J\right) \text { in } \Omega . \tag{3.2}
\end{equation*}
$$

In the same way using the constitutive equation (2.8) in the equation of motion (2.9), we obtain

$$
\begin{equation*}
\operatorname{Div}\left(C \gamma(u)-e^{\top} E\right)+\omega^{2} u=-f \text { in } \Omega \tag{3.3}
\end{equation*}
$$

Using the identity (3.1), we arrive at

$$
\begin{align*}
& \operatorname{Div}\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+\frac{1}{i \omega} e^{\top} \epsilon^{-1}(\operatorname{curl} H)\right)  \tag{3.4}\\
& +\omega^{2} u=-f+\frac{1}{i \omega} \operatorname{Div}\left(e^{T} \epsilon^{-1} J\right) \text { in } \Omega
\end{align*}
$$

The two equations (3.2) and (3.4) constitute the system of partial differential equations that we will study and whose unknowns are $u$ and $H$. Due to the boundary conditions (2.6) and (2.7), this system is completed with (2.6) and

$$
\begin{equation*}
\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u)) \times n=J \times n,(\mu H) \cdot n=0 \text { on } \Gamma . \tag{3.5}
\end{equation*}
$$

The weak formulation of the above problem is obtained in the following way: We introduce the space (see $[4,5]$ )

$$
X_{T}(\Omega, \mu)=\left\{v \in L^{2}(\Omega)^{3}: \operatorname{div}(\mu v) \in L^{2}(\Omega), \operatorname{curl} v \in L^{2}(\Omega)^{3} \text { and }(\mu v) \cdot n=0 \text { on } \Gamma\right\}
$$

equipped with its natural norm. Then we multiply the system (3.2) by a test function $\bar{H}^{\prime} \in X_{T}(\Omega, \mu)$, integrate the result in $\Omega$, and integrate by parts to get (assuming that $u$ and $H$ are regular enough)

$$
\begin{aligned}
& \int_{\Omega}\left\{\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u)) \cdot \operatorname{curl} \bar{H}^{\prime}-\omega^{2} \mu H \cdot \bar{H}^{\prime}\right\} d x \\
& =\int_{\Omega} \epsilon^{-1} J \cdot \operatorname{curl} \bar{H}^{\prime} d x+\int_{\Gamma}(J \times n) \cdot \bar{H}^{\prime} d s \forall H^{\prime} \in X_{T}(\Omega, \mu)
\end{aligned}
$$

Since from the second Maxwell equation (2.11) $\operatorname{div}(\mu H)=0$ in $\Omega$, the above identity is equivalent to

$$
\begin{aligned}
& \text { (3.6) } \int_{\Omega}\left\{\epsilon^{-1}(\operatorname{curl} H+i \omega e \cdot \gamma(u)) \cdot \operatorname{curl} \bar{H}^{\prime}+\operatorname{div}(\mu H) \operatorname{div}\left(\mu \bar{H}^{\prime}\right)-\omega^{2} \mu H \cdot \bar{H}^{\prime}\right\} d x \\
& \quad=\int_{\Omega} \epsilon^{-1} J \cdot \mathbf{c u r l} \bar{H}^{\prime} d x+\int_{\Gamma}(J \times n) \cdot \bar{H}^{\prime} d s \forall H^{\prime} \in X_{T}(\Omega, \mu)
\end{aligned}
$$

This last equation may be called the regularized formulation of the system (3.2).

Similarly multiplying (3.4) by $\bar{v} \in H_{0}^{1}(\Omega)^{3}$, integrating the result in $\Omega$, and using Green's formula

$$
\int_{\Omega}(\operatorname{Div} \gamma) \cdot \bar{v} d x=-\int_{\Omega} \gamma \cdot \gamma(\bar{v}) d x
$$

obtained by componentwise integration by parts in $\Omega$, we arrive at

$$
\begin{align*}
& \int_{\Omega}\left\{\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+\frac{1}{i \omega} e^{\top} \epsilon^{-1} \operatorname{curl} H\right) \cdot \gamma(\bar{v})-\omega^{2} u \cdot \bar{v}\right\} d x  \tag{3.7}\\
& =\int_{\Omega}\left(f \cdot \bar{v}-\frac{1}{i \omega} e^{T} \epsilon^{-1} J \cdot \gamma(\bar{v})\right) d x \forall v \in H_{0}^{1}(\Omega)^{3}
\end{align*}
$$

As these two identities are coupled, multiplying the second one by $i \omega$ and summing the result we arrive at the following problem:

$$
\begin{aligned}
& \int_{\Omega}\left\{\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u)) \cdot \operatorname{curl} \bar{H}^{\prime}+\operatorname{div}(\mu H) \operatorname{div}\left(\mu \bar{H}^{\prime}\right)-\omega^{2} \mu H \cdot \bar{H}^{\prime}\right. \\
& \left.+i \omega\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+\frac{1}{i \omega} e^{\top} \epsilon^{-1} \operatorname{curl} H\right) \cdot \gamma(\bar{v})-i \omega^{3} u \cdot \bar{v}\right\} d x=F\left(v, H^{\prime}\right)
\end{aligned}
$$

where we have set

$$
\begin{equation*}
F\left(v, H^{\prime}\right)=\int_{\Omega}\left(\epsilon^{-1} J \cdot \operatorname{curl} \bar{H}^{\prime}-e^{T} \epsilon^{-1} J \cdot \gamma(\bar{v})+i \omega f \cdot \bar{v}\right) d x+\int_{\Gamma}(J \times n) \cdot \bar{H}^{\prime} d s \tag{3.8}
\end{equation*}
$$

In order to get a well-posed problem we set $u_{\omega}=i \omega u$. Then we see that the above problem is equivalent to finding a solution $\left(u_{\omega}, H\right) \in V$ of

$$
\begin{equation*}
a\left(\left(u_{\omega}, H\right),\left(v, H^{\prime}\right)\right)=F\left(v, H^{\prime}\right) \forall\left(v, H^{\prime}\right) \in V \tag{3.9}
\end{equation*}
$$

where we set

$$
\begin{aligned}
V & =H_{0}^{1}(\Omega)^{3} \times X_{T}(\Omega, \mu) \\
a\left((u, H),\left(v, H^{\prime}\right)\right) & =\int_{\Omega}\left\{\epsilon^{-1}(\operatorname{curl} H+e \gamma(u)) \cdot \operatorname{curl} \bar{H}^{\prime}+\operatorname{div}(\mu H) \operatorname{div}\left(\mu \bar{H}^{\prime}\right)-\omega^{2} \mu H \cdot \bar{H}^{\prime}\right. \\
& \left.+\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+e^{\top} \epsilon^{-1} \mathbf{c u r l} H\right) \cdot \gamma(\bar{v})-\omega^{2} u \cdot \bar{v}\right\} d x
\end{aligned}
$$

In summary we have shown the following lemma.
Lemma 3.1. If $u, E, H$ are solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7), then $(i \omega u, H)$ is a solution of (3.9).

We now remark that the bilinear form $a$ may be equivalently written

$$
\begin{aligned}
& a\left((u, H),\left(v, H^{\prime}\right)\right) \\
& =\int_{\Omega}\left\{\mathcal{A}\binom{\operatorname{curl} H}{\gamma(u)} \cdot\binom{\operatorname{curl} \bar{H}^{\prime}}{\gamma(\bar{v})}+\operatorname{div}(\mu H) \operatorname{div}\left(\mu \bar{H}^{\prime}\right)-\omega^{2} \mu H \cdot \bar{H}^{\prime}-\omega^{2} u \cdot \bar{v}\right\} d x
\end{aligned}
$$

where $\mathcal{A}$ is the $9 \times 9$ symmetric matrix defined by

$$
\mathcal{A}=\left(\begin{array}{cc}
\epsilon^{-1} & \epsilon^{-1} e \\
e^{\top} \epsilon^{-1} & C+e^{\top} \epsilon^{-1} e
\end{array}\right)
$$

One easily checks that this matrix is positive definite for the material coefficients of the $\mathrm{PZT}-4$ and $\mathrm{BaTiO}_{3}$, for instance. In fact this is always true if $\epsilon$ and $C$ are positive definite (always true in our setting), independently of the piezoelectric coefficients.

Lemma 3.2. If $\epsilon$ and $C$ are positive definite matrices, then the matrix $\mathcal{A}$ defined above is also positive definite.

Proof. We only need to show that

$$
\begin{aligned}
& \mathcal{A}\binom{X}{\gamma} \cdot\binom{X}{\gamma} \geq 0, \forall\binom{X}{\gamma} \in \mathbb{R}^{9}, \\
& \mathcal{A}\binom{X}{\gamma} \cdot\binom{X}{\gamma}=0 \Rightarrow\binom{X}{\gamma}=0 .
\end{aligned}
$$

By the definition of $\mathcal{A}$ we see that

$$
\mathcal{A}\binom{X}{\gamma} \cdot\binom{X}{\gamma}=X^{\top} \epsilon^{-1} X+2 X^{\top} \epsilon^{-1} e \gamma+\gamma^{\top} C \gamma+\gamma^{\top} e^{\top} \epsilon^{-1} e \gamma
$$

Setting $\tilde{X}=\epsilon^{-1 / 2} X$ and $\tilde{Y}=\epsilon^{-1 / 2} e \gamma$ (note that both vectors are in $\mathbb{R}^{3}$ ), we see that

$$
\begin{aligned}
\mathcal{A}\binom{X}{\gamma} \cdot\binom{X}{\gamma} & =\tilde{X}^{\top} \tilde{X}+2 \tilde{X}^{\top} \tilde{Y}+\gamma^{\top} C \gamma+\tilde{Y}^{\top} \tilde{Y} \\
& =\|\tilde{X}+\tilde{Y}\|_{2}^{2}+\gamma^{\top} C \gamma
\end{aligned}
$$

where $\|\cdot\|_{2}$ clearly means the Euclidean norm of $\mathbb{R}^{3}$. This identity directly implies the first assertion by the positive definitiveness of $C$.

For the second assertion, if

$$
\mathcal{A}\binom{X}{\gamma} \cdot\binom{X}{\gamma}=0
$$

then the above identity and again the positive definitiveness of $C$ imply that

$$
\|\tilde{X}+\tilde{Y}\|_{2}^{2}=\gamma^{\top} C \gamma=0
$$

Therefore $\gamma=0$ and, consequently, $\tilde{Y}=0$ in view of its definition (independently of $e)$. We then obtain that $\tilde{X}=0$ and, by the positive definitiveness of $\epsilon$, we conclude that $X=0$.

This lemma allows us to show that problem (3.9) enters within the framework of the Fredholm alternative. Indeed, we shall prove the following lemma.

Lemma 3.3. There exists a discrete set $S$ such that for $1+\omega^{2} \notin S$, the problem (3.9) has a unique solution for any $F \in V^{\prime}$.

Proof. Introduce the sesquilinear form

$$
b\left((u, H),\left(v, H^{\prime}\right)\right):=a\left((u, H),\left(v, H^{\prime}\right)\right)+\left(1+\omega^{2}\right)\left(\int_{\Omega} \mu H \cdot \bar{H}^{\prime} d x+\int_{\Omega} u \cdot \bar{v} d x\right)
$$

Then the above considerations yield

$$
\begin{aligned}
& b\left((u, H),\left(v, H^{\prime}\right)\right) \\
& =\int_{\Omega}\left\{\mathcal{A}\binom{\operatorname{curl} H}{\gamma(u)} \cdot\binom{\operatorname{curl} \bar{H}^{\prime}}{\gamma(\bar{v})}+\operatorname{div}(\mu H) \operatorname{div}\left(\mu \bar{H}^{\prime}\right)+\mu H \cdot \bar{H}^{\prime}+u \cdot \bar{v}\right\} d x
\end{aligned}
$$

It is coercive on V , since by Lemma 3.2 we have

$$
b((u, H),(u, H)) \gtrsim \int_{\Omega}\left\{|\operatorname{curl} H|^{2}+|\gamma(u)|^{2}+|\operatorname{div}(\mu H)|^{2}+|H|^{2}+|u|^{2}\right\} d x
$$

Therefore by Korn's inequality we get

$$
b((u, H),(u, H)) \gtrsim\|u\|_{1, \Omega}^{2}+\|H\|_{X_{T}(\Omega, \mu)}^{2}
$$

Since the space $X_{T}(\Omega, \mu)$ is compactly embedded into $L^{2}(\Omega)^{3}[28]$, and since by the Rellich-Kondrasov theorem $H_{0}^{1}(\Omega)$ is compactly embedded into $L^{2}(\Omega)$, we deduce that $V$ is compactly embedded into $\mathcal{H}:=L^{2}(\Omega)^{3} \times L^{2}(\Omega)^{3}$. These facts imply that the Friedrichs extension $B$ from $\mathcal{H}$ into $\mathcal{H}$ induced by the triple $(V, \mathcal{H}, b)$ is invertible with a compact inverse. Now denote by $A$ the Friedrichs extension of the triple $(V, \mathcal{H}, a)$. The relation between $a$ and $b$ implies that $A=B-\left(1+\omega^{2}\right) I_{\mu}$, where the operator $I_{\mu}$ is defined by

$$
I_{\mu}(u, H)^{\top}=(u, \mu H)^{\top}
$$

and is clearly continuous from $\mathcal{H}$ into $\mathcal{H}$. Using this operator we may write

$$
\left(1+\omega^{2}\right)^{-1} B^{-1} A=\left(1+\omega^{2}\right)^{-1} I-B^{-1} I_{\mu}
$$

where $I$ is the identity operator from $\mathcal{H}$ into $\mathcal{H}$. Since $B^{-1} I_{\mu}$ is a compact operator, it has a discrete spectrum with positive eigenvalues. If we denote by $S$ the set of the inverses of these eigenvalues, then for $\left(1+\omega^{2}\right) \notin S$, the operator $\left(1+\omega^{2}\right)^{-1} I-B^{-1} I_{\mu}$ is invertible and consequently $A$ is as well.

Remark 3.4. Note that in the case $\mu=0$, problem (3.9) does not enter in the Fredholm framework since $X_{T}(\Omega, 0)$ is reduced to $H(\operatorname{curl}, \Omega)$ and is no more compactly embedded into $L^{2}(\Omega)^{3}$. This drawback will be avoided by introducing Gauge conditions; see section 4.2 .

Let us now show that the converse of Lemma 3.1 holds under some conditions on $\omega$ (compare with Theorem 0.1 of [4]).

Theorem 3.5. Assume that $\omega^{2}$ is not an eigenvalue of $-\Delta_{\mu}^{\text {Neu }}:=-\operatorname{div}(\mu \nabla \cdot)$, the (nonnegative) Laplace operator with Neumann boundary conditions in $\Omega$. If $\left(u_{\omega}, H\right) \in V$ is a solution of (3.9) with $F$ defined by (3.8), then $\operatorname{div}(\mu H)=0$ and $u, E, H$ are solutions of (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) when $u=\frac{u_{\omega}}{i \omega}, E$ is given by (3.1), and $\sigma, D, B$ are defined by (2.8).

Proof. In (3.9) we take $v=0$ and $H^{\prime}=\nabla \bar{\Phi}$, with $\Phi \in D\left(\Delta_{\mu}^{N e u}\right)$. This yields

$$
\int_{\Omega}\left\{\operatorname{div}(\mu H) \operatorname{div}(\mu \nabla \Phi)-\omega^{2} \mu H \cdot \nabla \Phi\right\} d x=0
$$

By Green's formula we obtain

$$
\int_{\Omega} \operatorname{div}(\mu H)\left(\Delta_{\mu}^{D i r} \Phi+\omega^{2} \Phi\right) d x=0 \forall \Phi \in D\left(\Delta_{\mu}^{N e u}\right)
$$

Since $D\left(\Delta_{\mu}^{N e u}\right)$ is dense in $L^{2}(\Omega)$, we conclude that $\operatorname{div}(\mu H)=0$ in $\Omega$.
The equations (2.9), (2.10), and (2.11) are obtained using Green's formula with test functions $H^{\prime} \in \mathcal{D}(\Omega)^{3}$ or $v \in \mathcal{D}(\Omega)^{3}$. It then remains to show the boundary condition

$$
\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u)) \times n=J \times n \text { on } \Gamma
$$

which then implies (2.7), by the definition of $E$.
We first remark that the above arguments show that

$$
w=\epsilon^{-1}(\operatorname{curl} H+i \omega e \gamma(u))-J
$$

belongs to $H(\operatorname{curl}, \Omega)$.
We now state the next Green's formula, which is a variant of the "standard" one (see Theorem I.2.11 of [10] or the identity (2.5) from [1]). A face $F$ of $\Omega$ being fixed we denote by

$$
V_{F}=\left\{\varphi \in H^{1}(\Omega): \varphi=0 \text { on } \Gamma \backslash F\right\} .
$$

We recall that for $\varphi \in V_{F}$, Theorem 2.2 of [21] implies that the trace of $\varphi$ on $F$ belongs to $H_{00}^{1 / 2}(F)$. By standard Green's formula

$$
\int_{\Omega}(w \cdot \operatorname{curl} \varphi-\varphi \cdot \operatorname{curl} w) d x=\int_{\Gamma}(w \times n) \cdot \varphi
$$

valid for any $w, \varphi \in H^{1}(\Omega)^{3}$; from the fact that the above left-hand side is continuous on $H(\operatorname{curl}, \Omega) \times\left(V_{F}\right)^{3}$, we deduce that if $w \in H(\operatorname{curl}, \Omega)$, then $w \times n$ belongs to $\left(H_{00}^{1 / 2}(F)^{\prime}\right)^{3}$, and that Green's identity

$$
\begin{equation*}
\int_{\Omega}(w \cdot \operatorname{curl} \varphi-\varphi \cdot \operatorname{curl} w) d x=\langle w \times n, \varphi\rangle_{F} \forall \varphi \in\left(V_{F}\right)^{3} \tag{3.10}
\end{equation*}
$$

holds (where $\langle., .\rangle_{F}$ means the duality pairing between $\left(H_{00}^{1 / 2}(F)^{\prime}\right)^{3}$ and $\left.H_{00}^{1 / 2}(F)^{3}\right)$.
Now for a fixed face $F$, we temporarily assume that the $z$-axis is perpendicular to $F$ and that $F$ is included in the plane $z=0$. For $\varphi_{1}, \varphi_{2} \in \mathcal{D}(F)$, we take

$$
H^{\prime}(x, y, z)=\eta(z) \mu^{-1} \cdot\left(\begin{array}{l}
\varphi_{1} \\
\varphi_{2} \\
0
\end{array}\right)
$$

with a cut-off function $\eta \in \mathcal{D}(\mathbb{R})$ such that $\eta(0)=1$ and a sufficiently small support so that $H^{\prime}$ is zero on $\Gamma \backslash F$. By construction the function $H^{\prime}$ belongs to $X_{T}(\Omega, \mu) \cap\left(V_{F}\right)^{3}$. Therefore in (3.9), taking as a test function $v=0$ and this function $H^{\prime}$, by Green's formula (3.10) we get

$$
\left\langle w \times n, H^{\prime}\right\rangle_{F}=0
$$

As the third component of $w \times n$ is zero and the two first components of

$$
\mu^{-1} \cdot\left(\begin{array}{l}
\varphi_{1} \\
\varphi_{2} \\
0
\end{array}\right)
$$

are arbitrary in $H_{00}^{1 / 2}(F)$, we deduce that

$$
w \times n=0 \text { in }\left(H_{00}^{1 / 2}(F)^{\prime}\right)^{3}
$$

By the definition of $w$, the requested boundary condition is proved.

## 4. Existence and uniqueness results when $=0$.

4.1. The -formulation. In the case $\mu=0$, the second Maxwell equation (2.11) and the boundary condition (2.7) imply that

$$
\begin{equation*}
i \omega E=\nabla \varphi \tag{4.1}
\end{equation*}
$$

for some $\varphi \in H_{0}^{1}(\Omega)$. Therefore, in order to eliminate the vector field $H$, we take the divergence of the first Maxwell equation (2.10) to get

$$
\operatorname{div}(i \omega D)=\operatorname{div} J
$$

and by the constitutive equation (2.8) we obtain

$$
\operatorname{div}(i \omega e \gamma(u)+\epsilon i \omega E)=\operatorname{div} J
$$

As before setting $u_{\omega}=i \omega u$, the above identity is equivalent to

$$
\begin{equation*}
\operatorname{div}\left(e \gamma\left(u_{\omega}\right)+\epsilon \nabla \varphi\right)=\operatorname{div} J \tag{4.2}
\end{equation*}
$$

This equation is now coupled with (3.3) or, equivalently, with

$$
\begin{equation*}
\operatorname{Div}\left(C \gamma\left(u_{\omega}\right)-e^{\top} \nabla \varphi\right)+\omega^{2} u_{\omega}=-i \omega f \text { in } \Omega \tag{4.3}
\end{equation*}
$$

to form our system of partial differential equations. Clearly, its weak formulation is in finding a solution $\left(u_{\omega}, \varphi\right) \in H_{0}^{1}(\Omega)^{4}$ of

$$
\begin{equation*}
a\left(\left(u_{\omega}, \varphi\right),(v, \psi)\right)=F(v, \psi), \forall(v, \psi) \in H_{0}^{1}(\Omega)^{4} \tag{4.4}
\end{equation*}
$$

where the bilinear form $a$ is defined by

$$
a((u, \varphi),(v, \psi))=\int_{\Omega}\left\{(e \gamma(u)+\epsilon \nabla \varphi) \cdot \nabla \psi+\left(C \gamma(u)-e^{\top} \nabla \varphi\right) \cdot \gamma(v)-\omega^{2} u \cdot v\right\} d x
$$

and the linear form $F$ is given by

$$
\begin{equation*}
F(v, \psi)=\int_{\Omega}(i \omega f \cdot v-J \cdot \nabla \psi) d x \tag{4.5}
\end{equation*}
$$

The above considerations show the following lemma.
Lemma 4.1. If $u, E, H$ are solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7), then $(i \omega u, \varphi)$, with $\varphi$ given by (4.1), is a solution of (4.4).

As in the previous section, problem (4.4) satisfies the Fredholm alternative; namely, we shall prove the following lemma.

Lemma 4.2. There exists a discrete set $S_{0}$ such that for $\omega^{2} \notin S_{0}$, the problem (4.4) has a unique solution for any $F \in H^{-1}(\Omega)^{4}$.

Proof. Introduce the bilinear form

$$
b((u, \varphi),(v, \psi))=\int_{\Omega}\left\{(e \gamma(u)+\epsilon \nabla \varphi) \cdot \nabla \psi+\left(C \gamma(u)-e^{\top} \nabla \varphi\right) \cdot \gamma(v)\right\} d x
$$

This form is coercive on $H_{0}^{1}(\Omega)^{4}$ since

$$
b((u, \varphi),(u, \varphi))=\int_{\Omega}\{\epsilon \nabla \varphi \cdot \nabla \varphi+C \gamma(u) \cdot \gamma(u)\} d x \gtrsim\|\varphi\|_{1, \Omega}^{2}+\|u\|_{1, \Omega}^{2}
$$

thanks to the positive definiteness of $\epsilon$ and $C$ and Korn's inequality.
We conclude as in Lemma 3.3.

We end this subsection by the converse result of Lemma 4.1.
Theorem 4.3. If $\left(u_{\omega}, \varphi\right) \in H_{0}^{1}(\Omega)^{4}$ is the solution of (4.4) with $F$ defined by (4.5), then $u, E$ are solutions of (2.9) and (2.11) with the boundary conditions (2.6) and (2.7) when $u=\frac{u_{\omega}}{i \omega}, E$ is given by (4.1), and $\sigma, D, B$ are defined by (2.8) (implying $B=0$ since $\mu=0$ ). Moreover, there exists $H \in H^{1}(\Omega)^{3}$ such that (2.10) holds.

Proof. The first part of the lemma follows from Green's formula. For the second part we simply remark that $D$ defined by (2.8) satisfies

$$
\operatorname{div}(i \omega D)=\operatorname{div} J \text { in } \Omega,
$$

or, equivalently, $J-i \omega D$ is divergence free. Therefore the existence of $H$ such that curl $H=J-i \omega D$ follows from Theorem I.3.4 of [10].

In the above lemma, we may notice that the magnetic field $H$ is not unique, but this is not important since, in the case $\mu=0$, only $u$ and $E$ are of practical interest.
4.2. The -formulation. Following the arguments of section 3, we may eliminate the electric field $E$ and keep as unknowns $u$ and $H$. Unfortunately $H$ is no more uniquely determined, since the condition $\operatorname{div}(\mu H)=0$ and the boundary condition $\mu H \cdot n=0$ on $\Gamma$ are trivially satisfied. Therefore as for eddy current problems [3] we impose the following Gauge conditions:

$$
\begin{align*}
& \operatorname{div} H=0 \text { in } \Omega,  \tag{4.6}\\
& H \cdot n=0 \text { on } \Gamma . \tag{4.7}
\end{align*}
$$

These conditions may be justified by an asymptotic argument, namely by taking $\mu=\eta I$, with $\eta>0$ and letting $\eta$ tends to 0 (cf. [6]).

These arguments imply the following lemma.
Lemma 4.4. If $u, E, H$ are solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7), assume that $H$ satisfies the Gauge conditions (4.6)-(4.7). Then $(i \omega u, H)$ belongs to $V=H_{0}^{1}(\Omega)^{3} \times X_{T}(\Omega, I)$ and is solution of (3.9), with the sesquilinear form here defined by

$$
\begin{aligned}
a\left((u, H),\left(v, H^{\prime}\right)\right) & =\int_{\Omega}\left\{\epsilon^{-1}(\operatorname{curl} H+e \gamma(u)) \cdot \operatorname{curl} \bar{H}^{\prime}+\operatorname{div}(H) \operatorname{div}\left(\bar{H}^{\prime}\right)\right. \\
& \left.+\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+e^{\top} \epsilon^{-1} \operatorname{curl} H\right) \cdot \gamma(\bar{v})-\omega^{2} u \cdot \bar{v}\right\} d x .
\end{aligned}
$$

Again, the above problem enters in the Fredholm alternative.
Lemma 4.5. There exists a discrete set $S_{1}$ such that for $1+\omega^{2} \notin S_{1}$, the problem (3.9), with a and $V$ defined in Lemma 4.4, has a unique solution for any $F \in V^{\prime}$.

Proof. Introduce the sesquilinear form

$$
b\left((u, H),\left(v, H^{\prime}\right)\right):=a\left((u, H),\left(v, H^{\prime}\right)\right)+\left(1+\omega^{2}\right) \int_{\Omega} u \cdot \bar{v} d x .
$$

Using Lemma 3.2, Korn's inequality, and the compact embedding of $X_{T}(\Omega, I)$ into $L^{2}(\Omega)^{3}[28]$, the bilinear form $b$ is coercive on $V$. Consequently, the Friedrichs extension $B$ associated with the triple $(V, \mathcal{H}, b)$ (with $\mathcal{H}$ defined as in the proof of Lemma 3.3) is invertible with a compact inverse. Again denote by $A$ the Friedrichs extension of the triple $(V, \mathcal{H}, a)$. Clearly $A=B-\left(1+\omega^{2}\right) K$, where the continuous operator $K$ is defined by

$$
K(u, H)^{\top}=(u, 0)^{\top} .
$$

Writing

$$
\left(1+\omega^{2}\right)^{-1} B^{-1} A=\left(1+\omega^{2}\right)^{-1} I-B^{-1} K
$$

we conclude as in Lemma 3.3, since $B^{-1} K$ is a compact operator.
Similarly to Theorem 3.5, the converse of Lemma 4.4 holds under some conditions on $\omega$.

Theorem 4.6. Assume that $\omega^{2}$ is not an eigenvalue of $-\Delta_{I}^{N e u}$. If $\left(u_{\omega}, H\right) \in V$ is a solution of (3.9) with $F$ defined by (3.8) and a, $V$ defined in Lemma 4.4, then $\operatorname{div} H=0$ and $u, E, H$ are solutions of (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) when $u=\frac{u_{\omega}}{i \omega}, E$ is given by (3.1), and $\sigma, D, B=0$ are defined by (2.8).
4.3. Equivalence between the -formulation and the -formulation. The goal of this section is to show that the displacement and electric fields obtained by the $E$-formulation and the $H$-formulation are identical.

Theorem 4.7. Let $u_{1}, E_{1}, H_{1}$ (resp., $u_{2}, E_{2}, H_{2}$ ) be the solutions of (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) obtained by the E-formulation (resp., $H$-formulation). If $\omega^{2} \notin S_{0}$ (cf. Lemma 4.2), then $u_{1}=u_{2}$ and $E_{1}=E_{2}$.

Proof. Denote $u=u_{1}-u_{2}$ and $E=E_{1}-E_{2}$. Since $u_{1}, E_{1}$ and $u_{2}, E_{2}$ satisfy (2.9) and (2.11), $u, E$ satisfy

$$
\begin{aligned}
& \operatorname{Div} \sigma+\omega^{2} u=0 \text { in } \Omega \\
& \operatorname{curl} H+i \omega D=0 \text { in } \Omega \\
& \operatorname{curl} E=0 \text { in } \Omega
\end{aligned}
$$

where $\sigma=\sigma_{1}-\sigma_{2}$, andD $=D_{1}-D_{2}$ are given by (2.8). Therefore $E=\nabla \chi$, with $\chi \in H_{0}^{1}(\Omega)$ and the pair $(u, \chi) \in H_{0}^{1}(\Omega)^{4}$ is a solution of (4.4) with $F=0$. By Lemma 4.2, we conclude that $u=0$ and $\chi=0$.

Remark 4.8. The magnetic fields obtained by the $E$-formulation and the $H$ formulation cannot be identical, since the one obtained by the $E$-formulation does not necessarily satisfy the Gauge conditions.
5. Singularities of some elliptic systems. It is well known that the singularities of elliptic systems in $\Omega$ are produced by the corners and edges of $\Omega$. Here we briefly describe the corner and edge singularities of the operator $\Delta_{\mu}^{N e u}$ and of the $4 \times 4$ system (4.2)-(4.3) with Dirichlet boundary conditions. For the sake of brevity we restrict ourselves to a minimal description and refer the reader to the pioneer work [15] or standard books [11, 7, 18] for more details.
5.1. Corner singularities. Fix a corner $c \in \mathcal{C}$ of $\Omega$ and denote by $\left(\rho_{c}, \vartheta_{c}\right)$ the spherical coordinates centered at $c$. Denote by $\Gamma_{c}$ the infinite polyhedral cone which coincides with $\Omega$ near $c$. Let $G_{c}$ be the intersection of $\Gamma_{c}$ with the unit sphere centered at $c$.

For any $\lambda \in \mathbb{C}$, let us set

$$
S^{\lambda}\left(\Gamma_{c}\right)=\left\{\psi(x)=\rho_{c}^{\lambda} \sum_{q=0}^{Q}\left(\log \rho_{c}\right)^{q} \psi_{q}\left(\vartheta_{c}\right): \psi_{q} \in H^{1}\left(G_{c}\right)\right\}
$$

The set $\Lambda_{\mu}^{N e u}\left(\Gamma_{c}\right)$ of corner singular exponents of the operator $\Delta_{\mu}^{N e u}$ in $\Gamma_{c}$ is the set of $\lambda \in \mathbb{C}$ such that there exists a nonpolynomial solution $\Psi \in S^{\lambda}\left(\Gamma_{c}\right)$ of

$$
\begin{align*}
& \Delta_{\mu} \Psi=\operatorname{div}(\mu \nabla \Psi)=0 \text { in } \Gamma_{c}  \tag{5.1}\\
& \mu \nabla \Psi \cdot n=0 \text { on } \partial \Gamma_{c} \tag{5.2}
\end{align*}
$$

We denote by $Z_{N e u}^{\lambda}\left(\Gamma_{c}, \mu\right)$ the space of these solutions.
Similarly for the $4 \times 4$ system (4.2)-(4.3) with Dirichlet boundary conditions, its set $\Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{c}\right)$ of corner singular exponents is the set of $\lambda \in \mathbb{C}$ such that there exists a nonpolynomial solution $(u, \chi) \in S^{\lambda}\left(\Gamma_{c}\right)^{4}$ of

$$
\begin{cases}\operatorname{div}(\epsilon \nabla \chi+e \gamma(u))=0 & \text { in } \Gamma_{c}  \tag{5.3}\\ \operatorname{Div}\left(C \gamma(u)-e^{\top} \nabla \chi\right)=0 & \text { in } \Gamma_{c} \\ \chi=0, u=0 & \text { on } \partial \Gamma_{c} .\end{cases}
$$

The space of these solutions is denoted by $Z_{D i r}^{\lambda}\left(\Gamma_{c}, C, \epsilon, e\right)$.
5.2. Edge singularities. Fix an edge $a \in \mathcal{A}$ of $\Omega$ and denote by $\Gamma_{a} \times \mathbb{R}$ the infinite polyhedral cone which coincides with $\Omega$ near $a$ ( $\Gamma_{a}$ is then a two-dimensional sector). Denote by $\left(r_{a}, \theta_{a}, z_{a}\right)$ the cylindrical coordinates along $a$. Let $G_{a}$ be the intersection of $\Gamma_{a}$ with the unit sphere $r_{a}=1$.

As before, for any $\lambda \in \mathbb{C}$ let us set

$$
S^{\lambda}\left(\Gamma_{a}\right)=\left\{\psi(x)=r_{a}^{\lambda} \sum_{q=0}^{Q}\left(\log r_{a}\right)^{q} \psi_{q}\left(\theta_{a}\right): \psi_{q} \in H^{1}\left(G_{a}\right)\right\}
$$

The set $\Lambda_{\mu}^{N e u}\left(\Gamma_{a}\right)$ of corner singular exponents of the operator $\Delta_{\mu}^{N e u}$ in $\Gamma_{a}$ is the set of $\lambda \in \mathbb{C}$ such that there exists a nonpolynomial solution $\Psi \in S^{\lambda}\left(\Gamma_{a}\right)$ of

$$
\begin{aligned}
& \operatorname{div}_{2}\left(\mu_{2} \nabla_{2} \Psi\right)=0 \text { in } \Gamma_{a}, \\
& \mu_{2} \nabla_{2} \Psi \cdot n=0 \text { on } \partial \Gamma_{a},
\end{aligned}
$$

where $\operatorname{div}_{2}$ (resp., $\nabla_{2}$ ) means the two-dimensional divergence (resp., gradient) and $\mu_{2}$ is the $2 \times 2$ matrix obtained from $\mu$ by dropping the third line and the third column of $\mu$.

We denote by $Z_{N e u}^{\lambda}\left(\Gamma_{a}, \mu\right)$ the space of these solutions.
In the same way, the set $\Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{a}\right)$ of edge singular exponents of the $4 \times 4$ system (4.2)-(4.3) with Dirichlet boundary conditions is the set of $\lambda \in \mathbb{C}$ such that there exists a nonpolynomial solution $(u, \chi) \in S^{\lambda}\left(\Gamma_{a}\right)^{4}$ of

$$
\begin{cases}\operatorname{div}(\epsilon \tilde{\nabla} \chi+e \tilde{\gamma}(u))=0 & \text { in } \Gamma_{a}  \tag{5.4}\\ \tilde{\operatorname{Div}}\left(C \tilde{\gamma}(u)-e^{\top} \tilde{\nabla} \chi\right)=0 & \text { in } \Gamma_{a} \\ \chi=0, u=0 & \text { on } \partial \Gamma_{a}\end{cases}
$$

where the sign $\sim$ means that all derivatives in the $z_{a}$-variable are replaced by zero. The space of these solutions is denoted by $Z_{D i r}^{\lambda}\left(\Gamma_{a}, C, \epsilon, e\right)$.
6. Corner and edge singularities when is positive definite. Our goal is to describe the corner and edge singularities of the (regularized) problem (3.9). These singularities are obtained using some ideas from $[4,5,6]$.

Let us start with the corner singularities.
6.1. Corner singularities. Fix a corner $c \in \mathcal{C}$ of $\Omega$. We drop the index $c$ in the above considerations. As usual we are looking for solutions of the homogeneous
problem in the space

$$
\begin{array}{r}
\mathbf{S}_{T}^{\lambda}(\Gamma, \mu)=\left\{(u, H) \in H_{0, l o c}^{1}(\Gamma)^{3} \times X_{T, l o c}(\Gamma, \mu): \operatorname{div}(\mu H) \in H_{l o c}^{1}(\Gamma)\right. \\
u(x)=\rho^{\lambda} \sum_{q=0}^{Q}(\log \rho)^{q} U_{q}(\vartheta) \\
\left.H(x)=\rho^{\lambda} \sum_{q=0}^{Q}(\log \rho)^{q} H_{q}(\vartheta)\right\}
\end{array}
$$

the index loc meaning that the properties hold in all bounded domains far from $c$. This means that we look for a nonpolynomial solution $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ of

$$
\begin{cases}\operatorname{curl}\left(\epsilon^{-1}(\operatorname{curl} H+e \gamma(u))\right)-\mu \nabla \operatorname{div}(\mu H)=0 & \text { in } \Gamma,  \tag{6.1}\\ \operatorname{Div}\left(C \gamma(u)+e^{\top} \epsilon^{-1} e \gamma(u)+e^{\top} \epsilon^{-1} \operatorname{curl} H\right)=0 & \text { in } \Gamma, \\ u=0 & \text { on } \partial \Gamma, \\ \mu H \cdot n=0 & \text { on } \partial \Gamma, \\ \mu \nabla(\operatorname{div}(\mu H)) \cdot n=0 & \text { on } \partial \Gamma, \\ \epsilon^{-1}(\operatorname{curl} H+e \gamma(u)) \times n=0 & \text { on } \partial \Gamma .\end{cases}
$$

If a nontrivial solution exists, then we say that $\lambda$ is a corner exponent.
Inspired by $[4,5,6]$, this problem is split up into three subproblems by introducing the auxiliary unknowns

$$
\psi=-\epsilon^{-1}(\operatorname{curl} H+e \gamma(u))
$$

and

$$
q=\operatorname{div}(\mu H)
$$

With this notation, problem (6.1) is equivalent to looking for $q,(\psi, u), H$ successive solutions of

$$
\begin{gather*}
\left\{\begin{array}{cl}
\operatorname{div}(\mu \nabla q)=0 & \text { in } \Gamma, \\
\mu \nabla q \cdot n=0 & \text { on } \partial \Gamma,
\end{array}\right.  \tag{6.2}\\
\begin{cases}\operatorname{curl} \psi=-\mu \nabla q & \text { in } \Gamma, \\
\operatorname{div}(\epsilon \psi+e \gamma(u))=0 & \text { in } \Gamma, \\
\operatorname{Div}\left(C \gamma(u)-e^{\top} \psi\right)=0 & \text { in } \Gamma, \\
\psi \times n=0, u=0 & \text { on } \partial \Gamma,\end{cases} \\
\begin{cases}\operatorname{curl} H=-\epsilon \psi-e \gamma(u) & \text { in } \Gamma \\
\operatorname{div}(\mu H)=q & \text { in } \Gamma \\
\mu H \cdot n=0 & \text { on } \partial \Gamma\end{cases} \tag{6.4}
\end{gather*}
$$

This means that three types of singularities may appear:
Type 1: $q=0, \psi=u=0$, and $H$ is a general solution of (6.4).
Type 2: $q=0,(\psi, u)$ is a general solution of $(6.3)$, and $H$ is a particular solution of (6.4).

Type 3: $q$ is a general solution of $(6.2),(\psi, u)$ is a particular solution of $(6.3)$, and $H$ is a particular solution of (6.4).

These three types of singularities may be described with the help of the corner singularities of the operator $\Delta_{\mu}^{N e u}$ and of the $4 \times 4$ elliptic system (4.2)-(4.3) with Dirichlet boundary conditions described in subsection 4.1.

Since for our problem (3.9) $\operatorname{div}(\mu H)=0$ and is then regular, we do not describe the singularities of Type 3 because they cannot occur for any solution of (3.9).

The singularities of Type 1 are obtained exactly as in Lemma 5.1 of [5] since only the magnetic field $H$ is involved.

Lemma 6.1. Assume that $\lambda \neq-1$. Then $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ is a singularity of type 1 if and only if $\lambda+1$ belongs to $\Lambda_{\mu}^{N e u}(\Gamma)$ and $H=\nabla \Phi$, with $\Phi \in Z_{N e u}^{\lambda+1}(\Gamma, \mu)$.

The situation is different for singularity of Type 2 since the coupling between the elasticity system and Maxwell's equations appear via problem (6.3).

Lemma 6.2. Assume that $\lambda \neq-1$. Then $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ is a singularity of type 2 if and only if $\lambda$ belongs to $\Lambda_{C, \epsilon, e}^{D i r}(\Gamma), \psi=\nabla \chi$, with $(u, \chi) \in Z_{D i r}^{\lambda}(\Gamma, C, \epsilon, e)$, and $H$ is given by

$$
\begin{equation*}
H=\frac{1}{\lambda+1}(a \times \mathbf{x}+\nabla r) \tag{6.5}
\end{equation*}
$$

where $a=-(\epsilon \psi+e \gamma(u))$ and $r \in S^{\lambda+1}(\Gamma)$ is solution of

$$
\begin{cases}\operatorname{div}(\mu \nabla r)=-\operatorname{div}(\mu(a \times \mathbf{x})) & \text { in } \Gamma  \tag{6.6}\\ \mu \nabla r \cdot n=-\mu(a \times \mathbf{x}) \cdot n & \text { on } \partial \Gamma\end{cases}
$$

Proof. As

$$
\boldsymbol{\operatorname { c u r }} \psi=0 \text { in } \Gamma
$$

there exists $\chi \in S^{\lambda}(\Gamma)$ such that

$$
\psi=\nabla \chi \text { in } \Gamma
$$

From (6.3) we deduce that

$$
\begin{cases}\operatorname{div}(\epsilon \nabla \chi+e \gamma(u))=0 & \text { in } \Gamma \\ \operatorname{Div}\left(C \gamma(u)-e^{\top} \nabla \chi\right)=0 & \text { in } \Gamma \\ \chi=0, u=0 & \text { on } \partial \Gamma\end{cases}
$$

In view of section 5 , we deduce that $(u, \chi) \in Z_{D i r}^{\lambda}(\Gamma, C, \epsilon, e)$.
Now we readily check that $H$ in the form (6.5) is a solution of (6.4) if and only if $r$ is a solution of (6.6), whose solution exists by Theorem 4.14 of [23] and because $\operatorname{curl}(a \times \mathbf{x})=(\lambda+1) a$.

Lemma 6.3. There is no corner singularity of Type 2 in the strip $\Re \lambda \in]-1,0]$.
Proof. By Theorem 1 of [16] (see Remark 2 of [16], or Theorem 2 of [17]), the set $\Lambda_{C, \epsilon, e}^{\operatorname{Dir}}(\Gamma) \cap[-1,0]$ is empty. We conclude by Lemma 6.2.

Since the singularities of our problem (3.9) have to be locally in $X_{T}(\Gamma, \mu)$, among the singular exponents described above we select the subset $\Lambda_{c}$ of $\lambda>-\frac{3}{2}$ such that there exists $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ solution of (6.1) such that

$$
\chi(u, H) \in X_{T}(\Gamma, \mu)
$$

where $\chi$ is a cut-off function equal to 1 near $c$. This last condition implies the following constraints for our first two types of singularities (see $[5,6]$ ):

Type 1: $\lambda+1 \in \Lambda_{\mu}^{N e u}(\Gamma)$ and since $\Lambda_{\mu}^{N e u}(\Gamma) \cap[-1,0]$ is empty, by Lemma 5.4 of [5] we get the condition $\lambda>-1$.

Type 2: $\lambda \in \Lambda_{C, \epsilon, e}^{D i r}(\Gamma)$ and by the condition $\chi u \in H^{1}(\Gamma)^{3}$, we get $\lambda>-\frac{1}{2}$. By Lemma 6.3, we arrive at the condition $\lambda>0$.

In conclusion, the set of corner singular exponents is

$$
\Lambda_{c}=\left\{\lambda>-1: \lambda+1 \in \Lambda_{\mu}^{N e u}\left(\Gamma_{c}\right)\right\} \cup\left\{\lambda>0: \lambda \in \Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{c}\right)\right\}
$$

6.2. Edge singularities. Fix an edge $a \in \mathcal{A}$ of $\Omega$ and drop the index $a$. As before, we are looking for solutions of the homogeneous piezoelectric system (6.1) in $\Gamma \times \mathbb{R}$. For the elasticity system or Maxwell's equations, the system obtained in the Cartesian coordinates $(x, y, z)$ (according to the notation introduced in section 5 , the $z$-axis contains the edge $a$ ) is split up into two independent problems in $\Gamma_{a}$. Here the coupling between these systems prevents this splitting. Therefore we simply follow the approach of the previous subsection. Namely, we search nonpolynomial solutions $(u, H)$ of (6.1) independent of the $z$-variable and in the space

$$
\begin{array}{r}
\mathbf{S}_{T}^{\lambda}(\Gamma, \mu)=\left\{(u, H) \in H_{0, l o c}^{1}(\Gamma \times \mathbb{R})^{3} \times X_{T, l o c}(\Gamma \times \mathbb{R}, \mu): \operatorname{div}(\mu H) \in H_{l o c}^{1}(\Gamma \times \mathbb{R})\right. \\
u(x, y, z)=r^{\lambda} \sum_{q=0}^{Q}(\log r)^{q} U_{q}(\theta) \\
\left.H(x, y, z)=r^{\lambda} \sum_{q=0}^{Q}(\log r)^{q} H_{q}(\theta)\right\}
\end{array}
$$

the index loc here means that the properties hold in all bounded domains far from $a$.
Then we introduce the auxiliary unknowns $\psi$ and $q$ defined as before but here independent of the variable $z$. This leads to the successive problems (6.2), (6.3), and (6.4) (where all derivatives in $z$ are equal to zero). As before, singularities of Types 1,2 , and 3 appear. The singularities of Type 3 are not studied for the same reason as before. We now describe the singularities of Type 1 (compare with Lemma 6.1).

Lemma 6.4. Assume that $\lambda \neq-1$. Then $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ is an edge singularity of type 1 if and only if $\lambda+1$ belongs to $\Lambda_{\mu}^{N e u}(\Gamma), u=0$ and

$$
H=\left(\nabla_{2} \Phi, 0\right)^{\top}
$$

with $\Phi \in Z_{N e u}^{\lambda+1}(\Gamma, \mu)$.
Proof. As

$$
\operatorname{curl} H=\left(\begin{array}{c}
\partial_{2} H_{3} \\
-\partial_{1} H_{3} \\
\partial_{1} H_{2}-\partial_{2} H_{1}
\end{array}\right)=0
$$

the third component $H_{3}$ is constant and the field

$$
h=\binom{H_{1}}{H_{2}}
$$

has a two-dimensional zero curl. Therefore there exists $\Phi$ such that $h=\nabla_{2} \Phi$, and we conclude as in Lemma 6.1.

Let us continue with singularities of Type 2.
Lemma 6.5. Assume that $\lambda \neq-1$ and $\lambda \neq 0$. Then $(u, H) \in \mathbf{S}_{T}^{\lambda}(\Gamma, \mu)$ is an edge singularity of Type 2 if and only if $\lambda$ belongs to $\Lambda_{C, \epsilon, e}^{D i r}(\Gamma), \psi=\left(\nabla_{2} \chi, 0\right)^{\top}$, with $(u, \chi) \in Z_{D i r}^{\lambda}(\Gamma, C, \epsilon, e)$ and $H$ given by

$$
H=\left(\begin{array}{c}
\frac{a_{3} x_{2}}{\lambda}  \tag{6.7}\\
\frac{a_{3} x_{1}}{\lambda} \\
\frac{a_{1} x_{2}-a_{2} x_{1}}{\lambda+1}
\end{array}\right)+\left(\nabla_{2} r, 0\right)^{\top}
$$

where $a=-(\epsilon \psi+e \gamma(u))$ and $r \in S^{\lambda+1}(\Gamma)$ is the solution of

$$
\begin{cases}\operatorname{div}_{2}\left(\mu \nabla_{2} r\right)=-\operatorname{div}_{2}\left(\mu\binom{\frac{a_{3} x_{2}}{\lambda}}{\frac{a_{3} x_{1}}{\lambda}}\right) & \text { in } \Gamma  \tag{6.8}\\ \mu \nabla r \cdot n=-\mu\left(\frac{a_{3} x_{2}}{\lambda}\right) \cdot n & \text { on } \partial \Gamma\end{cases}
$$

Proof. As in the previous lemma, since $\operatorname{curl} \psi=0$ in $\Gamma$, there exists $\chi \in S^{\lambda}(\Gamma)$ such that

$$
\psi=\left(\nabla_{2} \chi, 0\right)^{\top} \text { in } \Gamma
$$

From (6.3) we deduce that

$$
\begin{cases}\operatorname{div}(\epsilon \nabla \chi+e \gamma(u))=0 & \text { in } \Gamma \\ \operatorname{Div}\left(C \gamma(u)-e^{\top} \nabla \chi\right)=0 & \text { in } \Gamma \\ \chi=0, u=0 & \text { on } \partial \Gamma\end{cases}
$$

This means that $(u, \chi) \in Z_{D i r}^{\lambda}(\Gamma, C, \epsilon, e)$ owing to section 5 (recalling that $u$ and $\chi$ are independent of the $z$-variable).

As in Lemma 6.2, we easily check that $H$ in the form (6.7) is a solution of (6.4) if and only if $r$ is a solution of (6.8), whose existence follows from Theorem 4.14 of [23].

In summary we may formulate the following corollary.
Corollary 6.6. The set $\Lambda_{a}$ of edge exponents associated with a is given by

$$
\Lambda_{a}=\left\{\lambda>-1: \lambda+1 \in \Lambda_{\mu}^{N e u}\left(\Gamma_{a}\right)\right\} \cup\left\{\lambda>0: \lambda \in \Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{a}\right)\right\}
$$

7. Regularity results. In this section, we describe regularity results of a solution $u, H, E$ of our time-harmonic piezoelectric system. These results use its weak formulation obtained above, are based on the knowledge of corner and edge singularities of these formulation described in the previous section, and rely on the application of Mellin's techniques as in $[4,5]$.

For the sake of brevity, we do not describe singular decomposition of such a solution. Using the techniques from [4, 5], for sufficiently smooth data we may obtain a decomposition of $u, H, E$ into a regular part and a singular one.
7.1. The case positive definite. Before stating our regularity results, let us introduce the following notation: For any corner $c \in \mathcal{C}$ introduce

$$
\begin{aligned}
& \lambda_{c, u}=\min \left\{\lambda>0: \lambda \in \Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{c}\right)\right\}, \\
& \lambda_{c, H}=\min \left\{\lambda: \lambda \in \Lambda_{c}\right\}
\end{aligned}
$$

Similarly, for any edge $a \in \mathcal{A}$ define

$$
\begin{aligned}
& \lambda_{a, u}=\min \left\{\lambda>0: \lambda \in \Lambda_{C, \epsilon, e}^{D i r}\left(\Gamma_{a}\right)\right\}, \\
& \lambda_{a, H}=\min \left\{\lambda: \lambda \in \Lambda_{a}\right\}
\end{aligned}
$$

Finally, we set

$$
\begin{aligned}
& \tau_{u}:=\min \left(\min _{a \in \mathcal{A}} \lambda_{a, u}, \frac{1}{2}+\min _{c \in \mathcal{C}} \lambda_{c, u}\right) \\
& \tau_{H}:=\min \left(\min _{a \in \mathcal{A}} \lambda_{a, H}, \frac{1}{2}+\min _{c \in \mathcal{C}} \lambda_{c, H}\right)
\end{aligned}
$$

We remark that $\tau_{u}$ does not depend on $\mu$.
ThEOREM 7.1. Let $\left(u_{\omega}, H\right) \in H_{0}^{1}(\Omega)^{3} \times X_{T}(\Omega, \mu)$ be a solution of problem (3.9), with $J$ and $f$ smooth enough. Then we have

$$
\begin{align*}
& u_{\omega} \in H^{1+\tau}(\Omega)^{3} \forall \tau<\tau_{u}  \tag{7.1}\\
& H \in H^{\tau}(\Omega)^{3} \forall \tau<\tau_{H} \tag{7.2}
\end{align*}
$$

Proof. Mellin's techniques directly imply that

$$
\left(u_{\omega}, H\right) \in H^{\tau}(\Omega)^{6} \forall \tau<\tau_{H}
$$

The extra regularity for $u_{\omega}$ follows from the description of the singularities of problem (3.9) made in section 6 , where we see that the regularity of $u_{\omega}$ is only determined by the singularity of type 2 .

Corollary 7.2. Assume that $J$ and $f$ are smooth. Let $u, E, H$ be solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) obtained by Theorem 3.5. Then $u$ has the regularity (7.1), $H$ has the regularity (7.2), and $E$ satisfies

$$
\begin{equation*}
E \in H^{\tau}(\Omega)^{3} \forall \tau<\tau_{u} \tag{7.3}
\end{equation*}
$$

Proof. The previous lemma directly yields the regularity for $u$ and $H$. By (3.1), $E$ has the regularity of curl $H+i \omega e \gamma(u)$. Since the singularities of type 1 for $H$ are gradient, the regularity of $E$ is only determined by the singularities of type 2 .
7.2. The case $=\mathbf{0}$. Here, to solve our piezoelectric system we may use either the $E$-formulation or the $H$-formulation. Both formulations give the same regularity for $u$ and $E$, which is quite natural since generically they are identical (see Theorem 4.7).

ThEOREM 7.3. Let $\left(u_{\omega}, \varphi\right) \in H_{0}^{1}(\Omega)^{4}$ be a solution of problem (4.4) with $J$ and $f$ smooth enough; then we have

$$
\begin{equation*}
\left(u_{\omega}, \varphi\right) \in H^{1+\tau}(\Omega)^{4} \forall \tau<\tau_{u} \tag{7.4}
\end{equation*}
$$

where $\tau_{u}$ is defined as before.
Proof. Since the system associated with (4.4) is the strongly elliptic system (4.2)-(4.3) with Dirichlet boundary conditions, the mentioned regularity result follows from Theorem 5.11 of [7].

Corollary 7.4. Assume that $J$ and $f$ are smooth. Let $u, E, H$ be solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) obtained by Theorem 4.3. Then $u$ has the regularity (7.1) and E satisfies (7.3).

Proof. This is a direct consequence of the previous theorem since $E=\frac{1}{i \omega} \nabla \varphi$.
For the $H$-formulation, the arguments of the previous subsection directly give the next results.

THEOREM 7.5. Let $\left(u_{\omega}, H\right) \in H_{0}^{1}(\Omega)^{3} \times X_{T}(\Omega, I)$ be a solution of problem (3.9) in the sense of Lemma 4.4 with $J$ and $f$ smooth enough. Then the regularity results (7.1)-(7.2) hold, $\tau_{H}$ being defined as before but with $\mu=I$.

Corollary 7.6. Assume that $J$ and $f$ are smooth. Let $u, E, H$ be solutions of (2.8), (2.9), (2.10), and (2.11) with the boundary conditions (2.6) and (2.7) obtained by Theorem 4.6. Then $u$ has the regularity (7.1), $H$ has the regularity (7.2), and $E$ satisfies (7.3).
8. Numerical examples of edge singular exponents. To illustrate our theoretical results, we give some edge singular exponents of our piezoelectric system corresponding to some illustrative materials when $c_{45}=c_{16}=c_{26}=c_{36}=0, c_{11}=c_{22}$, $c_{44}=c_{55}, c_{66}=\frac{c_{11}-c_{12}}{2}, \epsilon_{11}=\epsilon_{22}$, and $\epsilon_{12}=0$. We further consider a dihedral cone $\Gamma_{a} \times \mathbb{R}$ such that the edge $a$ of this cone (corresponding to the axis $z=0$ ) is parallel to the poling direction $x_{3}$. In that case, the system (5.4) reduces to the following $4 \times 4$ system (see, for instance, [19]):

$$
\begin{array}{cc}
\left(\begin{array}{cc}
c_{11} \partial_{1}^{2}+\frac{c_{11}-c_{12}}{2} \partial_{2}^{2} & \frac{c_{11}+c_{12}}{c_{1}} \partial_{2} \\
\frac{c_{11}+c_{12}}{2} \partial_{1} \partial_{2} & \frac{c_{11}-c_{12}}{2} \partial_{1}^{2}+c_{11} \partial_{2}^{2}
\end{array}\right)\binom{u_{1}}{u_{2}}=\binom{0}{0} & \text { in } \Gamma_{a} \\
\left(\begin{array}{cc}
c_{44} \Delta & e_{15} \Delta \\
-e_{15} \Delta & \epsilon_{11} \Delta
\end{array}\right)\binom{u_{3}}{\chi}=\binom{0}{0} & \text { in } \Gamma_{a} \\
\chi=0, u=0 & \text { on } \partial \Gamma_{a}
\end{array}
$$

where, as usual, $\Delta=\partial_{1}^{2}+\partial_{2}^{2}$. Setting $v=c_{44} u_{3}+e_{15} \chi$ and $w=-e_{15} u_{3}+\epsilon_{11} \chi$, this system is equivalent to

$$
\begin{array}{r}
\left(\begin{array}{ll}
c_{11} \partial_{1}^{2}+\frac{c_{11}-c_{12}}{2} \partial_{2}^{2} & \frac{c_{11}+c_{12}}{c_{11}+c_{12}} \partial_{1} \partial_{2} \\
\frac{c_{11}-c_{12}}{2} \partial_{1}^{2}+c_{11} \partial_{2}^{2}
\end{array}\right)\binom{u_{1}}{u_{2}}=\binom{0}{0} \text { in } \Gamma_{a} \\
\Delta v=0 \text { in } \Gamma_{a} \\
\Delta w=0 \text { in } \Gamma_{a} \\
u_{1}=u_{2}=v=w=0 \text { on } \partial \Gamma_{a} .
\end{array}
$$

This last system is decoupled into a $2 \times 2$ system of the isotropic elasticity for the pair ( $u_{1}, u_{2}$ ) (with Lamé coefficients given by $\lambda=c_{12}$ and $\mu=\frac{c_{11}-c_{12}}{2}$ ) with Dirichlet boundary conditions and two Dirichlet problems for $v$ and $w$. For this last Dirichlet problem, it is well known that the singular exponents are given by $\frac{l \pi}{\omega}$, with $l \in \mathbb{N}$, when $\omega$ is the interior opening of $\Gamma_{a}$. On the other hand, the singular exponents of the isotropic elasticity are also well known and are the set of $\lambda \in \mathbb{C}$ such that (see, for instance, [12])

$$
k^{2} \sin (\lambda \omega)^{2}=\lambda^{2} \sin (\omega)^{2}
$$

with $k=\frac{3 c_{11}-c_{12}}{c_{11}+c_{12}}$.
The zeros of this equation can be easily computed using a Newton method. Figures 8.1 and 8.2 show the real part of the singular exponents in the strip $\Re \lambda \in(0,2)$ for all values of $\omega \in(0,2 \pi]$ for the piezoelectric materials $\mathrm{PZT}-4$ and $\mathrm{BaTiO}_{3}$ in black lines. In these figures, the gray lines correspond to the curves $\frac{l \pi}{\omega}$, for $l=1,2,3$. From these figures, we may conclude that for these materials the strongest singular


Fig. 8.1. The edge exponents for the PZT-4.


Fig. 8.2. The edge exponents for the $\mathrm{BaTiO}_{3}$.
exponent $\lambda_{0}$ (strongest in the sense that $\Re \lambda_{0}$ is minimal) is always the one coming from the $2 \times 2$ system of elasticity and that $\Re \lambda_{0}>1 / 2$ (see Theorem 2.2 of [22]). This last property implies the $H^{3 / 2}$-regularity (resp., $H^{1 / 2}$-regularity) for $u$ (resp., for $E$ ) along the edge. Note further that the curves obtained for the $P Z T-4$ are similar to the ones shown in Figure 4b of [29] (in that paper, the singular exponents are obtained using an extension of Lekhnitskii's representation for elastic solids).

Remark 8.1. If the edge is not parallel to the poling direction, then the above decoupling phenomenon does not appear. The calculation of the edge singular expo-
nents is then more complicated and will be done using a finite element method. This will be done in a forthcoming paper [20].
9. Conclusions. We have investigated a general time-harmonic piezoelectric system, which contains as special cases standard models like ceramics. We developed the appropriate formalism in order to get existence and uniqueness results of weak solutions in the case when the magnetic permeability matrix is positive definite (case of the $\mathrm{BaTiO}_{3}$ ) and the case when the magnetic permeability matrix is equal to zero (case of the $P Z T$ ). In the latter case, we gave two different formulations: the $E$-formulation and the $H$-formulation. For this second one, Gauge conditions are introduced as for eddy current problem. We further show that generically these two formulations yield the same solutions. We described the corner and edge singularities of our general system and deduced some regularity results. Some edge singular exponents were given in order to illustrate our theoretical results.

Acknowledgments. We thank C. Courtois and A. Leriche from the laboratory LMP (UVHC) for valuable discussions about these topics.

## REFERENCES

[1] C. Amrouche, C. Bernardi, M. Dauge, and V. Girault, Vector potentials in threedimensional nonsmooth domains, Math. Methods Applied Sci., 21 (1998), pp. 823-864.
[2] D. A. Berlincourt, D. R. Curran, and H. Jaffe, Piezoelectric and piezomagnetic materials and their function in transducers, Physical Acoustics, 1 (1964), pp. 169-270.
[3] A. Bossavit, Electromagnétisme en vue de la modélisation, Springer-Verlag, Paris, 1993.
[4] M. Costabel and M. Dauge, Singularities of electromagnetic fields in polyhedral domains, Arch. Ration. Mech. Anal., 151 (2000), pp. 221-276.
[5] M. Costabel, M. Dauge, and S. Nicaise, Singularities of Maxwell interface problems, RAIRO Modél. Math. Anal. Numér., 33 (1999), pp. 627-649.
[6] M. Costabel, M. Dauge, and S. Nicaise, Singularities of eddy current problems, RAIRO Modél. Math. Anal. Numér., 37 (2003), pp. 807-831.
[7] M. Dauge, Elliptic Boundary Value Problems in Corner Domains. Smoothness and Asymptotics of Solutions, L. N. in Math. 1341, Springer-Verlag, Berlin, 1988.
[8] A. C. Eringen and G. A. Maugin, Electrodynamics of Continua, Vols. 1, 2, Springer-Verlag, New York, 1990.
[9] W. Geis, A.-M. SÄndig, And G. Mishuris, Piezoelectricity in Multi-layer Actuators: Modelling and Analysis in Two and Three-Dimensions, Preprint IANS, 2003/23, Univ. Stuttgart, Germany, 2003.
[10] V. Girault and P.-A. Raviart, Finite Element Methods for Navier-Stokes Equations, Springer Ser. Comput. Math. 5, Springer-Verlag, New York, 1986.
[11] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Monogr. Stud. Math. 24, Pitman, Boston, 1985.
[12] P. Grisvard, Singularité en elasticité, Archiv. Ration. Mech. Anal., 107 (1989), pp. 157-180.
[13] D. Iesan, Plane strain problems in piezoelectricity, Internat. J. Engrg. Sci., 25 (1987), pp. 15111523.
[14] T. Ikeda, Fundamentals of Piezoelectricity, Oxford University Press, Oxford, 1996.
[15] V. A. Kondrat'ev, Boundary-value problems for elliptic equations in domains with conical or angular points, Trans. Moscow Math. Soc., 16 (1967), pp. 227-313.
[16] V. A. Kozlov and V. G. Maz'ya, Spectral properties of the operator bundles generated by elliptic boundary value problems in a cone, Funct. Anal. Appl., 22 (1988), pp. 38-46.
[17] V. A. Kozlov and V. G. Maz'ya, On the behaviour of the spectrum of parameter-depending operators under small variation of the domain and an application to operator pencils generated by boundary value problems in a cone, Math. Nachr., 153 (1991), pp. 123-129.
[18] V. A. Kozlov, V. G. Maz'ya, and J. Rossman, Elliptic Boundary Value Problems in Domains with Point Singularities, Math. Surveys Monogr. 52, AMS, Providence, RI, 1997.
[19] L. Marin, The Behaviour of Piezoelectric Materials under Mechanical and Electrical Loadings, Master Thesis, Univ. Kaiserslautern, Germany, 1998.
[20] D. Mercier and S. Nicaise, Regularity Results for a Two-Dimensional Piezoelectric System and Crack Propagation Criteria, manuscript.
[21] S. Nicaise, Exact controllability of a pluridimensional coupled problem, Rev. Mat. Complut., 5 (1992), pp. 91-135.
[22] S. Nicaise, About the Lamé system in a polygonal or a polyhedral domain and a coupled problem between the Lamé system and the plate equation I: Regularity of the solutions, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 19 (1992), pp. 327-361.
[23] S. Nicaise, Polygonal Interface Problems, Peter Lang, Berlin, 1993.
[24] W. Novacki, Mathematical models of phenomenological piezoelectricity, in Mathematical Models and Methods in Mechanics, Banach Center Publ. 15, Polish Academy of Sciences, Warsaw, Poland, 1985, pp. 593-607.
[25] Y. E. PAK, Linear electro-elastic fracture mechanics of piezoelectric materials, Internat. J. Fracture, 54 (1992), pp. 79-100.
[26] E. Pan and P. R. Heyliger, Exact solutions for magneto-electro-elastic laminates in cylindrical bending, Internat. J. Solids Structures, 40 (2003), pp. 6859-6876.
[27] H. A. Sosa and Y. E. Pak, Three-dimensional eigenfunction analysis of a crack in a piezoelectric material, Internat. J. Solids Structures, 26 (1990), pp. 1-15.
[28] Сh. Weber, A local compactness theorem for Maxwell's equations, Math. Methods Appl. Sci., 2 (1980), pp. 12-25.
[29] X.-L. Xu and R. Rajapakse, On singularities in composite piezoelectric wedges and junctions, Internat. J. Solids Structures, 37 (2000), pp. 3253-3275.
[30] X.-L. Xu and R. Rajapakse, On a plane crack in piezoelectric solids, Internat. J. Solids Structures, 38 (2001), pp. 7643-7658.

# APPLICATION OF THE REALIZATION OF HOMOGENEOUS SOBOLEV SPACES TO NAVIER-STOKES* 

LORENZO BRANDOLESE ${ }^{\dagger}$


#### Abstract
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1. Introduction. Consider the Navier-Stokes equations for a viscous incompressible fluid in the three-dimensional space and not submitted to external forces:

$$
\left\{\begin{array}{l}
\partial_{t} u+(u \cdot \nabla) u=\Delta u-\nabla p  \tag{NS}\\
\nabla \cdot u=0 \\
u(x, 0)=a(x)
\end{array}\right.
$$

Here $u=\left(u_{1}, u_{2}, u_{3}\right)$ is the velocity field and $p$ is the pressure, both defined in $\mathbb{R}^{3} \times$ $\left[0, \infty\left[\right.\right.$. Moreover, $\nabla \cdot u=\sum_{j=1}^{3} \partial_{j} u_{j}$ and $(u \cdot \nabla) u=\sum_{j=1}^{3} u_{j} \partial_{j} u$.

If $a \in L^{2}\left(\mathbb{R}^{3}\right)$, then we have known for a very long time that a weak solution to (NS) exists such that $u \in L^{\infty}(] 0, \infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)$ and $\nabla u \in L^{2}(] 0, \infty\left[, L^{2}\left(\mathbb{R}^{3}\right)\right)$. If we know, in addition, that the initial datum is well localized in $\mathbb{R}^{3}$, then these conditions, of course, do not give us so much information on the spatial localization of $u(t)$ during the evolution. Then the natural problem arises of finding the functional spaces that would provide the good setting for obtaining such information. Several papers have been written on this topic; see, e.g., [14], [9], [10], [13], [1], [16] and the references therein. In particular, it was shown in [14] that the condition $a \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right)\left(0 \leq \delta \leq \frac{3}{2}\right)$ is conserved during the evolution, for a suitable class of weak solutions. Here and below, this weighted- $L^{2}$ space is equipped with the natural norm $\left(\int|a(x)|^{2}\left(1+|x|^{2}\right)^{\delta} d x\right)^{1 / 2}$. As far as we deal with data belonging to general weighted- $L^{2}$ spaces, it seems difficult to improve the upper bound on $\delta$.

When dealing with strong solutions to (NS) one can obtain sharper conclusions on the localization of $u$. For example, assuming that $a \in L^{1} \cap L^{2}\left(\mathbb{R}^{3}\right)$, He [13] proves, among other things, that $u(t)$ belongs to $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{2} d x\right)$ at least in some time interval $[0, T], T>0$ (and uniformly in $[0,+\infty[$, under a supplementary smallness assumption). In a slightly different context, we would also like to mention the work of Miyakawa [17], in which it is shown that $u(x, t) \sim|x|^{-\alpha} t^{-\beta / 2}$ as $|x| \rightarrow \infty$ or $t \rightarrow \infty$,

[^36]for all $\alpha, \beta \geq 0$ and $1 \leq \alpha+\beta \leq 4$, under suitable assumptions on $a$. The main tool here is the application of the contraction mapping theorem to the integral equation
\[

$$
\begin{equation*}
u(t)=e^{t \Delta} a-\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta} \mathbb{P}(u \otimes u)(s) d s \tag{IE}
\end{equation*}
$$

\]

where $e^{t \Delta}$ is the heat semigroup and $\mathbb{P}$ is the Leray-Hopf projector onto the solenoidal vector fields, defined by $\mathbb{P} f=f-\nabla \Delta^{-1}(\nabla \cdot f)$, where $f=\left(f_{1}, f_{2}, f_{3}\right)$. Note that (IE), together with the divergence-free condition $\nabla \cdot a=0$, is equivalent to (NS) under very general assumptions (see [11]).

If we compare the results on the spatial localization contained in [13] and [17], we see that Miyakawa's results seem to give a slightly better conclusion. Indeed, [17] tells us that the condition $a(x) \sim|x|^{-4}$ at infinity is conserved during the evolution (furthermore, $|x|^{-4}$ is known to be the optimal decay in the generic case), whereas, according to [13], the condition $u(t) \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{2} d x\right)$ only tells us, formally, that $u(t) \sim|x|^{-7 / 2}$ at infinity. Then there is a small gap between the results on the pointwise decay and those in the weighted $-L^{2}$ setting.

The first purpose of this paper is to obtain a persistence result in suitable subspaces of $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\alpha} d x\right)$, for all $0 \leq \alpha<\frac{5}{2}$, which, at least formally, will allow us to recover the optimal decay of the velocity field. To do this, rather than establishing a new theorem we shall give a new interpretation of a known result by Furioli and Terraneo on the molecules of the Hardy space [12]. More precisely, let us introduce the space $Z_{\delta}$ of functions (or vector fields) $f$ such that

$$
\begin{align*}
f & \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta-2} d x\right)  \tag{1.1}\\
\nabla f & \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta-1} d x\right)  \tag{1.2}\\
\Delta f & \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right) \tag{1.3}
\end{align*}
$$

We provide such space with its natural norm. We will prove the following theorem (announced, in a weaker form, in [5]).

THEOREM 1.1. Let $\frac{1}{2} \leq \delta<\frac{9}{2}$ and let $a \in Z_{\delta}$ be a solenoidal vector field. Then there exists $T>0$ such that (IE) possesses a unique strong solution $u \in C\left([0, T], Z_{\delta}\right)$.

The restriction $\delta<\frac{9}{2}$ is consistent with the spatial spreading effect of the velocity field described, e.g., in [6]: we cannot have $u \in C\left([0, T], Z_{9 / 2}\right)$ unless the initial data have some symmetry properties. As we shall see, the elements of $Z_{\delta}$ are $o\left(|x|^{-\delta+1 / 2}\right)$ at infinity. Hence the correspondence between this result and those on the pointwise decay is not merely formal. The condition $\delta \geq \frac{1}{2}$ is physically reasonable since it prevents $u \rightarrow \infty$ as $|x| \rightarrow \infty$.

In section 3 we show that Theorem 1.1 is essentially equivalent to (but slightly improves) the result by Furioli and Terraneo [12]. Their motivation was different and this is probably the reason why the relation between their space of molecules $X_{\delta}$ (defined below) and the more natural space $Z_{\delta}$ is not found in [12]; motivated by the problem of the unicity of mild solutions in critical spaces (i.e., homogeneous spaces of degree -1 ), they studied the Navier-Stokes equations in $\Delta^{-1} \mathcal{H}^{1}$, which is the space made of all distributions vanishing at infinity and such that their Laplacian belongs to the Hardy space $\mathcal{H}^{1}\left(\mathbb{R}^{3}\right)$. As discussed also in [15], such space gives a useful insight of solutions to the Navier-Stokes equations. Indeed, if a solution $u$ satisfies $\Delta u \in \mathcal{H}^{1}\left(\mathbb{R}^{3}\right)$, then $u \in L^{3}\left(\mathbb{R}^{3}\right), \nabla \otimes u \in L^{3 / 2}$, and $(u \cdot \nabla) u \in \mathcal{H}^{1}\left(\mathbb{R}^{3}\right)$ (this is a consequence of the so-called div-curl lemma as stated in [7]). Furthermore, $\nabla p \in \mathcal{H}^{1}\left(\mathbb{R}^{3}\right)$ (this follows from the classical relation $\Delta p=\sum_{h, k=1}^{3} \partial_{h} \partial_{k}\left(u_{h} u_{k}\right)$ and
the boundedness of the Riesz transforms in the Hardy space). Thus, the three terms which contribute to $\partial_{t} u$ in (NS) have the same regularity.

Moreover, the Hardy space has a very simple structure, due to its well-known atomic decomposition. Hence, solving the equations in $\Delta^{-1} \mathcal{H}^{1}$ yields a natural decomposition of the flow into simple "building blocks." Furioli and Terraneo considered the converse problem of studying the evolution of each building block. The result of [12] essentially states that if $\Delta u$ is a molecule of the Hardy space (in a sense close to that of Coifman and Weiss [8]) at the beginning of the evolution, then this property remains true for a certain time. To do this they introduced, for $\delta>\frac{3}{2}$, the space $X_{\delta}$ defined as the set of all tempered distributions $f$ vanishing at infinity such that $\Delta f \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right)$ and $\int x^{\alpha} \Delta f(x) d x=0$ for all $\alpha \in \mathbb{N}^{3}$ such that $\alpha_{1}+\alpha_{2}+\alpha_{3}<\delta-\frac{3}{2}$. The norm of $X_{\delta}$ is defined by

$$
\|f\|_{X_{\delta}}^{2} \equiv \int|\Delta f(x)|^{2}\left(1+|x|^{2}\right)^{\delta} d x
$$

Furioli and Terraneo's theorem then is stated as Theorem 1.1, with $X_{\delta}$ instead of $Z_{\delta}$, and with the additional restrictions $\frac{3}{2}<\delta<\frac{9}{2}$ and $\delta \neq \frac{5}{2}, \frac{7}{2}$. The condition $\delta>\frac{3}{2}$ is important for the embedding $X_{\delta} \subset \Delta^{-1} \mathcal{H}^{1}$. However, P.-G. Lemarié-Rieusset noticed that the condition $\delta \neq \frac{5}{2}, \frac{7}{2}$ can be removed. Their paper is technical and relies on the theory of local Muckenhoupt weights.

The second purpose of this paper is to provide a simpler proof of their result. Indeed, in section 4 we remark that the Fourier transform of $X_{\delta}$ is closely related to the realization "à la Bourdaud" [3] of the homogeneous Sobolev space $\dot{H}^{\delta}$. The operators involved in (IE) turn out to be Fourier pointwise multipliers of the realized spaces. Therefore the estimates that are needed to establish the boundedness of the bilinear operator $B(u, v)(t)=\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta} \mathbb{P}(u \otimes v)(s) d s$ in $C\left([0, T], X_{\delta}\right)$ become very natural. The conclusion of the proof is a simple application of the contraction mapping theorem.

The idea of using Bourdaud's results on realized spaces in this way (or analogous results by Youssfi [20] for the realized homogeneous Besov spaces) seems to be new. Since this argument does not directly rely on the divergence-free condition or the matricial structure of $\mathbb{P}$, it can be easily applied to more general equations. Moreover, we feel that providing evidence of the relation between the localization problem of the velocity field and Furioli and Terraneo's molecules provides a better understanding of [12].

The spatial localization of the velocity field in different weighted-Lebesgue spaces is studied in [19]. After the first version of this paper was completed, the author was notified by H.-O. Bae and B. J. Jin that their preprint [2] also improves the spatial decay results of [13] and [14] and provides solutions to (NS) in $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\alpha} d x\right)$, $0 \leq \alpha<\frac{5}{2}$. Their method is a refinement of the weighted estimates of He and Xin [14] and is quite different than ours. The assumptions on the data are also different: Bae and Jin deal with less regular data, but they put more stringent assumptions on their spatial localization.
2. Some properties of the space . For $\delta \geq 0$ we introduce the space $L_{\delta}^{2}$ of all functions $f \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right)$ such that $\int x^{\alpha} f(x) d x=0$ for all $\alpha \in \mathbb{N}^{3}$, with $0 \leq|\alpha|<\delta-\frac{3}{2}$ (where $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}$ ). There are of course no moment conditions for $0 \leq \delta \leq \frac{3}{2}$. Note that $L_{\delta}^{2}$ is well defined because of the embedding of $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right)$ into $L^{1}\left(\mathbb{R}^{3}, w_{\delta}(x) d x\right)$, for $\delta>\frac{3}{2}$. Here and below, for $\delta>\frac{3}{2}$,
we set $w_{\delta}(x)=(1+|x|)^{[\delta-3 / 2]}$ if $\delta-\frac{3}{2} \notin \mathbb{N}$ (where [•] denotes the integer part), and $w_{\delta}(x)=(1+|x|)^{\delta-5 / 2}$ otherwise.

Lemma 2.1. Let $\delta \geq 0$. We have $f \in L_{\delta}^{2}$ if and only if $f$ can be decomposed as

$$
f=g+\sum_{j=0}^{\infty} f_{j}
$$

where $g$ and $f_{j}$ belong to $L^{2}\left(\mathbb{R}^{3}\right)$, $\operatorname{supp} g \subset\{|x| \leq 1\}$, supp $f_{j} \subset\left\{2^{j-1} \leq|x| \leq 2^{j+1}\right\}$, and

$$
\begin{align*}
& \left\|f_{j}\right\|_{2} \leq \epsilon_{j} 2^{-j \delta}, \quad \text { with } \quad \epsilon_{j} \in \ell^{2}(\mathbb{N}) \\
& \int x^{\alpha} g(x) d x=\int x^{\alpha} f_{j}(x) d x=0, \quad \text { if } \alpha \in \mathbb{N}^{3}, \quad 0 \leq|\alpha|<\delta-\frac{3}{2} \tag{2.1}
\end{align*}
$$

and where the series converges a.e. in $\mathbb{R}^{3}$ and in $L_{\delta}^{2}$.
Proof. The result is obvious for $0 \leq \delta \leq \frac{3}{2}$, so we may assume $\delta>\frac{3}{2}$. We start with a bad choice, namely

$$
\tilde{g}(x)=f(x) I_{|x| \leq 1} \quad \text { and } \quad \tilde{f}_{j}(x)=f(x) I_{2^{j} \leq|x| \leq 2^{j+1}} \quad(j=0,1, \ldots)
$$

where $I$ denotes the indicator function. Letting $\tilde{f}_{-1}=\tilde{g}$, we set

$$
J(j, \alpha)=\int x^{\alpha} \tilde{f}_{j}(x) d x
$$

Since $|\alpha|<\delta-\frac{3}{2}$, the series $\sum_{j} J(j, \alpha)$ converges and $\sum_{j=-1}^{\infty} J(j, \alpha)=0$. We now introduce a family of functions $\psi_{\beta} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, supported in $\frac{1}{2} \leq|x| \leq 1$ and such that

$$
\int x^{\alpha} \psi_{\beta}(x) d x=\delta_{\alpha, \beta} \quad\left(\alpha, \beta \in \mathbb{N}^{3}, \quad|\alpha|,|\beta|<\delta-\frac{3}{2}\right)
$$

with $\delta_{\alpha, \beta}=0$ or 1 if $\alpha \neq \beta$ or $\alpha=\beta$, respectively (we may define $\psi_{\beta}$, e.g., through the tensorial product of suitable $C_{0}^{\infty}(\mathbb{R})$ functions).

Now let

$$
c(j, \alpha) \equiv J(j, \alpha)+J(j+1, \alpha)+\cdots
$$

and set, for $j=-1,0, \ldots$,
$f_{j}(x)=\tilde{f}_{j}(x)-\sum_{\beta}\left(c(j, \beta) 2^{-(3+|\beta|) j} \psi_{\beta}\left(2^{-j} x\right)-c(j+1, \beta) 2^{-(3+|\beta|)(j+1)} \psi_{\beta}\left(2^{-j-1} x\right)\right)$,
the summation being taken over all $\beta \in \mathbb{N}^{3}$ such that $0 \leq|\beta|<\delta-\frac{3}{2}$.
Since $|J(j, \alpha)| \leq 2^{j|\alpha|} 2^{3 j / 2-j \delta} \tilde{\epsilon}_{j}$ for some $\tilde{\epsilon}_{j} \in \ell^{2}(\mathbb{N})$, we have $|c(j, \alpha)| \leq$ $2^{j|\alpha|} 2^{3 j / 2-j \delta} \bar{\epsilon}_{j}$, with $\bar{\epsilon}_{j} \in \ell^{2}(\mathbb{N})$. One now easily checks that $\sum_{j=-1}^{\infty} f_{j}=\sum_{j=-1}^{\infty} \tilde{f}_{j}=$ $f$ a.e. in $\mathbb{R}^{3}$ and that $g$ and $f_{j}$ satisfy (2.1).

The converse is immediate. Note that if $g$ and $f_{j}$ satisfy the above conditions, then $\sum f_{j}$ must converge also in the $L^{1}\left(\mathbb{R}^{3}, w_{\delta}(x) d x\right)$ norm $\left(\delta>\frac{3}{2}\right)$ by Hölder's inequality, and this ensures the condition on the moments of $f$. Lemma 2.1 follows.

A similar decomposition applies to $Z_{\delta}$.

Lemma 2.2. Let $\delta \geq 0$. We have $f \in Z_{\delta}$ if and only if

$$
f=g+\sum_{j=0}^{\infty} f_{j}
$$

with

$$
\begin{array}{ll}
\operatorname{supp} g \subset\{|x| \leq 1\}, & \operatorname{supp} f_{j} \subset\left\{2^{j-2} \leq|x| \leq 2^{j+2}\right\} \\
g, \nabla g, \Delta g \in L^{2}\left(\mathbb{R}^{3}\right), & \left\|f_{j}\right\|_{2} \leq \epsilon_{j} 2^{2 j} 2^{-j \delta}, \quad \epsilon_{j} \in \ell^{2}(\mathbb{N})  \tag{2.2}\\
\left\|\nabla f_{j}\right\|_{2} \leq \bar{\epsilon}_{j} 2^{j} 2^{-j \delta}, & \left\|\Delta f_{j}\right\|_{2} \leq \tilde{\epsilon}_{j} 2^{-j \delta}, \quad \bar{\epsilon}_{j}, \tilde{\epsilon}_{j} \in \ell^{2}(\mathbb{N})
\end{array}
$$

and where the series converges a.e. in $\mathbb{R}^{3}$ and in $Z_{\delta}$.
If $\delta>\frac{7}{2}$, then $Z_{\delta}$ is continuously embedded in $L^{1}\left(\mathbb{R}^{3}\right)$. In this case we have $\int f=0$ if and only if we may choose $g$ and $f_{j}$ satisfying, in addition, $\int g=\int f_{j}=0$ $(j=0,1, \ldots)$.

Proof. It is obvious that if (2.2) holds, then $f=g+\sum_{j=0}^{\infty} f_{j}$ belongs to $Z_{\delta}$. Conversely, let $\varphi$ and $\psi$ be two compactly supported smooth functions, such that 0 does not belong to the support of $\psi$ and $1 \equiv \varphi(x)+\sum_{j=0}^{\infty} \psi\left(2^{-j} x\right)$. If we set $g(x)=f(x) \varphi(x)$ and $f_{j}(x)=f(x) \psi\left(2^{-j} x\right)$, then we have $\nabla f_{j}(x)=\psi\left(2^{-j} x\right) \nabla f(x)+$ $2^{-j}(\nabla \psi)\left(2^{-j} x\right) f(x)$ and

$$
\Delta f_{j}(x)=\psi\left(2^{-j} x\right) \Delta f(x)+2^{-j+1}(\nabla \psi)\left(2^{-j} x\right) \cdot \nabla f(x)+2^{-2 j}(\Delta \psi)\left(2^{-j} x\right) f(x)
$$

Decomposition (2.2) then directly follows from the definition of $Z_{\delta}$.
If $\delta>\frac{7}{2}$, then $Z_{\delta} \subset L^{1}\left(\mathbb{R}^{3}\right)$ as checked with Hölder's inequality. In this case, when $\int f=0$, we can modify the definition of $g$ and $f_{j}$ reproducing the proof of Lemma 2.1 (with $|\alpha|=|\beta|=0$ ) and get the vanishing integral conditions. Lemma 2.2 follows.

We finish our study of $Z_{\delta}$ with the following lemma.
Lemma 2.3. Let $\delta \geq \frac{1}{2}$. Then $Z_{\delta}$ is an algebra with respect to the pointwise product. More precisely, if $f$ and $h$ belong to $Z_{\delta}$, then $f h \in Z_{2 \delta-1 / 2} \subset Z_{\delta}$.

Proof. The condition $\delta \geq \frac{1}{2}$ ensures that if $f \in Z_{\delta}$, then $f$ vanishes at infinity. Indeed, we have the following bound:

$$
\begin{equation*}
|f(x)| \leq C(1+|x|)^{-\delta+1 / 2} \epsilon(x) \tag{2.3}
\end{equation*}
$$

where $\epsilon(x)$ is a bounded function vanishing at infinity. This is seen by applying Lemma 2.2 and writing, for $x \in \operatorname{supp} f_{j}, f_{j}(x)=\int|x-y|^{-1} \Delta f_{j}(y) d y$. Then applying Hölder's inequality and the last of (2.2) we get for $x \in \operatorname{supp} f_{j},\left|f_{j}(x)\right| \leq \epsilon_{j} 2^{-j \delta} 2^{j / 2}$ with $\epsilon_{j} \in \ell^{2}(\mathbb{N})$ and our claim follows.

Another useful estimate (which follows interpolating $\nabla f_{j}$ between $\left\|\Delta f_{j}\right\|_{2}$ and $\left.\left\|f_{j}\right\|_{\infty}\right)$ is

$$
\left(\int_{2^{j} \leq|x| \leq 2^{j+1}}|\nabla f(x)|^{4} d x\right)^{1 / 4} \leq \epsilon_{j} 2^{j / 4-j \delta}, \quad \text { with } \epsilon_{j} \in \ell^{2}(\mathbb{N})
$$

Using this, we immediately see that if $f$ and $h$ belong to $Z_{\delta}$, then $f h \in$ $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{2 \delta-5 / 2} d x\right), \quad \nabla(f h) \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{2 \delta-3 / 2} d x\right)$, and $\Delta(f h) \in$ $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{2 \delta-\frac{1}{2}} d x\right)$. Therefore $f h \in Z_{2 \delta-1 / 2} \subset Z_{\delta}$ and, moreover,

$$
\|f h\|_{Z_{2 \delta-1 / 2}} \leq C\|f\|_{Z_{\delta}}\|h\|_{Z_{\delta}}
$$

3. Characterization of molecule spaces. We defined the molecule space $X_{\delta}$ in the introduction for $\delta>\frac{3}{2}$. These spaces can be defined also for $\frac{1}{2}<\delta \leq \frac{3}{2}$ by simply dropping the moment conditions on $\Delta f$ (it should be observed that the embedding $X_{\delta} \subset \Delta^{-1} \mathcal{H}^{1}\left(\mathbb{R}^{3}\right)$ breaks down for $\delta \leq \frac{3}{2}$, but for the sake of brevity we refer to $X_{\delta}$ as a "molecule space" also in this case). In this section we study the relation between the spaces $Z_{\delta}$ and $X_{\delta}$.

Proposition 3.1. We have

$$
\begin{align*}
& X_{\delta}=Z_{\delta}, \quad \text { if } \frac{1}{2}<\delta<\frac{7}{2} \quad \text { and } \quad \delta \neq \frac{3}{2}, \frac{5}{2}  \tag{3.1}\\
& X_{\delta}=Z_{\delta} \cap\left\{f \in L^{1}\left(\mathbb{R}^{3}\right): \int f=0\right\}, \quad \text { if } \frac{7}{2}<\delta<\frac{9}{2} \tag{3.2}
\end{align*}
$$

(with norm equivalence).
Note that $\delta=\frac{3}{2}, \frac{5}{2}, \frac{7}{2}$ are excluded. The proof of Proposition 3.1 will only give $Z_{\delta} \subset X_{\delta}$ in this case. Let us shed some light on this point with an example. Let $j, k=1,2,3$ and $f \in L^{2}\left(\mathbb{R}^{3}\right)$ such that $\Delta f=\partial_{j} \partial_{k} g$, where $g(x)=(4 \pi)^{-3 / 2} e^{-|x|^{2} / 4}$. Then $f \in X_{7 / 2}$ but $f \notin X_{\delta}$ for $\delta>\frac{7}{2}$, since $\int x_{j} x_{k} \Delta f(x) d x \neq 0$. Moreover, computing the inverse Fourier transform as in [17] from the identity $\widehat{f}(\xi)=\xi_{j} \xi_{k}|\xi|^{-2} e^{-|\xi|^{2}}$, one checks after some computations that the integral $\int|f(x)|^{2}\left(1+|x|^{2}\right)^{3 / 2} d x$ diverges so that $f \notin Z_{7 / 2}$.

Proof of Proposition 3.1. Throughout the proof $\alpha \in \mathbb{N}^{3}$. Note that because of our restrictions $\delta-\frac{3}{2}$ is not an integer.

First step: The embedding $X_{\delta} \subset Z_{\delta}$. Let $f \in X_{\delta}$. Applying Lemma 2.1 to $\Delta f$ and using the fact that $f$ vanishes at infinity, we see that we may write

$$
\begin{equation*}
f=\frac{c}{|x|} * p+\sum_{j=0}^{\infty} \frac{c}{|x|} * q_{j} \tag{3.3}
\end{equation*}
$$

$c$ being an absolute constant. Here $p$ and $q_{j}$ are compactly supported $L^{2}$-functions, satisfying

$$
\begin{align*}
& \operatorname{supp} p \subset\{|x| \leq 1\} \\
& \operatorname{supp} q_{j} \subset\left\{2^{j-1} \leq|x| \leq 2^{j+1}\right\} \\
& \left\|q_{j}\right\|_{2} \leq \epsilon_{j} 2^{-j \delta}, \quad \epsilon_{j} \in \ell^{2}(\mathbb{N})  \tag{3.4}\\
& \int x^{\alpha} p(x) d x=\int x^{\alpha} q_{j}(x) d x=0, \quad \text { if }|\alpha|<\delta-\frac{3}{2}
\end{align*}
$$

Let us show that, for all $f \in X_{\delta}$ and $2^{j} \leq|x| \leq 2^{j+1}$, we have

$$
\begin{equation*}
|f(x)| \leq \bar{\epsilon}_{j} 2^{j / 2} 2^{-j \delta}, \quad \text { with } \bar{\epsilon}_{j} \in \ell^{2}(\mathbb{N}) \tag{3.5}
\end{equation*}
$$

To prove (3.5) we set $P=\frac{1}{|\cdot|} * p, Q_{j}=\frac{1}{|\cdot|} * q_{j}(j=0,1, \ldots)$, and $d=\left[\delta-\frac{3}{2}\right]$ (we set $d=-1$ if $\frac{1}{2}<\delta<\frac{3}{2}$ ). Then we have

$$
\begin{array}{lr}
\left|Q_{j}(x)\right| \leq C \epsilon_{j} 2^{-j(\delta-1 / 2)}, & \text { if }|x| \leq 4 \cdot 2^{j} \\
\left|Q_{j}(x)\right| \leq C|x|^{-(d+2)} \epsilon_{j} 2^{(d+5 / 2-\delta) j}, & \text { if }|x| \geq 4 \cdot 2^{j} \tag{3.7}
\end{array}
$$

The first bound follows from the localization of $q_{j}$ and Hölder's inequality. Let us prove (3.7); we start by introducing the Taylor polynomial $y \mapsto T_{x}(y)$ of degree $d$
centered at $x$ of the function $1 /|y|$ (we set $T_{x}(y) \equiv 0$ for $\frac{1}{2}<\delta<\frac{3}{2}$ ). Then for $|x| \geq 4 \cdot 2^{j}$ and $y \in \operatorname{supp} q_{j}$ we may write, using the last of (3.4),

$$
\left|Q_{j}(x)\right|=\left|\int\left(\frac{1}{|x-y|}-T_{x}(-y)\right) q_{j}(y) d y\right| \leq C|x|^{-d-2} \int|y|^{d+1}\left|q_{j}(y)\right| d y
$$

Here the inequality follows from the Taylor formula and the fact that the $(d+1)$-order derivatives of $y \mapsto 1 /|y|$ are bounded in a ball centered at $x$ and radium $|x| / 2$, up to a constant, by $|x|^{-d-2}$. The bound (3.7) now follows from Hölder's inequality.

Similar arguments allow us to see that $|P(x)| \leq C(1+|x|)^{-(d+2)}$. Summing up on these inequalities immediately yields (3.5).

Condition (3.6) also ensures that $\int_{|x| \leq 1}|f|^{2}$ is finite. Then using (3.5) we get

$$
\begin{equation*}
\int|f(x)|^{2}\left(1+|x|^{2}\right)^{\delta-2} d x<\infty \tag{3.8}
\end{equation*}
$$

We now need some bounds for $\nabla f$. We start from $-\nabla f(x)=\frac{c x}{|x|^{3}} * p+\sum_{j=0}^{\infty} \frac{c x}{|x|^{3}} *$ $q_{j}$, and we set $R_{j}=\left(x /|x|^{3}\right) * q_{j}(j=0,1, \ldots)$ and $R_{-1}=\left(x /|x|^{3}\right) * p$. Then for $j \geq-1$,

$$
\begin{align*}
& \left|R_{j}(x)\right| \leq C|x|^{-(d+3)} \epsilon_{j} 2^{(d+5 / 2-\delta) j}, \quad \text { if }|x| \geq 4 \cdot 2^{j}  \tag{3.9}\\
& \left(\int_{|x| \leq 4 \cdot 2^{j}}\left|R_{j}(x)\right|^{4} d x\right)^{1 / 4} \leq C \epsilon_{j} 2^{j / 4} 2^{-j \delta} \tag{3.10}
\end{align*}
$$

Indeed, (3.9) again easily follows using the vanishing of the moments of $q_{j}$ and the Taylor formula. The proof of (3.10) deserves a more detailed explanation: for $|x| \leq$ $4 \cdot 2^{j}$ we write

$$
\frac{x}{|x|^{3}} * q_{j}(x)=\theta_{j} * q_{j}(x), \quad \text { where } \quad \theta_{j}(x)=\frac{x}{|x|^{3}} I_{\left\{|x| \leq 6 \cdot 2^{j}\right\}} .
$$

Then (3.10) comes from $\left\|\theta_{j} * q_{j}\right\|_{4} \leq\left\|\theta_{j}\right\|_{4 / 3}\left\|q_{j}\right\|_{2} \leq C 2^{j / 4}\left\|q_{j}\right\|_{2}$.
Now, for $j \geq 1$ we write $-\frac{1}{c} \nabla f=\sum_{k=-1}^{j-2} R_{k}+\sum_{k=j-1}^{\infty} R_{k} \equiv A_{j}+B_{j}$. Using (3.9) we get

$$
\left(\int_{2^{j} \leq|x| \leq 2^{j+1}}\left|A_{j}(x)\right|^{2} d x\right)^{1 / 2} \leq C \tilde{\epsilon}_{j} 2^{j} 2^{-j \delta}, \quad \text { with } \tilde{\epsilon}_{j} \in \ell^{2}(\mathbb{N})
$$

On the other hand, applying Hölder and Minkowski inequalities and (3.10) yields

$$
\left(\int_{2^{j} \leq|x| \leq 2^{j+1}}\left|B_{j}(x)\right|^{2} d x\right)^{1 / 2} \leq C^{\prime} \tilde{\epsilon}_{j} 2^{j} 2^{-j \delta}, \quad \text { with } \tilde{\epsilon}_{j} \in \ell^{2}(\mathbb{N})
$$

Since we obviously have $\int_{|x| \leq 2}|\nabla f|^{2}<\infty$, we thus see that

$$
\begin{equation*}
\int|\nabla f(x)|^{2}\left(1+|x|^{2}\right)^{\delta-1} d x<\infty \tag{3.11}
\end{equation*}
$$

This last inequality, condition (3.8), and the definition of the $X_{\delta}$ norm yield the injection $X_{\delta} \subset Z_{\delta}$.

Second step: The elements of $X_{\delta}, \frac{7}{2}<\delta<\frac{9}{2}$ have vanishing integral. Assume now $\frac{7}{2}<\delta<\frac{9}{2}$. Then the moments of $p$ and $q_{j}$ vanish up to the order two. Moreover,
our previous estimates imply that $P$ and $Q_{j}$ belong to $L^{1}\left(\mathbb{R}^{3}\right)$. We thus see, e.g., via the Fourier transform (using the fact that $\widehat{p}(\xi)$ and $\widehat{q}_{j}(\xi)$ vanish at the origin together with their derivatives up to the order two and letting $\xi \rightarrow 0)$ that $\int P(x) d x=$ $\int Q_{j}(x) d x=0$ for all positive integers $j$. Moreover, the series $\sum Q_{j}$ converges in the $L^{1}$-norm by (3.6)-(3.7) yielding $\int f=0$.

Third step: The converse inclusion. Let $f \in Z_{\delta}$. In the case $\frac{7}{2}<\delta<\frac{9}{2}$ we assume $\int f=0$. The bound $\|f\|_{X_{\delta}}<\infty$ is obvious. By Lemma 2.2 we have $f=g+\sum_{j=0}^{\infty} f_{j}$, such that (2.2) holds (with $\int g=\int f_{j}=0$ for all $j \geq 0$ if $\frac{7}{2}<\delta<\frac{9}{2}$ ).

We claim that

$$
\int x^{\alpha} \Delta g(x) d x=\int x^{\alpha} \Delta f_{j}(x) d x=0, \quad 0 \leq|\alpha|<\delta-\frac{3}{2}
$$

for all $j \geq 0$ (there are no moment conditions for $\frac{1}{2}<\delta<\frac{3}{2}$ ). Indeed, since $g$ and $f_{j}$ are compactly supported, when applying the Green formula all the boundary terms vanish and we obtain (e.g., for $f_{j}$, when $\frac{7}{2}<\delta<\frac{9}{2}$ )

$$
\int x^{\alpha} \Delta f_{j}(x) d x=2 \int f_{j}(x) d x, \quad \text { if } \quad x^{\alpha}=x_{1}^{2}, x_{2}^{2}, \text { or } x_{3}^{2}
$$

and $\int x^{\alpha} \Delta f_{j}(x) d x=0$; otherwise $\left(|\alpha| \leq\left[\delta-\frac{3}{2}\right]\right)$. Our claim then follows.
Moreover, by Hölder's inequality,

$$
\sum_{j=0}^{\infty}\left\|x^{\alpha} \Delta f_{j}\right\|_{1}<\infty, \quad 0 \leq|\alpha|<\delta-\frac{3}{2}
$$

Summing on $j$ we get $\int x^{\alpha} \Delta f(x) d x=0$.
To conclude that $f \in X_{\delta}$ it remains to check that $f$ vanishes at infinity. This was done in (2.3).
4. Proof of Theorem 1.1. The boundedness of the operator $\nabla e^{t \Delta} \mathbb{P}$ in $X_{\delta}$ $\left(\frac{3}{2}<\delta<\frac{9}{2}\right), \delta \neq \frac{5}{2}, \frac{7}{2}$ is a fundamental step of [12]. Lemma 4.1 provides a short proof of this fact. Our main tool will be the realization of homogeneous Sobolev spaces introduced by Bourdaud. Note that $\nabla e^{t \Delta} \mathbb{P}$ is a matrix operator acting on vector fields. But its matricial structure has no special role in what follows, since we shall establish all the relevant estimates componentwise.

Lemma 4.1. Let $\frac{1}{2}<\delta<\frac{9}{2}, \delta \neq \frac{3}{2}, \frac{5}{2}, \frac{7}{2}$. The operator $\nabla e^{t \Delta} \mathbb{P}$ is bounded from $Z_{\delta}$ to $X_{\delta}$ for all $t>0$, with operator norm $O\left(t^{-1 / 2}\right)$ as $t \rightarrow 0$.

Proof. Let $f \in Z_{\delta}$. If $\frac{7}{2}<\delta<\frac{9}{2}$, then we introduce a function $h$ such that

$$
f(x)=c g(x)+h(x), \quad \text { where } g(x)=(4 \pi)^{-3 / 2} e^{-|x|^{2} / 4}
$$

and the constant $c$ is chosen in a such way that $\int h(x) d x=0$. If, instead, $\frac{1}{2}<\delta<\frac{7}{2}$, $\delta \neq \frac{3}{2}, \frac{5}{2}$, then we simply set $f(x)=h(x)$. In any case, we deduce from Proposition 3.1 that $h \in X_{\delta}$ and $\|h\|_{X_{\delta}} \leq C| | f \|_{Z_{\delta}}$ for some constant $C$ depending only on $\delta$.

We start showing that $\nabla e^{t \Delta} \mathbb{P} g$ belongs to $X_{\delta}$ for all $0 \leq \delta<\frac{9}{2}$. Note that the components of $\left(\nabla e^{t \Delta} \mathbb{P} g\right)(\xi)$ are given by

$$
\mathrm{i} \xi_{h}\left(\delta_{j, k}-\frac{\xi_{j} \xi_{k}}{|\xi|^{2}}\right) \exp \left(-(t+1)|\xi|^{2}\right) \quad\left(j, h, k=1,2,3, \quad \delta_{j, k}=0 \text { or } 1\right)
$$

and the inverse Fourier transform can be easily computed (see, e.g., [17]). We immediately find that $\nabla e^{t \Delta} \mathbb{P} g$ is a smooth function in $\mathbb{R}^{3}$, such that

$$
\left|\partial^{\alpha} \nabla e^{t \Delta} \mathbb{P} g(x)\right| \leq C_{\alpha}(1+|x|)^{-(4+|\alpha|)} \quad \text { for all } \alpha \in \mathbb{N}^{3} .
$$

This bound implies that $e^{t \Delta} \mathbb{P} \nabla g \in Z_{\delta}$, for $0 \leq \delta<\frac{9}{2}$. But $\int \nabla e^{t \Delta} \mathbb{P} g=0$ (the Fourier transform of the integrand vanishes at the origin) and thus $\nabla e^{t \Delta} \mathbb{P} g$ belongs, more precisely, to $X_{\delta}$.

Let us now prove that $\nabla e^{t \Delta} \mathbb{P} h$ does also belong to $X_{\delta}$. The only difficulty is for $\frac{3}{2}<\delta<\frac{9}{2}, \delta \neq \frac{5}{2}, \frac{7}{2}$. Indeed, if $\frac{1}{2}<\delta<\frac{3}{2}$, then one observes that the weight $\left(1+|x|^{2}\right)^{\delta}$ belongs to the Muckenhoupt class $A_{2}$; see [18]. This implies that $\mathbb{P}$, and more generally the Riesz transforms, are bounded in $L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{\delta} d x\right)$. Since $\nabla e^{t \Delta} \mathbb{P}$ and the Laplacian commute, the result easily follows applying this remark to $\Delta h$.

To deal with the case $\delta>\frac{3}{2}$, we start by recalling that the Sobolev space $H^{\delta}$ is defined by

$$
\|q\|_{H^{\delta}}^{2} \equiv \int|\widehat{q}(\xi)|^{2}\left(1+|\xi|^{2}\right)^{\delta} d \xi
$$

and that $H^{\delta} \subset C^{\delta-3 / 2}$ (the Hölder-Zygmund space). Thus, stating that $h$ belongs to $X_{\delta}$ is equivalent to stating that

$$
q(\xi) \equiv|\xi|^{2} \widehat{h}(\xi) \in H^{\delta} \quad \text { and } \quad \partial^{\alpha} q(0)=0 \quad \text { for all } 0 \leq|\alpha| \leq\left[\delta-\frac{3}{2}\right]
$$

These two conditions on $q$ can be expressed by saying that $q$ belongs to $L^{2}\left(\mathbb{R}^{3}\right) \cap \dot{H}_{\text {rel }}^{\delta}$, where $\dot{H}_{r e l}^{\delta}$ is the realization of the homogeneous Sobolev space $\dot{H}^{\delta}$ (see Bourdaud [3]). Recall that $\dot{H}_{r e l}^{\delta}$ can be injected into $\mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right)$ (this would not be true for $\dot{H}^{\delta}$, which is instead a space of tempered distributions modulo polynomials) and hence the notion of pointwise multipliers makes sense in the realized space. It follows from the result of [3] that $m(\xi) \equiv \xi_{j} /|\xi|$ is a multiplier for $\dot{H}_{r e l}^{\delta}$ (any homogeneous function of degree 0 which is smooth outside the origin is indeed a multiplier for this space).

Since $h \in X_{\delta}$, the components of $|\xi|^{2} \widehat{\mathbb{P h}}(\xi)$, which are given by $\left(\delta_{j, k}-\xi_{j} \xi_{k}|\xi|^{-2}\right) q(\xi)$, belong to $L^{2}\left(\mathbb{R}^{3}\right) \cap \dot{H}_{\text {rel }}^{\delta}$. Hence, $\mathbb{P} h \in X_{\delta}$. Moreover, $\mathrm{i} \xi_{h} e^{-t|\xi|^{2}} \in \mathcal{S}\left(\mathbb{R}^{3}\right)$ is also a multiplier of $\dot{H}_{r e l}^{\delta}$ (with norm $c / \sqrt{t}$ ). Then we get $\left\|\nabla e^{t \Delta} \mathbb{P} f\right\|_{X_{\delta}} \leq C t^{-1 / 2}\|f\|_{Z_{\delta}}$ and Lemma 4.1 is thus proven.

Our last lemma deals with the case $\delta=\frac{1}{2}$.
Lemma 4.2. The operator $\nabla e^{t \Delta} \mathbb{P}$ is bounded in $Z_{1 / 2}$ for all $t>0$, with operator norm $O\left(t^{-1 / 2}\right)$ as $t \rightarrow 0$.

Proof. Following Miyakawa's notations, we denote by $F(x, t)$ the kernel of the operator $\nabla e^{t \Delta} \mathbb{P}$. Then we know that $F(x, t)=t^{-2} \Phi(x / \sqrt{t})$, where $\Phi$ is smooth in $\mathbb{R}^{3}$ and $|\Phi(x)| \leq C(1+|x|)^{-4}$ (see again [17] for more details). Let us show that $\|\Phi * f\|_{Z_{1 / 2}} \leq C| | f \|_{Z_{1 / 2}}$. Then the conclusion will follow from a simple rescaling argument.

Let $f \in Z_{1 / 2}$ and write $f=g+\sum_{j=0}^{\infty} f_{j}$, where $g$ and $f_{j}$ satisfy (2.2). We also know that $\left|f_{j}(x)\right| \leq \epsilon_{j}$ for all $x \in \operatorname{supp} f_{j}$ (we saw this right after (2.3)), with $\epsilon_{j} \in$ $\ell^{2}(\mathbb{N})$. We obviously have $\Phi * g \in Z_{1 / 2}$ and $\Phi * f \in L^{\infty}\left(\mathbb{R}^{3}\right)$. Now let $2^{k} \leq|x| \leq 2^{k+1}$ $(k \in \mathbb{N}, k \geq 3)$. Using the decay of $\Phi$ we see that $\Phi * f_{j}$ is bounded by $C \epsilon_{j} 2^{-4 k} 2^{3 j}$ $(j \leq k-3)$ and $C \epsilon_{j} 2^{-j}(j \geq k+3)$. Thus $|\Phi * f(x)| \leq \tilde{\epsilon}_{k}$, with $\tilde{\epsilon}_{k} \in \ell^{2}(\mathbb{N})$, and we conclude that $\int|\Phi * f(x)|^{2}\left(1+|x|^{2}\right)^{-3 / 2} d x$ is finite.

Moreover, by Young's inequality,

$$
\begin{aligned}
& \int|\nabla \Phi * f(x)|^{2}\left(1+|x|^{2}\right)^{-1 / 2} d x \\
& \quad \leq C\left(\int|\Phi(x)|(1+|x|)^{1 / 2} d x\right)^{2} \int|\nabla f(x)|^{2}\left(1+|x|^{2}\right)^{-1 / 2} d x \\
& \int|\Delta \Phi * f(x)|^{2}\left(1+|x|^{2}\right)^{1 / 2} d x \\
& \quad \leq C\left(\int|\Phi(x)|(1+|x|)^{1 / 2} d x\right)^{2} \int|\Delta f(x)|^{2}\left(1+|x|^{2}\right)^{1 / 2} d x
\end{aligned}
$$

(we also used $(1+|x|)^{-1 / 2} \leq c(1+|y|)^{-1 / 2}(1+|x-y|)^{1 / 2}$ in the first inequality and $(1+|x|)^{1 / 2} \leq c(1+|y|)^{1 / 2}(1+|x-y|)^{1 / 2}$ in the second inequality). Lemma 4.2 now follows.

Proof of Theorem 1.1. The proof is based on the application of Kato's standard iteration argument in the space $C\left([0, T], Z_{\delta}\right)$. Let us write (IE) in the compact form $u(t)=e^{t \Delta} a-B(u, u)$, where $B(u, v)=\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta} \mathbb{P}(u \otimes v)(s) d s$.

By Lemmas 4.1 and 4.2 , and using the fact that $Z_{\delta}$ is a pointwise algebra for $\delta \geq \frac{1}{2}$, we see that the bilinear operator $B$ is bounded in $C\left([0, T], Z_{\delta}\right)$ for $\frac{1}{2} \leq \delta<\frac{9}{2}$, $\delta \neq \frac{3}{2}, \frac{5}{2}, \frac{7}{2}$, (the continuity with respect to the time variable is straightforward). Moreover, $\|B(u, v)\|_{\delta} \leq C_{T}\|u\|_{\delta}\|v\|_{\delta}$, where $\|w\|_{\delta} \equiv \sup _{t \in[0, T]}\|w(t)\|_{Z_{\delta}}$ and $C_{T}=$ $O\left(T^{1 / 2}\right)$ as $t \rightarrow 0$. We get the same conclusion for $\delta=\frac{3}{2}, \frac{5}{2}, \frac{7}{2}$ if we use the continuous embedding $Z_{\delta} \subset Z_{\delta^{\prime}}\left(\delta \geq \delta^{\prime}\right)$ and the stronger version of Lemma 2.3. For example,

$$
\|B(u, v)\|_{3 / 2} \leq C\|B(u, v)\|_{2} \leq C T^{1 / 2}\|u\|_{5 / 4}\|v\|_{5 / 4} \leq C T^{1 / 2}\|u\|_{3 / 2}\|v\|_{3 / 2}
$$

and a similar argument can be used for $\delta=\frac{5}{2}, \frac{7}{2}$.
Since $e^{t \Delta} a$ belongs to $C\left([0, T], Z_{\delta}\right)$ if $a \in Z_{\delta}$ for all $\delta \geq 0$, as is easily checked, we see that the fixed point argument applies in $C\left([0, T], Z_{\delta}\right)$, at least if $T>0$ is small enough.

We state as a corollary a slight improvement of Furioli and Terraneo's theorem.
Corollary 4.3. Let $\frac{1}{2}<\delta<\frac{9}{2}$ and $a \in X_{\delta}$. Then there exists $T>0$ such that (IE) can be uniquely solved in $C\left([0, T], X_{\delta}\right)$.

Proof. The result is true for $\frac{1}{2}<\delta<\frac{7}{2}$ and $\delta \neq \frac{3}{2}, \frac{5}{2}$ because of the identification between $X_{\delta}$ and $Z_{\delta}$. For $\frac{7}{2}<\delta<\frac{9}{2}$ we use the fact that every divergence-free vector field which is in $L^{1}\left(\mathbb{R}^{3}\right)$ must have a vanishing integral. Hence the existence and unicity result for (IE) in $X_{\delta}$ again follows from the corresponding result in $Z_{\delta}$ and the last conclusion of Proposition 3.1.

In the case $\delta=\frac{3}{2}$ we can observe that if $u, v \in C\left([0, T], X_{3 / 2}\right)$, then $B(u, v)$ belongs, e.g., to $C\left([0, T], Z_{2}\right)$, which is contained in $C\left([0, T], X_{3 / 2}\right)$. A similar argument can be used for $\delta=\frac{5}{2}, \frac{7}{2}$ and the conclusion easily follows.

As claimed in the introduction, the restriction $\delta<\frac{9}{2}$ cannot be removed in Theorem 1.1. Indeed, if $u$ is a solution to (IE) such that $u \in C\left([0, T], Z_{9 / 2}\right)$, for some $T>0$, then the initial datum must satisfy the conditions of Dobrokhotov and Shafarevich: $\int\left(a_{j} a_{k}\right)=0$ if $j \neq k$ and $\int a_{1}^{2}=\int a_{2}^{2}=\int a_{3}^{2}$. This is due to the fact that the localization condition $a \in L^{2}\left(\mathbb{R}^{3},\left(1+|x|^{2}\right)^{5 / 2} d x\right)$ is not conserved during the evolution (see [6]). For the same reason, the condition $a \in X_{\delta}, \delta>\frac{9}{2}$ breaks down (in general). But we do not know if the condition $a \in X_{9 / 2}$ (or $a \in X_{1 / 2}$ ) propagates.

We conclude by observing that spatially localized flows $u(t)$, belonging to $Z_{\delta}$ and $X_{\delta}$ with $\delta>\frac{9}{2}$, do, however, exist. Examples of such flows can be found in [4].
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#### Abstract

Motivated by a recent generalization of the Balian-Low theorem and by new research in wireless communications, we analyze the construction of Wilson bases for general time-frequency lattices. We show that orthonormal Wilson bases for $L^{2}(\mathbb{R})$ can be constructed for any time-frequency lattice whose volume is $\frac{1}{2}$. We then focus on the spaces $\ell^{2}(\mathbb{Z})$ and $\mathbb{C}^{L}$ which are the preferred settings for numerical and practical purposes. We demonstrate that with a properly adapted definition of Wilson bases the construction of orthonormal Wilson bases for general time-frequency lattices also holds true in these discrete settings. In our analysis we make use of certain metaplectic transforms. Finally, we discuss some practical consequences of our theoretical findings.
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1. Introduction. Gabor systems have become a popular tool, both in theory and in applications; e.g., see $[12,18,13]$. However, one drawback is that due to the Balian-Low theorem it is impossible to construct (orthogonal) Gabor bases for $L^{2}(\mathbb{R})$ with good time-frequency localization [18]. In [33, 9] it has been shown that a modification of Gabor bases, so-called Wilson bases, provide a means to circumvent the Balian-Low theorem. Indeed, there exist orthogonal Wilson bases for $L^{2}(\mathbb{R})$ whose basis functions have exponential decay in time and frequency. These Wilson bases can be constructed from certain tight Gabor frames with redundancy 2.

Gabor frames are usually associated with rectangular time-frequency lattices, but they can also be defined for general nonseparable lattices; see, e.g., [10, 17, 11, 28]. Recently it has been shown that such a generalization of Gabor frames to general time-frequency lattices does not enable us to overcome the Balian-Low theorem [19, 2]. This leads naturally to the question of whether it is possible to extend the construction of Wilson bases to general time-frequency lattices.

Another motivation for the research presented in this paper has its origin in wireless communication. Orthogonal frequency division multiplexing (OFDM) is a wireless transmission technology employing a set of transmission functions which is usually associated with a rectangular time-frequency lattice [14]. The connection to Gabor theory is given by the fact that the collection of transmission pulses in OFDM can be interpreted as a Gabor system; see [27, 30]. The density of the associated rectangular time-frequency lattice can be seen as a measure of the spectral efficiency in terms of number of bits transmitted per Hertz per second. The necessary condition of linear independence of the transmission functions implies that we are dealing with either an undersampled or a critically sampled Gabor system.

[^37]For wireless channels that are time-dispersive (due to multipath) and frequencydispersive (due to the Doppler effect), good time-frequency localization of the transmission pulses is essential to mitigate the interferences caused by the dispersion of the channel [27, 30]. The ideal set of transmission pulses should therefore possess (i) good time-frequency localization and (ii) maximize the spectral efficiency; i.e., the transmission functions should correspond to a (critically sampled) Gabor basis for $L^{2}(\mathbb{R})$. As we know, the Balian-Low theorem prohibits these conditions to be fulfilled simultaneously.

Recently it has been shown that in case of time-frequency dispersive channels the performance of OFDM can be improved when using general time-frequency lattices, in particular hexagonal-type lattices [31]. In a nutshell, lattices that are adapted to the shape of the Wigner distribution of the transmission pulses allow for a better "packing" of the time-frequency plane, which in turn can be used to either achieve higher data rates or improve interference robustness of the associated so-called LatticeOFDM system.

One variation of OFDM (for rectangular lattices) is called offset quadrature amplitude modulation (OQAM) OFDM. It corresponds to using a Wilson basis as a set of transmission functions [4]. OQAM-OFDM achieves maximal spectral efficiency and allows for transmission functions with good time-frequency localization. As in the case of standard OFDM, it would be potentially useful for time-frequency dispersive channels to extend OQAM-OFDM to general time-frequency lattices in order to improve the robustness of OQAM-OFDM against interference even further. Thus we again arrive at the problem of constructing Wilson bases for general nonseparable time-frequency lattices.

Yet another motivation comes from filter bank theory, more precisely cosinemodulated filter banks [6]. We know that discrete-time Wilson bases correspond to a special class of cosine-modulated filter banks (see [6]). In light of the improvements gained by using general time-frequency lattices in OFDM [31], it would be interesting to analyze if the construction of cosine-modulated filter banks can be extended to general time-frequency lattices. A positive answer to this question might lead to a more efficient encoding of signals and images.

Since our goal to construct Wilson bases for general time-frequency lattices is in part motivated by applied problems and since any numerical implementation of Wilson bases is based on a discrete model, our analysis will not only concern $L^{2}(\mathbb{R})$ but also comprise the spaces $\ell^{2}(\mathbb{Z})$ and $\mathbb{C}^{L}$. Furthermore, $\ell^{2}(\mathbb{Z})$ is the appropriate setting when Wilson bases are utilized as filter banks, since in this case one deals with sampled, thus discrete-time, signals.
1.1. Notation. We assume that the reader is familiar with the theory of Gabor frames and refer to [18] for background and details.

A lattice $\Lambda$ in $\mathbb{R}^{d}$ is a discrete subgroup with compact quotient; i.e., there exists a matrix $A \in G L(d, \mathbb{R})$ such that $\Lambda=A \mathbb{Z}^{d}$. The matrix $A$ is called the (nonunique) generator matrix for $\Lambda$. The volume of $\Lambda$ is $\operatorname{vol}(\Lambda)=|\operatorname{det}(A)|$. Two lattices, which play a crucial role in OFDM design (see [31]), are the rectangular lattice $\Lambda_{R}$ and the hexagonal lattice $\Lambda_{H}$. A generator matrix for $\Lambda_{R}$ is given by

$$
A_{R}=\left[\begin{array}{cc}
T & 0 \\
0 & F
\end{array}\right]
$$

and a generator matrix for $\Lambda_{H}$ is given by

$$
A_{H}=\left[\begin{array}{cc}
\frac{\sqrt{2}}{\sqrt[4]{3}} T & \frac{\sqrt{2}}{2 \sqrt[4]{3}} T \\
0 & \frac{\sqrt[4]{3}}{\sqrt{2}} T
\end{array}\right]
$$

where $T, F>0$. An easy calculation shows that both lattices $\Lambda_{R}$ and $\Lambda_{H}$ have the same volume $T F$. A normal form for matrices, which we will use in the following, is the so-called Hermite normal form [20]. We say that a matrix $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ is in Hermite normal form if $c=0, a, d>0$, and $0 \leq b<a$. For example, both matrices $A_{R}$ and $A_{H}$ are in Hermite normal form.

For $(x, y) \in \mathbb{R}^{2}$ and $g \in L^{2}(\mathbb{R})$, let $g_{x, y}$ be defined by

$$
g_{x, y}(t)=e^{2 \pi i y t} g(t-x)
$$

We denote by $\mathcal{G}(g, \Lambda)$ the system of functions given by

$$
g_{\lambda, \mu}(t)=g(t-\lambda) e^{2 \pi i t \mu}, \quad(\lambda, \mu) \in \Lambda
$$

As usual, the redundancy of $\mathcal{G}(g, \Lambda)$ is given by $\frac{1}{\operatorname{vol}(\Lambda)}$.
As in [18], we define the Schrödinger representation $\rho: \mathbb{H} \rightarrow \mathcal{U}\left(L^{2}(\mathbb{R})\right)$ by

$$
\rho(x, y, z) g(t)=e^{2 \pi i z} e^{-\pi i x y} e^{2 \pi i y t} g(t-x)
$$

Note that

$$
\begin{equation*}
g_{x, y}=e^{\pi i x y} \rho(x, y, 1) g \tag{1.1}
\end{equation*}
$$

Furthermore, we use the following notation from [18] (with slight changes):

$$
\mathcal{J}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right], \quad \mathcal{B}_{b}=\left[\begin{array}{cc}
b & 0 \\
0 & \frac{1}{b}
\end{array}\right], \quad \mathcal{C}_{c}=\left[\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right]
$$

$\mathcal{F}$ and ${ }^{\wedge}$ denote the Fourier transform, $\mathcal{F}^{-1}$ and ${ }^{\vee}$ denote the inverse Fourier transform. The dilation is given by $\mathcal{D}_{b} f(t)=|b|^{\frac{1}{2}} f(b t)$ and the "chirp" operator is defined via $\mathcal{N}_{c} f(t)=e^{-\pi i c t^{2}} f(t)$, where $b, c \in \mathbb{R}$ and $f \in L^{2}(\mathbb{R})$.

Metaplectic transforms will turn out to be a very useful tool in our analysis. For the study of the discrete and finite case, we need a result on metaplectic transforms from [24]. Since this thesis is not easy to access, we present the result here in the slightly weaker version we will use, together with the necessary definitions and notations. The result will be stated in the situation of a general locally compact abelian group $G$ with dual group $\widehat{G}$, group multiplication denoted by + , and action of $\widehat{G}$ on $G$ denoted by $\langle x, \chi\rangle$ for $x \in G$ and $\chi \in \widehat{G}$. The cases we are interested in later on are $G=\mathbb{Z}$ and $G=\mathbb{Z}_{L}$. We will usually write a metaplectic transform $\sigma$ in the matrix notation $\sigma=\left[\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right] \in \operatorname{Hom}(G \times \widehat{G})$, which means that $\alpha \in \operatorname{Hom}(G)$, $\beta \in \operatorname{Hom}(\widehat{G}, G), \gamma \in \operatorname{Hom}(G, \widehat{G})$, and $\delta \in \operatorname{Hom}(\widehat{G})$. Then the adjoint $\sigma^{*}$ is defined by $\left\langle(x, \chi), \sigma^{*}(y, \pi)\right\rangle=\langle\sigma(x, \chi),(y, \pi)\rangle$ for all $(x, \chi),(y, \pi) \in G \times \widehat{G}$. Let $\eta$ be defined by $\eta=\left[\begin{array}{cc}0 & -I \widehat{G} \\ I_{G} & 0\end{array}\right] \in \operatorname{Hom}(G \times \widehat{G}, \widehat{G} \times G)$, where the above definition concerning the matrix notation has to be adapted in an obvious way, and where $I_{G}$ and $I_{\widehat{G}}$ denote the identity on $G$ and $\widehat{G}$, respectively. Then $\sigma$ is called symplectic if $\sigma^{*} \eta \sigma=\eta$. If $\zeta \in \operatorname{Hom}(G \times \widehat{G}, \widehat{G} \times G)$, then $\psi$ is a second degree character of $G \times \widehat{G}$ associated to
$\zeta$ if $\psi((x, \chi)+(y, \pi))=\psi(x, \chi) \psi(y, \pi)\langle(x, \chi), \zeta(y, \pi)\rangle$ for all $(x, \chi),(y, \pi) \in G \times \widehat{G}$. Moreover, for $(x, \chi) \in G \times \widehat{G}$ and $g \in L^{2}(G)$, let $g_{x, \chi}$ be defined by

$$
g_{x, \chi}(t)=\chi(t) g(t-x)
$$

which generalizes the previous definition.
We can now state the version of [24, Theorem 1.1.28] which we will employ in sections 3 and 4.

Theorem 1.1. Let $\sigma:=\left[\begin{array}{c}\alpha \beta \\ \gamma \\ \delta\end{array}\right] \in \operatorname{Hom}(G \times \widehat{G})$ be symplectic and let $\psi_{\zeta}$ be a second degree character of $G \times \widehat{G}$ associated to

$$
\zeta:=\sigma^{*}\left[\begin{array}{cc}
0 & 0 \\
I_{G} & 0
\end{array}\right] \sigma-\left[\begin{array}{cc}
0 & 0 \\
I_{G} & 0
\end{array}\right] \in \operatorname{Hom}(G \times \widehat{G}, \widehat{G} \times G)
$$

If $U$ is defined by

$$
U f(t):=\int_{\widehat{G}} f(\alpha t+\beta \omega) \psi_{\zeta}^{-1}(t, \omega) d \omega
$$

then we have

$$
(U f)_{x, \chi}(t)=\psi_{\zeta}^{-1}(x, \chi) U f_{\sigma(x, \chi)}(t), \quad(x, \chi) \in G \times \widehat{G}
$$

2. Wilson bases for general lattices-the continuous case. We first show that all lattices in $\mathbb{R}^{2}$ which are important for applications, such as the rectangular lattice, the hexagonal lattice, and lattices whose generator matrix has rational entries, possess a uniquely determined matrix in Hermite normal form, which we will call the canonical generator matrix. In particular, we characterize exactly those lattices which possess a generator matrix in Hermite normal form.

We then show that it is possible to construct orthonormal Wilson bases for timefrequency lattices $\Lambda$ with $\operatorname{vol}(\Lambda)=\frac{1}{2}$ which possess a generator matrix in Hermite normal form. In principle Wilson systems can be defined for lattices $\Lambda$ with $\operatorname{vol}(\Lambda) \neq$ $\frac{1}{2}$; however, so far all known constructions of orthogonal Wilson bases for $L^{2}(\mathbb{R})$ are strictly tied to lattices with volume $\frac{1}{2}$. In light of this fact, throughout this paper a Wilson system will always be associated with a time-frequency lattice of volume $\frac{1}{2}$.

Lemma 2.1. Let $\Lambda$ be a lattice in $\mathbb{R}^{2}$. Then the following conditions are equivalent.
(i) $P_{2}(\Lambda)$ is discrete, where $P_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto y$.
(ii) There exists a generator matrix $A$ for $\Lambda$ which is in Hermite normal form. If one of these conditions is satisfied, the matrix $A$ is uniquely determined.

Proof. Let

$$
A^{\prime}=\left[\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right]
$$

be an arbitrary generator matrix for $\Lambda$.
First we prove that (ii) implies (i). By (ii), there exists a matrix

$$
A=\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right]
$$

which is in Hermite normal form and which satisfies $A \mathbb{Z}^{2}=\Lambda$. Thus $P_{2}(\Lambda)=d \mathbb{Z}$, which yields (i).

Next we show (i) $\Rightarrow$ (ii). For this, we construct a matrix

$$
A=\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right]
$$

which satisfies the claimed properties. Without loss of generality we assume that $d^{\prime} \neq 0$ (if $d^{\prime}=0$ and $c^{\prime} \neq 0$ we could change the columns of $A^{\prime}$ ). We begin with the following observation. Assume that $\frac{c^{\prime}}{d^{\prime}}$ is not rational. Since $P_{2}(\Lambda)$ is a nontrivial discrete, additive subgroup of $\mathbb{R}$, hence a lattice, there exists $s \in \mathbb{R} \backslash\{0\}$ such that $P_{2}(\Lambda)=s \mathbb{Z}$. Thus $c^{\prime}=s m$ and $d^{\prime}=s n$ for some $m, n \in \mathbb{Z}$, a contradiction. This implies that the quotient $\frac{c^{\prime}}{d^{\prime}}$ is rational. Setting $\frac{c^{\prime}}{d^{\prime}}=\frac{k}{l}, k, l \in \mathbb{Z}$ with $\operatorname{gcd}(k, l)=1$, and factoring out $\frac{d^{\prime}}{l}$, without loss of generality we can assume that $A^{\prime}$ is of the form

$$
A^{\prime}=r\left[\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right]
$$

with $a^{\prime}, b^{\prime}, r \in \mathbb{R}$ and $c^{\prime}, d^{\prime} \in \mathbb{Z}$. Now we proceed as follows. First we set $p:=$ $\operatorname{gcd}\left(c^{\prime}, d^{\prime}\right)>0$. We then obtain

$$
A^{\prime}\left[\begin{array}{c} 
\pm \frac{d^{\prime}}{p} \\
\mp \frac{c^{\prime}}{p}
\end{array}\right]=\left[\begin{array}{c} 
\pm \frac{r \operatorname{det}\left(A^{\prime}\right)}{p} \\
0
\end{array}\right] \in \Lambda
$$

since $\frac{c^{\prime}}{p}, \frac{d^{\prime}}{p} \in \mathbb{Z}$. Hence we can define $a$ by $a:=\left|\frac{r \operatorname{det}\left(A^{\prime}\right)}{p}\right|>0$.
In a second step we compute $b$ and $d$. Since $\frac{c^{\prime}}{p}$ and $\frac{d^{\prime}}{p}$ are relative prime, there exist $m, n \in \mathbb{Z}$ such that $\frac{c^{\prime}}{p} m+\frac{d^{\prime}}{p} n=1$ (see [22, Theorem 4.4]). Hence $c^{\prime} m+d^{\prime} n=p$ and we obtain

$$
A^{\prime}\left[\begin{array}{c}
m \\
n
\end{array}\right]=\left[\begin{array}{c}
r\left(a^{\prime} m+b^{\prime} n\right) \\
r p
\end{array}\right] \in \Lambda
$$

Now let $k \in \mathbb{Z}$ be chosen in such a way that $0 \leq r\left(a^{\prime} m+b^{\prime} n\right)+k a<a$ and define $b:=k a+r\left(a^{\prime} m+b^{\prime} n\right)$ and $d:=r p$. Without loss of generality we can assume that $d>0$, since otherwise we just take $-m$ and $-n$ instead of $m$ and $n$. Then

$$
\left[\begin{array}{l}
b \\
d
\end{array}\right]=\left[\begin{array}{c}
r\left(a^{\prime} m+b^{\prime} n\right) \\
r p
\end{array}\right]+k\left[\begin{array}{l}
a \\
0
\end{array}\right] \in \Lambda
$$

and $|a d|=\left|\frac{r \operatorname{det}\left(A^{\prime}\right)}{p}\right| r p=\left|r^{2} \operatorname{det}\left(A^{\prime}\right)\right|$. This proves that $A$ generates $\Lambda$ and is in Hermite normal form.

At last we prove that the matrix in condition (ii) is uniquely determined. For this, assume there exist $a, b, d, a^{\prime}, b^{\prime}, d^{\prime} \in \mathbb{R}$ with $a, a^{\prime}, d, d^{\prime}>0,0 \leq b<a$, and $0 \leq b^{\prime}<a^{\prime}$ such that

$$
\begin{equation*}
\Lambda=A \mathbb{Z}^{2}=A^{\prime} \mathbb{Z}^{2} \tag{2.1}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right] \quad \text { and } \quad A^{\prime}=\left[\begin{array}{cc}
a^{\prime} & b^{\prime} \\
0 & d^{\prime}
\end{array}\right]
$$

By (2.1), there exist $m, n \in \mathbb{Z}$ with $a^{\prime}=m a+n b$ and $0=n d$, which implies that $a^{\prime}=m a$. Again by (2.1), we can find $k, l \in \mathbb{Z}$ such that $b^{\prime}=k a+l b$ and $d^{\prime}=l d$. Since
$\operatorname{vol}(\Lambda)=|a d|=\left|a^{\prime} d^{\prime}\right|$, we obtain $|m l|=1$. Now $a, a^{\prime}, d, d^{\prime}>0$ implies that $a=a^{\prime}$, $d=d^{\prime}$, and $l=1$. Finally, applying this to $b^{\prime}=k a+l b$ and using that $0 \leq b<a$ and $0 \leq b^{\prime}<a^{\prime}$ yields $b=b^{\prime}$. Thus, we have shown that $A=A^{\prime}$, which completes the proof.

In the following, we restrict our attention to lattices which possess a generator matrix in Hermite normal form. All results in the situation $L^{2}(\mathbb{R})$ could be derived (in the same manner, but with much more technical effort) for general lattices, but with little or no practical benefit.

Definition 2.2. Let $\Lambda$ be a lattice in $\mathbb{R}^{2}$ which satisfies the conditions of Lemma 2.1. Then the uniquely determined generator matrix $A$ of Lemma 2.1 is called the canonical generator matrix for $\Lambda$.

Now let $\Lambda$ be a lattice with $\operatorname{vol}(\Lambda)=\frac{1}{2}$ which possesses a generator matrix in Hermite normal form. Using the definition of a canonical generator matrix, we define a Wilson system associated with $\Lambda$ as follows.

Definition 2.3. If $\mathcal{G}(g, \Lambda) \subseteq L^{2}(\mathbb{R})$ is a Gabor system of redundancy 2 and

$$
A=\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right]
$$

is the canonical generator matrix for the lattice $\Lambda$, then the associated Wilson system $\mathcal{W}\left(g, \Lambda, L^{2}(\mathbb{R})\right)=\left\{\psi_{m, n}^{\Lambda}\right\}_{m \in \mathbb{Z}, n \geq 0}$ consists of the functions

$$
\begin{array}{ll}
\psi_{m, 0}^{\Lambda}=g_{2 m a, 0} & \text { if } n=0, \\
\psi_{m, n}^{\Lambda}=\frac{1}{\sqrt{2}} e^{-\pi i b d n^{2}}\left(g_{m a+n b, n d}+g_{m a-n b,-n d}\right) & \text { if } n \neq 0, m+n \text { even }, \\
\psi_{m, n}^{\Lambda}=\frac{i}{\sqrt{2}} e^{-\pi i b d n^{2}}\left(g_{m a+n b, n d}-g_{m a-n b,-n d}\right) & \text { if } n \neq 0, m+n \text { odd } .
\end{array}
$$

If the system $\mathcal{W}\left(g, \Lambda, L^{2}(\mathbb{R})\right)$ is an orthonormal basis for $L^{2}(\mathbb{R})$ we call it a Wilson (orthonormal) basis.

We will see that this definition reduces to the usual definition of Wilson systems. For this, we consider the rectangular lattice

$$
\Gamma=\left\{\left(\frac{m}{2}, n\right)\right\}_{m, n \in \mathbb{Z}} .
$$

It is an easy calculation to show that the canonical generator matrix for $\Gamma$ is

$$
A=\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 1
\end{array}\right]
$$

Thus, for each $g \in L^{2}(\mathbb{R})$, the Wilson system $\mathcal{W}\left(g, \Gamma, L^{2}(\mathbb{R})\right)$ consists indeed of the functions

$$
\begin{array}{ll}
\psi_{m, 0}^{\Gamma}=g_{m, 0} & \text { if } n=0 \\
\psi_{m, n}^{\Gamma}=\frac{1}{\sqrt{2}}\left(g_{m / 2, n}+g_{m / 2,-n}\right) & \text { if } m+n \text { is even } \\
\psi_{m, n}^{\Gamma}=\frac{i}{\sqrt{2}}\left(g_{m / 2, n}-g_{m / 2,-n}\right) & \text { if } m+n \text { is odd }
\end{array}
$$

which coincides with the usual definition of Wilson systems; cf., for instance, [18, Definition 8.5.1]. Notice that we will fix the notation $\Gamma$ for the remainder.

We will make use of the following well-known theorem about a Wilson system for rectangular lattices to constitute an orthonormal basis (e.g., cf. [3, Theorem 4.1]).

Theorem 2.4. Suppose that $g \in L^{2}(\mathbb{R})$ is such that
(i) $\hat{g}$ is real-valued and
(ii) $\left\{g_{m / 2, n}\right\}_{m, n \in \mathbb{Z}}$ is a tight Gabor frame for $L^{2}(\mathbb{R})$ with frame bound 2 .

Then the system $\mathcal{W}\left(g, \Gamma, L^{2}(\mathbb{R})\right)$ is a Wilson orthonormal basis for $L^{2}(\mathbb{R})$.
We are now ready to extend the construction of Wilson bases for time-frequency lattices which possess a generator matrix in Hermite normal form.

THEOREM 2.5. Let $\Lambda$ be a lattice in $\mathbb{R}^{2}$ with $\operatorname{vol}(\Lambda)=\frac{1}{2}$ and canonical generator matrix

$$
A=\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right]
$$

Define $U$ by

$$
\begin{equation*}
U:=\mathcal{D}_{1 / d} \circ \mathcal{F} \circ \mathcal{N}_{-b / d} \circ \mathcal{F}^{-1} \tag{2.2}
\end{equation*}
$$

Let $g \in L^{2}(\mathbb{R})$ be such that
(i) $\widehat{U g}$ is real-valued and
(ii) $\left\{g_{m a+n b, n d}\right\}_{m, n \in \mathbb{Z}}$ is a tight frame for $L^{2}(\mathbb{R})$ with frame bound 2 .

Then the system $\mathcal{W}\left(g, \Lambda, L^{2}(\mathbb{R})\right)$ is a Wilson orthonormal basis for $L^{2}(\mathbb{R})$.
Proof. We will reduce our claim to Theorem 2.4 by using a metaplectic transform.
We define $\mathcal{A}$ by

$$
\mathcal{A}=\left[\begin{array}{cc}
d & -b \\
0 & 2 a
\end{array}\right]
$$

Then, for all $m, n \in \mathbb{Z}$, we have

$$
\begin{equation*}
\mathcal{A}(m a+n b, n d)=\left(\frac{1}{2} m, n\right) \tag{2.3}
\end{equation*}
$$

Since $\mathcal{A} \in \operatorname{Sp}(2, \mathbb{R})$, we can apply [15, Theorem 4.51] and write

$$
\mathcal{A}=B_{d}(-\mathcal{J}) C_{b / d} \mathcal{J}
$$

By [18, Example 9.4.1] we obtain

$$
\begin{equation*}
\rho(x, y, 1) g=U^{-1} \rho(\mathcal{A}(x, y), 1)(U g) \tag{2.4}
\end{equation*}
$$

with $U$ defined in (2.2). Using (1.1), (2.3), and (2.4), we compute

$$
\begin{aligned}
g_{m a+n b, n d} & =e^{\pi i(m a+n b) n d} \rho(m a+n b, n d, 1) g \\
& =e^{\pi i(m a+n b) n d} U^{-1} \rho(\mathcal{A}(m a+n b, n d), 1)(U g) \\
& =e^{\pi i(m a+n b) n d} U^{-1} \rho\left(\frac{1}{2} m, n, 1\right)(U g)
\end{aligned}
$$

Using (1.1) again, we obtain

$$
\begin{equation*}
g_{m a+n b, n d}=e^{\pi i(m a+n b) n d} e^{-\pi i \frac{1}{2} m n} U^{-1}(U g)_{\frac{m}{2}, n}=e^{\pi i b d n^{2}} U^{-1}(U g)_{\frac{m}{2}, n} \tag{2.5}
\end{equation*}
$$

Since multiplication by a phase factor and applying a unitary operator to a tight frame preserves tightness (and frame bounds), it follows that condition (ii) is equivalent to $\left\{(U g)_{m / 2, n}\right\}_{m, n \in \mathbb{Z}}$ being a tight frame with frame bound 2 . We need not deal with condition (i), since this states already that $\widehat{U g}$ is real-valued. Applying Theorem 2.4 yields that the Wilson system $\mathcal{W}\left(U g, \Gamma, L^{2}(\mathbb{R})\right)$ is an orthonormal basis.

Using now the metaplectic transform, i.e., (2.5), and the fact that $U$ is a unitary operator, finishes the proof.

We will conclude this section by providing an example which shows how we can compute a Wilson basis with excellent time-frequency localization for a special lattice, but this calculation can also be done for an arbitrary lattice.

Here we consider the hexagonal lattice $\Lambda_{H}$ with generator matrix

$$
A_{H}=\left[\begin{array}{cc}
\frac{\sqrt{2}}{\sqrt[4]{3}} & \frac{\sqrt{2}}{2 \sqrt[4]{3}} \\
0 & \frac{\sqrt[4]{3}}{\sqrt{2}}
\end{array}\right]
$$

This lattice was also used in [31]. Observe that since we have $0 \leq \frac{\sqrt{2}}{2 \sqrt[4]{3}}<\frac{\sqrt{2}}{\sqrt[4]{3}}$, the matrix $A_{H}$ is already the canonical generator matrix for $\Lambda_{H}$. First we define the function $h \in L^{2}(\mathbb{R})$ by

$$
h(x)=(2 \nu)^{\frac{1}{4}} e^{-\nu \pi x^{2}}
$$

By [18, Theorem 7.5.3], the set $\left\{h_{m / 2, n}\right\}_{m, n \in \mathbb{Z}}$ is a frame for $L^{2}(\mathbb{R})$. Let $S$ denote its frame operator and consider the function $\varphi \in L^{2}(\mathbb{R})$ given by

$$
\begin{equation*}
\varphi=\sqrt{2} \mathcal{F} \circ S^{-\frac{1}{2}} h \tag{2.6}
\end{equation*}
$$

Using [3, Theorem 4.6], this function coincides with the function considered in [9, section 4]. There it was shown that $\varphi$ satisfies conditions (i) and (ii) of Theorem 2.4 and hence yields a Wilson basis in the sense of Theorem 2.4. Moreover, $\varphi$ has exponential decay in time and frequency. To obtain a generating function for a Wilson basis with respect to $\Lambda_{H}$ in the sense of Theorem 2.5 , first observe that by the proof of Theorem 2.5, we only need to compute the function $g=U^{-1} \varphi$, where $U$ is defined in (2.2). Then $g$ automatically satisfies conditions (i) and (ii) of Theorem 2.5, and hence the system $\mathcal{W}\left(g, A_{H}, L^{2}(\mathbb{R})\right)$ is a Wilson orthonormal basis by Theorem 2.5. Thus we define $g \in L^{2}(\mathbb{R})$ by

$$
g=\mathcal{F} \circ \mathcal{N}_{\frac{1}{\sqrt{3}}} \circ \mathcal{F}^{-1} \circ \mathcal{D}_{\frac{\sqrt[4]{3}}{\sqrt{2}}} \varphi=\sqrt{2} \mathcal{F} \circ \mathcal{N}_{\frac{1}{\sqrt{3}}} \circ \mathcal{D}_{\frac{\sqrt{2}}{\sqrt[4]{3}}} \circ S^{-\frac{1}{2}} h
$$

Let us mention that the function $g$ has exponential decay in time and frequency. Thus we obtain a Wilson basis with respect to the lattice $\Lambda$ with very good timefrequency localization. As already mentioned above, this procedure can be applied to an arbitrary lattice, hence we obtain a Wilson basis with excellent time-frequency localization for any lattice.
3. Wilson bases for general lattices-the discrete case. In this section we analyze the construction of Wilson bases for general time-frequency lattices for functions defined on $\ell^{2}(\mathbb{Z})$. The reasons for considering the setting $\ell^{2}(\mathbb{Z})$ are that, on the one hand, several applications such as filter bank design in digital signal processing deal directly with a discrete setting [6] and, on the other hand, even those problems that arise in the "continuous" setting of $L^{2}(\mathbb{R})$ require a discrete model for their numerical treatment. Thus, with these practical aspects in mind, throughout this section we naturally consider only lattices whose generator matrices have rational entries, since any implementation is intrinsically restricted to such "rationally" generated lattices. Another natural setting for numerical implementations is of course
$\mathbb{C}^{L}$ (which can be identified with the space of $L$-periodic sequences). We will analyze that case in the next section.

Before we proceed we define Gabor systems and Wilson systems on $\ell^{2}(\mathbb{Z})$ for general time-frequency lattices $\Lambda$ with $\operatorname{vol}(\Lambda)=\frac{1}{2}$. First we prove that each lattice possesses a generator matrix of some particular form.

Lemma 3.1. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{R}$ with generator matrix $A$ given by

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \quad \text { with } a, b \in \mathbb{Z}, c, d \in \mathbb{Q}, \text { and } \operatorname{det}(A)=\frac{1}{2}
$$

and denote $c=\frac{p}{q}, d=\frac{p^{\prime}}{q^{\prime}}$ with $\operatorname{gcd}(p, q)=\operatorname{gcd}\left(p^{\prime}, q^{\prime}\right)=1, p, q, p^{\prime}, q^{\prime} \in \mathbb{Z}$. Then $\Lambda$ possesses a uniquely determined generator matrix of the form

$$
A^{\prime}=\left[\begin{array}{cc}
\frac{N}{2} & b^{\prime}  \tag{3.1}\\
0 & \frac{1}{N}
\end{array}\right]
$$

where $N=\frac{q q^{\prime}}{\operatorname{gcd}\left(p q^{\prime}, p^{\prime} q\right)}$ and $b^{\prime} \in \mathbb{Z}, 0 \leq b^{\prime}<\frac{N}{2}$.
Proof. We assume that $c \neq 0$, otherwise (3.1) is automatically satisfied. We first show that $A$ can be written as

$$
A=\left[\begin{array}{cc}
a & b  \tag{3.2}\\
\frac{r}{N} & \frac{s}{N}
\end{array}\right]
$$

with integers $r, s, N$, such that $\operatorname{gcd}(r, s)=1$.
Let $c=\frac{p}{q}, d=\frac{p^{\prime}}{q^{\prime}}$ with $p, p^{\prime}, q, q^{\prime} \in \mathbb{Z}$, denote $N^{\prime}:=q q^{\prime}, \tilde{c}:=p q^{\prime}, \tilde{d}:=p^{\prime} q$, and write $z=\operatorname{gcd}(\tilde{c}, \tilde{d})$. Since $a, b, \tilde{c}, \tilde{d} \in \mathbb{Z}$ and since

$$
\operatorname{vol}(\Lambda)=\frac{1}{2} \Rightarrow a \tilde{d}-b \tilde{c}=\frac{N^{\prime}}{2}
$$

it follows that $\frac{N^{\prime}}{2} \in \mathbb{Z}$. A necessary and sufficient condition for the equation $a \tilde{d}-b \tilde{c}=$ $\frac{N^{\prime}}{2}$ to have an integer solution in $a$ and $b$ is that $\operatorname{gcd}(\tilde{c}, \tilde{d}) \left\lvert\, \frac{N^{\prime}}{2}\right.$ (see [22, Theorem 8.1]), hence $z \left\lvert\, \frac{N^{\prime}}{2}\right.$. Denote $z^{\prime}:=\frac{N^{\prime}}{2 z}, r:=\frac{\tilde{c}}{z}, s:=\frac{\tilde{d}}{z}$. Then $c=\frac{r}{2 z^{\prime}}, d=\frac{s}{2 z^{\prime}}$ with $z^{\prime} \in \mathbb{Z}$, and $\operatorname{gcd}(r, s)=1$. By a proper choice of the signs of $c$ and $d$ we can always assume that $z^{\prime}$ is positive. By writing $N:=2 z^{\prime} \in \mathbb{Z}$ we see that $A$ can indeed be written as in (3.2).

Now, assuming that $A$ is of the form (3.2), we compute

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{c}
N d \\
-N c
\end{array}\right]=\left[\begin{array}{c}
N(a d-b c) \\
0
\end{array}\right]=\left[\begin{array}{c}
\frac{N}{2} \\
0
\end{array}\right]
$$

Since $\operatorname{gcd}(r, s)=1$ there exist integers $m, n$ with $m r+n s=1$. For such a pair $(m, n)$ we denote $b^{\prime}=a m+b n$ and obtain

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{c}
m \\
n
\end{array}\right]=\left[\begin{array}{c}
a m+b n \\
\frac{r}{N} m+\frac{s}{N} n
\end{array}\right]=\left[\begin{array}{l}
b^{\prime} \\
\frac{1}{N}
\end{array}\right] .
$$

If $b^{\prime}<0$ or $b^{\prime} \geq \frac{N}{2}$, we substitute the vector obtained by

$$
\left[\begin{array}{c}
b^{\prime} \\
\frac{1}{N}
\end{array}\right]+k\left[\begin{array}{c}
\frac{N}{2} \\
0
\end{array}\right]=\left[\begin{array}{c}
b^{\prime}+k \frac{N}{2} \\
\frac{1}{N}
\end{array}\right],
$$

where $k \in \mathbb{Z}$ is chosen in such a way that $0 \leq b^{\prime}+k \frac{N}{2}<\frac{N}{2}$. Consequently the matrix

$$
\left[\begin{array}{ll}
\frac{N}{2} & b^{\prime}  \tag{3.3}\\
0 & \frac{1}{N}
\end{array}\right]
$$

generates the lattice $\Lambda$. Finally, since $\frac{N}{2}$ and $b^{\prime}$ are integers and $0 \leq b^{\prime}<\frac{N}{2}$, the generator matrix in (3.3) is indeed of the form (3.1).

The fact that this is a unique representation follows immediately from the condition $0 \leq b^{\prime}<\frac{N}{2}$.

Definition 3.2. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{R}$. Then the uniquely determined matrix $A^{\prime}$ of Lemma 3.1 is called the canonical generator matrix for $\Lambda$.

In the following we will regard such a lattice as being in $\mathbb{Z} \times \mathbb{T}$ by considering $\Lambda=\left\{\frac{N}{2} m+b n, e^{2 \pi i \frac{n}{N}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$. This is a very natural approach since, for all $k \in \mathbb{Z}$, we have

$$
\left(\frac{N}{2} m+b n, \frac{1}{N} n+k\right)=\left(\frac{N}{2}(m-2 b k)+b(n+k N), \frac{1}{N}(n+k N)\right)
$$

Hence the lattice $A^{\prime} \mathbb{Z}^{2}$ is invariant under adding integers to the second component. Moreover, it is sufficient to restrict to the index set $\mathbb{Z} \times\{0, \ldots, N-1\}$ since, for all $0 \leq n^{\prime}<N$ and $k \in \mathbb{Z}$,

$$
\left(\frac{N}{2} m+b\left(n^{\prime}+k N\right),\left(n^{\prime}+k N\right) \bmod N\right)=\left(\frac{N}{2}(m+2 b k)+b n^{\prime}, n^{\prime}\right)
$$

which implies

$$
\left\{\left(\frac{N}{2} m+b n, n \bmod N\right)\right\}_{m, n \in \mathbb{Z}}=\left\{\left(\frac{N}{2} m+b n, n\right)\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}
$$

in the sense of sets.
Using the definition of canonical generator matrices we can now define Gabor systems for $\ell^{2}(\mathbb{Z})$.

Definition 3.3. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{T}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{N}{2} & b \\
0 & \frac{1}{N}
\end{array}\right]
$$

and let $g \in \ell_{2}(\mathbb{Z})$. Then the associated Gabor system $\left\{g_{m \frac{N}{2}+n b, n \frac{1}{N}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$ is given by

$$
g_{m \frac{N}{2}+n b, n \frac{1}{N}}(l)=g\left(l-\left(m \frac{N}{2}+n b\right)\right) e^{\frac{2 \pi i l n}{N}}, \quad l \in \mathbb{Z}
$$

We first give the definition of a Wilson basis associated with a lattice with diagonal canonical generator matrix, i.e., with $b=0$ (in this special case the definition coincides with the one given in [5]).

Definition 3.4. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{T}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{N}{2} & 0 \\
0 & \frac{1}{N}
\end{array}\right]
$$

and let $g \in \ell_{2}(\mathbb{Z})$. Then the Wilson system $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)=\left\{\psi_{m, n}\right\}_{m \in \mathbb{Z}, n=0, \ldots, \frac{N}{2}}$ is given by

$$
\psi_{m, n}^{\Lambda}=g_{m N, n \frac{1}{N}} \quad \text { if } m \in \mathbb{Z}, n=0, \frac{N}{2}
$$

and for $m \in \mathbb{Z}, n=1, \ldots, \frac{N}{2}-1$,

$$
\begin{array}{ll}
\psi_{m, n}^{\Lambda}=\frac{1}{\sqrt{2}}\left(g_{m \frac{N}{2}, n \frac{1}{N}}+g_{m \frac{N}{2},-n \frac{1}{N}}\right) & \text { if } m+n \text { is even } \\
\psi_{m, n}^{\Lambda}=\frac{i}{\sqrt{2}}\left(g_{m \frac{N}{2}, n \frac{1}{N}}-g_{m \frac{N}{2},-n \frac{1}{N}}\right) & \text { if } m+n \text { is odd. }
\end{array}
$$

The Zak transform, which can be defined for any locally compact abelian group (cf. [26]), will be employed to prove equivalent conditions for the Wilson system to form an orthonormal basis. In particular, we need the Zak transform on $\mathbb{T}$ with respect to the uniform lattice $K=\left\{e^{2 \pi i \frac{2 k}{N}}: k=0, \ldots, \frac{N}{2}-1\right\}$ in $\mathbb{T}$, which is defined on the set of square-integrable functions on $\left\{e^{2 \pi i t}: t \in\left[0, \frac{2}{N}\right)\right\} \times\left\{0, \ldots, \frac{N}{2}-1\right\}$ by

$$
Z f\left(e^{2 \pi i t}, y\right)=\sum_{k=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 k}{N}\right)}\right) e^{2 \pi i \frac{2 k}{N} y}
$$

The proof of the following proposition is inspired by the proof of $[9$, Proposition 5.2].

Proposition 3.5. Let $g \in \ell_{2}(\mathbb{Z})$ be such that $\hat{g}$ is real-valued and consider the lattice $\Lambda$ with canonical generator matrix given by

$$
\left[\begin{array}{cc}
\frac{N}{2} & 0 \\
0 & \frac{1}{N}
\end{array}\right]
$$

Then the following conditions are equivalent.
(i) $\left\{g_{m \frac{N}{2}, n \frac{1}{N}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$ is a tight frame for $\ell_{2}(\mathbb{Z})$ with frame bound 2 .
(ii) We have $\left|Z \hat{g}\left(e^{2 \pi i t}, y\right)\right|^{2}+\left|Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, y\right)\right|^{2}=N$ a.e.
(iii) For all $j \in\{0, \ldots, N-1\}$, we have $\sum_{l=0}^{N-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l+2 j}{N}\right)}\right)=N \delta_{j, 0}$ a.e.
(iv) $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)$ is an orthonormal basis for $\ell_{2}(\mathbb{Z})$.

Proof. Throughout this proof we choose the normalized Haar measure on $\mathbb{T}$, i.e., $m(E)=\int_{0}^{1} 1_{E}\left(e^{2 \pi i t}\right) d t$, for all measurable $E \subseteq \mathbb{T}$ and the counting measure on its dual group $\widehat{\mathbb{T}}=\mathbb{Z}$. This choice ensures that the Plancherel formula for $\mathbb{T}$ holds.

Since we will mainly work in the Fourier domain, we first need to compute the Fourier transform of the elements of the Gabor system for the following calculations:

$$
\begin{aligned}
g_{m \frac{N}{2}, n \frac{1}{N}}\left(e^{2 \pi i t}\right) & =\sum_{l \in \mathbb{Z}} e^{2 \pi i \frac{n}{N} l} g\left(e^{2 \pi i\left(l-m \frac{N}{2}\right)}\right) e^{-2 \pi i l t} \\
& =e^{2 \pi i \frac{m n}{2}} e^{-2 \pi i t m \frac{N}{2}} \sum_{l \in \mathbb{Z}} g\left(e^{2 \pi i l}\right) e^{-2 \pi i l\left(t-\frac{n}{N}\right)} \\
& =(-1)^{m n} \hat{g}_{n \frac{1}{N},-m \frac{N}{2}}\left(e^{2 \pi i t}\right)
\end{aligned}
$$

(i) $\Leftrightarrow$ (ii): Since the Fourier transform is a unitary operator, the Gabor system $\left\{g_{m \frac{N}{2}, \frac{1}{N} n}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$ is a tight frame for $\ell_{2}(\mathbb{Z})$ with frame bound 2 if and only if the Gabor system $\left\{\hat{g}_{n \frac{1}{N}, m \frac{N}{2}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$ is a tight frame for $L^{2}(\mathbb{T})$ with frame bound 2. Then we write this set as the disjoint union $\left\{\hat{g}_{n \frac{2}{N}, m \frac{N}{2}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, \frac{N}{2}-1} \cup$ $\left\{\left(T_{-\frac{1}{N}} \hat{g}\right)_{n \frac{2}{N}, m \frac{N}{2}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, \frac{N}{2}-1}=: G_{1} \cup G_{2}$, and let $S_{i}$ denote the frame operator for $G_{i}, i=1,2$.

First we compute the frame operator $S_{1}$. For all $f \in L^{2}(\mathbb{T})$, using the Poisson summation formula [16, Theorem 4.42] applied to $H=\left\{e^{2 \pi i k \frac{2}{N}}: k=0, \ldots, \frac{N}{2}-1\right\}$, we obtain

$$
\begin{aligned}
S_{1} f\left(e^{2 \pi i t}\right) & =\sum_{m \in \mathbb{Z}} \sum_{n=0}^{\frac{N}{2}-1}\left\langle f, \hat{g}_{n \frac{2}{N}, m \frac{N}{2}}\right\rangle \hat{g}_{n \frac{2}{N}, m \frac{N}{2}}\left(e^{2 \pi i t}\right) \\
& =\sum_{m \in \mathbb{Z}} \sum_{n=0}^{\frac{N}{2}-1} \int_{0}^{1} f\left(e^{2 \pi i s}\right) \overline{\hat{g}\left(e^{2 \pi i\left(s-n \frac{2}{N}\right)}\right)} e^{-2 \pi i m \frac{N}{2} s} d s \hat{g}\left(e^{2 \pi i\left(t-n \frac{2}{N}\right)}\right) e^{2 \pi i m \frac{N}{2} t} \\
& =\sum_{n=0}^{\frac{N}{2}-1}\left[\sum_{m \in \mathbb{Z}}\left(\overline{f \overline{T_{n \frac{2}{N}} \hat{g}}}\right)\left(m \frac{N}{2}\right) e^{2 \pi i m \frac{N}{2} t}\right] \hat{g}\left(e^{2 \pi i\left(t-n \frac{2}{N}\right)}\right) \\
& =\sum_{n=0}^{\frac{N}{2}-1} \frac{2}{N} \sum_{k=0}^{\frac{N}{2}-1}\left(f \overline{T_{n \frac{2}{N}} \hat{g}}\right)\left(e^{2 \pi i\left(t+k \frac{2}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t-n \frac{2}{N}\right)}\right)
\end{aligned}
$$

Applying now the Zak transform yields

$$
\begin{aligned}
& Z\left(S_{1} f\right)\left(e^{2 \pi i t}, y\right)=\sum_{l=0}^{\frac{N}{2}-1} \frac{2}{N} \sum_{n, k=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 k+2 l}{N}\right)}\right) \overline{\hat{g}\left(e^{2 \pi i\left(t+\frac{2 k+2 l-2 n}{N}\right.}\right)} \hat{g}\left(e^{2 \pi i\left(t+\frac{2 l-2 n}{N}\right)}\right) e^{2 \pi i \frac{2 l}{N} y} \\
& =\frac{2}{N} \sum_{l, n, k=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 l+2 n}{N}\right)}\right) \overline{\hat{g}\left(e^{2 \pi i\left(t+\frac{2 l}{N}\right)}\right)} \hat{g}\left(e^{2 \pi i\left(t+\frac{2 l-2 k}{N}\right)}\right) e^{2 \pi i \frac{2(l-k+n)}{N} y} \\
& =\frac{2}{N} \sum_{l=0}^{\frac{N}{2}-1} \overline{\hat{g}\left(e^{2 \pi i\left(t+\frac{2 l}{N}\right)}\right)}\left[\sum_{k=0}^{\frac{N}{2}-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{2 l-2 k}{N}\right)}\right) e^{-2 \pi i \frac{2 k}{N} y}\right] \\
& \cdot\left[\sum_{n=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 n+2 l}{N}\right)}\right) e^{2 \pi i \frac{2 n}{N} y}\right] e^{2 \pi i \frac{2 l}{N} y} \\
& =\frac{2}{N} \overline{Z(\hat{g})\left(e^{2 \pi i t}, y\right)} Z(\hat{g})\left(e^{2 \pi i t}, y\right) Z(f)\left(e^{2 \pi i t}, y\right) \text {. }
\end{aligned}
$$

To compute the Zak transform of $S_{2}$, we can use the previous calculation, which yields

$$
\begin{aligned}
Z\left(S_{2} f\right)\left(e^{2 \pi i t}, y\right) & =\frac{2}{N} Z(f)\left(e^{2 \pi i t}, y\right)\left|Z\left(T_{-\frac{1}{N}} \hat{g}\right)\left(e^{2 \pi i t}, y\right)\right|^{2} \\
& =\frac{2}{N} Z(f)\left(e^{2 \pi i t}, y\right)\left|Z(\hat{g})\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, y\right)\right|^{2}
\end{aligned}
$$

since

$$
Z\left(T_{-\frac{1}{N}} \hat{g}\right)\left(e^{2 \pi i t}, y\right)=\sum_{k=0}^{\frac{N}{2}-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{2 k}{N}+\frac{1}{N}\right)}\right) e^{2 \pi i \frac{2 k}{N} y}=Z(\hat{g})\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, y\right)
$$

Hence (i) is equivalent to

$$
\begin{aligned}
2 Z(f)\left(e^{2 \pi i t}, y\right) & =Z\left(\left(S_{1}+S_{2}\right) f\right)\left(e^{2 \pi i t}, y\right) \\
& =\frac{2}{N} Z(f)\left(e^{2 \pi i t}, y\right)\left[\left|Z(\hat{g})\left(e^{2 \pi i t}, y\right)\right|^{2}+\left|Z(\hat{g})\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, y\right)\right|^{2}\right] \text { a.e., }
\end{aligned}
$$

which holds if and only if (ii) is satisfied.
(ii) $\Leftrightarrow$ (iii): The following properties of the Zak transform will be exploited several times. The reconstruction formula

$$
\sum_{y=0}^{\frac{N}{2}-1} Z f\left(e^{2 \pi i t}, y\right)=\sum_{k=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 k}{N}\right)}\right) \sum_{y=0}^{\frac{N}{2}-1} e^{2 \pi i \frac{2 k}{N} y}=\frac{N}{2} f\left(e^{2 \pi i t}\right)
$$

holds a.e., since $\sum_{y=0}^{\frac{N}{2}-1} e^{2 \pi i \frac{2 k}{N} y} \neq 0$ if and only if $k=0$ by [21, Lemma 23.29] and, if $k=0$, then $\sum_{y=0}^{\frac{N}{2}-1} e^{2 \pi i \frac{2 k}{N} y}=\frac{N}{2}$. Moreover, we will use that

$$
Z \hat{g}\left(e^{2 \pi i\left(t+\frac{2 l}{N}\right)}, y\right)=\sum_{k=0}^{\frac{N}{2}-1} f\left(e^{2 \pi i\left(t+\frac{2 k+2 l}{N}\right)}\right) e^{2 \pi i \frac{2 k}{N} y}=e^{-2 \pi i \frac{2 l}{N} y} Z \hat{g}\left(e^{2 \pi i t}, y\right)
$$

The idea is to write the equation in (iii) in terms of the Zak transform. Using the fact that $\hat{g}$ is real-valued, we compute

$$
\begin{aligned}
& \sum_{l=0}^{N-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l+2 j}{N}\right)}\right) \\
& =\frac{4}{N^{2}} \sum_{l=0}^{N-1} \sum_{x=0}^{\frac{N}{2}-1} Z \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}, x\right) \sum_{y=0}^{\frac{N}{2}-1} \overline{Z \hat{g}\left(e^{2 \pi i\left(t+\frac{l+2 j}{N}\right)}, y\right)} \\
& =\frac{4}{N^{2}} \sum_{k, x, y=0}^{\frac{N}{2}-1}\left[Z \hat{g}\left(e^{2 \pi i\left(t+\frac{2 k}{N}\right)}, x\right) \overline{Z \hat{g}\left(e^{2 \pi i\left(t+\frac{2 k+2 j}{N}\right)}, y\right)}\right. \\
& \left.\quad+Z \hat{g}\left(e^{2 \pi i\left(t+\frac{2 k+1}{N}\right)}, x\right) \overline{Z \hat{g}\left(e^{2 \pi i\left(t+\frac{2 k+2 j+1}{N}\right)}, y\right)}\right] \\
& =\frac{4}{N^{2}} \sum_{x, y=0}^{\frac{N}{2}-1}\left[\sum_{k=0}^{\frac{N}{2}-1} e^{-2 \pi i \frac{2 k}{N}(x-y)}\right] e^{2 \pi i \frac{2 j}{N} y}\left[Z \hat{g}\left(e^{2 \pi i t}, x\right) \overline{Z \hat{g}\left(e^{2 \pi i t}, y\right)}\right. \\
& \left.\quad+Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, x\right) \overline{Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, y\right)}\right] \\
& =\frac{2}{N} \sum_{x=0}^{\frac{N}{2}-1}\left[\left|Z \hat{g}\left(e^{2 \pi i t}, x\right)\right|^{2}+\left|Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, x\right)\right|^{2}\right] e^{2 \pi i \frac{2 j}{N} x} \\
& =\frac{2}{N}\left[\left|Z \hat{g}\left(e^{2 \pi i t}, \cdot\right)\right|^{2}+\left|Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, \cdot\right)\right|^{2}\right]^{\vee}(j),
\end{aligned}
$$

where the inverse Fourier transform is taken in $\mathbb{Z}_{N / 2}$. This shows that (iii) is equivalent to

$$
\begin{equation*}
\frac{2}{N}\left[\left|Z \hat{g}\left(e^{2 \pi i t}, \cdot\right)\right|^{2}+\left|Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, \cdot\right)\right|^{2}\right]^{\vee}(j)=N \delta_{j, 0} \tag{3.4}
\end{equation*}
$$

If (ii) holds, then

$$
\frac{2}{N}\left[\left|Z \hat{g}\left(e^{2 \pi i t}, \cdot\right)\right|^{2}+\left|Z \hat{g}\left(e^{2 \pi i\left(t+\frac{1}{N}\right)}, \cdot\right)\right|^{2}\right]^{\vee}(j)=\frac{2}{N} N \sum_{x=0}^{\frac{N}{2}-1} e^{2 \pi i \frac{2 j}{N} x}=N \delta_{j, 0}
$$

which is (3.4). On the other hand, the inverse Fourier transform is injective. This proves that (3.4) holds if and only if (ii) is true and thus (ii) $\Leftrightarrow$ (iii).
(iii) $\Leftrightarrow$ (iv): First we remark that $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)$ is an orthonormal basis if and only if the set

$$
\Psi:=\left\{T_{n N} f_{m}: m=1, \ldots, N, n \in \mathbb{Z}\right\}
$$

where

$$
\begin{aligned}
f_{1}(x) & =g(x), \\
f_{N}(x) & =g_{0, \frac{N}{2}}(x) \\
f_{2 l+k}(x) & =\frac{(-1)^{k l}}{\sqrt{2}}\left(g_{k \frac{N}{2}, \frac{l}{N}}+(-1)^{k+l} g_{k \frac{N}{2},-\frac{l}{N}}\right), l=1, \ldots, \frac{N}{2}-1, k=0,1,
\end{aligned}
$$

is an orthonormal basis, since these elements differ from the elements in $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)$ only by factors of absolute value 1 . Next, notice that to prove (iv) it is sufficient and necessary that

$$
\begin{equation*}
\left\|T_{n N} f_{m}\right\|_{2}=1, \quad m=1, \ldots, L, n \in \mathbb{Z} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m=1}^{L} \sum_{n \in \mathbb{Z}}\left\langle h_{1}, T_{n N} f_{m}\right\rangle\left\langle T_{n N} f_{m}, h_{2}\right\rangle=\left\langle h_{1}, h_{2}\right\rangle \quad \text { for all } h_{1}, h_{2} \in \ell_{2}(\mathbb{Z}) \tag{3.6}
\end{equation*}
$$

We start by dealing with (3.5). Using the Plancherel theorem, we compute

$$
\begin{gathered}
1=\left\|T_{n N} f_{1}\right\|_{2}^{2}=\|\hat{g}\|_{2}^{2}=\int_{0}^{1} \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i t}\right) d t \\
1=\left\|T_{n N} f_{N}\right\|_{2}^{2}=\left\|\hat{g}_{\frac{N}{2}, 0}\right\|^{2}=\int_{0}^{1} \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i t}\right) d t
\end{gathered}
$$

and, for $m=2, \ldots, N-1$,

$$
\begin{aligned}
1= & \left\|T_{n N} f_{m}\right\|_{2}^{2} \\
= & \left\|\frac{1}{\sqrt{2}}\left(\hat{g}_{\frac{l}{N},-k \frac{N}{2}}+(-1)^{k+l} \hat{g}_{-\frac{l}{N},-k \frac{N}{2}}\right)\right\|_{2}^{2} \\
= & \frac{1}{2} \int_{0}^{1}\left|e^{-2 \pi i \frac{k N}{2} t}\right|^{2}\left|\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right)+(-1)^{k+l} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right)\right|^{2} d t \\
= & \frac{1}{2} \int_{0}^{1}\left[\left|\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right)\right|^{2}+\left|\hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right)\right|^{2}+(-1)^{k+l} \hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right) \overline{\hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right)}\right. \\
& \left.+(-1)^{k+l} \overline{\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right)} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right)\right] d t .
\end{aligned}
$$

Since $\hat{g}$ is real-valued, we can continue the last computation and obtain that

$$
1=\left\|T_{n N} f_{m}\right\|_{2}^{2}=\|\hat{g}\|_{2}^{2}+(-1)^{k+l} \int_{0}^{1} \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{2 l}{N}\right)}\right) d t
$$

Combining the above computations, we have proved that (3.5) holds if and only if

$$
\begin{equation*}
\int_{0}^{1} \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{2 j}{N}\right)}\right) d t=\delta_{j, 0} \quad \text { for all } j \in\{0, \ldots, N-1\} \tag{3.7}
\end{equation*}
$$

Now we turn to the study of condition (3.6). Using the Plancherel formula and the Poisson summation formula [16, Theorem 4.42] applied to $H=\left\{e^{2 \pi i \frac{k}{N}}: k=\right.$ $0, \ldots, N-1\}$, we obtain

$$
\begin{aligned}
& \sum_{m=1}^{N} \sum_{n \in \mathbb{Z}}\left\langle h_{1}, T_{n N} f_{m}\right\rangle\left\langle T_{n N} f_{m}, h_{2}\right\rangle \\
& =\sum_{m=1}^{N} \sum_{n \in \mathbb{Z}}\left\langle\widehat{h_{1}}, \widehat{T_{n N} f_{m}}\right\rangle\left\langle\widehat{T_{n N} f_{m}}, \widehat{h_{2}}\right\rangle \\
& =\sum_{m=1}^{N} \sum_{n \in \mathbb{Z}} \int_{0}^{1}\left(\widehat{h_{1}} \widehat{\widehat{f_{m}}}\right)\left(e^{2 \pi i t}\right) \int_{0}^{1}\left(\widehat{f_{m}} \widehat{\widehat{h_{2}}}\right)\left(e^{2 \pi i s}\right) e^{-2 \pi i s N n} d s e^{2 \pi i t N n} d t \\
& =\sum_{m=1}^{N} \int_{0}^{1}\left(\widehat{\widehat{h_{1}}} \widehat{\widehat{f_{m}}}\right)\left(e^{2 \pi i t}\right)\left[\sum_{n \in \mathbb{Z}}\left(\widehat{f_{m}} \widehat{\widehat{h_{2}}}\right)^{\wedge}(N n) e^{2 \pi i t N n}\right] d t \\
& =\sum_{m=1}^{N} \int_{0}^{1}\left(\widehat{\widehat{h_{1}}} \widehat{\widehat{f_{m}}}\right)\left(e^{2 \pi i t}\right) \frac{1}{N} \sum_{r=0}^{N-1}\left(\widehat{f_{m}} \widehat{\widehat{h_{2}}}\right)\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right) d t,
\end{aligned}
$$

which equals $\left\langle h_{1}, h_{2}\right\rangle$ if and only if

Setting $\mathbb{L}:=\left\{-\frac{N}{2}+1, \ldots,-1,1, \ldots, \frac{N}{2}-1\right\}$, we compute

$$
\begin{aligned}
& \sum_{m=1}^{N} \widehat{\widehat{f_{m}}\left(e^{2 \pi i t}\right)} \widehat{f_{m}}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right) \\
& =\hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\hat{g}_{\frac{N}{2}, 0}\left(e^{2 \pi i t}\right) \hat{g}_{\frac{N}{2}, 0}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\frac{1}{2} \sum_{l=1}^{\frac{N}{2}-1} \sum_{k=0}^{1}\left[\overline{\hat{g}_{\frac{l}{N},-k \frac{N}{2}}\left(e^{2 \pi i t}\right)}\right. \\
& \left.+(-1)^{k+l}{\overline{\hat{g}_{-\frac{l}{N}}^{N},-k \frac{N}{2}}}\left(e^{2 \pi i t}\right)\right]\left[\hat{g}_{\frac{l}{N},-k \frac{N}{2}}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+(-1)^{k+l} \hat{g}_{-\frac{l}{N},-k \frac{N}{2}}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)\right] \\
& =\hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\hat{g}\left(e^{2 \pi i\left(t-\frac{N}{2}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}-\frac{N}{2}\right)}\right) \\
& +\frac{1}{2} \sum_{l=1}^{\frac{N}{2}-1} \sum_{k=0}^{1} e^{-2 \pi i k \frac{N}{2} \frac{r}{N}}\left[\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right)\right. \\
& \left.+(-1)^{k+l} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right)\right]\left[\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}+\frac{r}{N}\right)}\right)+(-1)^{k+l} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}+\frac{r}{N}\right)}\right)\right] \\
& =\hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\hat{g}\left(e^{2 \pi i\left(t-\frac{N}{2}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}-\frac{N}{2}\right)}\right) \\
& +\frac{1}{2} \sum_{l=1}^{\frac{N}{2}-1} \sum_{k=0}^{1}(-1)^{k r}\left[\hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}+\frac{r}{N}\right)}\right)+\hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}+\frac{r}{N}\right)}\right)\right. \\
& \left.\left.+(-1)^{k+l}\left(e^{2 \pi i\left(t-\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}+\frac{r}{N}\right)}\right)+\hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}+\frac{r}{N}\right)}\right)\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
= & \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\sum_{l \in \mathbb{L}} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}+\frac{r}{N}\right)}\right)\left[\frac{1+(-1)^{r}}{2}\right] \\
& +\sum_{l \in \mathbb{L}}(-1)^{l} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}+\frac{r}{N}\right)}\right)\left[\frac{1+(-1)^{r+1}}{2}\right] \\
& +\hat{g}\left(e^{2 \pi i\left(t-\frac{N}{2}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}-\frac{N}{2}\right)}\right) .
\end{aligned}
$$

If $r$ is even, i.e., $r=2 j$, we obtain
and if $r$ is odd, i.e., $r=2 j+1$, we obtain

$$
\begin{aligned}
& \sum_{m=1}^{N} \widehat{\widehat{f_{m}}\left(e^{2 \pi i t}\right) \widehat{f_{m}}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)} \begin{array}{l}
=\hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}\right)}\right)+\hat{g}\left(e^{2 \pi i\left(t-\frac{N}{2}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{r}{N}-\frac{N}{2}\right)}\right) \\
\quad+\sum_{l \in \mathbb{L}}(-1)^{l} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t-\frac{l}{N}+\frac{r}{N}\right)}\right) \\
=0
\end{array} .
\end{aligned}
$$

This shows that (3.6) holds if and only if

$$
\sum_{l=0}^{N-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l+2 j}{N}\right)}\right)=N \delta_{j, 0}
$$

Moreover, this equation implies equation (3.7), since

$$
\begin{aligned}
\int_{0}^{1} \hat{g}\left(e^{2 \pi i t}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{2 j}{N}\right)}\right) d t & =\int_{0}^{\frac{1}{N}} \sum_{l=0}^{N-1} \hat{g}\left(e^{2 \pi i\left(t+\frac{l}{N}\right)}\right) \hat{g}\left(e^{2 \pi i\left(t+\frac{l+2 j}{N}\right)}\right) d t \\
& =\int_{0}^{\frac{1}{N}} N \delta_{j, 0} d t=\delta_{j, 0}
\end{aligned}
$$

This shows (iii) $\Leftrightarrow$ (iv), and hence the theorem is proved. $\quad$
Now we will study the case of a general time-frequency lattice.
Proposition 3.6. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{T}$ with $\operatorname{vol}(\Lambda)=\frac{1}{2}$ with canonical generator matrix A given by

$$
A=\left[\begin{array}{cc}
\frac{N}{2} & b \\
0 & \frac{1}{N}
\end{array}\right]
$$

Let $g \in \ell_{2}(\mathbb{Z})$, let $m_{0}, n_{0} \in \mathbb{Z}$ be chosen such that $\frac{N}{2} m_{0}+b n_{0}=\operatorname{gcd}\left(\frac{N}{2}, b\right)=: c$, and let $U$ be defined on $\ell_{2}(\mathbb{Z})$ by

$$
U f(k)=f(k) e^{\pi i \frac{n_{0}}{c N} k^{2}}
$$

Then

$$
g_{m \frac{N}{2}+n b, n \frac{1}{N}}(l)=C(m, n) U\left(U^{-1} g\right)_{m \frac{N}{2}+n b,-m \frac{n_{0}}{2 c}-n \frac{b n_{0}}{c N}+n \frac{1}{N}}(l), \quad l \in \mathbb{Z}
$$

where $C(m, n)=e^{\pi i \frac{n_{0}}{c N}\left(m \frac{N}{2}+n b\right)^{2}}$.
Proof. Let $\sigma \in \operatorname{Hom}(\mathbb{Z} \times \mathbb{T})$ be defined by

$$
\sigma=\left[\begin{array}{cc}
I_{\mathbb{Z}} & 0 \\
-\frac{n_{0}}{c N} & I_{\mathbb{T}}
\end{array}\right]
$$

It is easy to check that $\sigma$ is symplectic on $\mathbb{Z} \times \mathbb{T}$. In order to apply Theorem 1.1, we need to compute a second degree character of $\mathbb{Z} \times \mathbb{T}$ associated to $\zeta=\sigma^{*} \kappa_{0} \sigma-\kappa_{0}$, where $\kappa_{0}$ is defined by

$$
\kappa_{0}=\left[\begin{array}{cc}
1 & 1 \\
I_{\mathbb{Z}} & 0
\end{array}\right] \in \operatorname{Hom}(\mathbb{Z} \times \mathbb{T}, \mathbb{T} \times \mathbb{Z})
$$

First we note that $\sigma^{*}(z, n)=\left(z e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) n}, n\right)$, since

$$
\left\langle(m, t), \sigma^{*}(z, n)\right\rangle=\langle\sigma(m, t),(z, n)\rangle=z^{m}\left(e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) m} t\right)^{n}=\left\langle(m, t),\left(z e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) n}, n\right)\right\rangle
$$

Thus

$$
\zeta(n, z)=\left(\sigma^{*} \kappa_{0} \sigma-\kappa_{0}\right)(n, z)=\sigma^{*} \kappa_{0}\left(n, e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) n} z\right)-(1, n)=\left(e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) n}, 0\right)
$$

The map

$$
\psi: \mathbb{Z} \times \mathbb{T} \rightarrow \mathbb{T}, \quad \psi(m, t)=e^{-\pi i \frac{n_{0}}{c N} m^{2}}
$$

is a second degree character associated to $\zeta$ as the following calculation shows:

$$
\begin{aligned}
\psi(m, t) \psi(n, z)\langle(m, t), \zeta(n, z)\rangle & =e^{-\pi i \frac{n_{0}}{c N} m^{2}} e^{-\pi i \frac{n_{0}}{c N} n^{2}} e^{2 \pi i\left(-\frac{n_{0}}{c N}\right) m n} \\
& =e^{-\pi i \frac{n_{0}}{c N}(m+n)^{2}} \\
& =\psi((m, t)+(n, z))
\end{aligned}
$$

Next notice that

$$
\begin{equation*}
\sigma\left(m \frac{N}{2}+n b, n \frac{1}{N}\right)=\left(m \frac{N}{2}+n b,-m \frac{n_{0}}{2 c}-n \frac{b n_{0}}{c N}+n \frac{1}{N}\right) . \tag{3.9}
\end{equation*}
$$

Now we can apply Theorem 1.1, which proves the claim.
Next we define a Wilson basis associated with a lattice with arbitrary canonical generator matrix. For this, the following mapping will turn out to be very useful.

Lemma 3.7. Let $\frac{N}{2}, b \in \mathbb{Z}$ with $0 \leq b<\frac{N}{2}$, and let $m_{0}, n_{0} \in \mathbb{Z}$ be chosen such that $\frac{N}{2} m_{0}+b n_{0}=\operatorname{gcd}\left(\frac{N}{2}, b\right)=: c$. Further, let $d:=\operatorname{lcm}\left(\frac{N}{2}, b\right)$. Then the mapping $\varphi: \mathbb{Z}^{2} \rightarrow \mathbb{Z}^{2}$ defined by

$$
\varphi(m, n)=\left\{\begin{array}{cl}
(m, n) & : \quad b=0 \\
\left(m m_{0}-\frac{2 d}{N} n, m n_{0}+\frac{d}{b} n\right) & : \quad b \neq 0
\end{array}\right.
$$

is bijective and, for all $m \in \mathbb{Z}$, we have

$$
\left\{(m, n \bmod 2 c):(m, n) \in \varphi^{-1}(\mathbb{Z} \times\{0, \ldots, N-1\})\right\}=\{m\} \times\{0, \ldots, 2 c-1\}
$$

with

$$
\left|\left\{n:(m, n) \in \varphi^{-1}(\mathbb{Z} \times\{0, \ldots, N-1\})\right\}\right|=2 c
$$

Proof. We only need to study the case $b \neq 0$. For this, let $(m, n),\left(m^{\prime}, n^{\prime}\right) \in \mathbb{Z}^{2}$ be such that $\varphi(m, n)=\varphi\left(m^{\prime}, n^{\prime}\right)$. Then

$$
\frac{N}{2}\left(m m_{0}-\frac{2 d}{N} n\right)+b\left(m n_{0}+\frac{d}{b} n\right)=\frac{N}{2}\left(m^{\prime} m_{0}-\frac{2 d}{N} n^{\prime}\right)+b\left(m^{\prime} n_{0}+\frac{d}{b} n^{\prime}\right),
$$

which holds if and only if

$$
m\left(\frac{N}{2} m_{0}+b n_{0}\right)=m^{\prime}\left(\frac{N}{2} m_{0}+b n_{0}\right),
$$

and hence $m=m^{\prime}$. This implies

$$
\left(-\frac{2 d}{N} n, \frac{d}{b} n\right)=\left(-\frac{2 d}{N} n^{\prime}, \frac{d}{b} n^{\prime}\right)
$$

which yields $n=n^{\prime}$. This proves that $\varphi$ is injective.
To show that $\varphi$ is surjective, let $(k, l) \in \mathbb{Z}^{2}$ and consider $M:=\frac{N}{2} k+b l$. It is well known that there exists some $m \in \mathbb{Z}$ with $M=m c$. Furthermore, we have

$$
\left\{(p, q) \in \mathbb{Z}^{2}: \frac{N}{2} p+b q=m c\right\}=\left\{\left(m m_{0}-\frac{2 d}{N} n, m n_{0}+\frac{d}{b} n\right): n \in \mathbb{Z}\right\}
$$

since $\frac{N}{2} p+b q=\frac{N}{2} p^{\prime}+b q^{\prime}$ if and only if $\frac{N}{2}\left(p-p^{\prime}\right)=b\left(q^{\prime}-q\right)$. This yields the existence of some $n \in \mathbb{Z}$ with

$$
\varphi(m, n)=\left(m m_{0}-\frac{2 d}{N} n, m n_{0}+\frac{d}{b} n\right)=(k, l)
$$

Secondly, we will prove the second part of the lemma. First observe that $m, n \in \mathbb{Z}$ satisfy

$$
\begin{equation*}
\varphi(m, n) \in \mathbb{Z} \times\{0, \ldots, N-1\} \tag{3.10}
\end{equation*}
$$

if and only if they satisfy

$$
-\frac{b}{d} n_{0} m \leq n \leq-\frac{b}{d} n_{0} m+\frac{b}{d}(N-1)=2 c-\frac{b}{d} n_{0} m-\frac{b}{d} .
$$

Hence, for each fixed $m \in \mathbb{Z}$, the set of $n \in \mathbb{Z}$ such that (3.10) is satisfied equals

$$
S_{m}:=\left\{\left\lceil-\frac{b}{d} n_{0} m\right\rceil, \ldots,\left\lfloor 2 c-\frac{b}{d} n_{0} m-\frac{b}{d}\right\rfloor\right\}
$$

To finish the proof we claim that

$$
\begin{equation*}
\left|S_{m}\right|=2 c \quad \text { for all } m \in \mathbb{Z} \tag{3.11}
\end{equation*}
$$

For this, fix $m \in \mathbb{Z}$ and let $k \in \mathbb{Z}$ and $l \in\left\{0, \ldots, \frac{d}{b}-1\right\}$ be such that $-n_{0} m=k \frac{d}{b}+l$. Then we obtain $\left\lceil-\frac{b}{d} n_{0} m\right\rceil=k$ if $l=0$ and otherwise $\left\lceil-\frac{b}{d} n_{0} m\right\rceil=k+1$. Moreover, we have

$$
\left\lfloor 2 c-\frac{b}{d} n_{0} m-\frac{b}{d}\right\rfloor=\left\lfloor 2 c+k+\frac{l-1}{\frac{d}{b}}\right\rfloor
$$

which equals $2 c+k-1$ if $l=0$ and otherwise $2 c+k$. Thus the second part of the lemma is proved.

Note that the following definition reduces to Definition 3.4 in the case of a diagonal canonical generator matrix.

Definition 3.8. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{T}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{N}{2} & b \\
0 & \frac{1}{N}
\end{array}\right]
$$

Let $g \in \ell_{2}(\mathbb{Z})$, and let $\varphi$ be defined as in Lemma 3.7. Then the Wilson system $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)=\left\{\psi_{m, n}\right\}_{m \in \mathbb{Z}, n=0, \ldots, \frac{N}{2}}$ is given by

$$
\psi_{m, n}^{\Lambda}=g_{\varphi_{1}(2 m, n) \frac{N}{2}+\varphi_{2}(2 m, n) b, \varphi_{2}(2 m, n) \frac{1}{N}} \quad \text { if } m \in \mathbb{Z}, n=0, \frac{N}{2}
$$

and for $m \in \mathbb{Z}, n=1, \ldots, \frac{N}{2}-1$,

$$
\begin{aligned}
\psi_{m, n}^{\Lambda}= & \frac{1}{\sqrt{2}}\left(g_{\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) \frac{1}{N}}\right. \\
& +g_{\left.\varphi_{1}(m,-n) \frac{N}{2}+\varphi_{2}(m,-n) b, \varphi_{2}(m,-n) \frac{1}{N}\right) \quad \text { if } m+n \text { is even },}^{\psi_{m, n}^{\Lambda}=} \frac{i}{\sqrt{2}}\left(g_{\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) \frac{1}{N}}\right. \\
& -g_{\left.\varphi_{1}(m,-n) \frac{N}{2}+\varphi_{2}(m,-n) b, \varphi_{2}(m,-n) \frac{1}{N}\right) \quad \text { if } m+n \text { is odd. }} .
\end{aligned}
$$

The following theorem gives an equivalent condition for a Wilson system with respect to an arbitrary time-frequency lattice to form an orthonormal basis in terms of a frame condition for the associated Gabor system.

THEOREM 3.9. Let $\Lambda$ be a lattice in $\mathbb{Z} \times \mathbb{T}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{N}{2} & b \\
0 & \frac{1}{N}
\end{array}\right]
$$

Let $g \in \ell_{2}(\mathbb{Z})$ be such that $\widehat{U^{-1} g}$ is real-valued, let $M:=2 c$, and let $U$ and $\varphi$ be defined as in Proposition 3.6 and Lemma 3.7, respectively. Then the following conditions are equivalent.
(i) $\left\{g_{m \frac{N}{2}+n b, n \frac{1}{N}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, N-1}$ is a tight frame for $\ell_{2}(\mathbb{Z})$ with frame bound 2 .
(ii) $\left\{\left(U^{-1} g\right)_{m \frac{M}{2}, n \frac{1}{M}}\right\}_{m \in \mathbb{Z}, n=0, \ldots, M-1}$ is a tight frame for $\ell_{2}(\mathbb{Z})$ with frame bound 2.
(iii) $\mathcal{W}\left(U^{-1} g, \frac{M}{2} \mathbb{Z} \times \frac{1}{M}\{0, \ldots, M-1\}, \ell_{2}(\mathbb{Z})\right)$ is an orthonormal basis for $\ell_{2}(\mathbb{Z})$.
(iv) $\mathcal{W}\left(g, \Lambda, \ell_{2}(\mathbb{Z})\right)$ is an orthonormal basis for $\ell_{2}(\mathbb{Z})$.

Proof. Let $\sigma$ be defined as in the proof of Proposition 3.6 and let $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$. Then we compute

$$
\begin{aligned}
& \sigma\left(\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) \frac{1}{N}\right) \\
&=\left(\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b,-\varphi_{1}(m, n) \frac{n_{0}}{2 c}-\varphi_{2}(m, n) \frac{b n_{0}}{c N}+\varphi_{2}(m, n) \frac{1}{N}\right) \\
&=\left(m\left(\frac{N}{2} m_{0}+b n_{0}\right)+n\left(-\frac{2 d}{N} \frac{N}{2}+\frac{d}{b} b\right), m\left(-\frac{n_{0}}{2 c} m_{0}-\frac{b n_{0}}{c N} n_{0}+\frac{1}{N} n_{0}\right)\right. \\
&\left.\quad+n\left(\frac{2 d}{N} \frac{n_{0}}{2 c}-\frac{d}{b} \frac{b n_{0}}{c N}+\frac{d}{b} \frac{1}{N}\right)\right) \\
&=\left(m c, m n_{0}\left(\frac{1}{N}-\frac{1}{c N}\left(\frac{N}{2} m_{0}+b n_{0}\right)\right)+n \frac{d}{b N}\right) \\
&=\left(m \frac{M}{2}, n \frac{1}{M}\right)
\end{aligned}
$$

where in the last step we used $c d=\frac{N}{2} b$. Using Lemma 3.7, the equivalence of (i) and (ii) now follows immediately from Proposition 3.6 and (3.9), since $U$ is unitary and $|C(m, n)|=1$. Proposition 3.5 proves (ii) $\Leftrightarrow$ (iii). Therefore it remains to prove the equivalence of (iii) and (iv). For this, we will use the following implication of Proposition 3.6:

$$
\begin{aligned}
U\left(U^{-1} g\right)_{m \frac{M}{2}, n \frac{1}{M}} & =U\left(U^{-1} g\right)_{\sigma\left(\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) \frac{1}{N}\right)} \\
& =C(\varphi(m, n))^{-1} g_{\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) \frac{1}{N}}
\end{aligned}
$$

Further, notice that $C(\varphi(m, n))^{-1}$ does not depend on the sign of $n$, since

$$
C(\varphi(m, n))^{-1}=e^{-\pi i \frac{n_{0}}{c N}\left(\varphi_{1}(m, n) \frac{N}{2}+\varphi_{2}(m, n) b\right)^{2}}=e^{-\pi i \frac{n_{0}}{c N} m^{2}\left(m_{0} \frac{N}{2}+n_{0} b\right)^{2}}=e^{-\pi i \frac{n_{0}}{N} m^{2} c^{2}} .
$$

The definition of a Wilson basis, the fact that $U$ is a unitary operator, and the fact that $|C(\varphi(m, n))|=1$ yields the result.
4. Wilson bases for general lattices-the finite case. The space $\mathbb{C}^{L}$ has several advantages over $\ell^{2}(\mathbb{Z})$ when constructing numerical methods for practical timefrequency analysis, which often allow a further acceleration of numerical algorithms; e.g., see [1, 29, 32].

Before defining Gabor systems and Wilson systems for $\mathbb{C}^{L}$ for general timefrequency lattices, we first prove that each such lattice not only possesses a uniquely determined generator matrix in Hermite normal form (which was already proved in [20]), but in our situation this matrix attains a special form.

Lemma 4.1. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with generator matrix $A$ given by

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \quad \text { with } a, b, c, d \in \mathbb{N}, \text { and } \operatorname{det}(A)=\frac{L}{2}
$$

and denote $p=\operatorname{gcd}(c, d)$ if $c \neq 0$ and $p=d$ if $c=0$. Then $\Lambda$ possesses a uniquely determined generator matrix of the form

$$
A^{\prime}=\left[\begin{array}{cc}
\frac{L}{2 p} & b^{\prime}  \tag{4.1}\\
0 & p
\end{array}\right]
$$

where $p=\operatorname{gcd}(c, d)$ and $0 \leq b^{\prime}<\frac{L}{2 p}$.
Proof. Let $p=\operatorname{gcd}(c, d)$ with $c=q p, d=r p$ and note that $p \left\lvert\, \frac{L}{2}\right.$ since $\operatorname{det}(A)=$ $a d-b c=(a r-b q) p=\frac{L}{2}$. Since $\frac{d}{p}=r$ and $\frac{-c}{p}=-q$, we have

$$
A\left[\begin{array}{c}
r  \tag{4.2}\\
-q
\end{array}\right]=\left[\begin{array}{c}
\frac{L}{2 p} \\
0
\end{array}\right]
$$

Furthermore, we claim that there exists a $z \in \mathbb{Z}$ with $0 \leq z<\frac{L}{2 p}$ such that the point $\left[\begin{array}{l}z \\ p\end{array}\right]$ belongs to $\Lambda$. This can be seen as follows: The condition $\left[\begin{array}{c}z \\ p\end{array}\right] \in \Lambda$ is equivalent to the existence of $m, n \in \mathbb{Z}$ such that

$$
\left[\begin{array}{ll}
a & b  \tag{4.3}\\
c & d
\end{array}\right]\left[\begin{array}{c}
m \\
n
\end{array}\right]=\left[\begin{array}{l}
z \\
p
\end{array}\right]
$$

Consider the equation $c m+d n=p$ and substitute $c=q p, d=r p$, then $q p m+r p n=p$, hence $q m+r n=1$. Since $r$ and $q$ are relative prime, there exist $m, n \in \mathbb{Z}$ such that $q m+r n=1$ (see, e.g., [22, Theorem 4.4]). Thus (4.3) holds for $z \in \mathbb{Z}$, but we still have to show that it holds under the condition $0 \leq z<\frac{L}{2 p}$. We can write $z=b^{\prime}+k \frac{L}{2 p}$ with $0 \leq b^{\prime}<\frac{L}{2 p}$ and $k \in \mathbb{Z}$. Hence

$$
\left[\begin{array}{l}
z \\
p
\end{array}\right]=\left[\begin{array}{l}
b^{\prime} \\
p
\end{array}\right]+k\left[\begin{array}{c}
\frac{L}{2 p} \\
0
\end{array}\right] .
$$

Since $\left[\begin{array}{c}\frac{L}{2 p} \\ 0\end{array}\right]=A\left[\begin{array}{c}r \\ -q\end{array}\right]$ by (4.2), it follows that $\left[\begin{array}{c}b^{\prime} \\ p\end{array}\right] \in \Lambda$. Consequently the matrix

$$
A^{\prime}=\left[\begin{array}{cc}
\frac{L}{2 p} & b^{\prime} \\
0 & p
\end{array}\right]
$$

(which satisfies $\operatorname{det}\left(A^{\prime}\right)=\frac{L}{2}$ ) generates $\Lambda$.
The fact that this matrix is uniquely determined is an immediate consequence from the condition $0 \leq b^{\prime}<\frac{L}{2 p}$.

Definition 4.2. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$. Then the uniquely determined matrix $A^{\prime}$ of Lemma 4.1 is called the canonical generator matrix for $\Lambda$.

Using the notion of a canonical generator matrix, we first give the definition of a Gabor system.

Definition 4.3. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix A given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & b \\
0 & p
\end{array}\right]
$$

Set $M=2 p, N=\frac{L}{p}$ and let $g$ be some L-periodic function on $\mathbb{Z}$. Then the associated Gabor system is given by $\left\{g_{m a+n b, n d}\right\}_{m=0, \ldots, M-1, n=0, \ldots, N-1}$, where

$$
g_{m a+n b, n d}(l)=g(l-(m a+n b)) e^{2 \pi i l n d / L}, \quad l=0, \ldots, L-1
$$

Next we define a Wilson basis associated with a lattice with diagonal canonical generator matrix in the following way.

Definition 4.4. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix A given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & 0 \\
0 & p
\end{array}\right]
$$

and let $g$ be some L-periodic function on $\mathbb{Z}$. Then the Wilson system $\mathcal{W}\left(g, \Lambda, \mathbb{C}^{L}\right)=$ $\left\{\psi_{m, n}\right\}_{(m, n) \in I}$, where $I=\{0, \ldots, p-1\} \times\left\{0, \frac{L}{2 p}\right\} \cup\{0, \ldots, 2 p-1\} \times\left\{1, \ldots, \frac{L}{2 p}-1\right\}$, is given by

$$
\psi_{m, n}^{\Lambda}=g_{m \frac{L}{p}, n p} \quad \text { if } m=0, \ldots, p-1, n=0, \frac{L}{2 p}
$$

and for $m=0, \ldots, 2 p-1, n=1, \ldots, \frac{L}{2 p}-1$,

$$
\begin{array}{ll}
\psi_{m, n}^{\Lambda}=\frac{1}{\sqrt{2}}\left(g_{m \frac{L}{2 p}, n p}+g_{m \frac{L}{2 p},-n p}\right) & \text { if } m+n \text { is even } \\
\psi_{m, n}^{\Lambda}=\frac{i}{\sqrt{2}}\left(g_{m \frac{L}{2 p}, n p}-g_{m \frac{L}{2 p},-n p}\right) & \text { if } m+n \text { is odd. }
\end{array}
$$

Also in the finite case we will employ the Zak transform. This time we will use the Zak transform on the group $\mathbb{Z}_{L}$ with respect to the uniform lattice $K=\{2 p k$ : $\left.k=0, \ldots, \frac{L}{2 p}-1\right\}$ in $\mathbb{Z}_{L}$, which is defined on the set of square-integrable functions on the set $\{0, \ldots, 2 p-1\} \times\left\{0, \ldots, \frac{L}{2 p}-1\right\}$ by

$$
Z f(x, y)=\sum_{k=0}^{\frac{L}{2 p}-1} f(x+2 p k) e^{2 \pi i \frac{2 p k}{L} y}
$$

where we associate $\mathbb{Z}_{L}$ with $\{0, \ldots, L-1\}$.
The following proposition is the analogue to Proposition 3.5 for the space $\mathbb{C}^{L}$.
Proposition 4.5. Let $g$ be some L-periodic function on $\mathbb{Z}$ such that $\hat{g}$ is realvalued and consider the lattice $\Lambda$ with canonical generator matrix given by

$$
\left[\begin{array}{cc}
\frac{L}{2 p} & 0 \\
0 & p
\end{array}\right]
$$

Then the following conditions are equivalent.
(i) $\left\{g_{m \frac{L}{2 p}, n p}\right\}_{m=0, \ldots, 2 p-1, n=0, \ldots, \frac{L}{p}-1}$ is a tight frame for $\mathbb{C}^{L}$ with frame bound 2 .
(ii) We have $|Z \hat{g}(x, y)|^{2}+|Z \hat{g}(x+p, y)|^{2}=\frac{1}{p}$ a.e.
(iii) For all $j=0, \ldots, \frac{L}{2 p}-1$ and $y \in \mathbb{Z}_{L}$, we have $\sum_{l=0}^{\frac{L}{p}-1} \hat{g}(y+l p) \hat{g}(y+l p+2 j p)=$ $\frac{1}{p} \delta_{j, 0}$.
(iv) $\mathcal{W}\left(g, \Lambda, \mathbb{C}^{L}\right)$ is an orthonormal basis for $\mathbb{C}^{L}$.

Proof. The proof, while lengthy, is very similar to the proof of Proposition 3.5. In fact, with obvious adaptations, such as using the normalized Haar measure on $\mathbb{Z}_{L}$, i.e., $m(E)=\frac{1}{L} \sum_{x \in \mathbb{Z}_{L}} 1_{E}(x)$ for all $E \subseteq \mathbb{Z}_{L}$, and replacing Zak transforms and Fourier transforms by their corresponding finite counterparts, the proof carries over almost line by line. We therefore leave this part to the reader.

Now we will turn our attention to general time-frequency lattices. Here the situation is slightly more involved compared to $\ell^{2}(\mathbb{Z})$.

Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & b \\
0 & p
\end{array}\right]
$$

Then we choose $\alpha, \beta, m_{0}, n_{0} \in \mathbb{Z}$ such that

$$
\begin{equation*}
\alpha \frac{L}{2 p} m_{0}+\alpha b n_{0}+\beta p n_{0} \tag{4.4}
\end{equation*}
$$

attains its minimal positive value. Assume that there exists a choice of $\alpha, \beta, m_{0}, n_{0}$ such that $\left(\frac{L}{2 p} m_{0}+b n_{0}\right)\left(p n_{0}\right)<0$ and $\left(\alpha \frac{L}{2 p}\right)(\alpha b+\beta p)>0$. In the other cases we have to change the signs of the later defined $\gamma$ and $\delta$ accordingly. In the following we will restrict our analysis to the case where $|\alpha|=1$. For the remainder of this section let $\alpha, \beta, m_{0}, n_{0}$ be defined in this way. Now we regard $\alpha$ and $\beta$ as elements of $\mathbb{Z}_{L}$. For the sake of brevity we set

$$
c:=\operatorname{gcd}\left(\alpha \frac{L}{2 p}, \alpha b+\beta p\right), \quad d:=\operatorname{lcm}\left(\alpha \frac{L}{2 p}, \alpha b+\beta p\right)
$$

and

$$
s:=\operatorname{gcd}\left(\frac{L}{2 p} m_{0}+b n_{0}, p n_{0}\right), \quad t:=\operatorname{lcm}\left(\frac{L}{2 p} m_{0}+b n_{0}, p n_{0}\right)
$$

The minimality condition for (4.4) shows that

$$
\begin{equation*}
\alpha \frac{L}{2 p} m_{0}+\alpha b n_{0}+\beta p n_{0}=c=s \tag{4.5}
\end{equation*}
$$

We further define $\gamma, \delta \in \mathbb{Z}_{L}$ by

$$
\gamma:=\frac{t}{\frac{L}{2 p} m_{0}+b n_{0}} \quad \text { and } \quad \delta:=-\frac{t}{p n_{0}}
$$

and $\sigma \in \operatorname{Hom}\left(\mathbb{Z}_{L} \times \mathbb{Z}_{L}\right)$ by

$$
\sigma=\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right]
$$

Proposition 4.6. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix A given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & b \\
0 & p
\end{array}\right]
$$

Let $\sigma$ be defined as in the preceding paragraph, and let $U$ on the space of L-periodic functions on $\mathbb{Z}$ be defined by

$$
U f(k)=\sum_{l \in \mathbb{Z}_{L}} f(\alpha k+\beta l) e^{-\pi i\left(\alpha \gamma k^{2}+\beta \delta l^{2}\right)(L+1) / L} e^{-2 \pi i \beta \gamma k l / L}
$$

Then

$$
g_{m \frac{L}{2 p}+n b, n p}(l)=C(m, n) U\left(U^{-1} g\right)_{\sigma\left(m \frac{L}{2 p}+n b, n p\right)}(l)
$$

where $C(m, n)=e^{-\pi i\left(\alpha \gamma m^{2}+\beta \delta n^{2}\right)(L+1) / L} e^{-2 \pi i \beta \gamma m n / L}$.
Before moving on to the proof of this statement we point out that the operator $U$ in Proposition 4.6 is no longer a simple chirp operator as for the case $\ell^{2}(\mathbb{Z})$; cf. Proposition 3.6. This difference and the different form of $\sigma$ necessitate a somewhat different proof for the case $\mathbb{C}^{L}$.

Proof. In order to apply Theorem 1.1 we need to check whether $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$ is symplectic. For this, we have to show that, for all $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{Z}_{L} \times \mathbb{Z}_{L}$,

$$
\begin{equation*}
e^{-2 \pi i \sigma_{2}(x, y) \sigma_{1}\left(x^{\prime}, y^{\prime}\right) / L} e^{2 \pi i \sigma_{2}\left(x^{\prime}, y^{\prime}\right) \sigma_{1}(x, y) / L}=e^{-2 \pi i x^{\prime} y / L} e^{2 \pi i x y^{\prime} / L} \tag{4.6}
\end{equation*}
$$

We have

$$
\begin{aligned}
& e^{-2 \pi i \sigma_{2}(x, y) \sigma_{1}\left(x^{\prime}, y^{\prime}\right) / L} e^{2 \pi i \sigma_{2}\left(x^{\prime}, y^{\prime}\right) \sigma_{1}(x, y) / L} \\
& =e^{-2 \pi i(\gamma x+\delta y)\left(\alpha x^{\prime}+\beta y^{\prime}\right) / L} e^{2 \pi i\left(\gamma x^{\prime}+\delta y^{\prime}\right)(\alpha x+\beta y) / L} \\
& =e^{2 \pi i(\alpha \delta-\beta \gamma)\left(x y^{\prime}-x^{\prime} y\right) / L}
\end{aligned}
$$

and

$$
\begin{aligned}
\alpha \delta-\beta \gamma & =-\frac{\alpha t}{p n_{0}}-\frac{\beta t}{\frac{L}{2 p} m_{0}+b n_{0}} \\
& =\frac{-t}{\left(\frac{L}{2 p} m_{0}+b n_{0}\right)\left(p n_{0}\right)}\left(\alpha\left(\frac{L}{2 p} m_{0}+b n_{0}\right)+\beta p n_{0}\right)
\end{aligned}
$$

By (4.5),

$$
\alpha \delta-\beta \gamma=\frac{-s t}{\left(\frac{L}{2 p} m_{0}+b n_{0}\right)\left(p n_{0}\right)}=1
$$

since $\left(\frac{L}{2 p} m_{0}+b n_{0}\right)\left(p n_{0}\right)<0$. This proves that (4.6) is satisfied, which shows that $\sigma$ is indeed symplectic. Moreover, a short computation analogous to the one in the proof of Proposition 3.6 shows that

$$
\zeta(k, l)=\left(\sigma^{*} \kappa_{0} \sigma-\kappa_{0}\right)(k, l)=(\alpha \gamma k+\beta \gamma l, \beta \gamma k+\beta \delta l) .
$$

Now it is easy to check (compare also [24, Example 1.1.34 (iii)]) that

$$
\psi: \mathbb{Z}_{L}^{2} \rightarrow \mathbb{T}, \quad \psi(k, l)=e^{\pi i\left(\alpha \gamma k^{2}+\beta \delta l^{2}\right)(L+1) / L} e^{2 \pi i \beta \gamma k l / L}
$$

is a second degree character associated to $\zeta$. Applying Theorem 1.1 now finishes the proof.

As in the discrete case we need to define a special bijective map in order to give the definition of a Wilson basis associated with a lattice with arbitrary canonical generator matrix.

Lemma 4.7. Let $\frac{L}{2 p}, b \in \mathbb{Z}_{L}$ with $0 \leq b<\frac{L}{2 p}$ and let $\alpha, \beta, m_{0}, n_{0}, c, d$ be defined as before. Then the mapping $\varphi: \mathbb{Z}^{2} \rightarrow \mathbb{Z}^{2}$ defined by

$$
\varphi(m, n)=\left\{\begin{array}{cc}
(m, n) & : \quad b=0 \\
\left(m m_{0}-\frac{2 p d}{\alpha L} n, m n_{0}+\frac{d}{\alpha b+\beta p} n\right) & : \quad b \neq 0
\end{array}\right.
$$

is bijective and we have

$$
\begin{gathered}
\left\{\left(m \bmod \frac{L}{c}, n \bmod 2 c\right):(m, n) \in \varphi^{-1}\left(\{0, \ldots, 2 p-1\} \times\left\{0, \ldots, \frac{L}{p}-1\right\}\right)\right\} \\
=\left\{0, \ldots, \frac{L}{c}-1\right\} \times\{0, \ldots, 2 c-1\}
\end{gathered}
$$

Proof. The proof of this lemma is very similar to the proof of Lemma 3.7; we therefore omit it.

Note that the following definition reduces to Definition 4.4 in the case of a diagonal canonical generator matrix.

Definition 4.8. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix A given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & b \\
0 & p
\end{array}\right]
$$

Let $g$ be some L-periodic function on $\mathbb{Z}$, and let $\varphi$ be defined as in Lemma 4.7. Then the Wilson system $\mathcal{W}\left(g, \Lambda, \mathbb{C}^{L}\right)=\left\{\psi_{m, n}\right\}_{(m, n) \in I}$, where $I=\{0, \ldots, p-1\} \times\left\{0, \frac{L}{2 p}\right\} \cup$ $\{0, \ldots, 2 p-1\} \times\left\{1, \ldots, \frac{L}{2 p}-1\right\}$, is given by

$$
\psi_{m, n}^{\Lambda}=g_{\varphi_{1}(2 m, n) \frac{L}{2 p}+\varphi_{2}(2 m, n) b, \varphi_{2}(2 m, n) p} \quad \text { if } m=0, \ldots, p-1, n=0, \frac{L}{2 p}
$$

and for $m=0, \ldots, 2 p-1, n=1, \ldots, \frac{L}{2 p}-1$,

$$
\begin{aligned}
\psi_{m, n}^{\Lambda}= & \frac{1}{\sqrt{2}}\left(g_{\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) p}\right. \\
& \left.+g_{\varphi_{1}(m,-n) \frac{L}{2 p}+\varphi_{2}(m,-n) b, \varphi_{2}(m,-n) p}\right) \quad \text { if } m+n \text { is even }, \\
\psi_{m, n}^{\Lambda}= & \frac{i}{\sqrt{2}}\left(g_{\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) p}\right. \\
& \left.-g_{\varphi_{1}(m,-n) \frac{L}{2 p}+\varphi_{2}(m,-n) b, \varphi_{2}(m,-n) p}\right) \quad \text { if } m+n \text { is odd. }
\end{aligned}
$$

The following theorem is the analogue to Theorem 3.9 for the space $\mathbb{C}^{L}$.
Theorem 4.9. Let $\Lambda$ be a lattice in $\mathbb{Z}_{L} \times \mathbb{Z}_{L}$ with canonical generator matrix $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{L}{2 p} & b \\
0 & p
\end{array}\right]
$$

Let $g$ be some L-periodic function on $\mathbb{Z}$ such that $\widehat{U^{-1} g}$ is real-valued, let $M:=2 p$, $N:=\frac{L}{p}, q:=\frac{L}{2 c}, \tilde{M}:=2 q, \tilde{N}:=\frac{L}{q}$, and let $U$ and $\varphi$ be defined as in Proposition 4.6 and Lemma 4.7, respectively. Then the following conditions are equivalent.
(i) $\left\{g_{m \frac{L}{2 p}+n b, n p}\right\}_{m=0, \ldots, M-1, n=0, \ldots, N-1}$ is a tight frame for $\mathbb{C}^{L}$ with frame bound 2.
(ii) $\left\{\left(U^{-1} g\right)_{m \frac{L}{2 q}, n q}\right\}_{m=0, \ldots, \tilde{M}-1, n=0, \ldots, \tilde{N}-1}$ is a tight frame for $\mathbb{C}^{L}$ with frame bound 2 .
(iii) $\mathcal{W}\left(U^{-1} g, \frac{L}{2 q} \mathbb{Z}_{L} \times q \mathbb{Z}_{L}, \mathbb{C}^{L}\right)$ is an orthonormal basis for $\mathbb{C}^{L}$.
(iv) $\mathcal{W}\left(g, \Lambda, \mathbb{C}^{L}\right)$ is an orthonormal basis for $\mathbb{C}^{L}$.

Proof. Let $\sigma$ be defined as before and let $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$. Then we compute

$$
\begin{aligned}
\sigma & \left(\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) p\right) \\
= & \left(\alpha\left(\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b\right)+\beta \varphi_{2}(m, n) p, \gamma\left(\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b\right)+\delta \varphi_{2}(m, n) p\right) \\
= & \left(m\left(\alpha \frac{L}{2 p} m_{0}+\alpha b n_{0}+\beta p n_{0}\right)+n\left(-\alpha \frac{L}{2 p} \frac{2 p d}{\alpha L}+\alpha b \frac{d}{\alpha b+\beta p}+\beta p \frac{d}{\alpha b+\beta p}\right)\right. \\
& \left.m\left(\gamma \frac{L}{2 p} m_{0}+\gamma b n_{0}+\delta p n_{0}\right)+n\left(-\gamma \frac{L}{2 p} \frac{2 p d}{\alpha L}+\gamma b \frac{d}{\alpha b+\beta p}+\delta p \frac{d}{\alpha b+\beta p}\right)\right) \\
= & \left(m c, m\left(\frac{t}{\frac{L}{2 p} m_{0}+b n_{0}}\left(\frac{L}{2 p} m_{0}+b n_{0}\right)-\frac{t}{p n_{0}} p n_{0}\right)\right. \\
& \left.+n\left(-\frac{t}{\frac{L}{2 p} m_{0}+b n_{0}} \frac{d}{\alpha}+\frac{t}{\frac{L}{2 p} m_{0}+b n_{0}} \frac{b d}{\alpha b+\beta p}-\frac{t}{p n_{0}} \frac{p d}{\alpha b+\beta p}\right)\right) \\
= & \left(m c, n t d\left(\frac{-\alpha b p n_{0}-\beta p^{2} n_{0}+\alpha b p n_{0}-\alpha p \frac{L}{2 p} m_{0}-\alpha p b n_{0}}{\alpha\left(\frac{L}{2 p} m_{0}+b n_{0}\right)(\alpha b+\beta p) p n_{0}}\right)\right) \\
= & \left(m c,-n t d p \frac{\alpha \frac{L}{2 p} m_{0}+\alpha b n_{0}+\beta p n_{0}}{\alpha\left(\frac{L}{2 p} m_{0}+b n_{0}\right)(\alpha b+\beta p) p n_{0}}\right) \\
= & \left(m c,-n t p \frac{L}{\alpha\left(\frac{L}{2 p} m_{0}+b n_{0}\right)(\alpha b+\beta p) p n_{0}}\right) \\
= & \left(m c,-n t \frac{\frac{L}{2}}{\left(\frac{L}{2 p} m_{0}+b n_{0}\right) p n_{0}}\right) \\
= & \left(m c, n \frac{L}{2 c}\right),
\end{aligned}
$$

where in the last step we used (4.5) and $s t=-\left(\frac{L}{2 p} m_{0}+b n_{0}\right) p n_{0}$. Since $|\alpha|=1$, we have $c=s=\operatorname{gcd}\left(\alpha \frac{L}{2 p}, \alpha b+\beta p\right)$ is a factor of $\frac{L}{2 p}$ and hence of $\frac{L}{2}$. Using Lemma 4.7, the equivalence of (i) and (ii) follows immediately from Proposition 4.6, since $U$ is unitary and $|C(m, n)|=1$. Proposition 4.5 proves (ii) $\Leftrightarrow$ (iii). Therefore it remains to prove the equivalence of (iii) and (iv). For this, we will use the following implication of Proposition 4.6:

$$
\begin{aligned}
U\left(U^{-1} g\right)_{m \frac{L}{2 q}, n q} & =U\left(U^{-1} g\right)_{\sigma\left(\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) p\right)} \\
& =C(\varphi(m, n))^{-1} g_{\varphi_{1}(m, n) \frac{L}{2 p}+\varphi_{2}(m, n) b, \varphi_{2}(m, n) p}
\end{aligned}
$$

An easy but tedious calculation shows that $C(\varphi(m, n))^{-1}$ does not depend on the sign of $n$. The definition of a Wilson basis, the fact that $U$ is a unitary operator, and the fact that $|C(\varphi(m, n))|=1$ yields the result.

Tight Gabor frames in $\mathbb{C}^{L}$ can be constructed in the same way as for $\ell^{2}(\mathbb{Z})$ and $L^{2}(\mathbb{R})$ by using the "inverse square root trick." Furthermore, it has been shown in [25] that for properly localized windows the dual window constructed in $\mathbb{C}^{L}$ by "sampling and periodization" of the frame $\left\{g_{m a, n b}\right\}$ converges to the dual window $S^{-1} g$ with increasing sampling rate and increasing periodization interval; see [25] for details. This result can be easily extended to tight windows. We refer also to [23, 30, 7] for related results and leave the details to the reader. To obtain tight Gabor frames in $\mathbb{C}^{L}$ that satisfy the required conditions of the theorem above and have good timefrequency localization, one can thus essentially proceed analogous to the example at the end of section 2.
5. Conclusion. We have demonstrated that orthonormal Wilson bases for $L^{2}(\mathbb{R})$ (with excellent time-frequency localization) can be constructed for general time-frequency lattices. Of course any numerical implementation has to be done in a discrete setting. Somewhat longer proofs establish a similar result for the spaces $\ell^{2}(\mathbb{Z})$ and $\mathbb{C}^{L}$ for nonrectangular time-frequency lattices. The approach based on metaplectic transforms used in this paper suggests that the main results can be extended to the setting of symplectic time-frequency lattices on general locally compact abelian groups.

Furthermore, our results imply that from a practical viewpoint it is indeed possible to extend OQAM-OFDM or cosine-modulated filter banks to general time-frequency lattices. Moreover, we expect that the benefits of using general time-frequency lattices will be even more pronounced for images and higher-dimensional signals. Our expectation is based on the fact that in the theory of sphere packings (and sphere coverings) the advantages of the optimal sphere packing over the packing associated with the rectangular lattices increases significantly with the dimension of the space [8].

An interesting research problem is thus to investigate how to extend the results in this paper to $L^{2}\left(\mathbb{R}^{d}\right)$ for nonsymplectic lattices as well as to find optimal timefrequency lattices in $\mathbb{R}^{2 d}$ for $d>1$. One possibility for defining an "optimal" timefrequency lattice is to fix the function $g$ to be a Gaussian, say, and then find that time-frequency lattice of fixed density which minimizes the condition number of the associated Gabor frame operator as indicated in [31].
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#### Abstract

An asymptotic analysis of a family of functionals used in the van der Waals-CahnHilliard theory of phase transitions gives rise to a generalized area functional in the limit. We examine a family of related higher order functionals on a three-dimensional domain. The expected limit in this case is a generalization of the Willmore functional. An analysis of the problem under a monotonicity assumption supports this conjecture.
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1. Introduction. Suppose $\Omega \subset \mathbb{R}^{3}$ is an open domain. For $\epsilon>0$ and $u \in$ $H_{\mathrm{loc}}^{1}(\Omega)$, consider the functional

$$
E_{\epsilon}(u)=\int_{\Omega}\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right) d x .
$$

These and similar functionals are used in the van der Waals-Cahn-Hilliard theory of phase transitions as a model for the energy of phase interfaces. In this context, but also as an independent problem, it is interesting to study the asymptotic behavior of $E_{\epsilon}$ as $\epsilon \searrow 0$. Such an analysis was first done by Modica and Mortola [14, 15] in the framework of $\Gamma$-convergence. Related results have been obtained by Modica [12, 13], Sternberg [22], and many others. The limit functional for this asymptotic problem turns out to be (up to a constant multiple) an area functional for generalized surfaces (or generalized submanifolds for similar problems in other dimensions) in $\Omega$.

The asymptotic behavior of critical points of $E_{\epsilon}$ under a volume constraint-in other words, solutions of

$$
\begin{equation*}
\epsilon \Delta u+\frac{1}{\epsilon}\left(1-u^{2}\right) u=\lambda \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

where $\lambda$ is a constant-have been studied by Hutchinson and Tonegawa [9]. This theory again identifies the area functional as the limit of $E_{\epsilon}$, but it also gives some information about the behavior of the left-hand side of (1.1) as $\epsilon \searrow 0$. In fact, the quantity

$$
\tau_{\epsilon}(u)=\epsilon \Delta u+\frac{1}{\epsilon}\left(1-u^{2}\right) u
$$

converges to the mean curvature of the limit surface in some sense, at least if solutions of (1.1) or similar equations are considered. The results have been extended by Tonegawa [23] to the case of sufficiently regular nonconstant right-hand sides in (1.1).

[^38]If the limit of $\tau_{\epsilon}$ corresponds to the mean curvature, then one might expect that the functionals

$$
T_{\epsilon}(u)=\frac{1}{4 \epsilon} \int_{\Omega}\left(\tau_{\epsilon}(u)\right)^{2} d x
$$

for $u \in H_{\text {loc }}^{2}(\Omega)$ converge to a generalized version of the Willmore functional. (For an immersed $C^{2}$-surface $\Sigma \subset \Omega$ with mean curvature vector $H$, the Willmore functional is defined by

$$
W(\Sigma)=\frac{1}{4} \int_{\Sigma}|H|^{2} d \mathcal{H}^{2}
$$

where $\mathcal{H}^{2}$ is the two-dimensional Hausdorff measure; see Willmore [24] for a discussion.) We study the asymptotic behavior of $T_{\epsilon}$ as $\epsilon \searrow 0$ in this paper. Although we cannot answer the question implied above in full generality, our results indicate strongly that the Willmore functional is indeed the limit of $T_{\epsilon}$.

This problem is related to a conjecture of De Giorgi [6] about the $\Gamma$-convergence of similar functionals. A problem of this type has also been studied in a paper by Bellettini and Mugnai [5] for two-dimensional domains and under the assumption of radial symmetry.

For technical reasons, we assume that $\Omega=\Omega^{\prime} \times \mathbb{R}$ for our main result, where $\Omega^{\prime} \subset \mathbb{R}^{2}$ is an open domain. We then work in the space of all functions $u \in H_{\text {loc }}^{2}(\Omega)$ satisfying

$$
\frac{\partial u}{\partial x^{3}} \geq 0
$$

This condition simplifies the analysis of the problem. Some of the tools we use also work without this restriction, but it appears that a satisfactory analysis of the full problem also requires some additional arguments.

Before we state our results, we introduce some notation and terminology. We denote the Lebesgue measure in $\Omega$ by $\mathcal{L}^{3}$ and the $m$-dimensional Hausdorff measure by $\mathcal{H}^{m}$. If we have a countably $m$-rectifiable set $\Sigma \subset \Omega$, then $T_{x} \Sigma$ denotes the approximate tangent space of $\Sigma$ at $x$. This approximate tangent space exists $\mathcal{H}^{m}$ almost everywhere on $\Sigma$. If $\phi \in C^{1}\left(\Omega, \mathbb{R}^{3}\right)$, then $\operatorname{div}_{\Sigma} \phi$ denotes the divergence of $\phi$ with respect to $\Sigma$. That is, if we write $\operatorname{proj}_{V}$ for the $(3 \times 3)$-matrix of the orthogonal projection onto a linear subspace $V$ of $\mathbb{R}^{3}$, then

$$
\operatorname{div}_{\Sigma} \phi(x)=\operatorname{trace}\left(\operatorname{proj}_{T_{x} \Sigma} \nabla \phi(x)\right)
$$

wherever the approximate tangent space exists. We also write $\operatorname{proj}_{V} \frac{1}{V}$ for the matrix of the orthogonal projection onto the orthogonal complement of $V$.

Theorem 1.1. Suppose $\Omega=\Omega^{\prime} \times \mathbb{R}$ for some open set $\Omega^{\prime} \subset \mathbb{R}^{2}$. For $\epsilon>0$, suppose $u_{\epsilon} \in H_{\text {loc }}^{2}(\Omega)$ such that

$$
\frac{\partial u_{\epsilon}}{\partial x^{3}} \geq 0
$$

$\mathcal{L}^{3}$-almost everywhere in $\Omega$. If

$$
\liminf _{\epsilon \searrow 0}\left(E_{\epsilon}\left(u_{\epsilon}\right)+T_{\epsilon}\left(u_{\epsilon}\right)\right)<\infty
$$

then there exists a sequence $\epsilon_{k} \searrow 0$ with the following properties.
(i) There exist a relatively closed, countably 2-rectifiable set $\Sigma \subset \Omega$ and an upper semicontinuous function $\theta: \Sigma \rightarrow[2 \sqrt{2} / 3, \infty)$ such that

$$
\lim _{k \rightarrow \infty} \frac{\epsilon_{k}}{2} \int_{\Omega} \eta\left|\nabla u_{\epsilon_{k}}\right|^{2} d x=\lim _{k \rightarrow \infty} \frac{1}{4 \epsilon_{k}} \int_{\Omega} \eta\left(1-u_{\epsilon_{k}}^{2}\right)^{2} d x=\frac{1}{2} \int_{\Sigma} \eta \theta d \mathcal{H}^{2}
$$

for every $\eta \in C_{0}^{0}(\Omega)$.
(ii) The sequence $\left\{u_{\epsilon_{k}}\right\}$ converges $\mathcal{L}^{3}$-almost everywhere to a function $u: \Omega \rightarrow$ $\{-1,1\}$ that is locally constant in $\Omega \backslash \Sigma$.
(iii) There exists an $\mathcal{H}^{2}$-measurable function $H: \Sigma \rightarrow \mathbb{R}^{3}$ with $H(x) \perp T_{x} \Sigma$ for $\mathcal{H}^{2}$-almost every $x \in \Sigma$, such that

$$
\int_{\Sigma}\left(\operatorname{div}_{\Sigma} \phi+\phi \cdot H\right) \theta d \mathcal{H}^{2}=0
$$

for every $\phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{3}\right)$ and

$$
\frac{1}{4} \int_{\Sigma}|H|^{2} \theta d \mathcal{H}^{2} \leq \liminf _{k \rightarrow \infty} T_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)
$$

The proof of Theorem 1.1 rests on two pillars: a theory of a generalized Willmore functional on the one hand, and estimates of the terms of $E_{\epsilon}$ on the other hand. The generalized Willmore functional we use gives in particular a direct link between the functionals $T_{\epsilon}$ and the classical Willmore functional. But to apply the theory successfully, it is important to show that the terms

$$
\frac{\epsilon}{2}\left|\nabla u_{\epsilon}\right|^{2}
$$

are bounded by the other contribution to $E_{\epsilon}\left(u_{\epsilon}\right)$,

$$
\frac{1}{4 \epsilon}\left(1-u_{\epsilon}^{2}\right)^{2}
$$

in an appropriate sense, at least in the limit. Such estimates are also important in the works of Hutchinson and Tonegawa [9], Tonegawa [23], and Bellettini and Mugnai [5]. Apart from these estimates, however, we use relatively little information about the structure of the problem. This means that our methods can also be applied to other problems. For instance, it is not difficult to see that similar results can be obtained if the potential given by the function $\left(1-u^{2}\right)^{2}$ is replaced by another two-well potential. (We leave it to the reader to verify the details.) Similar tools as we use here have also been applied to a problem related to harmonic maps in [17].

We conclude the introduction by pointing out that the Willmore functional can always be approximated by $T_{\epsilon}$ for sufficiently smooth surfaces. Suppose, e.g., that $U \subset \mathbb{R}^{3}$ is a bounded, open set with $C^{2}$-regular boundary. Choose a function $\chi \in$ $C^{2}\left(\mathbb{R}^{3}\right)$ with $\chi \equiv 1$ on $\Sigma=\partial U$, such that the distance function $\operatorname{dist}(\cdot, \Sigma)$ is of class $C^{2}$ in a neighborhood of $\operatorname{supp} \chi$. Then the functions

$$
u_{\epsilon}(x)= \begin{cases}\chi(x) \tanh \left(\frac{\operatorname{dist}(x, \Sigma)}{\sqrt{2} \epsilon}\right) & \text { if } x \notin U \\ -\chi(x) \tanh \left(\frac{\operatorname{dist}(x, \Sigma)}{\sqrt{2} \epsilon}\right) & \text { if } x \in U\end{cases}
$$

satisfy

$$
\lim _{\epsilon \searrow 0} \frac{\epsilon}{2} \int_{\Omega} \eta\left|\nabla u_{\epsilon}\right|^{2} d x=\lim _{\epsilon \searrow 0} \frac{1}{4 \epsilon} \int_{\Omega} \eta\left(1-u_{\epsilon}^{2}\right)^{2} d x=\frac{\sqrt{2}}{3} \int_{\Sigma} \eta d \mathcal{H}^{2}
$$

for any $\eta \in C_{0}^{0}\left(\mathbb{R}^{3}\right)$ and

$$
\frac{2 \sqrt{2}}{3} W(\Sigma)=\lim _{\epsilon \searrow 0} T_{\epsilon}\left(u_{\epsilon}\right)
$$

The proof consists of the obvious computations and the observation that the function $v(s)=\tanh (s /(\sqrt{2} \epsilon))$ solves

$$
v^{\prime \prime}+\left(1-v^{2}\right) v=0
$$

2. A generalization of the Willmore functional. We need a few tools from geometric measure theory, among them some concepts from [16, 18, 17] that can be regarded as variants of the notion of varifolds (cf. Simon [20] and Allard [1]). Similar tools have been developed by Ambrosio and Soner [4] and Lin [10]. Yet in none of these papers are they quite in the right form for the problem we study here; therefore we present the theory from the beginning. Because it might also be of independent interest, we consider arbitrary dimensions $n \geq 2$. In this section, we assume that $\Omega$ is an open set in $\mathbb{R}^{n}$.

Let $\mathcal{S}$ be the set of all symmetric, positive semidefinite real $(n \times n)$-matrices. We write $\mathcal{M}(\Omega)$ for the set of all pairs $M=(\mu, \nu)$, such that

- $\mu$ is a Radon measure on $\Omega$ (with nonnegative values),
- $\nu$ is a Radon measure on $\Omega$ with values in $\mathcal{S}$, and
- there exists a function $\sigma \in L^{\infty}(\mu, \mathcal{S})$ such that $\nu=\mu\llcorner\sigma$. If $M=(\mu, \nu) \in \mathcal{M}(\Omega)$, we define the linear functional

$$
\delta M(\phi)=\int_{\Omega}\left(\operatorname{div} \phi d \mu-\frac{\partial \phi^{\alpha}}{\partial x^{\beta}} d \nu_{\alpha \beta}\right)
$$

on $C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$. Here and throughout the paper we use a summation convention: a repeated Greek index indicates a summation over its range.

Examples.
(i) Suppose $\Sigma \subset \Omega$ is a countably $m$-rectifiable set and

$$
\theta \in L_{\mathrm{loc}}^{1}\left(\mathcal{H}^{m} L \Sigma,[0, \infty)\right)
$$

Define $M=(\mu, \nu)$, where

$$
\begin{equation*}
\mu=\left(\mathcal{H}^{m}\llcorner\Sigma)\llcorner\theta\right. \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu=\mu\llcorner\sigma \tag{2.2}
\end{equation*}
$$

for $\sigma(x)=\operatorname{proj}_{T_{x} \Sigma}^{\perp}$. Then

$$
\delta M(\phi)=\int_{\Sigma}\left(\operatorname{div}_{\Sigma} \phi\right) \theta d \mathcal{H}^{m}
$$

(ii) If $\epsilon>0$ and $u \in H_{\text {loc }}^{2}(\Omega)$, define

$$
\begin{equation*}
\mu=\mathcal{L}^{n}\left\llcorner\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right)\right. \tag{2.3}
\end{equation*}
$$

(where $\mathcal{L}^{n}$ is the Lebesgue measure in $\Omega$ ), and

$$
\begin{equation*}
\nu_{\alpha \beta}=\epsilon \mathcal{L}^{n} L\left(\frac{\partial u}{\partial x^{\alpha}} \frac{\partial u}{\partial x^{\beta}}\right) \tag{2.4}
\end{equation*}
$$

Then the pair $M=(\mu, \nu)$ satisfies

$$
\delta M(\phi)=\int_{\Omega} \phi \cdot \nabla u \tau_{\epsilon}(u) d x
$$

(iii) Other examples of possible applications are given in $[16,18,17]$.

The examples indicate that the space $\mathcal{M}(\Omega)$ can provide a connection between the functionals $E_{\epsilon}$ and the (generalized) area functional. The following notion also gives a relation between $T_{\epsilon}$ and the Willmore functional.

Definition 2.1. The functional $W$ on $\mathcal{M}(\Omega)$ given by

$$
W(M)=\frac{1}{4} \sup \left\{(\delta M(\phi))^{2}: \phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right) \text { with } \int_{\Omega} \phi^{\alpha} \phi^{\beta} d \nu_{\alpha \beta} \leq 1\right\}
$$

is called the generalized Willmore functional. We write

$$
\mathcal{W}(\Omega)=\{M \in \mathcal{M}(\Omega): W(M)<\infty\}
$$

Examples.
(i) Suppose $\Sigma \subset \Omega$ is countably $m$-rectifiable and $\theta \in L_{\mathrm{loc}}^{1}\left(\mathcal{H}^{m}\llcorner\Sigma,[0, \infty))\right.$, such that there exists an $\mathcal{H}^{m}$-measurable function $H: \Sigma \rightarrow \mathbb{R}^{n}$ with

$$
\begin{equation*}
H(x) \perp T_{x} \Sigma \tag{2.5}
\end{equation*}
$$

for $\mathcal{H}^{m}$-almost every $x \in \Sigma$ and

$$
\int_{\Sigma}\left(\operatorname{div}_{\Sigma} \phi+\phi \cdot H\right) \theta d \mathcal{H}^{m}=0
$$

for every $\phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$. If $M=(\mu, \nu)$ is defined by (2.1) and (2.2), then

$$
W(M)=\frac{1}{4} \int_{\Sigma}|H|^{2} \theta d \mathcal{H}^{m}
$$

But if (2.5) is not satisfied $\mathcal{H}^{m}$-almost everywhere, then $W(M)=\infty$.
(ii) If $\epsilon>0$ and $u \in H_{\mathrm{loc}}^{2}(\Omega)$, and if $M=(\mu, \nu)$ is given by (2.3) and (2.4), then

$$
\begin{aligned}
(\delta M(\phi))^{2} & =\left(\int_{\Omega} \phi \cdot \nabla u \tau_{\epsilon}(u) d x\right)^{2} \\
& \leq\left(\int_{\Omega}\left(\tau_{\epsilon}(u)\right)^{2} d x\right)\left(\int_{\Omega}(\phi \cdot \nabla u)^{2} d x\right)=4 T_{\epsilon}(u) \int_{\Omega} \phi^{\alpha} \phi^{\beta} d \nu_{\alpha \beta}
\end{aligned}
$$

Thus $W(M) \leq T_{\epsilon}(u)$.
In the rest of the section we analyze measure pairs in $\mathcal{W}(\Omega)$. We first show that a representation of $\delta M$ by an $\mathbb{R}^{n}$-valued function $H$ as in the first example always exists for $M \in \mathcal{W}(\Omega)$.

Proposition 2.2. Suppose that $M=(\mu, \nu) \in \mathcal{W}(\Omega)$, and let $\sigma \in L^{\infty}(\mu, \mathcal{S})$ be the function such that $\nu=\mu\llcorner\sigma$. Then there exists a $\mu$-measurable function $H=\left(H^{1}, \ldots, H^{n}\right): \Omega \rightarrow \mathbb{R}^{n}$ with $H^{\beta} \sigma_{\alpha \beta} \in L_{\text {loc }}^{1}(\mu)$ for $\alpha=1, \ldots, n$, such that

$$
\begin{equation*}
\delta M(\phi)=-\int_{\Omega} \phi^{\alpha} H^{\beta} d \nu_{\alpha \beta} \tag{2.6}
\end{equation*}
$$

for every $\phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
H(x) \perp \operatorname{ker} \sigma(x) \tag{2.7}
\end{equation*}
$$

for $\mu$-almost every $x \in \Omega$. Moreover,

$$
\begin{equation*}
W(M)=\frac{1}{4} \int_{\Omega} H^{\alpha} H^{\beta} d \nu_{\alpha \beta} \tag{2.8}
\end{equation*}
$$

Any other function satisfying (2.6) and (2.7) agrees with $H$ except possibly on a $\mu$-null set.

Proof. The functional $\delta M$ on $C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$ satisfies

$$
\begin{align*}
|\delta M(\phi)| & \leq 2\left(W(M) \int_{\Omega} \phi^{\alpha} \phi^{\beta} d \nu_{\alpha \beta}\right)^{1 / 2}  \tag{2.9}\\
& \leq 2\|\phi\|_{C^{0}(\bar{\Omega})}\left(W(M)\|\sigma\|_{L^{\infty}(\mu)} \mu(\operatorname{supp} \phi)\right)^{1 / 2}
\end{align*}
$$

Hence there exists a continuous extension to $C_{0}^{0}\left(\Omega, \mathbb{R}^{n}\right)$, represented by an $\mathbb{R}^{n}$-valued Radon measure $h$ on $\Omega$. Moreover, this measure is absolutely continuous with respect to $\mu$. By the Radon-Nikodým theorem there exists a unique function $\hat{H} \in L_{\text {loc }}^{1}\left(\mu, \mathbb{R}^{n}\right)$ such that $h=\mu\llcorner\hat{H}$. In other words, we have

$$
\delta M(\phi)=\int_{\Omega} \phi \cdot \hat{H} d \mu
$$

for any $\phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$. Now we consider the first inequality in (2.9) again. Any $\psi \in L^{\infty}\left(\mu, \mathbb{R}^{n}\right) \cap L^{2}\left(\mu, \mathbb{R}^{n}\right)$ with

$$
\int_{\Omega} \psi^{\alpha} \psi^{\beta} d \nu_{\alpha \beta}=0
$$

can be approximated by a sequence of vector fields $\psi_{i} \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$ such that, as $i \rightarrow \infty,\left\|\psi_{i}-\psi\right\|_{L^{2}(\mu)} \rightarrow 0$ (because $\mu$ is a Radon measure). Hence

$$
\left|\int_{\Omega} \psi \cdot \hat{H} d \mu\right|=\lim _{i \rightarrow \infty}\left|\int_{\Omega} \psi_{i} \cdot \hat{H} d \mu\right| \leq 2 \sqrt{W(M)} \limsup _{i \rightarrow \infty}\left(\int_{\Omega} \psi_{i}^{\alpha} \psi_{i}^{\beta} d \nu_{\alpha \beta}\right)^{1 / 2}=0 .
$$

It follows that $\hat{H}(x) \perp \operatorname{ker} \sigma(x)$ for $\mu$-almost every $x \in \Omega$. In particular there is a function $H: \Omega \rightarrow \mathbb{R}^{n}$, unique up to a $\mu$-null set, such that (2.7) holds and

$$
X \cdot \hat{H}(x)=-X^{\alpha} H^{\beta}(x) \sigma_{\alpha \beta}(x)
$$

for $\mu$-almost every $x \in \Omega$ and every $X \in \mathbb{R}^{n}$. This $H$ satisfies (2.6). Only (2.8) remains to be proved.

The inequality

$$
W(M) \leq \frac{1}{4} \int_{\Omega} H^{\alpha} H^{\beta} d \nu_{\alpha \beta}
$$

follows directly from the definition of the functional $W$. To show the converse inequality, we approximate $H$ by a sequence of functions $H_{i} \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right)$ such that

$$
\lim _{i \rightarrow \infty} \int_{\Omega}\left(H^{\alpha}-H_{i}^{\alpha}\right)\left(H^{\beta}-H_{i}^{\beta}\right) d \nu_{\alpha \beta}=0
$$

Then we have

$$
W(M) \geq \frac{\left(\int_{\Omega} H^{\alpha} H_{i}^{\beta} d \nu_{\alpha \beta}\right)^{2}}{4 \int_{\Omega} H_{i}^{\alpha} H_{i}^{\beta} d \nu_{\alpha \beta}}
$$

for every $i$ (provided that the denominator on the right-hand side does not vanish). For $i \rightarrow \infty$, we obtain the desired inequality.

DEfinition 2.3. If $M=(\mu, \nu)$ is in $\mathcal{W}(\Omega)$ and $H: \Omega \rightarrow \mathbb{R}^{n}$ satisfies (2.6) and (2.7), then $H$ is called the generalized mean curvature of $M$. For any Borel set $A \subset \Omega$, we write

$$
W(M ; A)=\frac{1}{4} \int_{A} H^{\alpha} H^{\beta} d \nu_{\alpha \beta}
$$

Definition 2.4. Suppose $M^{(k)}=\left(\mu^{(k)}, \nu^{(k)}\right) \in \mathcal{W}(\Omega)$ for $k \in \mathbb{N}$, and $M=$ $(\mu, \nu) \in \mathcal{W}(\Omega)$. We say that $M^{(k)}$ converges weakly to $M$ and we write $M^{(k)} \rightharpoonup M$ if

$$
\sup _{k \in \mathbb{N}} W\left(M^{(k)}\right)<\infty
$$

and, for every $\eta \in C_{0}^{0}(\Omega)$,

$$
\int_{\Omega} \eta d \mu=\lim _{k \rightarrow \infty} \int_{\Omega} \eta d \mu^{(k)} \quad \text { and } \quad \int_{\Omega} \eta d \nu=\lim _{k \rightarrow \infty} \int_{\Omega} \eta d \nu^{(k)}
$$

We say that $M^{(k)}$ converges strongly to $M$ and we write $M^{(k)} \rightarrow M$ if $M^{(k)} \rightharpoonup M$ and

$$
W(M) \geq \limsup _{k \rightarrow \infty} W\left(M^{(k)}\right)
$$

Remark. The following is an immediate consequence of the definition of $W$ : if $M^{(k)} \rightharpoonup M$, then

$$
W(M) \leq \liminf _{k \rightarrow \infty} W\left(M^{(k)}\right)
$$

Thus if $M^{(k)} \rightarrow M$, then

$$
W(M)=\lim _{k \rightarrow \infty} W\left(M^{(k)}\right)
$$

The space $\mathcal{W}(\Omega)$ is quite large. For instance, it contains measure pairs corresponding to countably rectifiable sets in $\Omega$ of any dimension. For some of the results
in this section we have to consider a smaller subspace. We write $\mathcal{W}_{m}(\Omega)$ for the set of all pairs $M=(\mu, \nu) \in \mathcal{W}(\Omega)$ that satisfy

$$
\begin{equation*}
\operatorname{trace} \nu \leq(n-m) \mu \tag{2.10}
\end{equation*}
$$

In order to obtain some idea of what this condition means, consider an $M$ that belongs to a rectifiable set $\Sigma$ as in the examples above. Then (2.10) is satisfied if and only if the dimension of $\Sigma$ is at least $m$.

For $M=(\mu, \nu) \in \mathcal{W}_{m}(\Omega)$, in particular if $m=2$, we want to examine the behavior of quantities of the form $r^{-m} \mu\left(B_{r}\left(x_{0}\right)\right)$ as $r \searrow 0$, where $B_{r}\left(x_{0}\right)$ denotes the open ball in $\mathbb{R}^{n}$ of center $x_{0}$ and radius $r$. The following lemma gives an inequality which is useful for that purpose. It is a variant of a result that is well known for many related theories. (Cf. Allard [1], Price [19], and Simon [21]. There are many other papers with results of this kind.)

Lemma 2.5. Suppose $M=(\mu, \nu) \in \mathcal{W}_{m}(\Omega)$ has the generalized mean curvature H. For $x_{0} \in \Omega$ and $0<\rho<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$, set

$$
\Phi_{M}\left(x_{0}, \rho\right)=\rho^{-m}\left(\mu\left(B_{\rho}\left(x_{0}\right)\right)+\frac{1}{m} \int_{B_{\rho}\left(x_{0}\right)}\left(x^{\alpha}-x_{0}^{\alpha}\right) H^{\beta}(x) d \nu_{\alpha \beta}(x)\right)
$$

If $0<s \leq r<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$, then

$$
\Phi_{M}\left(x_{0}, s\right) \leq \Phi_{M}\left(x_{0}, r\right)+I
$$

where

$$
I=\int_{B_{r}\left(x_{0}\right) \backslash B_{s}\left(x_{0}\right)}\left(\frac{\left(x^{\alpha}-x_{0}^{\alpha}\right)\left(x^{\beta}-x_{0}^{\beta}\right)}{\left|x-x_{0}\right|^{m+2}}+\frac{\left(x^{\alpha}-x_{0}^{\alpha}\right) H^{\beta}(x)}{m\left|x-x_{0}\right|^{m}}\right) d \nu_{\alpha \beta}(x)
$$

Proof. We assume for simplicity that $x_{0}=0$. Suppose $\psi \in C_{0}^{1}\left(B_{1}(0)\right)$ is a nonnegative function. For $\rho>0$, set $\psi_{\rho}(x)=\psi(x / \rho)$. Insert now $\phi(x)=\psi_{\rho}(x) x$ into (2.6). The resulting equation is

$$
\begin{aligned}
& \int_{\Omega} \psi_{\rho}(n d \mu-\operatorname{trace} d \nu)+\frac{1}{\rho} \int_{\Omega} x \cdot \nabla \psi(x / \rho) d \mu(x) \\
&-\int_{\Omega}\left(\frac{x^{\alpha}}{\rho} \frac{\partial \psi}{\partial x^{\beta}}(x / \rho)-x^{\alpha} H^{\beta}(x) \psi_{\rho}(x)\right) d \nu_{\alpha \beta}(x)=0 .
\end{aligned}
$$

Thus (2.10) implies

$$
\begin{aligned}
m \int_{\Omega} \psi_{\rho} d \mu+\frac{1}{\rho} & \int_{\Omega} x \cdot \nabla \psi(x / \rho) d \mu(x) \\
& -\int_{\Omega}\left(\frac{x^{\alpha}}{\rho} \frac{\partial \psi}{\partial x^{\beta}}(x / \rho)-x^{\alpha} H^{\beta}(x) \psi_{\rho}(x)\right) d \nu_{\alpha \beta}(x) \leq 0
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \frac{d}{d \rho}\left(\rho^{-m} \int_{\Omega} \psi_{\rho} d \mu+\frac{1}{m} \int_{\Omega} \psi_{\rho}(x) x^{\alpha} H^{\beta}(x) d \nu_{\alpha \beta}(x)\right)  \tag{2.11}\\
& \quad \geq-\rho^{-m-2} \int_{\Omega}\left(x^{\alpha} \frac{\partial \psi}{\partial x^{\beta}}(x / \rho)+\frac{1}{m} x \cdot \nabla \psi(x / \rho) x^{\alpha} H^{\beta}(x)\right) d \nu_{\alpha \beta}(x)
\end{align*}
$$

If $\psi$ is of the form $\psi(x)=\eta(|x|)$ for some $\eta \in C^{1}(\mathbb{R})$ with $\eta \equiv 0$ in $[1, \infty)$, the right-hand side of (2.11) is

$$
-\rho^{-m-2} \int_{\Omega} \eta^{\prime}(|x| / \rho)\left(\frac{x^{\alpha} x^{\beta}}{|x|}+\frac{1}{m}|x| x^{\alpha} H^{\beta}(x)\right) d \nu_{\alpha \beta}(x)
$$

For

$$
\Phi_{\psi}(\rho)=\rho^{-m}\left(\int_{B_{\rho}\left(x_{0}\right)} \psi_{\rho} d \mu+\frac{1}{m} \int_{B_{\rho}\left(x_{0}\right)} \psi_{\rho} x^{\alpha} H^{\beta}(x) d \nu_{\alpha \beta}(x)\right)
$$

it follows that

$$
\begin{aligned}
\Phi_{\psi}(r)-\Phi_{\psi}(s) & \geq-\int_{s}^{r} \rho^{-m-2} \int_{\Omega} \eta^{\prime}(|x| / \rho)\left(\frac{x^{\alpha} x^{\beta}}{|x|}+\frac{1}{m}|x| x^{\alpha} H^{\beta}(x)\right) d \nu_{\alpha \beta}(x) d \rho \\
& =\int_{\Omega} \int_{s}^{r} \rho^{-m} \frac{d}{d \rho} \eta(|x| / \rho) d \rho\left(\frac{x^{\alpha} x^{\beta}}{|x|^{2}}+\frac{1}{m} x^{\alpha} H^{\beta}(x)\right) d \nu_{\alpha \beta}(x) .
\end{aligned}
$$

We have
(2.12) $\int_{s}^{r} \rho^{-m} \frac{d}{d \rho} \eta(|x| / \rho) d \rho=r^{-m} \eta(|x| / r)-s^{-m} \eta(|x| / s)+m \int_{s}^{r} \rho^{-m-1} \eta(|x| / \rho) d \rho$.

If we approximate the characteristic function of the interval $(-\infty, 1)$ by a sequence of $C^{1}$-functions and insert these approximations instead of $\eta$ into (2.12), the right-hand side converges to 0 if $|x| \geq r$ or $|x|<s$ and to

$$
r^{-m}+m \int_{|x|}^{r} \rho^{-m-1} d \rho=|x|^{-m}
$$

if $|x| \in[s, r)$. The claim of the lemma now follows from Lebesgue's convergence theorem.

Lemma 2.6. Suppose $M=(\mu, \nu) \in \mathcal{W}_{2}(\Omega)$ and $\sigma \in L^{\infty}(\mu, \mathcal{S})$ such that $\nu=$ $\mu\left\llcorner\sigma\right.$. Then for any $\delta>0$ and for any pair of concentric balls $B_{s}\left(x_{0}\right) \subset B_{r}\left(x_{0}\right) \subset \Omega$, the inequality

$$
(1-\delta) s^{-2} \mu\left(B_{s}\left(x_{0}\right)\right) \leq(1+\delta) r^{-2} \mu\left(B_{r}\left(x_{0}\right)\right)+\left(\frac{1}{4}+\frac{\|\sigma\|_{L^{\infty}(\mu)}}{2 \delta}\right) W\left(M ; B_{r}\left(x_{0}\right)\right)
$$

holds.
Proof. We use Lemma 2.5 and the estimates

$$
\begin{aligned}
& \frac{1}{2 \rho^{2}}\left|\int_{B_{\rho}\left(x_{0}\right)}\left(x^{\alpha}-x_{0}^{\alpha}\right) H^{\beta}(x) d \nu_{\alpha \beta}(x)\right| \\
& \quad \leq \frac{1}{2 \rho^{2}}\left(\int_{B_{\rho}\left(x_{0}\right)}\left(x^{\alpha}-x_{0}^{\alpha}\right)\left(x^{\beta}-x_{0}^{\beta}\right) d \nu_{\alpha \beta}(x)\right)^{1 / 2}\left(\int_{B_{\rho}\left(x_{0}\right)} H^{\alpha} H^{\beta} d \nu_{\alpha \beta}\right)^{1 / 2} \\
& \quad \leq \delta \rho^{-2} \mu\left(B_{\rho}\left(x_{0}\right)\right)+\frac{\|\sigma\|_{L^{\infty}(\mu)}}{4 \delta} W\left(M ; B_{\rho}\left(x_{0}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\int_{B_{r}\left(x_{0}\right) \backslash B_{s}\left(x_{0}\right)} \frac{\left(x^{\alpha}-x_{0}^{\alpha}\right) H^{\beta}(x)}{2\left|x-x_{0}\right|^{2}} d \nu_{\alpha \beta}(x)\right| \\
& \quad \leq \int_{B_{r}\left(x_{0}\right) \backslash B_{s}\left(x_{0}\right)} \frac{\left(x^{\alpha}-x_{0}^{\alpha}\right)\left(x^{\beta}-x_{0}^{\beta}\right)}{\left|x-x_{0}\right|^{4}} d \nu_{\alpha \beta}(x)+\frac{1}{16} \int_{B_{r}\left(x_{0}\right) \backslash B_{s}\left(x_{0}\right)} H^{\alpha} H^{\beta} d \nu_{\alpha \beta} .
\end{aligned}
$$

It now suffices to combine the inequalities.
If $M=(\mu, \nu) \in \mathcal{W}_{2}(\Omega)$, we conclude from Lemma 2.6 that $\mu(\{x\})=0$ for every $x \in \Omega$. Hence

$$
\lim _{r \searrow 0} W\left(M ; B_{r}(x)\right)=0
$$

Thus it also follows from Lemma 2.6 that the 2-density

$$
\begin{equation*}
\Theta_{M}(x)=\lim _{r \backslash 0} r^{-2} \mu\left(B_{r}(x)\right) \tag{2.13}
\end{equation*}
$$

exists for every $x \in \Omega$. Moreover, the function $\Theta_{M}$ defined by (2.13) has the following property.

LEMMA 2.7. Let $M^{(k)}=\left(\mu^{(k)}, \nu^{(k)}\right) \in \mathcal{W}_{2}(\Omega)$ for $k \in \mathbb{N}$, and $M=(\mu, \nu) \in$ $\mathcal{W}_{2}(\Omega)$ such that $M^{(k)} \rightarrow M$. Suppose $\sigma^{(k)} \in L^{\infty}\left(\mu^{(k)}, \mathcal{S}\right)$ are the functions such that $\nu^{(k)}=\mu^{(k)} L \sigma^{(k)}$. Let $x_{k} \in \Omega$ with $x_{k} \rightarrow x_{0} \in \Omega$ as $k \rightarrow \infty$. If

$$
\sup _{k \in \mathbb{N}}\left\|\sigma^{(k)}\right\|_{L^{\infty}\left(\mu^{(k)}\right)}<\infty
$$

then

$$
\Theta_{M}\left(x_{0}\right) \geq \limsup _{k \rightarrow \infty} \Theta_{M^{(k)}}\left(x_{k}\right)
$$

Remark. It follows in particular that $\Theta_{M}$ is upper semicontinuous.
Proof. Let $\epsilon>0$. There exists a radius $r>0$ such that

$$
\Theta_{M}\left(x_{0}\right) \geq r^{-2} \mu\left(\overline{B_{r}\left(x_{0}\right)}\right)-\epsilon
$$

and

$$
W\left(M ; \overline{B_{r}\left(x_{0}\right)}\right) \leq \epsilon
$$

Hence

$$
\Theta_{M}\left(x_{0}\right) \geq r^{-2} \limsup _{k \rightarrow \infty} \mu^{(k)}\left(B_{r}\left(x_{0}\right)\right)-\epsilon
$$

and

$$
\limsup _{k \rightarrow \infty} W\left(M^{(k)} ; B_{r}\left(x_{0}\right)\right) \leq \epsilon
$$

Now Lemma 2.6 implies that

$$
\Theta_{M^{(k)}}\left(x_{0}\right) \leq(1+\delta) r^{-2} \mu^{(k)}\left(B_{r}\left(x_{0}\right)\right)+C\left(1+\frac{1}{\delta}\right) \epsilon
$$

for any $\delta \in(0,1]$ and any sufficiently large $k$, where $C$ is a number that depends only on

$$
\sup _{k \in \mathbb{N}}\left\|\sigma^{(k)}\right\|_{L^{\infty}\left(\mu^{(k)}\right)}
$$

Thus

$$
\limsup _{k \rightarrow \infty} \Theta_{M^{(k)}}\left(x_{0}\right) \leq(1+\delta)\left(\Theta_{M}\left(x_{0}\right)+\epsilon\right)+C\left(1+\frac{1}{\delta}\right) \epsilon
$$

Since $\epsilon$ and $\delta$ are arbitrary, the claim follows.

For a fixed $M=(\mu, \nu) \in \mathcal{W}_{2}(\Omega)$ and a fixed point $x_{0} \in \Omega$, we now consider the rescaled measure pairs $M^{x_{0}, r}=\left(\mu^{x_{0}, r}, \nu^{x_{0}, r}\right) \in \mathcal{W}_{2}\left(\Omega^{x_{0}, r}\right)$, where $\Omega^{x_{0}, r}=r^{-1}\left(\Omega-x_{0}\right)$, defined by

$$
\int_{\Omega^{x_{0}, r}} \eta d \mu^{x_{0}, r}=r^{-2} \int_{\Omega} \eta\left(\left(x-x_{0}\right) / r\right) d \mu(x)
$$

and

$$
\int_{\Omega^{x_{0}, r}} \eta d \nu^{x_{0}, r}=r^{-2} \int_{\Omega} \eta\left(\left(x-x_{0}\right) / r\right) d \nu(x)
$$

for all $\eta \in C_{0}^{0}\left(\Omega^{x_{0}, r}\right)$. We have

$$
\lim _{r \backslash 0} \mu^{x_{0}, r}\left(B_{R}(0)\right)=\lim _{r \backslash 0} r^{-2} \mu\left(B_{R r}\left(x_{0}\right)\right)=R^{2} \Theta_{M}\left(x_{0}\right)
$$

for almost any $R>0$. If $\phi \in C_{0}^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, then

$$
\delta M^{x_{0}, r}(\phi)=r^{-1} \delta M\left(\phi\left(\left(x-x_{0}\right) / r\right)\right)
$$

for any $r$ that is large enough so that $\operatorname{supp} \phi \subset \Omega^{x_{0}, r}$. If $R>0$ is such that $\operatorname{supp} \phi \in$ $B_{R}(0)$, then it follows that

$$
\left|\delta M^{x_{0}, r}(\phi)\right| \leq 2 \sup _{\mathbb{R}^{n}}|\phi|\left(\|\sigma\|_{L^{\infty}(\mu)} r^{-2} \mu\left(B_{R r}\left(x_{0}\right)\right) W\left(M ; B_{R r}\left(x_{0}\right)\right)\right)^{1 / 2} \rightarrow 0
$$

as $r \backslash 0$ (where $\sigma \in L^{\infty}(\mu, \mathcal{S})$ is such that $\nu=\mu\llcorner\sigma$ ).
We infer that we can choose a sequence $r_{k} \searrow 0$ such that $M^{x_{0}, r_{k}} \rightarrow M^{*}$ for some $M^{*}=\left(\mu^{*}, \nu^{*}\right) \in \mathcal{W}_{2}\left(\mathbb{R}^{n}\right)$ with $\delta M^{*}=0$ (in the sense that the restrictions of $M^{x_{0}, r_{k}}$ to any bounded domain in $\mathbb{R}^{n}$ converge strongly to the corresponding restrictions of $\left.M^{*}\right)$. Moreover, any given sequence $r_{k} \searrow 0$ has a subsequence with this property.

Definition 2.8. Any measure pair $M^{*} \in \mathcal{W}_{2}(\Omega)$ obtained by a limit process as described above is called a tangent measure pair of $M$ at $x_{0}$.

Lemma 2.9. Suppose $M^{*}=\left(\mu^{*}, \nu^{*}\right)$ is a tangent measure pair of $M=(\mu, \nu) \in$ $\mathcal{W}_{2}(\Omega)$ at $x_{0} \in \Omega$. Then $r^{-2} \mu^{*}\left(B_{r}(0)\right)=\Theta_{M}\left(x_{0}\right)$ for any $r>0$.

Proof. For all but countably many $r>0$, we have

$$
\mu^{*}\left(B_{r}(0)\right)=\lim _{k \rightarrow \infty} \mu^{x_{0}, r_{k}}\left(B_{r}(0)\right)=\lim _{k \rightarrow \infty} r_{k}^{-2} \mu\left(B_{r r_{k}}\left(x_{0}\right)\right)=r^{2} \Theta_{M}\left(x_{0}\right) .
$$

By Lemma 2.5, the quantity $r^{-2} \mu^{*}\left(B_{r}(0)\right)$ is nondecreasing; hence the identity holds even for all $r>0$.

Lemma 2.10. Suppose $M^{*}=\left(\mu^{*}, \nu^{*}\right) \in \mathcal{W}_{2}\left(\mathbb{R}^{n}\right)$ satisfies $\delta M^{*}=0$ and

$$
\begin{equation*}
r^{-2} \mu^{*}\left(B_{r}(0)\right)=s^{-2} \mu^{*}\left(B_{s}(0)\right) \tag{2.14}
\end{equation*}
$$

for every pair of positive numbers $r, s$. Then the set

$$
S\left(M^{*}\right)=\left\{x \in \mathbb{R}^{n}: \Theta_{M^{*}}(x) \geq \Theta_{M^{*}}(0)\right\}
$$

is a linear subspace of $\mathbb{R}^{n}$. If $\mu^{*} \neq 0$, then $\operatorname{dim} S\left(M^{*}\right) \leq 2$, and the following three conditions are equivalent:
(i) $\operatorname{dim} S\left(M^{*}\right)=2$,
(ii) $\mu^{*}\left(\mathbb{R}^{n} \backslash S\left(M^{*}\right)\right)=0$,
(iii) $\mu^{*}=\pi^{-1} \Theta_{M^{*}}(0) \mathcal{H}^{2}\left\llcorner S\left(M^{*}\right)\right.$ and $\nu^{*}=\operatorname{proj}_{S}^{\perp}\left(M^{*}\right) \mu^{*}$.

Proof. We may assume $\mu^{*} \neq 0$. Let $\sigma^{*} \in L^{\infty}\left(\mu^{*}, \mathcal{S}\right)$ be the function such that $\nu^{*}=\mu^{*} L \sigma^{*}$. Then (2.14) and Lemma 2.5 imply that $x \in \operatorname{ker} \sigma^{*}(x)$ for $\mu^{*}$-almost every $x \in \mathbb{R}^{n}$. If $x_{0} \in \mathbb{R}^{n}$ and $r>0$, Lemma 2.5 also implies

$$
\begin{aligned}
& \Theta_{M^{*}}\left(x_{0}\right)+\int_{B_{r}\left(x_{0}\right)} \frac{\left(x^{\alpha}-x_{0}^{\alpha}\right)\left(x^{\beta}-x_{0}^{\beta}\right)}{\left|x-x_{0}\right|^{4}} d \nu_{\alpha \beta}^{*}(x) \\
& \quad \leq r^{-2} \mu^{*}\left(B_{r}\left(x_{0}\right)\right) \leq r^{-2} \mu^{*}\left(B_{r+\left|x_{0}\right|}(0)\right)=\left(1+\frac{\left|x_{0}\right|}{r}\right)^{-2} \Theta_{M^{*}}(0)
\end{aligned}
$$

Letting $r \rightarrow \infty$, we see that $\Theta_{M^{*}}\left(x_{0}\right) \leq \Theta_{M^{*}}(0)$, and $\Theta_{M^{*}}\left(x_{0}\right)=\Theta_{M^{*}}(0)$ only if $x-x_{0} \in \operatorname{ker} \sigma^{*}(x)$ for $\mu^{*}$-almost every $x \in \mathbb{R}^{n}$.

Let $x_{0} \in S\left(M^{*}\right)$. Then it follows that $x_{0} \in \operatorname{ker} \sigma^{*}(x)$ for $\mu^{*}$-almost every $x \in \mathbb{R}^{n}$. Let $\eta \in C_{0}^{1}\left(\mathbb{R}^{n}\right)$; then

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{n}} \eta\left(x+t x_{0}\right) d \mu^{*}(x) & =\int_{\mathbb{R}^{n}} x_{0} \cdot \nabla \eta\left(x+t x_{0}\right) d \mu^{*}(x) \\
& =\int_{\mathbb{R}^{n}} x_{0}^{\alpha} \frac{\partial \eta}{\partial x^{\beta}}\left(x+t x_{0}\right) d \nu_{\alpha \beta}^{*}(x)=0
\end{aligned}
$$

because $\delta M^{*}=0$. That is, the measure $\mu^{*}$ is invariant under translations in the direction of $x_{0}$. It follows that $S\left(M^{*}\right)$ is a linear subspace of $\mathbb{R}^{n}$. Moreover, this translation invariance and (2.14) imply $\operatorname{dim} S\left(M^{*}\right) \leq 2$, and they also imply the equivalence of (i) and (ii). Obviously, (iii) implies (ii). Thus it remains to show that (ii) implies (iii).

For the rest of the proof, we assume that $S\left(M^{*}\right)=\mathbb{R}^{2} \times\{0\}$ for simplicity. We also assume that $\mu^{*}\left(\mathbb{R}^{n} \backslash S\left(M^{*}\right)\right)=0$. We already know that $\nu_{1 \alpha}^{*}=\nu_{2 \alpha}^{*}=0$ for $\alpha=1, \ldots, n$. Now for $\xi \in C_{0}^{1}\left(\mathbb{R}^{2}\right)$ and $\zeta \in C_{0}^{1}\left(\mathbb{R}^{n-2}\right)$, consider a vector field of the form

$$
\phi\left(x^{1}, \ldots, x^{n}\right)=\xi\left(x^{1}, x^{2}\right) \zeta\left(x^{3}, \ldots, x^{n}\right) e_{\alpha}
$$

where $\alpha \geq 3$ and $e_{\alpha}$ is the $\alpha$ th standard unit vector in $\mathbb{R}^{n}$. Because $\delta M^{*}=0$, we have

$$
\int_{\mathbb{R}^{2} \times\{0\}} \xi\left(x^{1}, x^{2}\right)\left(\frac{\partial \zeta}{\partial x^{\alpha}}(0) d \mu^{*}(x)-\frac{\partial \zeta}{\partial x^{\beta}}(0) d \nu_{\alpha \beta}^{*}(x)\right)=0
$$

If we choose $\zeta$ such that $\left(0,0, \frac{\partial \zeta}{\partial x^{3}}, \ldots, \frac{\partial \zeta}{\partial x^{n}}\right)=e_{\beta}$, it follows that $\nu_{\alpha \beta}^{*}=0$ for $\alpha \neq \beta$ and

$$
\nu_{33}^{*}=\cdots=\nu_{n n}^{*}=\mu^{*}
$$

This shows (iii) and concludes the proof.
Proposition 2.11. If $M=(\mu, \nu) \in \mathcal{W}_{2}(\Omega)$, then the set

$$
\Sigma=\left\{x \in \Omega: \Theta_{M}(x)>0\right\}
$$

is countably 2-rectifiable. If $\sigma \in L^{\infty}(\mu, \mathcal{S})$ is such that $\nu=\mu\llcorner\sigma$, then $\sigma(x)=$ $\operatorname{proj}_{T_{x} \Sigma}^{\perp}(x)$ for $\mu$-almost every $x \in \Sigma$.

Proof. Let $\Sigma_{0}$ be the set of all points $x \in \Sigma$ such that $\sigma$ and $\Theta_{M}$ are approximately continuous at $x$ with respect to $\mu$. Then $\mu\left(\Sigma \backslash \Sigma_{0}\right)=0$. Suppose $x_{0} \in \Sigma_{0}$. Let
$M^{*}=\left(\mu^{*}, \nu^{*}\right)$ be a tangent measure pair of $M$ at $x_{0}$. From Lemmas 2.7 and 2.9 it follows that

$$
\Theta_{M^{*}}(x) \geq \Theta_{M}\left(x_{0}\right)=\Theta_{M^{*}}(0)>0
$$

for $\mu^{*}$-almost every $x \in \mathbb{R}^{n}$. Thus the set $S\left(M^{*}\right)$ defined in Lemma 2.10 is a twodimensional linear subspace of $\mathbb{R}^{n}$. Moreover,

$$
\mu^{*}=\pi^{-1} \Theta_{M}\left(x_{0}\right) \mathcal{H}^{2}\left\llcorner S\left(M^{*}\right)\right.
$$

and

$$
\nu^{*}=\operatorname{proj}_{S\left(M^{*}\right)}^{\perp} \mu^{*}
$$

Because $\sigma$ is approximately continuous at $x_{0}$, we have $\sigma\left(x_{0}\right)=\operatorname{proj}_{S\left(M^{*}\right)}^{\perp}$. In particular the tangent measure pair $M^{*}$ is unique. The claims now follow from standard arguments from geometric measure theory (cf. Federer [7] or Simon [20]).
3. Energy estimates. We now assume again that $\Omega$ is a three-dimensional domain, that is, $\Omega \subset \mathbb{R}^{3}$. For $\epsilon>0$, we examine functions $u \in H_{\mathrm{loc}}^{2}(\Omega)$ such that $E_{\epsilon}(u)$ and $T_{\epsilon}(u)$ are finite. We first derive a few inequalities that will be useful when we consider the limit $\epsilon \searrow 0$ later in this section.

All of the inequalities we prove here are of a local character. Throughout the section, we assume that $\Omega_{0} \subset \Omega$ is an open, bounded set such that its closure is contained in $\Omega$.

Lemma 3.1. There exists a constant $C$ such that for any $\epsilon>0$ and any $u \in$ $H_{\text {loc }}^{2}(\Omega)$, the set

$$
\Omega_{1}=\left\{x \in \Omega_{0}:|u(x)| \geq 1\right\}
$$

satisfies

$$
\int_{\Omega_{1}}\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right) d x \leq C \epsilon^{2}\left(T_{\epsilon}(u)+E_{\epsilon}(u)\right) .
$$

Proof. Choose a cutoff function $\eta \in C_{0}^{\infty}(\Omega)$ with $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $\Omega_{0}$. Define

$$
\Omega_{1}^{+}=\{x \in \Omega: u(x) \geq 1\}
$$

and

$$
\Omega_{1}^{-}=\{x \in \Omega: u(x) \leq-1\}
$$

Then

$$
\begin{aligned}
\epsilon \int_{\Omega_{1}^{+}} \eta^{2}|\nabla u|^{2} d x= & \epsilon \int_{\Omega_{1}^{+}} \eta^{2} \nabla(u-1) \cdot \nabla u d x \\
= & \frac{1}{\epsilon} \int_{\Omega_{1}^{+}} \eta^{2}(u-1)\left(1-u^{2}\right) u d x-\int_{\Omega_{1}^{+}} \eta^{2}(u-1) \tau_{\epsilon}(u) d x \\
& -2 \epsilon \int_{\Omega_{1}^{+}} \eta(u-1) \nabla \eta \cdot \nabla u d x \\
\leq & \epsilon^{2} T_{\epsilon}(u)+\frac{1}{\epsilon} \int_{\Omega_{1}^{+}} \eta^{2}\left[(u-1)^{2}+(u-1)\left(1-u^{2}\right) u\right] d x \\
& +\frac{\epsilon}{2} \int_{\Omega_{1}^{+}} \eta^{2}|\nabla u|^{2} d x+2 \epsilon\|\nabla \eta\|_{L^{\infty}(\Omega)} \int_{\Omega_{1}^{+}}(u-1)^{2} d x
\end{aligned}
$$

In $\Omega_{1}^{+}$, we have $(u-1)^{2} \leq \frac{1}{4}\left(1-u^{2}\right)^{2}$ and

$$
(u-1)^{2}+(u-1)\left(1-u^{2}\right) u=\left(1-u^{2}\right)^{2}\left[\frac{1}{(u+1)^{2}}-\frac{u}{u+1}\right] \leq-\frac{1}{4}\left(1-u^{2}\right)^{2}
$$

Thus

$$
\int_{\Omega_{1}^{+}} \eta^{2}\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right) d x \leq \epsilon^{2} T_{\epsilon}(u)+2 \epsilon^{2}\|\nabla \eta\|_{L^{\infty}(\Omega)} E_{\epsilon}(u)
$$

The same computations work for $\Omega_{1}^{-}$instead of $\Omega_{1}^{+}$, and the claim follows.
Lemma 3.2. There exists a constant $C$ such that for every $x_{0} \in \Omega_{0}$ and $\epsilon>0$ with $B_{2 \epsilon}\left(x_{0}\right) \subset \Omega_{0}$, and for every $u \in H_{\mathrm{loc}}^{2}(\Omega)$,

$$
\int_{B_{\epsilon}\left(x_{0}\right)}\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right) d x \leq C \epsilon^{2}\left(E_{\epsilon}(u)+T_{\epsilon}(u)+1\right) .
$$

Proof. Set

$$
\tilde{u}(x)= \begin{cases}1 & \text { if } u(x) \geq 1 \\ u(x) & \text { if }-1<u(x)<1 \\ -1 & \text { if } u(x) \leq-1\end{cases}
$$

In view of Lemma 3.1, it suffices to show that

$$
\int_{B_{\epsilon}\left(x_{0}\right)}\left(\frac{\epsilon}{2}|\nabla \tilde{u}|^{2}+\frac{1}{4 \epsilon}\left(1-\tilde{u}^{2}\right)^{2}\right) d x \leq C \epsilon^{2}\left(E_{\epsilon}(u)+T_{\epsilon}(u)+1\right) .
$$

Choose a cutoff function $\eta \in C_{0}^{\infty}\left(B_{2 \epsilon}\left(x_{0}\right)\right)$ with $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $B_{\epsilon}\left(x_{0}\right)$, such that $|\nabla \eta| \leq 2 / \epsilon$. Then

$$
\begin{aligned}
\epsilon \int_{\Omega} \eta^{2}|\nabla \tilde{u}|^{2} d x & =\epsilon \int_{\Omega} \eta^{2} \nabla \tilde{u} \cdot \nabla u d x \\
& =\frac{1}{\epsilon} \int_{\Omega} \eta^{2} \tilde{u}\left(1-u^{2}\right) u d x-\int_{\Omega} \eta^{2} \tilde{u} \tau_{\epsilon}(u) d x-2 \epsilon \int_{\Omega} \eta \tilde{u} \nabla \eta \cdot \nabla u d x
\end{aligned}
$$

We have

$$
-\int_{\Omega} \eta^{2} \tilde{u} \tau_{\epsilon}(u) d x \leq \epsilon^{2} T_{\epsilon}(u)+\frac{1}{\epsilon} \int_{B_{2 \epsilon}\left(x_{0}\right)} \tilde{u}^{2} d x \leq \epsilon^{2} T_{\epsilon}(u)+\frac{32}{3} \pi \epsilon^{2}
$$

and

$$
-2 \epsilon \int_{\Omega} \eta \tilde{u} \nabla \eta \cdot \nabla u d x=-2 \epsilon \int_{\Omega} \eta \tilde{u} \nabla \eta \cdot \nabla \tilde{u} d x-2 \epsilon \int_{\Omega_{1}} \eta \tilde{u} \nabla \eta \cdot \nabla u d x
$$

where

$$
\Omega_{1}=\{x \in \Omega:|u(x)| \geq 1\}
$$

Moreover,

$$
\begin{aligned}
-2 \epsilon \int_{\Omega} \eta \tilde{u} \nabla \eta \cdot \nabla \tilde{u} d x & \leq \frac{\epsilon}{2} \int_{\Omega} \eta^{2}|\nabla \tilde{u}|^{2} d x+2 \epsilon \int_{B_{2 \epsilon}\left(x_{0}\right)}|\nabla \eta|^{2} d x \\
& \leq \frac{\epsilon}{2} \int_{\Omega} \eta^{2}|\nabla \tilde{u}|^{2} d x+\frac{256}{3} \pi \epsilon^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
-2 \epsilon \int_{\Omega_{1}} \eta \tilde{u} \nabla \eta \cdot \nabla u d x & \leq \epsilon \int_{\Omega_{1}} \eta^{2}|\nabla u|^{2} d x+\epsilon \int_{B_{2 \epsilon}\left(x_{0}\right)}|\nabla \eta|^{2} d x \\
& \leq C_{1} \epsilon^{2}\left(E_{\epsilon}(u)+T_{\epsilon}(u)+1\right)
\end{aligned}
$$

by Lemma 3.1 for a constant $C_{1}$ that depends only on $\Omega$ and $\Omega_{0}$. Finally, we have $\tilde{u}\left(1-u^{2}\right) u \leq 1$ in $\Omega$; hence

$$
\frac{1}{\epsilon} \int_{\Omega} \eta^{2} \tilde{u}\left(1-u^{2}\right) u d x \leq \frac{32}{3} \pi \epsilon^{2}
$$

We also have

$$
\frac{1}{\epsilon} \int_{B_{\epsilon}\left(x_{0}\right)}\left(1-\tilde{u}^{2}\right)^{2} d x \leq \frac{4}{3} \pi \epsilon^{2}
$$

Combining all the estimates, we obtain the desired inequality.
Lemma 3.3. For any $K>0$ there exist two constants $C, r>0$ with the following properties. Suppose $u \in H_{\mathrm{loc}}^{2}(\Omega)$ and $0<\epsilon \leq \frac{1}{2} \operatorname{dist}\left(\Omega_{0}, \partial \Omega\right)$ such that

$$
\begin{equation*}
E_{\epsilon}(u)+T_{\epsilon}(u) \leq K \tag{3.1}
\end{equation*}
$$

Then

$$
\sup _{\Omega_{0}}|u| \leq C
$$

Moreover,

$$
\underset{B_{r \epsilon}\left(x_{0}\right)}{\operatorname{osc}} u \leq \frac{1}{4}
$$

for any $x_{0} \in \Omega_{0}$.
Proof. Suppose $x_{0} \in \Omega$ and $0<\epsilon \leq \frac{1}{2} \operatorname{dist}\left(\Omega_{0}, \partial \Omega\right)$. If (3.1) is satisfied, then by Lemma 3.2 (applied to a different $\Omega_{0}$ ),

$$
\int_{B_{\epsilon}\left(x_{0}\right)}\left(\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right) d x \leq C_{1} \epsilon^{2}
$$

for a constant $C_{1}$ that depends only on $\Omega, \Omega_{0}$, and $K$. Define

$$
v(x)=u\left(\epsilon x+x_{0}\right)
$$

Then

$$
\begin{equation*}
\frac{1}{2} \int_{B_{1}(0)}\left(|\nabla v|^{2}+\frac{1}{2}\left(1-v^{2}\right)^{2}\right) d x \leq C_{1} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{4} \int_{B_{1}(0)}\left(\Delta v+\left(1-v^{2}\right) v\right)^{2} d x \leq T_{\epsilon}(u) \leq K \tag{3.3}
\end{equation*}
$$

It follows from (3.2) that

$$
\|v\|_{H^{1}\left(B_{1}(0)\right)} \leq C_{2}=C_{2}\left(\Omega, \Omega_{0}, K\right)
$$

According to the Sobolev embedding theorem,

$$
\|v\|_{L^{6}\left(B_{1}(0)\right)} \leq C_{3}=C_{3}\left(\Omega, \Omega_{0}, K\right)
$$

Then (3.3) implies

$$
\|\Delta v\|_{L^{2}\left(B_{1}(0)\right)} \leq C_{4}=C_{4}\left(\Omega, \Omega_{0}, K\right)
$$

Hence

$$
\|v\|_{H^{2}\left(B_{1 / 2}(0)\right)} \leq C_{5}=C_{5}\left(\Omega, \Omega_{0}, K\right)
$$

and therefore

$$
\|v\|_{C^{0,1 / 2}\left(\overline{B_{1 / 2}(0)}\right)} \leq C_{6}=C_{6}\left(\Omega, \Omega_{0}, K\right)
$$

by the Sobolev embedding theorem. Now both inequalities in the claim of the lemma follow from the last inequality.

The next lemma provides two of the key estimates for the proof of Theorem 1.1. The first inequality of the lemma is related to estimates of what is called the "discrepancy function" by Hutchinson and Tonegawa [9], Bellettini and Mugnai [5], and others. The second one will help to exploit the condition $\frac{\partial u_{\epsilon}}{\partial x^{3}} \geq 0$ in Theorem 1.1.

Lemma 3.4. For any $\delta>0$ and any $K>0$ there exist three numbers $\epsilon_{0}>0$, $c>0$, and $R>0$ with the following property. Suppose $0<\epsilon \leq \epsilon_{0}$ and $\eta \in C_{0}^{1}\left(\Omega_{0}\right)$ with $0 \leq \eta \leq K$ and

$$
\sup _{\Omega_{0}}|\nabla \eta| \leq \frac{c}{\epsilon}
$$

Suppose further $u \in H_{\mathrm{loc}}^{2}(\Omega)$ such that

$$
E_{\epsilon}(u)+T_{\epsilon}(u) \leq K
$$

and

$$
\sup _{x_{0} \in \operatorname{supp} \eta}\left(\frac{1}{\epsilon} \int_{B_{R \epsilon}\left(x_{0}\right) \cap \Omega}\left(\tau_{\epsilon}(u)\right)^{2} d x\right) \leq c
$$

Then

$$
\begin{equation*}
\int_{\Omega_{0}} \eta\left[\frac{\epsilon}{2}|\nabla u|^{2}-\frac{1}{4 \epsilon}\left(1-u^{2}\right)^{2}\right] d x \leq \delta \tag{3.4}
\end{equation*}
$$

Furthermore, there exists a universal constant $C$ such that

$$
\begin{equation*}
\int_{\Omega_{0}} \eta(\epsilon|\nabla u|-C)\left|\frac{\partial u}{\partial x^{3}}\right| d x \leq \delta \tag{3.5}
\end{equation*}
$$

Proof. We argue by contradiction. Suppose that the first claim (about inequality (3.4)) were false for two given numbers $\delta>0$ and $K>0$. Then there would exist three sequences $\epsilon_{k} \searrow 0, c_{k} \searrow 0$, and $R_{k} \rightarrow \infty$, as well as corresponding functions $\eta_{k} \in C_{0}^{1}\left(\Omega_{0}\right)$ with $0 \leq \eta_{k} \leq K$ and

$$
\sup _{\Omega_{0}}\left|\nabla \eta_{k}\right| \leq \frac{c_{k}}{\epsilon_{k}}
$$

and $u_{k} \in H_{\text {loc }}^{2}(\Omega)$ with

$$
E_{\epsilon_{k}}\left(u_{k}\right)+T_{\epsilon_{k}}\left(u_{k}\right) \leq K
$$

and

$$
\sup _{x_{0} \in \operatorname{supp} \eta_{k}}\left(\frac{1}{\epsilon_{k}} \int_{B_{R_{k} \epsilon_{k}}\left(x_{0}\right) \cap \Omega}\left(\tau_{\epsilon_{k}}\left(u_{k}\right)\right)^{2} d x\right) \leq c_{k}
$$

such that

$$
\limsup _{k \rightarrow \infty} \int_{\Omega_{0}} \eta_{k}\left[\frac{\epsilon_{k}}{2}\left|\nabla u_{k}\right|^{2}-\frac{1}{4 \epsilon_{k}}\left(1-u_{k}^{2}\right)^{2}\right] d x>\delta
$$

Define

$$
\Omega_{k}^{+}=\left\{x \in \Omega: u_{k}(x)>\frac{1}{2}\right\}, \quad \Omega_{k}^{-}=\left\{x \in \Omega: u_{k}(x)<-\frac{1}{2}\right\}
$$

and

$$
\Omega_{k}^{0}=\left\{x \in \Omega:-\frac{1}{2} \leq u_{k}(x) \leq \frac{1}{2}\right\}
$$

Suppose $x_{0} \in \Omega_{k}^{0}$. By Lemma 3.3, there exists some $r>0$, depending only on $\Omega, \Omega_{0}$, and $K$, such that $\left|u_{k}\right| \leq 3 / 4$ in $B_{r \epsilon_{k}}\left(x_{0}\right)$. Thus

$$
\begin{equation*}
\frac{1}{4 \epsilon_{k}} \int_{B_{\epsilon_{k}\left(x_{0}\right)}}\left(1-u_{k}^{2}\right)^{2} d x \geq C_{1} \epsilon_{k}^{2} \tag{3.6}
\end{equation*}
$$

for a constant $C_{1}>0$ that depends only on $\Omega, \Omega_{0}$, and $K$. By Vitali's covering lemma, there exists a finite set of points $x_{1}^{k}, \ldots, x_{I_{k}}^{k} \in \Omega_{k}^{0} \cap \operatorname{supp} \eta_{k}$, such that

$$
\Omega_{k}^{0} \cap \operatorname{supp} \eta_{k} \subset \bigcup_{i=1}^{I_{k}} B_{5 \epsilon_{k}}\left(x_{i}^{k}\right)
$$

but

$$
B_{\epsilon_{k}}\left(x_{i}^{k}\right) \cap B_{\epsilon_{k}}\left(x_{j}^{k}\right)=\emptyset \quad \text { for } i \neq j
$$

By (3.6), we have

$$
I_{k} \leq \frac{C_{2}}{\epsilon_{k}^{2}}
$$

for a constant $C_{2}$ that depends only on $\Omega, \Omega_{0}$, and $K$.
Fix now some $R \geq 5$. For $k \in \mathbb{N}$ and $1 \leq i \leq I_{k}$, choose two cutoff functions $\xi_{i}^{k} \in$ $C_{0}^{\infty}\left(B_{2 R \epsilon_{k}}\left(x_{i}^{k}\right)\right)$ with $0 \leq \xi_{i}^{k} \leq 1$ and $\xi_{i}^{k} \equiv 1$ in $B_{R \epsilon_{k}}\left(x_{i}^{k}\right)$, and $\zeta_{i}^{k} \in C_{0}^{\infty}\left(B_{4 R \epsilon_{k}}\left(x_{i}^{k}\right)\right)$ with $0 \leq \zeta_{i}^{k} \leq 1$ and $\zeta_{i}^{k} \equiv 1$ in $B_{2 R \epsilon_{k}}\left(x_{i}^{k}\right)$, such that

$$
\left|\nabla \xi_{i}^{k}\right| \leq \frac{2}{R \epsilon_{k}} \quad \text { and } \quad\left|\nabla \zeta_{i}^{k}\right| \leq \frac{1}{R \epsilon_{k}}
$$

Set

$$
\xi^{k}=\max _{1 \leq i \leq I_{k}} \xi_{i}^{k}
$$

This is a Lipschitz function with $0 \leq \xi^{k} \leq 1$ and $\xi^{k} \equiv 1$ on $\Omega_{k}^{0} \cap \operatorname{supp} \eta_{k}$. Moreover, $\operatorname{supp} \xi^{k}$ is contained in the set

$$
U_{k}=\left\{x \in \Omega: \operatorname{dist}\left(x, \Omega_{k}^{0} \cap \operatorname{supp} \eta_{k}\right)<2 R \epsilon_{k}\right\}
$$

We also have

$$
\left|\nabla \xi^{k}\right| \leq \frac{2}{R \epsilon_{k}}
$$

Next, we define

$$
\psi_{i}^{k}=\frac{\zeta_{i}^{k}\left[1-\left(1-\xi^{k}\right)^{2}\right]}{\sum_{j=1}^{I_{k}} \zeta_{j}^{k}}
$$

in $U_{k}$ and $\psi_{i}^{k}=0$ in $\Omega \backslash U_{k}$. Then we have

$$
\sum_{i=1}^{I_{k}} \psi_{i}^{k}=1-\left(1-\xi^{k}\right)^{2}
$$

Moreover,

$$
\left|\nabla \psi_{i}^{k}\right| \leq \frac{C_{3}}{\epsilon_{k}}
$$

for a constant $C_{3}$ that depends only on $R$.
We have

$$
\begin{aligned}
\epsilon_{k} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left|\nabla u_{k}\right|^{2} d x= & \frac{1}{\epsilon_{k}} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right)\left(1-u_{k}^{2}\right) u_{k} d x \\
& -\int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right) \tau_{\epsilon_{k}}\left(u_{k}\right) d x \\
& -\epsilon_{k} \int_{\Omega_{k}^{+}}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right) \nabla \eta_{k} \cdot \nabla u_{k} d x \\
& +2 \epsilon_{k} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)\left(u_{k}-1\right) \nabla \xi^{k} \cdot \nabla u_{k} d x
\end{aligned}
$$

It is easy to see that

$$
\lim _{k \rightarrow \infty}\left(\epsilon_{k} \int_{\Omega_{k}^{+}}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right) \nabla \eta_{k} \cdot \nabla u_{k} d x\right)=0
$$

and

$$
\limsup _{k \rightarrow \infty}\left(2 \epsilon_{k} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)\left(u_{k}-1\right) \nabla \xi^{k} \cdot \nabla u_{k} d x\right) \leq \frac{C_{4}}{R}
$$

for a constant $C_{4}$ that depends only on $K$. Moreover,

$$
\lim _{k \rightarrow \infty} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right) \tau_{\epsilon_{k}}\left(u_{k}\right) d x=0
$$

We also have

$$
\frac{1}{\epsilon_{k}} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left(u_{k}-1\right)\left(1-u_{k}^{2}\right) u_{k} d x \leq-\frac{1}{3 \epsilon_{k}} \int_{\Omega_{k}^{+}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left(1-u_{k}^{2}\right)^{2} d x
$$

for every $k$. Similar estimates hold for $\Omega_{k}^{-}$instead of $\Omega_{k}^{+}$. It follows that

$$
\limsup _{k \rightarrow \infty} \int_{\Omega_{0}} \eta_{k}\left(1-\xi^{k}\right)^{2}\left[\frac{\epsilon_{k}}{2}\left|\nabla u_{k}\right|^{2}+\frac{1}{4 \epsilon_{k}}\left(1-u_{k}^{2}\right)^{2}\right] d x \leq \frac{C_{5}}{R}
$$

for a constant $C_{5}$ that depends only on $K$. If we choose $R$ such that

$$
R \geq \frac{2 C_{5}}{\delta}
$$

then we have

$$
\limsup _{k \rightarrow \infty} \sum_{i=1}^{I_{k}} \int_{\Omega_{0}} \eta_{k} \psi_{i}^{k}\left[\frac{\epsilon_{k}}{2}\left|\nabla u_{k}\right|^{2}-\frac{1}{4 \epsilon_{k}}\left(1-u_{k}^{2}\right)^{2}\right] d x \geq \frac{\delta}{2} .
$$

Hence for infinitely many values of $k$ (we may assume without loss of generality: for any $k$ ) there is an index $i_{0}(k) \in\left\{1, \ldots, I_{k}\right\}$ such that

$$
\int_{\Omega_{0}} \eta_{k} \psi_{i_{0}(k)}^{k}\left[\frac{\epsilon_{k}}{2}\left|\nabla u_{k}\right|^{2}-\frac{1}{4 \epsilon_{k}}\left(1-u_{k}^{2}\right)^{2}\right] d x \geq \frac{\delta \epsilon_{k}^{2}}{2 C_{2}}
$$

Define $\tilde{x}_{k}=x_{i_{0}(k)}^{k}$ and

$$
v_{k}(x)=u_{k}\left(\epsilon_{k} x+\tilde{x}_{k}\right) .
$$

Moreover, define

$$
\tilde{\psi}_{k}(x)=\psi_{i_{0}(k)}^{k}\left(\epsilon_{k} x+\tilde{x}_{k}\right) .
$$

Let $r>0$. By Lemma 3.2, we have

$$
\frac{1}{2} \int_{B_{r}(0)}\left(\left|\nabla v_{k}\right|^{2}+\frac{1}{2}\left(1-v_{k}^{2}\right)^{2}\right) d x \leq C_{6} r^{3}
$$

for a constant $C_{6}$ that depends only on $\Omega, \Omega_{0}$, and $K$, whenever $k$ is large enough. Furthermore,

$$
\int_{B_{r}(0)}\left(\Delta v_{k}+\left(1-v_{k}^{2}\right) v_{k}\right)^{2} d x \leq \frac{1}{\epsilon_{k}} \int_{B_{R_{k} \epsilon_{k}}\left(\tilde{x}_{k}\right)}\left(\tau_{\epsilon_{k}}\left(u_{k}\right)\right)^{2} d x \leq c_{k} \rightarrow 0
$$

as $k \rightarrow \infty$. By Lemma 3.3, there exists a number $C_{7}$, depending only on $K$, such that $\left|v_{k}\right| \leq C_{7}$ in $B_{r}(0)$ for any sufficiently large $k$. The number $r>0$ is arbitrary. Thus a subsequence of $\left\{v_{k}\right\}$ converges to a bounded solution of

$$
\begin{equation*}
\Delta v+\left(1-v^{2}\right) v=0 \quad \text { in } \mathbb{R}^{3} \tag{3.7}
\end{equation*}
$$

The convergence is strong in $H^{1}\left(B_{r}(0)\right)$ for every $r>0$. Because $\nabla \tilde{\psi}_{k}$ is uniformly bounded, we may assume that $\tilde{\psi}_{k} \rightarrow \psi$ uniformly, where $\psi: B_{4 R}(0) \rightarrow[0,1]$ is a continuous function. Moreover, we may assume $\tilde{x}_{k} \rightarrow x_{0} \in \Omega_{0}$. Because of the gradient bound for $\eta_{k}$, the functions $\eta_{k}\left(\epsilon_{k} x+\tilde{x}_{k}\right)$ converge uniformly to a constant $a \in[0, K]$ after we have picked another subsequence. It follows that

$$
\frac{a}{2} \int_{Q} \psi\left(|\nabla v|^{2}-\frac{1}{2}\left(1-v^{2}\right)^{2}\right) d x \geq \frac{\delta}{2 C_{2}}>0
$$

However, it was proved by Modica [11] that a bounded solution of (3.7) satisfies

$$
|\nabla v|^{2} \leq \frac{1}{2}\left(1-v^{2}\right)^{2}
$$

pointwise. This gives a contradiction, and (3.4) follows.
To prove (3.5), we use the same method. There exists a constant $C$ such that any bounded solution of (3.7) satisfies

$$
|\nabla v| \leq C
$$

(To prove this, one can first estimate the energy in balls of radius 1 with the methods from the proof of Lemma 3.2 and then apply standard regularity results for elliptic equations.) In particular

$$
(|\nabla v|-C)\left|\frac{\partial v}{\partial x^{3}}\right| \leq 0
$$

The rest of the proof is similar to the above. We omit the details.
4. Proof of Theorem 1.1. In this section we prove Theorem 1.1. Some of the facts we establish are also true without the assumption $\frac{\partial u_{\epsilon}}{\partial x^{3}} \geq 0$; therefore we work first without this condition and impose it only later.

We assume that $u_{\epsilon} \in H_{\mathrm{loc}}^{2}(\Omega)$ are functions such that

$$
\liminf _{\epsilon \searrow 0}\left(E_{\epsilon}\left(u_{\epsilon}\right)+T_{\epsilon}\left(u_{\epsilon}\right)\right)<\infty
$$

We can choose a sequence $\epsilon_{k} \searrow 0$ such that

$$
\limsup _{k \rightarrow \infty}\left(E_{\epsilon}\left(u_{\epsilon}\right)+T_{\epsilon}\left(u_{\epsilon}\right)\right)<\infty
$$

We will choose a subsequence of $\left\{\epsilon_{k}\right\}$ several times in the proof. We will always denote the subsequence by $\left\{\epsilon_{k}\right\}$ again for convenience.

We consider the measure pairs $M^{(k)}=\left(\mu^{(k)}, \nu^{(k)}\right) \in \mathcal{W}(\Omega)$ defined by

$$
\mu^{(k)}=\mathcal{L}^{3}\left\llcorner\left(\frac{\epsilon_{k}}{2}\left|\nabla u_{\epsilon_{k}}\right|^{2}+\frac{1}{4 \epsilon_{k}}\left(1-u_{\epsilon_{k}}^{2}\right)^{2}\right)\right.
$$

and

$$
\nu_{\alpha \beta}^{(k)}=\epsilon_{k} \mathcal{L}^{3}\left\llcorner\left(\frac{\partial u_{\epsilon_{k}}}{\partial x^{\alpha}} \frac{\partial u_{\epsilon_{k}}}{\partial x^{\beta}}\right)\right.
$$

We have

$$
\limsup _{k \rightarrow \infty}\left(\mu^{(k)}(\Omega)+W\left(M^{(k)}\right)\right)<\infty
$$

thus we may assume that (after passing to a subsequence)

$$
M^{(k)} \rightharpoonup M
$$

for some $M=(\mu, \nu) \in \mathcal{W}(\Omega)$ with

$$
W(M) \leq \liminf _{k \rightarrow \infty} W\left(M^{(k)}\right) \leq \liminf _{k \rightarrow \infty} T_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)
$$

(The second inequality follows from the same computations as in the examples of section 2.) We also consider the Radon measures

$$
h_{k}=\frac{1}{\epsilon_{k}} \mathcal{L}^{3}\left\llcorner\left(\tau_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)\right)^{2}\right.
$$

on $\Omega$. We have

$$
\limsup _{k \rightarrow \infty} h_{k}(\Omega)<\infty ;
$$

hence we may assume that $h_{k} \rightarrow h$ for a Radon measure $h$ on $\Omega$.
Lemma 4.1. Every $x_{0} \in \Omega$ satisfies $\mu\left(\left\{x_{0}\right\}\right)=0$.
Proof. Suppose we have $\mu\left(\left\{x_{0}\right\}\right)>0$ for some $x_{0} \in \Omega$. For $\phi \in C_{0}^{1}\left(B_{1}(0), \mathbb{R}^{3}\right)$ and $r>0$, set

$$
\phi_{r}(x)=\phi\left(\left(x-x_{0}\right) / r\right) .
$$

We have

$$
\int_{\Omega}\left(\operatorname{div} \phi_{r} d \mu-\frac{\partial \phi_{r}^{\alpha}}{\partial x^{\beta}} d \nu_{\alpha \beta}+\phi_{r}^{\alpha} H^{\beta} d \nu_{\alpha \beta}\right)=0
$$

where $H$ is the generalized mean curvature of $M$. Hence

$$
\begin{aligned}
\int_{\Omega}\left(\operatorname{div} \phi\left(\left(x-x_{0}\right) / r\right) d \mu(x)\right. & \left.-\frac{\partial \phi^{\alpha}}{\partial x^{\beta}}\left(\left(x-x_{0}\right) / r\right) d \nu_{\alpha \beta}(x)\right) \\
= & -r \int_{\Omega} \phi^{\alpha}\left(\left(x-x_{0}\right) / r\right) H^{\beta}(x) d \nu_{\alpha \beta}(x) \rightarrow 0
\end{aligned}
$$

as $r \searrow 0$. On the other hand, the left-hand side converges to

$$
\operatorname{div} \phi(0) \mu\left(\left\{x_{0}\right\}\right)-\frac{\partial \phi^{\alpha}}{\partial x^{\beta}}(0) \nu_{\alpha \beta}\left(\left\{x_{0}\right\}\right)
$$

It follows that trace $\nu\left(\left\{x_{0}\right\}\right)=3 \mu\left(\left\{x_{0}\right\}\right)$. But this is impossible because

$$
\operatorname{trace} \nu^{(k)} \leq 2 \mu^{(k)}
$$

and this contradiction completes the proof.
Lemma 4.2. $M \in \mathcal{W}_{2}(\Omega)$.
Proof. We need to prove that

$$
\begin{equation*}
\operatorname{trace} \nu \leq \mu \tag{4.1}
\end{equation*}
$$

To this end, we choose a function $\phi \in C_{0}^{1}(\Omega)$ with $\phi \geq 0$. For a fixed $\delta>0$, let $\epsilon_{0}, c$, and $R$ be the numbers from Lemma 3.4 belonging to $\delta$ and

$$
K=\sup _{k \in \mathbb{N}}\left(E_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)+T_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)\right)+\sup _{\Omega} \phi
$$

Define

$$
V_{0}^{c / 2}=\{x \in \Omega: h(\{x\}) \geq c / 2\}
$$

and

$$
V_{r}^{c / 2}=\bigcup_{x \in V_{0}^{c / 2}} B_{r}(x)
$$

for $r>0$. The set $V_{0}^{c / 2}$ is finite. Because of Lemma 4.1, there exists a number $r_{0}>0$ such that $\mu\left(V_{r_{0}}^{c / 2}\right) \leq \delta$. Moreover, we have

$$
\frac{1}{\epsilon_{k}} \int_{B_{R \epsilon_{k}}\left(x_{0}\right)}\left(\tau_{\epsilon_{k}}\left(u_{\epsilon_{k}}\right)\right)^{2} d x<c
$$

for any $x_{0} \in \operatorname{supp} \phi \backslash V_{r_{0} / 2}^{c / 2}$ and any sufficiently large $k$. If $\psi \in C^{1}(\Omega)$ is a function with $0 \leq \psi \leq 1, \psi \equiv 0$ in $V_{r_{0} / 2}^{c / 2}$, and $\psi \equiv 1$ outside of $V_{r_{0}}^{c / 2}$, we can apply Lemma 3.4 to $\epsilon_{k}, u_{k}$, and $\eta=\phi \psi$ for every sufficiently large $k$. It follows that

$$
\int_{\Omega} \phi \psi \operatorname{trace} d \nu \leq \int_{\Omega} \phi \psi d \mu+\delta
$$

Thus

$$
\int_{\Omega} \phi \operatorname{trace} d \nu \leq \int_{\Omega} \phi d \mu+\delta(1+K)
$$

Since $\delta$ is arbitrary, we conclude that (4.1) holds.
We now consider the functions

$$
v_{\epsilon}=\frac{1}{\sqrt{2}}\left(u_{\epsilon}-\frac{u_{\epsilon}^{3}}{3}\right)
$$

We have

$$
\nabla v_{\epsilon}=\frac{1}{\sqrt{2}}\left(1-u_{\epsilon}^{2}\right) \nabla u_{\epsilon}
$$

thus

$$
\int_{\Omega}\left|\nabla v_{\epsilon}\right| d x \leq \int_{\Omega}\left(\frac{\epsilon}{2}\left|\nabla u_{\epsilon}\right|^{2}+\frac{1}{4 \epsilon}\left(1-u_{\epsilon}^{2}\right)^{2}\right) d x=E_{\epsilon}\left(u_{\epsilon}\right)
$$

by Young's inequality. From the theory of functions of bounded variation and sets of bounded perimeter (see, e.g., Giusti [8] or Ambrosio, Fusco, and Pallara [3]), it follows that there exists a subsequence of $\left\{\epsilon_{k}\right\}$ such that $\mathcal{L}^{3}$-almost everywhere in $\Omega$,

$$
v_{\epsilon_{k}} \rightarrow v
$$

where $v: \Omega \rightarrow\{-\sqrt{2} / 3, \sqrt{2} / 3\}$ is a function such that the set

$$
U=\left\{x \in \Omega: v(x)=-\frac{\sqrt{2}}{3}\right\}
$$

is of finite perimeter (in $\Omega$ ). Moreover, the reduced boundary $\partial^{*} U$ satisfies

$$
\frac{2 \sqrt{2}}{3} \mathcal{H}^{2}\left\llcorner\partial^{*} U \leq \mu\right.
$$

For every point $x \in \partial^{*} U$, we have

$$
\lim _{r \searrow 0} r^{-2} \mathcal{H}^{2}\left(\partial^{*} U \cap B_{r}\left(x_{0}\right)\right)=\pi
$$

Hence

$$
\Theta_{M}(x) \geq \frac{2 \sqrt{2}}{3} \pi
$$

By Lemma 2.7, the same inequality holds for any point in the relative closure of $\partial^{*} U$ in $\Omega$, which we denote by $\overline{\partial^{*} U}$. Thus

$$
\overline{\partial^{*} U} \subset \Sigma=\left\{x \in \Omega: \Theta_{M}(x) \geq \frac{2 \sqrt{2}}{3} \pi\right\}
$$

The set $\Sigma$ is relatively closed. According to Proposition 2.11, it is countably 2-rectifiable. If $\nu=\mu\llcorner\sigma$, then

$$
\sigma(x)=\operatorname{proj}_{T_{x} \Sigma}^{\perp}
$$

$\mu$-almost everywhere on $\Sigma$ (which is also $\mathcal{H}^{2}$-almost everywhere on $\Sigma$ ). In particular,

$$
\operatorname{trace} \nu\llcorner\Sigma=\mu\llcorner\Sigma \text {. }
$$

The function $v$ is locally constant on $\Omega \backslash \Sigma$ after we have changed it on an $\mathcal{L}^{3}$-null set.
The most difficult part of the proof of Theorem 1.1 is to show that $\mu(\Omega \backslash \Sigma)=0$. To this end, we now use the additional assumption $\Omega=\Omega^{\prime} \times \mathbb{R}$ and

$$
\begin{equation*}
\frac{\partial u_{\epsilon}}{\partial x^{3}} \geq 0 \tag{4.2}
\end{equation*}
$$

$\mathcal{L}^{3}$-almost everywhere in $\Omega$. Then we use arguments based on an idea of Ambrosio and Cabré [2].

Lemma 4.3. $\mu(\Omega \backslash \Sigma)=0$.
Proof. Suppose $\eta \in C_{0}^{2}(\Omega \backslash \Sigma)$ is a nonnegative function, the support of which is contained in one of the connected components of $\Omega \backslash \Sigma$. Then we have either $u_{\epsilon_{k}}(x) \rightarrow$ -1 for $\mathcal{L}^{3}$-almost every $x \in \operatorname{supp} \eta$ or $u_{\epsilon_{k}}(x) \rightarrow 1$ for $\mathcal{L}^{3}$-almost every $x \in \operatorname{supp} \eta$. We may assume without loss of generality that the limit is 1 . Thus

$$
\int_{\operatorname{supp} \eta} u_{\epsilon_{k}} d x \rightarrow \mathcal{L}^{3}(\operatorname{supp} \eta)
$$

by Lebesgue's convergence theorem.
For $t \geq 0$, define

$$
\eta_{t}\left(x^{1}, x^{2}, x^{3}\right)=\eta\left(x^{1}, x^{2}, x^{3}-t\right)
$$

We calculate

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} \eta_{t} d \mu & =-\int_{\Omega} \frac{\partial \eta}{\partial x^{3}}\left(x^{1}, x^{2}, x^{3}-t\right) d \mu(x) \\
& =-\int_{\Omega} \frac{\partial \eta}{\partial x^{\beta}}\left(x^{1}, x^{2}, x^{3}-t\right) d \nu_{3 \beta}(x)+\int_{\Omega} \eta_{t} H^{\beta} d \nu_{3 \beta}
\end{aligned}
$$

We have

$$
\left|\int_{\Omega} \frac{\partial \eta}{\partial x^{\beta}}\left(x^{1}, x^{2}, x^{3}-t\right) d \nu_{3 \beta}(x)\right| \leq \lim _{k \rightarrow \infty}\left(\epsilon_{k} \int_{\Omega}\left|\nabla \eta\left(x^{1}, x^{2}, x^{3}-t\right)\right|\left|\nabla u_{\epsilon_{k}}\right| \frac{\partial u_{\epsilon_{k}}}{\partial x^{3}} d x\right) .
$$

Using Lemma 3.4 and arguments similar to those in the proof of Lemma 4.2, we find that the right-hand side is at most

$$
C\|\nabla \eta\|_{L^{\infty}(\Omega)} \lim _{k \rightarrow \infty} \int_{\text {supp } \eta t} \frac{\partial u_{\epsilon_{k}}}{\partial x^{3}} d x
$$

for a universal constant $C$. Moreover, for any $\lambda>0$, we have

$$
\begin{aligned}
\left|\int_{\Omega} \eta_{t} H^{\beta} d \nu_{3 \beta}\right| & \leq\left(\int_{\Omega} \eta_{t}^{2} d \nu_{33}\right)^{1 / 2}\left(\int_{\Omega} H^{\alpha} H^{\beta} d \nu_{\alpha \beta}\right)^{1 / 2} \\
& \leq \lambda W(M)+\frac{1}{\lambda} \lim _{k \rightarrow \infty}\left(\epsilon_{k} \int_{\Omega} \eta_{t}^{2}\left(\frac{\partial u_{\epsilon_{k}}}{\partial x^{3}}\right)^{2} d x\right) \\
& \leq \lambda W(M)+\frac{C}{\lambda}\|\eta\|_{L^{\infty}(\Omega)}^{2} \lim _{k \rightarrow \infty} \int_{\operatorname{supp} \eta_{t}} \frac{\partial u_{\epsilon_{k}}}{\partial x^{3}} d x .
\end{aligned}
$$

Because of (4.2),

$$
\int_{0}^{\infty} \int_{\text {supp } \eta_{t}} \frac{\partial u_{\epsilon_{k}}}{\partial x^{3}} d x d t \leq \int_{\operatorname{supp} \eta}\left(1-u_{\epsilon_{k}}\right) d x
$$

Thus for $T>0$, we have a number $C_{1}$ such that

$$
\begin{aligned}
\int_{\Omega} \eta d \mu & \leq \int_{\Omega} \eta_{T} d \mu+\lambda T W(M)+C_{1}\left(1+\frac{1}{\lambda}\right) \lim _{k \rightarrow \infty} \int_{\operatorname{supp} \eta}\left(1-u_{\epsilon_{k}}\right) d x \\
& =\int_{\Omega} \eta_{T} d \mu+\lambda T W(M) .
\end{aligned}
$$

Because $\lambda$ is arbitrary and because $\mu(\Omega)<\infty$, it follows that

$$
\int_{\Omega} \eta d \mu \leq \liminf _{T \rightarrow \infty} \int_{\Omega} \eta_{T} d \mu=0 .
$$

We conclude that $\mu(\Omega \backslash \Sigma)=0$.
It follows from Lemma 4.3 and the existence of the 2 -density $\Theta_{M}$ that $\mu$ is absolutely continuous with respect to $\mathcal{H}^{2}\llcorner\Sigma$. More precisely,

$$
\mu=\pi^{-1}\left(\mathcal { H } ^ { 2 } \llcorner \Sigma ) \left\llcorner\Theta_{M} .\right.\right.
$$

Together with trace $\nu=\mu$, this implies part (i) of Theorem 1.1 for $\theta=\Theta_{M}$. We have already proved (ii). Part (iii) follows from Proposition 2.2 and the facts we know about the structure of $M$. This concludes the proof of Theorem 1.1.
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#### Abstract

We show that the gradient flow $\mathbf{u}$ on $L^{2}$ generated by the energy functional $I[\mathbf{u}]:=$ $\int_{U} \Phi(\operatorname{det} D \mathbf{u}) d x$ for vector-valued mappings is in some sense "integrable," meaning that (i) the inverse Jacobian $\beta:=(\operatorname{det} D \mathbf{u})^{-1}$ satisfies a scalar nonlinear diffusion equation, and (ii) we can recover $\mathbf{u}$ by solving an ODE determined by $\beta$.
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## 1. Introduction.

1.1. Gradient flows for quasi-convex energies. This paper is a contribution to the mostly unsolved problem of understanding the gradient flow dynamics on $L^{2}$ generated by integral functionals having the form

$$
\begin{equation*}
I[\mathbf{v}]:=\int_{U} F(D \mathbf{v}) d x \tag{1.1}
\end{equation*}
$$

defined for functions $\mathbf{v}: U \rightarrow \mathbb{R}^{m}$, where $U$ is an open subset of $\mathbb{R}^{n}$. The gradient $D \mathbf{v}$ belongs to $\mathbb{M}^{m \times n}$, the space of $m \times n$ matrices, and we are given the nonlinearity $F: \mathbb{M}^{m \times n} \rightarrow(-\infty,+\infty]$.

Quasi convexity. As is well known, the critical assumption for the existence of minimizers of $I[\cdot]$, subject to appropriate boundary conditions, is that $F$ be quasiconvex in the sense of C. B. Morrey, Jr. This is the condition that

$$
\begin{equation*}
\int_{U} F(A) d x \leq \int_{U} F(A+D \mathbf{v}) d x \tag{1.2}
\end{equation*}
$$

for all matrices $A \in \mathbb{M}^{m \times n}$ and all $C^{1}$ functions $\mathbf{v}: U \rightarrow \mathbb{R}^{m}$ vanishing on $\partial U$.
Dynamics. As the existence and (partial) regularity theories for minimizers are fairly well understood, it has long seemed natural to turn attention to related dynamical problems. The corresponding flow on $L^{2}$ generated by $I[\cdot]$ is the initial-value problem for the system of PDEs

$$
\left\{\begin{array}{rlr}
\mathbf{u}_{t}=\operatorname{div}(D F(D \mathbf{u})) & & (t>0),  \tag{1.3}\\
\mathbf{u} & =\mathbf{u}^{0} & \\
(t=0)
\end{array}\right.
$$

[^39]with appropriate boundary conditions.
Given the quasi-convexity hypothesis (1.2), the system (1.3) is parabolic, at least in some weak sense. However, it is extremely nonlinear, so much so that it remains to date a challenging open problem to prove existence of even weak solutions, to understand uniqueness issues, and/or to show partial regularity.

Time-step approximations. One obvious approach is to approximate by an implicit time-step approximation. For this, we fix a step size $h>0$ and recursively find $\mathbf{u}_{k+1}$ to minimize

$$
\begin{equation*}
I_{k}[\mathbf{v}]:=\frac{1}{2} \int_{U}\left|\mathbf{v}-\mathbf{u}_{k}\right|^{2} d x+h \int_{U} F(D \mathbf{v}) d x \tag{1.4}
\end{equation*}
$$

with appropriate boundary conditions, given $\mathbf{u}_{k}$. The Euler-Lagrange equations read

$$
\left\{\begin{align*}
\frac{\mathbf{u}_{k+1}-\mathbf{u}_{k}}{h} & =\operatorname{div}\left(D F\left(D \mathbf{u}_{k+1}\right)\right) \quad(k=0,1, \ldots)  \tag{1.5}\\
\mathbf{u}_{0} & =\mathbf{u}^{0}
\end{align*}\right.
$$

This procedure generates a strong candidate for an approximation to the full dynamics (1.3). The fundamental point is that under our quasi-convexity assumption we can in fact iteratively find minimizers of (1.4).

The really hard task is passing to limits as $h \rightarrow 0$. Since our approximations $\mathbf{u}_{k}$ are minimizers, and not just critical points, of $I_{k}[\cdot]$, the expectation and hope is that we obtain in the limit some sort of reasonable weak solution of (1.3). It has, however, proved in practice impossible to carry out this program in general, owing to the usual problem in nonlinear PDE that we do not have very good uniform estimates on the approximate solutions $\mathbf{u}_{k}$. (The paper $[\mathrm{E}]$ demonstrates a completely different minimization principle, but we have not been able to exploit this usefully.)
1.2. Nonlinearities depending only on the determinant. This paper documents some progress in this matter for the case $m=n$ and nonlinearities $F$ with the special structure

$$
\begin{equation*}
F(P)=\Phi(\operatorname{det} P) \quad\left(P \in \mathbb{M}^{n \times n}\right) \tag{1.6}
\end{equation*}
$$

where $\Phi$ is a convex function and "det" means determinant. Such a nonlinearity is quasi-convex, and it has long been known that for the static calculus of variations the particular hypothesis (1.6) has strong implications; see, for instance, Dacorogna [D].

We begin by reviewing the issue of minimizing the functional

$$
\begin{equation*}
I[\mathbf{v}]:=\int_{U} F(D \mathbf{v}) d x=\int_{U} \Phi(\operatorname{det} D \mathbf{v}) d x \tag{1.7}
\end{equation*}
$$

among mappings $\mathbf{v}=\left(v^{1}, \ldots, v^{n}\right)$ from a connected, open set $U \subset \mathbb{R}^{n}$ into $\mathbb{R}^{n}$. We write the gradient matrix of $\mathbf{v}$ as

$$
D \mathbf{v}=\left(\begin{array}{ccc}
v_{x_{1}}^{1} & \ldots & v_{x_{n}}^{1} \\
\vdots & \ddots & \vdots \\
v_{x_{1}}^{n} & \ldots & v_{x_{n}}^{n}
\end{array}\right)
$$

If $\mathbf{u}=\left(u^{1}, \ldots, u^{n}\right)$ is a smooth minimizer of $I[\cdot]$, subject to boundary conditions which for the moment we do not specify, then $\mathbf{u}$ solves the Euler-Lagrange system of PDEs

$$
\begin{equation*}
\operatorname{div}(D F(D \mathbf{u}))=\operatorname{div}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u})(\operatorname{cof} D \mathbf{u})^{T}\right)=0 \tag{1.8}
\end{equation*}
$$

where cof $D \mathbf{u}$ is the cofactor matrix formed from $D \mathbf{u}$. To derive (1.8) we employed the formula

$$
\begin{equation*}
\frac{\partial \operatorname{det} P}{\partial p_{i}^{k}}=(\operatorname{cof} P)_{i}^{k} \quad(1 \leq i, k \leq n) \tag{1.9}
\end{equation*}
$$

for the $n \times n$ matrix $P$, whose $(i, k)$ entry is denoted $p_{i}^{k}$. Likewise, $(\operatorname{cof} P)_{i}^{k}$ means the $(i, k)$ entry of cof $P$. Formula (1.9) is a consequence of the matrix identity

$$
\begin{equation*}
(\operatorname{cof} P)^{T} P=I \operatorname{det} P \tag{1.10}
\end{equation*}
$$

but for any $C^{2}$ function $\mathbf{w}=\left(w^{1}, \ldots, w^{n}\right)$ we have

$$
\begin{equation*}
\operatorname{div}\left((\operatorname{cof} D \mathbf{w})^{T}\right) \equiv 0 \tag{1.11}
\end{equation*}
$$

that is,

$$
(\operatorname{cof} D \mathbf{w})_{i, x_{i}}^{k}=0 \quad(k=1, \ldots, n)
$$

Therefore (1.8) implies

$$
\begin{equation*}
0=\Phi^{\prime \prime}(\operatorname{det} D \mathbf{u}) D(\operatorname{det} D \mathbf{u})(\operatorname{cof} D \mathbf{u})^{T} \tag{1.12}
\end{equation*}
$$

In view of (1.10), our multiplying (1.10) by $D \mathbf{u}$ gives

$$
0=\Phi^{\prime \prime}(\operatorname{det} D \mathbf{u}) D(\operatorname{det} D \mathbf{u})(\operatorname{det} D \mathbf{u})=\frac{1}{2} \Phi^{\prime \prime}(\operatorname{det} D \mathbf{u}) D(\operatorname{det} D \mathbf{u})^{2}
$$

Assuming next the strict convexity condition that $\Phi^{\prime \prime}>0$, we deduce that $(\operatorname{det} D \mathbf{u})^{2}$ is constant within $U$. Thus, if $\mathbf{u}$ is smooth, we conclude that

$$
\begin{equation*}
\operatorname{det} D \mathbf{u} \equiv C \quad \text { within } \quad U \tag{1.13}
\end{equation*}
$$

for some constant $C$.
1.3. A gradient flow. We study in this paper the corresponding "heat flow" governed by the function $I[\cdot]$, that is, the system of PDEs

$$
\begin{equation*}
\mathbf{u}_{t}=\operatorname{div}(D F(D \mathbf{u}))=\operatorname{div}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u})(\operatorname{cof} D \mathbf{u})^{T}\right) \tag{1.14}
\end{equation*}
$$

plus appropriate initial and boundary conditions, detailed later.
We are especially interested in the case that $\Phi(d)<\infty$ for $d>0, \Phi(d)=\infty$ for $d<0$, and $\lim _{d \rightarrow 0^{+}} \Phi(d)=+\infty$. Then (1.14) enforces the constraint

$$
\operatorname{det} D \mathbf{u}>0
$$

We can hope therefore that for each time $t$ the mapping $x \mapsto y=\mathbf{u}(x, t)$ is a diffeomorphism, with inverse $y \mapsto x=\mathbf{v}(y, t)$. And since the static problem, recalled in section 1.1, is so simple, we hope as well that the analysis of the system (1.14) may not be so complicated.

This is in fact so, for as we will see in section 2 , the quantity

$$
\begin{equation*}
\beta:=(\operatorname{det} D \mathbf{u})^{-1}>0 \tag{1.15}
\end{equation*}
$$

regarded as a function of $y$ and $t$, solves the nonlinear parabolic PDE

$$
\begin{equation*}
\beta_{t}=\operatorname{div}\left(\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{D \beta}{\beta^{2}}\right)=\operatorname{div}\left(\beta \Psi^{\prime}(\beta) D \beta\right) \tag{1.16}
\end{equation*}
$$

with Neumann boundary conditions, where

$$
\Psi(d):=d \Phi\left(\frac{1}{d}\right) \quad \text { for } d>0
$$

Now (1.16) is singular in regimes where $\beta \rightarrow 0$ or $\infty$, but the maximum principle implies that if the initial data $\beta^{0}$ is bounded away from 0 and $\infty$, then so is the solution.

We will show furthermore that given $\beta$, the solution of (1.16) with appropriate initial conditions, we can then recover the mappings $\mathbf{u}$ by solving a system of ODEs governed by $\beta$ and proving then that the PDE (1.14) holds. In this sense, we can regard the parabolic system of PDEs (1.14) as being somehow "integrable."
1.4. Outline. Our paper introduces in section 2 the formal computations showing how (1.16) results from (1.14). Section 3 then reverses this process to provide careful proofs: we start with the solution $\beta$ of the nonlinear diffusion equation and build from it the mappings $\mathbf{u}(\cdot, t)$ for $t>0$.

Section 4 introduces some interesting variants of our construction, the first for more general integrands than in (1.7). We discuss also a situation when the range of the initial mapping $\mathbf{u}^{0}$ is a proper subset $W_{0}$ of the target $V$. In this case we can design $\Phi$ so that the flow "fills up" $V$ in finite time. Interesting complications occur if $U$ and $V$ are not in fact diffeomorphic.

The concluding section 5 introduces and analyzes a related "time-stepping" dynamic variational principle. This discussion will make much clearer the connections between our PDE (1.16) and (1.14).
2. Calculations for smooth solutions. Suppose now $U$ is a smooth, open, bounded, connected subset of $\mathbb{R}^{n}$, and

$$
\mathbf{u}: \bar{U} \times[0, \infty) \rightarrow \mathbb{R}^{n}
$$

is smooth, $\mathbf{u}=\left(u^{1}, \ldots, u^{n}\right)$. In this section we suppose as well that $\mathbf{u}$ solves the system (1.14). Let $\mathbf{u}^{0}=\mathbf{u}(\cdot, 0)$ denote the initial mapping.
2.1. Changing variables. Suppose that for each time $t \geq 0$, the mapping

$$
\mathbf{u}(\cdot, t): \bar{U} \rightarrow \bar{V}
$$

is a diffeomorphism, where $V \subset \mathbb{R}^{n}$ is a fixed open subset of $\mathbb{R}^{n}$. We can then invert the relationship

$$
\begin{equation*}
y=\mathbf{u}(x, t) \quad(x \in \bar{U}, y \in \bar{V}) \tag{2.1}
\end{equation*}
$$

to give

$$
\begin{equation*}
x=\mathbf{v}(y, t) \quad \text { for } \mathbf{v}:=\mathbf{u}^{-1} . \tag{2.2}
\end{equation*}
$$

Set

$$
\begin{equation*}
\beta(y, t):=\operatorname{det} D \mathbf{v}(y, t)=(\operatorname{det} D \mathbf{u}(x, t))^{-1} \tag{2.3}
\end{equation*}
$$

2.2. A PDE for . Our main observation is that $\beta$ solves a scalar, nonlinear diffusion equation.

Theorem 2.1. We have

$$
\begin{cases}\beta_{t}=\operatorname{div}\left(\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{1}{\beta^{2}} D \beta\right) & \text { in } V \times(0, \infty),  \tag{2.4}\\ \frac{\partial \beta}{\partial \nu}=0 & \text { on } \partial V \times(0, \infty),\end{cases}
$$

$\nu$ denoting the unit outward-pointing normal vectorfield to $\partial V$.
Proof. 1. Fix any time $T>0$ and select a smooth function $\zeta: \bar{V} \times[0, T] \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\zeta(\cdot, 0) \equiv \zeta(\cdot, T) \equiv 0 \tag{2.5}
\end{equation*}
$$

Then, employing (2.1), we compute

$$
\begin{align*}
& \int_{0}^{T} \int_{V} \beta \zeta_{t}+D_{y}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \cdot D_{y} \zeta d y d t \\
= & \int_{0}^{T} \int_{U}\left[\beta(\mathbf{u}, t) \zeta_{t}(\mathbf{u}, t)+D_{x}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right)(D \mathbf{u})^{-1} \cdot D_{y} \zeta\right] \frac{d x}{\beta(\mathbf{u}, t)} d t  \tag{2.6}\\
= & \int_{0}^{T} \int_{U} \frac{\partial}{\partial t}(\zeta(\mathbf{u}, t))-D_{y} \zeta \cdot \mathbf{u}_{t}+D_{x}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \frac{(D \mathbf{u})^{-1}}{\beta} \cdot D_{y} \zeta d x d t \\
= & -\int_{0}^{T} \int_{U} D_{y} \zeta \cdot\left[\mathbf{u}_{t}-D_{x}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \frac{(D \mathbf{u})^{-1}}{\beta}\right] d x d t .
\end{align*}
$$

Now our PDE (1.14) reads

$$
\mathbf{u}_{t}=\operatorname{div}_{x}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u}) \operatorname{det} D \mathbf{u}(D \mathbf{u})^{-1}\right)=D_{x}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \frac{(D \mathbf{u})^{-1}}{\beta}
$$

since $\operatorname{div}\left((\operatorname{det} D \mathbf{u})(D \mathbf{u})^{-1}\right)=\operatorname{div}\left(\operatorname{cof} D \mathbf{u}^{T}\right) \equiv 0$. Consequently the expression within the square brackets in the last term of (2.6) vanishes. So

$$
\int_{0}^{T} \int_{V} \beta \zeta_{t}+D_{y}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \cdot D_{y} \zeta d y d t=0
$$

for all test functions $\zeta$ as above.
2. If also $\zeta \equiv 0$ on $\partial V \times[0, T]$, we may integrate by parts to deduce

$$
\begin{equation*}
\beta_{t}+\operatorname{div}_{y}\left(D_{y} \Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \equiv 0, \tag{2.7}
\end{equation*}
$$

and this is the PDE in (2.4). Now drop the assumption that $\zeta=0$ on the boundary and again integrate by parts:

$$
\int_{0}^{T} \int_{\partial V} \frac{\partial}{\partial \nu}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \zeta d \mathcal{H}^{n-1} d t=0
$$

It follows that

$$
\frac{\partial}{\partial \nu}\left(\Phi^{\prime}\left(\frac{1}{\beta}\right)\right)=-\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{\partial \beta}{\partial \nu} \equiv 0 \quad \text { on } \quad \partial V \times(0, T)
$$

Since $\Phi^{\prime \prime}>0$, the proof is done.
2.3. Recovering the mapping $\mathbf{u}$ from . We next address the question of how to recover the mapping $\mathbf{u}$ from knowledge of $\beta$. One possibility is for each time $t$ to try to find $x \mapsto \mathbf{u}(x, t)$ solving

$$
\left\{\begin{array}{l}
\beta(\mathbf{u}(x, t), t) \operatorname{det} D \mathbf{u}(x, t) \equiv 1 \quad \text { in } \bar{U}  \tag{2.8}\\
\mathbf{u}(\cdot, t) \in \operatorname{Diff}(\bar{U}, \bar{V})
\end{array}\right.
$$

where $\operatorname{Diff}(\bar{U}, \bar{V})$ denotes the set of all diffeomorphisms of $\bar{U}$ onto $\bar{V}$. As we will discuss later in section 5 , this approach works, provided $U$ and $V$ are convex sets.

However, there is a simpler construction available. First, define the new nonlinearity

$$
\begin{equation*}
\Psi(d):=d \Phi\left(\frac{1}{d}\right) \quad(d>0) \tag{2.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Psi^{\prime}(d)=\Phi\left(\frac{1}{d}\right)-\frac{1}{d} \Phi^{\prime}\left(\frac{1}{d}\right), \quad \Psi^{\prime \prime}(d)=\frac{1}{d^{3}} \Phi^{\prime \prime}\left(\frac{1}{d}\right) \tag{2.10}
\end{equation*}
$$

and so $\Psi:(0, \infty) \rightarrow \mathbb{R}$ is convex.
Next, perform these calculations:

$$
\begin{align*}
\mathbf{u}_{t} & =\operatorname{div}_{x}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u}) \operatorname{det} D \mathbf{u}(D \mathbf{u})^{-1}\right) \\
& =D_{x}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u})\right) \cdot\left(\operatorname{det} D \mathbf{u}(D \mathbf{u})^{-1}\right) \\
& =\Phi^{\prime \prime}(\operatorname{det} D \mathbf{u}) D_{x}(\operatorname{det} D \mathbf{u}) \cdot\left(\operatorname{det} D \mathbf{u}(D \mathbf{u})^{-1}\right) \\
& =\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{1}{\beta} D_{x}\left(\frac{1}{\beta}\right)(D \mathbf{u})^{-1}  \tag{2.11}\\
& =-\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{1}{\beta^{3}} D_{x} \beta(D \mathbf{u})^{-1} \\
& =-\Psi^{\prime \prime}(\beta) D_{y} \beta=-D_{y} \Psi^{\prime}(\beta)
\end{align*}
$$

This computation suggests that we fix a point $x \in \bar{U}$ and then solve the ODE

$$
\begin{cases}\dot{\mathbf{y}}(t)=-\Psi^{\prime \prime}(\beta(\mathbf{y}(t), t)) D \beta(\mathbf{y}(t), t) \quad \text { for } t>0  \tag{2.12}\\ \mathbf{y}(0)=y=\mathbf{u}^{0}(x) & \end{cases}
$$

where $\cdot \frac{d}{d t}$. Then by uniqueness of solutions we have $\mathbf{u}(x, t)=\mathbf{y}(t)$ for $t \geq 0$.
3. Building diffeomorphisms. The formal calculations from the previous section done with, we turn now to building rigorously a smooth solution

$$
\mathbf{u}: \bar{U} \times[0, \infty) \rightarrow \bar{V}
$$

of our system

$$
\left\{\begin{array}{l}
\mathbf{u}_{t}=\operatorname{div}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u})(\operatorname{cof} D \mathbf{u})^{T}\right) \quad \text { in } \bar{U} \times(0, \infty)  \tag{3.1}\\
\mathbf{u}=\mathbf{u}^{0} \quad \text { on } \bar{U} \times\{t=0\} \\
\mathbf{u}(\cdot, t) \in \operatorname{Diff}(\bar{U}, \bar{V})
\end{array}\right.
$$

under some additional assumptions.
3.1. Hypotheses. We require that the initial mapping $\mathbf{u}^{0}: \bar{U} \rightarrow \bar{V}$ be a diffeomorphism, mapping $\partial U$ onto $\partial V$. We write

$$
\begin{equation*}
\beta^{0}:=\operatorname{det} D \mathbf{v}^{0} \tag{3.2}
\end{equation*}
$$

for $\mathbf{v}^{0}:=\left(\mathbf{u}^{0}\right)^{-1}$ and assume that there exist positive constants $0<C_{1} \leq C_{2}$ such that

$$
\begin{equation*}
C_{1} \leq \beta^{0} \leq C_{2} \quad \text { on } \bar{V} \tag{H1}
\end{equation*}
$$

We ask also that the following compatibility condition hold:

$$
\begin{equation*}
\frac{\partial \beta^{0}}{\partial \nu}=0 \quad \text { on } \quad \partial V \tag{H2}
\end{equation*}
$$

Finally we require that $\Phi$ be smooth and convex on $(0, \infty)$, with the lower bound

$$
\begin{equation*}
\Phi^{\prime \prime}\left(\frac{1}{\beta}\right)>0 \quad \text { for } C_{1} \leq \beta \leq C_{2} \tag{H3}
\end{equation*}
$$

3.2. Solving PDE and ODE. In view of (H1), (H2), the initial/boundaryvalue problem

$$
\begin{cases}\beta_{t}=\operatorname{div}\left(\Phi^{\prime \prime}\left(\frac{1}{\beta}\right) \frac{D \beta}{\beta^{2}}\right) & \text { in } V \times(0, \infty)  \tag{3.3}\\ \frac{\partial \beta}{\partial \nu}=0 & \text { on } \partial V \times[0, \infty) \\ \beta=\beta^{0} & \text { on } \bar{V} \times\{t=0\}\end{cases}
$$

has a unique, smooth solution $\beta$, with

$$
\begin{equation*}
0<C_{1} \leq \beta \leq C_{2} \quad \text { in } \bar{V} \times[0, \infty) \tag{3.4}
\end{equation*}
$$

Next, for each $y \in \bar{V}$, solve the ODE (2.12):

$$
\begin{cases}\dot{\mathbf{y}}(t)=-\Psi^{\prime \prime}(\beta(\mathbf{y}(t), t)) D \beta(\mathbf{y}(t), t) \quad \text { for } t>0  \tag{3.5}\\ \mathbf{y}(0)=y\end{cases}
$$

We write $\mathbf{y}(t)=\mathbf{y}(t, y)$ to display dependence on the initial point $y$.
Theorem 3.1. (i) For each given $x \in \bar{U}$, the ODE (3.5) has a unique solution $\mathbf{y}:[0, \infty) \rightarrow \bar{V}$, existing for all times $t \geq 0$.
(ii) If $y \in \partial V$, then $\mathbf{y}(t) \in \partial V$ for all times $t \geq 0$.
(iii) For each $t \geq 0$, the mapping

$$
\begin{equation*}
\mathbf{u}(x, t):=\mathbf{y}\left(t, \mathbf{u}^{0}(x)\right) \quad(x \in \bar{U}, t \geq 0) \tag{3.6}
\end{equation*}
$$

is a smooth diffeomorphism from $\bar{U}$ to $\bar{V}$, mapping $\partial U$ onto $\partial V$.
Proof. Since $\frac{\partial \beta}{\partial \nu}=0$ on $\partial V, D \beta$ is tangent to $\partial V$ and consequently the flow does not leave $\bar{V}$. In particular, if $\mathbf{u}^{0}(x) \in \partial V$, then $\mathbf{x}(t) \in \partial V$ for times $t \geq 0$.

Assertion (iii) is standard. $\square$
Define $\mathbf{u}: \bar{U} \times[0, \infty) \rightarrow \bar{V}$ by $(3.6)$ and set $\mathbf{v}(\cdot, t):=\mathbf{u}^{-1}(\cdot, t)$ for each time $t \geq 0$.
Theorem 3.2. (i) We have

$$
\begin{equation*}
\beta \equiv \operatorname{det} D \mathbf{v} \tag{3.7}
\end{equation*}
$$

(ii) Furthermore, $\mathbf{u}$ solves the system of PDEs (2.1), and the mapping

$$
t \mapsto \int_{U} \Phi(\operatorname{det} D \mathbf{u})(x, t) d x
$$

is nonincreasing.
Proof. 1. As before, set $\alpha=\operatorname{det} D \mathbf{u}, \alpha=\alpha(x, t)$. Then

$$
\begin{equation*}
\alpha_{t}=\alpha D_{x} \mathbf{u}_{t}(D \mathbf{u})^{-1} \tag{3.8}
\end{equation*}
$$

Now

$$
\mathbf{u}_{t}=-D_{y} \Psi^{\prime}(\beta)
$$

and so

$$
D_{x} \mathbf{u}_{t}=-D_{y}^{2} \Psi^{\prime}(\beta)\left(D_{x} \mathbf{u}\right)
$$

Hence

$$
\begin{equation*}
\alpha_{t}=-\alpha \Delta_{y} \Psi^{\prime}(\beta) \tag{3.9}
\end{equation*}
$$

Next, regarding $\beta=\beta(\mathbf{u}, t)$ as a function of $(x, t)$, we have

$$
\begin{aligned}
(\alpha \beta)_{t} & =\alpha_{t} \beta+\alpha \beta_{t}+\alpha D_{y} \beta \cdot \mathbf{u}_{t} \\
& =-\alpha \beta \Delta_{y} \Psi^{\prime}(\beta)+\alpha \operatorname{div}\left(\Psi^{\prime \prime}(\beta) \beta D_{y} \beta\right)-\alpha D_{y} \beta \cdot\left(\Psi^{\prime \prime}(\beta) D_{y} \beta\right) \\
& =0
\end{aligned}
$$

Since $\alpha \beta \equiv 1$ at $t=0$, we deduce that

$$
\beta=\alpha^{-1}=\operatorname{det} D \mathbf{v}
$$

2. We have shown that $\beta \equiv \operatorname{det} D \mathbf{v}$, where $\mathbf{v}=\mathbf{u}^{-1}$ and $\mathbf{u}$ is defined by (3.6). We then return to the computation (2.11) to deduce that

$$
\begin{equation*}
\mathbf{u}_{t}=\dot{\mathbf{x}}=-\Psi^{\prime \prime}(\beta) D \beta=\operatorname{div}\left(\Phi^{\prime}(\operatorname{det} D \mathbf{u})(\operatorname{cof} D \mathbf{u})^{T}\right) \tag{3.10}
\end{equation*}
$$

Finally let us calculate

$$
\begin{aligned}
\frac{d}{d t} \int_{U} \Phi(\operatorname{det} D \mathbf{u}) d x & =\frac{d}{d t} \int_{V} \Phi\left(\frac{1}{\beta}\right) \beta d y \\
& =\int_{V}\left(\Phi\left(\frac{1}{\beta}\right)-\frac{1}{\beta} \Phi^{\prime}\left(\frac{1}{\beta}\right)\right) \beta_{t} d y \\
& =\int_{V} \Psi^{\prime}(\beta) \operatorname{div}\left(\beta \Psi^{\prime \prime}(\beta) D \beta\right) d y \\
& =-\int_{V} \Psi^{\prime \prime}(\beta)^{2} \beta|D \beta|^{2} d y \leq 0
\end{aligned}
$$

## 4. Some variants.

4.1. More general nonlinearities. Our methods extend with little difficulty to the functional

$$
\begin{equation*}
I[\mathbf{v}]:=\int_{U} \Phi(f(\mathbf{v}) \operatorname{det} D \mathbf{v}) d x \tag{4.1}
\end{equation*}
$$

for $\Phi$ as before and $f: \bar{V} \rightarrow(0, \infty)$.

Euler-Lagrange equation. The corresponding Euler-Lagrange equation is

$$
-\operatorname{div}\left(\Phi^{\prime}(f \operatorname{det} D \mathbf{u}) f(\operatorname{cof} D \mathbf{u})^{T}\right)+\Phi^{\prime}(f \operatorname{det} D \mathbf{u})(\operatorname{det} D \mathbf{u}) D f=0
$$

which simplifies to read

$$
\begin{equation*}
\Phi^{\prime \prime}(f \operatorname{det} D \mathbf{u}) D(f \operatorname{det} D \mathbf{u}) f(\operatorname{cof} D \mathbf{u})^{T}=0 \tag{4.2}
\end{equation*}
$$

As in section 1.1 this implies that

$$
f(\mathbf{u}) \operatorname{det} D \mathbf{u} \equiv C \quad \text { within } \quad U
$$

for some constant $C$.
A gradient flow. The evolution associated with (4.1) is

$$
\begin{equation*}
\mathbf{u}_{t}-\operatorname{div}\left(\Phi^{\prime}(f \operatorname{det} D \mathbf{u}) f(\operatorname{cof} D \mathbf{u})^{T}\right)+\Phi^{\prime}(f \operatorname{det} D \mathbf{u})(\operatorname{det} D \mathbf{u}) D f=0 \tag{4.3}
\end{equation*}
$$

plus initial and boundary conditions.
As before, assume $\mathbf{v}:=\mathbf{u}^{-1}$ exists and write

$$
\beta:=\operatorname{det} D \mathbf{v}
$$

Theorem 4.1. We have

$$
\begin{cases}\beta_{t}=-\operatorname{div}\left(\Phi^{\prime \prime}\left(\frac{f}{\beta}\right) f D\left(\frac{f}{\beta}\right)\right) & \text { in } V \times(0, \infty)  \tag{4.4}\\ \frac{\partial}{\partial \nu}\left(\frac{f}{\beta}\right)=0 & \text { on } \partial V \times(0, \infty)\end{cases}
$$

Proof. 1. Fix any time $T>0$ and select a smooth function $\zeta: \bar{V} \times[0, T] \rightarrow \mathbb{R}$ satisfying (2.5).

Then

$$
\begin{align*}
& \int_{0}^{T} \int_{V} \beta \zeta_{t}+D_{y}\left(\Phi^{\prime}\left(\frac{f}{\beta}\right)\right) \cdot D_{y} \zeta f d y d t \\
= & \int_{0}^{T} \int_{U}\left[\beta(\mathbf{u}, t) \zeta_{t}(\mathbf{u}, t)+D_{x}\left(\Phi^{\prime}\left(\frac{f}{\beta}\right)\right)(D \mathbf{u})^{-1} \cdot D_{y} \zeta f\right] \frac{d x}{\beta(\mathbf{u}, t)} d t  \tag{4.5}\\
= & \int_{0}^{T} \int_{U} \frac{\partial}{\partial t}(\zeta(\mathbf{u}, t))-D_{y} \zeta \cdot \mathbf{u}_{t}+D_{x}\left(\Phi^{\prime}\left(\frac{f}{\beta}\right)\right) \frac{(D \mathbf{u})^{-1}}{\beta} \cdot D_{y} \zeta f d x d t \\
= & -\int_{0}^{T} \int_{U} D_{y} \zeta \cdot\left[\mathbf{u}_{t}-D_{x}\left(\Phi^{\prime}\left(\frac{f}{\beta}\right)\right) \frac{(D \mathbf{u})^{-1}}{\beta} f\right] d x d t .
\end{align*}
$$

But according to (4.3), we have

$$
\begin{align*}
\mathbf{u}_{t} & =D\left(\Phi^{\prime}(f \operatorname{det} D \mathbf{u})\right) f(\operatorname{det} D \mathbf{u})(D \mathbf{u})^{-1} \\
& =D\left(\Phi^{\prime}\left(\frac{f}{\beta}\right)\right) \frac{f}{\beta}(D \mathbf{u})^{-1} \tag{4.6}
\end{align*}
$$

Consequently the expression within the square brackets in the last term of (4.5) vanishes.
4.2. "Filling up" the target domain. An interesting variant of our construction is as follows. Select $\mathbf{u}^{0}: \bar{U} \rightarrow \bar{W}_{0}$ to be a diffeomorphism, where $W_{0} \subset \subset V$ is given. We will choose $\Phi$ and $\mathbf{u}$ so that

$$
\left\{\begin{array}{l}
W(t):=\mathbf{u}(U, t) \quad(t \geq 0)  \tag{4.7}\\
W(0)=W_{0}
\end{array}\right.
$$

expands to "fill up" the target $V$ in finite time.
For this, let us take $m>0$ and

$$
\Phi(d):= \begin{cases}\frac{1}{m} d^{-m} & (d>0) \\ +\infty & (d \leq 0)\end{cases}
$$

Therefore

$$
\Psi(d)=d \Phi\left(\frac{1}{d}\right)=\frac{1}{m} d^{m+1}
$$

for $d>0$. Then $\beta$ solves the porous medium equation

$$
\beta_{t}=\operatorname{div}\left(\Psi^{\prime \prime}(\beta) \beta D \beta\right)=\Delta\left(\beta^{m+1}\right)
$$

5. Connections with optimal mass transfer problems. As noted in the introduction, the time-step minimization method (1.4) and (1.5) provides an extremely natural approximation method, but one which we have not been able to prove converges. This section recalls more about this procedure, to highlight the connections with Monge-Kantorovich mass transfer theory.

We are primarily motivated by Otto [O] and Jordan, Kinderlehrer, and Otto [J-K-O]. The novelty of Otto's paper [O] was to interpret (5.8) as a gradient flux of the "entropy" $S(\beta):=\int_{V} \Psi(\beta) d y$ with respect to the Wasserstein distance.
5.1. Time-step approximations. Assume for this section that $U$ and $V$ are two bounded, open, convex sets with smooth boundaries.

We discuss a time-discrete algorithm for the flow

$$
\left\{\begin{array}{l}
\mathbf{u}_{t}=\operatorname{div}(D F(D \mathbf{u}))  \tag{5.1}\\
\mathbf{u}(\cdot, 0)=\mathbf{u}_{0} \\
\mathbf{u}(\cdot, t) \in \operatorname{Diff}(\bar{U}, \bar{V})
\end{array}\right.
$$

where, as before,

$$
F(P)= \begin{cases}\Phi(\operatorname{det} P), & \operatorname{det} P>0 \\ +\infty, & \operatorname{det} P \leq 0\end{cases}
$$

The system (5.1) is a gradient flux of the functional $I[\cdot]$ with respect to the $L^{2}$ metric. In section 2 we have shown that (5.1) is related to (1.16), which, as we will recall below, is the gradient flow governed by $\int_{V} \Psi(\beta) d y$ with respect to the Wasserstein distance. The algorithm which we discuss is another way to view that relation.

A discrete-time approximation. First, let us fix a time-step size $h>0$. We introduce the implicit scheme of recursively finding $\mathbf{u}_{k+1}$ to solve

$$
\left\{\begin{array}{l}
\frac{\mathbf{u}_{k+1}-\mathbf{u}_{k}}{h}=\operatorname{div}\left(D F\left(D \mathbf{u}_{k+1}\right)\right),  \tag{5.2}\\
\mathbf{u}_{k+1} \in \operatorname{Diff}(\bar{U}, \bar{V})
\end{array}\right.
$$

given $\mathbf{u}_{k}$. More precisely, set

$$
\begin{equation*}
I_{k}[\mathbf{v}]:=\frac{1}{2} \int_{U}\left|\mathbf{v}-\mathbf{u}_{k}\right|^{2} d x+h \int_{U} F(D \mathbf{v}) d x \tag{5.3}
\end{equation*}
$$

We intend to find $\mathbf{u}_{k+1}$ to be the unique minimizer of

$$
\begin{equation*}
\min _{\mathbf{v}}\left\{I_{k}[\mathbf{v}] \mid \mathbf{v} \in \operatorname{Diff}(\bar{U}, \bar{V})\right\} \tag{5.4}
\end{equation*}
$$

Changing variables. Since our nonlinearity $F$ is neither coercive nor convex, standard calculus of variations methods do not apply. However, recent papers by Gangbo and Van der Putten [G-VP] and Maroofi [Ma] demonstrate how to exploit the special structure of $F(P)=\Phi(\operatorname{det} P)$ to find minimizers.

Indeed, if we apply a change of variables $y=\mathbf{u}(x)$ and set $\beta:=\operatorname{det}\left(D \mathbf{u}^{-1}\right)$, $\beta_{k}:=\operatorname{det}\left(D \mathbf{u}_{k}^{-1}\right)$, we discover that

$$
I_{k}[\mathbf{v}]=\frac{1}{2} \int_{V}\left|y-\mathbf{u}_{k}\left(\mathbf{v}^{-1}(y)\right)\right|^{2} d y+h \int_{V} \Psi(\beta) d y
$$

Consequently

$$
\begin{align*}
& \min _{\mathbf{v} \in \operatorname{Diff}(\bar{U}, \bar{V})} I_{k}[\mathbf{v}] \\
= & \inf _{\beta}\left\{h \int_{V} \Psi(\beta) d y+\inf _{\mathbf{v}}\left\{\left.\frac{1}{2} \int_{V}\left|y-\mathbf{u}_{k}\left(\mathbf{v}^{-1}(y)\right)\right|^{2} d y \right\rvert\, \beta=\operatorname{det}\left(D \mathbf{v}^{-1}\right)\right\}\right\}  \tag{5.5}\\
= & \inf _{\beta}\left\{h \int_{V} \Psi(\beta) d y+\inf _{\mathbf{w}}\left\{\left.\frac{1}{2} \int_{V}|y-\mathbf{w}(y)|^{2} d y \right\rvert\, \beta_{k}=\beta(\mathbf{w}) \operatorname{det} D \mathbf{w}\right\}\right\} \\
= & \inf _{\beta}\left\{h \int_{V} \Psi(\beta) d y+W_{2}^{2}\left(\beta_{k}, \beta\right)\right\},
\end{align*}
$$

where $W_{2}$, the Wasserstein distance between two Borel measures $\mu$ and $\nu$, is defined as

$$
W_{2}^{2}(\mu, \nu):=\frac{1}{2} \inf _{\gamma \in \Gamma(\mu, \nu)} \iint|x-y|^{2} d \gamma(x, y)
$$

Here $\Gamma(\mu, \nu)$ is the set of Borel measures $\gamma$ on $\mathbb{R}^{2 n}$ that have $\mu$ and $\nu$ as their marginals. The notation $W_{2}^{2}\left(\beta_{k}, \beta\right)$ means that we have identified $\beta$ with the measure whose density is $\beta$.

We assume for $k=0$ that

$$
\int_{V} \beta_{0} d y=1
$$

where $\beta_{0}=\operatorname{det} D \mathbf{u}_{0}^{-1}$. This reduces the last three problems in (5.5) to minimization problems over $\mathcal{P}_{a}(V)$, the set of probability densities supported in $V$.

Define the new functional

$$
\begin{equation*}
J_{k}(\beta):=W_{2}^{2}\left(\beta, \beta_{k}\right)+h \int_{V} \Psi(\beta) d y \tag{5.6}
\end{equation*}
$$

Now $W_{2}^{2}\left(\beta_{k}, \cdot\right)$ is convex and is weakly-* lower semicontinuous. Since $\Psi$ is strictly convex, we see also that $\beta \rightarrow \int_{V} \Psi(\beta) d y$ is a strictly convex functional of $\beta$ and is
weakly-* lower semicontinuous on subsets of $L^{1}$ that are weakly-* compact. Consequently, the minimization problem

$$
\begin{equation*}
\inf _{\beta \in \mathcal{P}_{a}(V)} J_{k}(\beta) \tag{5.7}
\end{equation*}
$$

has a unique solution $\beta_{k+1}$.
5.2. Time-step approximations for . This subsection quickly reviews a time-discrete algorithm based on the Wasserstein distance for solving

$$
\left\{\begin{array}{l}
\beta_{t}=\operatorname{div}\left(\beta D\left[\Psi^{\prime}(\beta)\right]\right),  \tag{5.8}\\
\beta(\cdot, 0)=\beta_{0}
\end{array}\right.
$$

Let us now deal with the following nonlinear problem appearing in (5.5), where we replace $\beta$ by $\beta_{k+1}$. We study the minimization problem

$$
\begin{equation*}
\inf _{\mathbf{v}}\left\{\int_{V}|y-\mathbf{v}(y)|^{2} d y \mid \beta_{k}=\beta_{k+1}(\mathbf{v}) \operatorname{det} D \mathbf{v}\right\} \tag{5.9}
\end{equation*}
$$

which, thanks to the Monge-Kantorovich theory, is known to admit a unique minimizer $\mathbf{v}_{k+1}$ (see Brenier [B]). Furthermore, $\mathbf{v}_{k+1}$ is the gradient of a convex function $\psi_{k+1}: \bar{V} \rightarrow \mathbb{R}$, satisfying the Monge-Ampere problem

$$
\begin{equation*}
\beta_{k}=\beta_{k+1}\left(D \psi_{k+1}\right) \operatorname{det} D^{2} \psi_{k+1}, \quad D \psi_{k+1}(\bar{V})=\bar{V} \tag{5.10}
\end{equation*}
$$

in the sense that

$$
\begin{equation*}
D \psi_{k+1}: \bar{V} \rightarrow \bar{V} \text { a.e. and } \quad \int_{V} f\left(D \psi_{k+1}\right) \beta_{k} d x=\int_{V} f \beta_{k+1} d y \tag{5.11}
\end{equation*}
$$

for all $f \in C\left(\mathbb{R}^{n}\right)$. Equivalently, if $\phi_{k+1}$ is the Legendre transform of $\psi_{k+1}$, then

$$
\begin{equation*}
D \phi_{k+1}: \bar{V} \rightarrow \bar{V} \text { a.e. } \quad \text { and } \quad \int_{V} g\left(D \phi_{k+1}\right) \beta_{k+1} d y=\int_{V} g \beta_{k} d x \tag{5.12}
\end{equation*}
$$

for all $g \in C\left(\mathbb{R}^{n}\right)$. We write that

$$
\left(D \psi_{k+1}\right)_{\#} \beta_{k}=\beta_{k+1}, \quad\left(D \phi_{k+1}\right)_{\#} \beta_{k+1}=\beta_{k}
$$

the symbol \# denoting push-forward. Agueh [A] has shown that

$$
\begin{equation*}
C_{1} \leq \beta_{k+1} \leq C_{2} \tag{5.13}
\end{equation*}
$$

provided

$$
\begin{equation*}
C_{1} \leq \beta_{k} \leq C_{2} \tag{5.14}
\end{equation*}
$$

for constants $0<C_{1} \leq C_{2}$
The Euler-Lagrange equations of (5.7) read

$$
\begin{equation*}
D \phi_{k+1}(y)=y+h D\left[\Psi^{\prime}\left(\beta_{k+1}(y)\right)\right], \tag{5.15}
\end{equation*}
$$

and we conclude from (5.15) that

$$
\begin{equation*}
\beta_{k+1}(y)=\left(\Psi^{*}\right)^{\prime}\left(\left(\phi_{k+1}(y)-\frac{|y|^{2}}{2}\right) / h\right) \tag{5.16}
\end{equation*}
$$

where $\Psi^{*}$ is the Legendre transform of $\Psi$.
Assume that $\beta_{k} \in C^{l, \alpha}(\bar{V})$ for some $\alpha>0$ and some integer $l \geq 0$. By (5.16), $\beta_{k+1} \in W^{1, \infty}(V) \subset C^{0, \alpha}(\bar{V})$. Regularity theory for the Monge-Ampere equations (see [C1], [C2], [C3], [C4]) and (5.10) imply that $\psi_{k+1}, \phi_{k+1} \in C^{2, \alpha}(\bar{V})$. This and (5.16) demonstrate that $\beta_{k+1} \in C^{2, \alpha}(\bar{V})$. Thus

$$
\gamma_{k+1}:=D \phi_{k+1} \circ D \phi_{k} \circ \cdots \circ D \phi_{1} \in C^{l+1, \alpha}(\bar{V}, \bar{V}) .
$$

The map

$$
\mathbf{u}_{k+1}=\gamma_{k+1} \circ \mathbf{u}_{0}
$$

is then the unique solution to (5.2), and $\mathbf{u}_{k+1} \in C^{l+1, \alpha}(\bar{U}, \bar{V})$ if $\mathbf{u}_{0} \in C^{l+1, \alpha}(\bar{U}, \bar{V})$.
We record next that the time-step approximations converge as $h \rightarrow 0$.
Theorem 5.1. For $h>0$, inductively define $\beta_{k+1}$ to be the unique minimizer of $J_{k}[\cdot]$ over $\mathcal{P}_{a}(V)$. Set

$$
\beta^{h}(y, t)= \begin{cases}\beta_{0}(y) & \text { if } t=0, \\ \beta_{k}(y) & \text { if } t \in((k-1) h, k h] .\end{cases}
$$

Fix $T>0$ and assume that $T=M h$ for an integer $M>0$.
Then the following hold:
(i) For each test function $\eta \in C_{c}^{2}$, we have

$$
\left|\int_{V_{T}} \partial_{t}^{h} \eta\left(\beta^{h}-\beta_{0}\right) d x d t+\int_{V_{T}} \operatorname{div}\left(\beta^{h} D\left[\Psi^{\prime}\left(\beta^{h}\right)\right]\right) d x d t\right| \leq C_{\eta} h,
$$

where $\partial_{t}^{h} \eta(x, t)=(\eta(x, t+h)-\eta(x, t)) / h$ and $V_{T}=V \times(0, T)$.
(ii) There exists a subsequence $\left\{h_{m}\right\}_{m=1}^{\infty}$ converging to 0 and $\beta \in L^{1}\left(V_{T}\right)$ such that $\left\{\beta^{h_{m}}\right\}_{m=1}^{\infty}$ converges to $\beta$. Furthermore, $\beta$ satisfies the parabolic equation (5.8).
5.3. Time-step approximations for $\mathbf{u}$. Finally, we return to the approximation scheme (5.2) and consider the convergence problem as $h \rightarrow 0$.

We first record some uniform estimates.
Theorem 5.2. Fix $h>0$ and inductively define $\mathbf{u}_{k+1}$ to be the unique minimizer of $I_{k}[\cdot]$ over $\operatorname{Diff}(\bar{U}, \bar{V})$. Define

$$
\mathbf{u}^{h}(\cdot, t)=\left\{\begin{array}{lll}
\mathbf{u}_{0}(\cdot) & \text { if } & t=0, \\
\mathbf{u}_{k}(\cdot) & \text { if } & t \in((k-1) h, k h] .
\end{array}\right.
$$

Fix $T>0$ and assume that $T=M h$ for an integer $M>0$. Set $U_{T}=U \times(0, T)$.
Then the following hold:
(i) For each $t \in[0, T]$ we have that $\mathbf{u}^{h}(\cdot, t) \in \operatorname{Diff}(\bar{U}, \bar{V}) \cap C^{l+1, \alpha}\left(\bar{U}, \mathbb{R}^{n}\right)$ and there are constants $C_{1}, C_{2}>0$ depending only on $\mathbf{u}_{0}$ such that

$$
C_{1} \leq \operatorname{det} D\left(\mathbf{u}^{h}\right)^{-1} \leq C_{2} .
$$

(ii) There exists a constant $C>0$, depending only on $\mathbf{u}_{0}$, such that

$$
\sum_{k=0}^{M-1} \int_{U}\left|\mathbf{u}_{k+1}-\mathbf{u}_{k}\right|^{2} d x \leq C h
$$

(iii) For each test function $\mathbf{v} \in C^{2}$, we have

$$
\begin{equation*}
\left|\int_{U_{T}} \mathbf{u}^{h} \cdot \mathbf{v}_{t}-D F\left(D \mathbf{u}^{h}\right): D \mathbf{v} d x d t+\int_{U} \mathbf{u}_{0} \cdot \mathbf{v}(\cdot, 0) d x\right| \leq \frac{h}{2} C \sqrt{T}\left\|\mathbf{v}_{t}\right\|_{L^{\infty}\left(U_{T}\right)} \tag{5.17}
\end{equation*}
$$

Proof. 1. Set $\beta_{0}=\operatorname{det} D \mathbf{u}_{0}^{-1}$. Since $\mathbf{u}_{0} \in \operatorname{Diff}(\bar{U}, \bar{V})$ we have that

$$
0<C_{1}:=\min _{\bar{V}} \beta_{0}, C_{2}:=\max _{\bar{V}} \beta_{0}<+\infty
$$

According to the discussion above, we can choose inductively $\mathbf{u}_{k+1}$ to be the unique minimizer of $I_{k}$ over $\operatorname{Diff}(\bar{U}, \bar{V})$.
2. The inequality $I_{k}\left(\mathbf{u}_{k+1}\right) \leq I_{k}\left(\mathbf{u}_{k}\right)$ implies that

$$
\sum_{k=0}^{M-1} I_{k}\left(\mathbf{u}_{k+1}\right) \leq \sum_{k=0}^{M-1} I_{k}\left(\mathbf{u}_{k}\right)
$$

Therefore

$$
\begin{equation*}
\frac{1}{2} \sum_{k=0}^{M-1} \int_{V}\left|\mathbf{u}_{k+1}-\mathbf{u}_{k}\right|^{2} d x \leq h \int_{U} \Phi\left(\operatorname{det} D \mathbf{u}_{0}\right)-\Phi\left(\operatorname{det} D \mathbf{u}_{M}\right) d x \leq 2 h|U| \max _{\left[\frac{1}{C_{2}}, \frac{1}{C_{1}}\right]}|\Phi| \tag{5.18}
\end{equation*}
$$

This proves (ii).
3. Suppose now that $\mathbf{v} \in C^{2}$, and set $t_{k}=k h, \mathbf{v}_{k}=\mathbf{v}(\cdot, k h)$, and $U_{k}=U \times$ $\left(t_{k}, t_{k+1}\right)$. Then
$\int_{U_{T}} \mathbf{u}^{h} \cdot \mathbf{v}_{t}-D F\left(D \mathbf{u}^{h}\right): D \mathbf{v} d x d t=\sum_{k=0}^{M-1} \int_{U_{k}} \mathbf{u}_{k+1} \cdot \mathbf{v}_{t} d x d t-D F\left(D \mathbf{u}_{k+1}\right): D \mathbf{v} d x d t$.
We recall that $\left(\mathbf{u}_{k+1}-\mathbf{u}_{k}\right) / h=\operatorname{div}\left(D F\left(D \mathbf{u}_{k+1}\right)\right)$ and continue to calculate that

$$
\begin{aligned}
\int_{U_{T}} \mathbf{u}^{h} \cdot \mathbf{v}_{t}-D F\left(D \mathbf{u}^{h}\right): D \mathbf{v} d x d t= & \sum_{k=0}^{M-1} \int_{U_{k}} \mathbf{u}_{k+1} \cdot \mathbf{v}_{t}+\left(\frac{\mathbf{u}_{k+1}-\mathbf{u}_{k}}{h}\right) \cdot \mathbf{v} d x d t \\
= & \sum_{k=0}^{M-1} \int_{U} \mathbf{u}_{k+1} \cdot\left(\mathbf{v}_{k+1}-\mathbf{v}_{k}\right) d x \\
& +\int_{U}\left(\mathbf{u}_{k+1}-\mathbf{u}_{k}\right) \cdot \mathbf{v}_{k} d x \\
& +\sum_{k=0}^{M-1} \int_{U}\left(\frac{\mathbf{u}_{k+1}-\mathbf{u}_{k}}{h}\right) \cdot\left(\int_{t_{k}}^{t_{k+1}} \mathbf{v}-\mathbf{v}_{k} d t\right) d x \\
= & \int_{U} \mathbf{u}_{M} \cdot \mathbf{v}_{M}-\mathbf{u}_{0} \cdot \mathbf{v}_{0} d x \\
& +\sum_{k=0}^{M-1} \int_{U}\left(\frac{\mathbf{u}_{k+1}-\mathbf{u}_{k}}{h}\right) \cdot\left(\int_{t_{k}}^{t_{k+1}} \mathbf{v}-\mathbf{v}_{k} d t\right) d x
\end{aligned}
$$

Taking into account $\mathbf{v}_{M}=\mathbf{v}(T)=0$ and

$$
\left|\int_{t_{k}}^{t_{k+1}} \mathbf{v}-\mathbf{v}_{k} d t\right| \leq \frac{h^{2}}{2} \max _{U_{T}}\left|\mathbf{v}_{t}\right|
$$

we conclude that

$$
\begin{align*}
& \left|\int_{U_{T}} \mathbf{u}^{h} \cdot \mathbf{v}_{t}-D F\left(D \mathbf{u}^{h}\right): D \mathbf{v} d x d t+\int_{U} \mathbf{u}_{0} \cdot \mathbf{v}(\cdot, 0) d x\right| \\
& \quad \leq \frac{h}{2}\left\|\mathbf{v}_{t}\right\|_{L^{\infty}} \sum_{k=0}^{M-1} \int_{U}\left|\mathbf{u}_{k+1}-\mathbf{u}_{k}\right| d x \\
& \quad \leq \frac{h}{2}\left\|\mathbf{v}_{t}\right\|_{L^{\infty}\left(U_{T}\right)}\left(\sum_{k=0}^{M-1} \int_{U}\left|\mathbf{u}_{k+1}-\mathbf{u}_{k}\right|^{2} d x\right)^{\frac{1}{2}} M^{\frac{1}{2}} . \tag{5.19}
\end{align*}
$$

We combine (5.18) and (5.19) to finish up the proof of (iii).
This theorem provides some uniform estimates, but it remains an unsolved problem to show that as $h \rightarrow 0$, the approximation $\mathbf{u}^{h}$ converges somehow to a solution $\mathbf{u}$ of (1.3). One particular issue is that we do not know if the gradients $D \mathbf{u}^{h}$ converge strongly in $L^{2}$.

Our belief is that although the scheme (5.2), (5.3), and (5.4) is obviously extremely natural, we do not currently know how fully to exploit the minimization structure. We have here a problem in the "time-dependent calculus of variations," but we do not have enough experience to understand, for instance, the proper choices of comparison functions to employ in our variational principles. The direct PDE and ODE methods in sections 2 and 3 provide a way around this difficulty for the special case of the nonlinearity (1.6).
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#### Abstract

We study solutions of some supercritical parabolic equations which blow up in finite time but continue to exist globally in the weak sense. We show that the minimal continuation becomes regular immediately after the blow up time, and if it blows up again, it can only do so finitely many times.
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1. Introduction. We consider the problem

$$
\begin{cases}u_{t}=\Delta u+f(u), & x \in B_{1}, t>0  \tag{P}\\ u=0, & x \in \partial B_{1}, t>0 \\ u(x, 0)=u_{0}(x)\left(=U_{0}(|x|)\right), & x \in B_{1},\end{cases}
$$

where $B_{1}=\left\{x \in \mathbb{R}^{N}:|x|<1\right\}, U_{0} \in C([0,1]), U_{0} \geq 0$ with $U_{0}(1)=0$, and either

$$
\begin{equation*}
f(u)=\lambda e^{u}, \quad \lambda>0, \quad 3 \leq N \leq 9 \tag{1.1}
\end{equation*}
$$

or

$$
\begin{equation*}
f(u)=u^{p}, \quad \frac{N+2}{N-2}<p<p^{*}, \quad N \geq 3 \tag{1.2}
\end{equation*}
$$

where

$$
p^{*}= \begin{cases}\infty & \text { if } \quad N \leq 10 \\ 1+\frac{4}{N-4-2 \sqrt{N-1}} & \text { if } \quad N>10\end{cases}
$$

In the case of the exponential nonlinearity (1.1), we shall further assume that $U_{0}(r)$ is a nonincreasing function on $[0,1]$.

We shall show that if a solution blows up in a finite time $t=T<\infty$ but continues to exist as a weak solution for $t>T$, then this extended solution becomes regular immediately after the blow up time $T$, that is, it possesses no singularity in the time

[^40]interval $T<t<T^{*}$ for some $T^{*} \in(T, \infty]$. Here, by an extended solution we mean the so-called minimal continuation, whose meaning will be clarified later.

Let us now give a more detailed description of the result together with some history of the problem. Global unbounded weak solutions of $(\mathrm{P})$ with $f(u)=u^{p}$, $p \geq \frac{N+2}{N-2}$, were discovered in [16]. These solutions are characterized as the limit of an increasing sequence of global classical solutions $0<u_{1}<u_{2}<u_{3}<\cdots$ such that each $u_{k}$ belongs to the domain of attraction of the stable stationary solution $u=0$ (that is, $u_{k} \rightarrow 0$ as $t \rightarrow \infty$ ) and such that $\lim _{k \rightarrow \infty} u_{k}$ lies on the boundary of this domain of attraction.

The monotonicity of the sequences and the standard Kaplan-type estimate for the approximating classical solutions yield uniform bounds on certain integrals; hence the limit functions are indeed time-global weak solutions. Moreover, these weak solutions are necessarily unbounded on the time interval $[0, \infty)$, since otherwise they would remain classical for all $t>0$ and converge to some positive stationary solution as $t \rightarrow \infty$, but the assumption $p \geq \frac{N+2}{N-2}$ and the Pohozaev identity imply nonexistence of positive stationary solutions. Consequently, one of the following alternatives occurs for each of these global weak solutions:
(a) the solution blows up in finite time;
(b) the solution remains smooth for all $t>0$ and tends to infinity as $t \rightarrow \infty$.

For a long time it was not known which of the two alternatives really occurs. Much later Galaktionov and Vázquez [4] concluded that (a) is always the case, provided that

$$
\frac{N+2}{N-2}<p\left(<1+\frac{6}{N-10} \quad \text { if } \quad N>10\right)
$$

It follows from [4] and a recent result of Mizoguchi [15] that (a) holds for all $p>$ $(N+2) /(N-2), N>2$. By blow up in finite time we mean that there is $T \in(0, \infty)$ such that

$$
\lim _{t \rightarrow T}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}=\infty
$$

and we call $T$ the blow up time of solution $u$. The above-mentioned global weak solutions thus have continuation beyond the blow up time in a certain sense.

Note that such continuation is not possible if $1<p \leq \frac{N+2}{N-2}$. Indeed it is known that in this range of $p$ every blow up is complete in the sense that the minimal (proper) continuation for $t$ larger than the blow up time $T$ is infinite everywhere in $B_{1} \times(T, \infty)$. See [1, 4] for details. Note also that the same is true for any $p>1$ if $u_{t} \geq 0$.

In the case of exponential nonlinearity (1.1), global unbounded weak solutions were constructed in [9] for a certain range of $\lambda$ and later in [3] for a larger range of $\lambda$. It was also proved in [3] that global unbounded weak solutions blow up in finite time.

For both (1.1) and (1.2), it is still an open question whether the weak continuation beyond the blow up time is unique or not. However, one can define uniquely the socalled minimal continuation, and this is what we study in the present paper.

Now, given a global weak solution $u$, we define the set of regular time moments by

$$
\begin{aligned}
& \mathcal{R}:=\left\{t_{0}>0: u\right. \text { is a classical solution on some } \\
&\text { time interval around } \left.t=t_{0}\right\}
\end{aligned}
$$

and the set of singular time moments by $\mathcal{S}=(0, \infty) \backslash \mathcal{R}$. By Lemma 2.6 in subsection
2.1, we see that $\mathcal{S}=\mathcal{B}$, where

$$
\mathcal{B}:=\left\{t_{0}>0: \limsup _{t \rightarrow t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}=\infty\right\}
$$

Our main goal is to show that $\mathcal{B}$ is a finite set. This in particular implies that the solution recovers smoothness immediately after blow-up, and it remains smooth until $t=\infty$ or until the next blow-up occurs. We also give an example of a limit $L^{1}$-solution for which $\mathcal{B}$ is a singleton.

Previously some examples of "peaking solutions"-that is, solutions which blow up at $t=T$ and become smooth for $t>T$ - have been known for the Cauchy problem in $\mathbb{R}^{N}$ (see [9, 4, 12]). In [9] and [4], examples of peaking solutions are constructed by simply gluing backward self-similar solutions (i.e., self-similar solutions that are defined for $-\infty<t<T$ and blow up at $t=T$ ) and forward self-similar solutions (i.e., self-similar solutions that are defined for $T<t<\infty$ and blow up at $t=T$ ) sharing the same blow up profile at the blow up time $T$. However, this method does not work for problems in bounded domains since self-similar solutions do not satisfy reasonable boundary conditions on a fixed boundary. In [13, 14], examples of solutions with multiple blow up time are constructed for the power case (1.2). These earlier works only give some examples of peaking solutions, and it has not been known whether or not global weak solutions in general behave like peaking solutions-more precisely, whether or not immediate regularization always occurs after blow-up. Our result in the present paper shows that every minimal continuation beyond blow-up has this property.

It should be noted that our result does not follow from standard parabolic estimates. Indeed, once a solution $u$ blows up, say at $t=T$, then its blow up profile $u(x, T)$ may no longer belong to the function space in which problem ( P ) is well-posed; therefore, a standard bootstrap argument does not improve the regularity so much. See Remark 3.4 for details.

This paper is organized as follows. In section 2, we define limit $L^{1}$-solutions and derive various estimates for these solutions. Among other things we show that limit $L^{1}$-solutions belong to $C\left([0, \infty) ; H^{1}\left(B_{1}\right)\right)$.

In section 3, we state our main result (Theorem 3.1). We then prove the main theorem in sections 4 and 5 . The proof relies heavily on the zero-number properties of parabolic equations. Note that, as we are dealing with solutions with singularities, the zero-number is no longer monotone nonincreasing but a slightly weaker property holds (see Lemma 4.1 and Remark 4.3).

In section 6, we consider the case of exponential nonlinearity (1.1) and prove the existence of a peaking solution that blows up exactly once and remains smooth thereafter (Theorem 6.1). This result is proved by showing that a singular heteroclinic connection between certain equilibrium solutions of ( P ) has this property. As far as the authors know, no example of peaking solution was known previously for the exponential nonlinearity (1.1) in a bounded domain.
2. Preliminaries. Hereafter, for notational simplicity, we sometimes write the solution of $(\mathrm{P})$ as $u(r, t)$ rather than $u(x, t)$, where $r$ stands for $|x|$. This is the case in some part of subsections 2.3-2.5 and much of section 3 .

### 2.1. Definition of $L^{1}$-solutions.

Definition 2.1. By an $L^{1}$-solution on an interval $\left[0, T_{0}\right]$ we mean a function $u \in C\left(\left[0, T_{0}\right] ; L^{1}\left(B_{1}\right)\right)$ such that $f(u) \in L^{1}\left(Q_{T_{0}}\right), Q_{T_{0}}:=B_{1} \times\left(0, T_{0}\right)$ and such that
the equality

$$
\begin{aligned}
& \int_{B_{1}}\left(u(x, t) \Psi(x, t)-u_{0}(x) \Psi(x, 0)\right) d x-\int_{0}^{t} \int_{B_{1}} u \Psi_{t} d x d s \\
& \quad=\int_{0}^{t} \int_{B_{1}}(u \Delta \Psi+f(u) \Psi) d x d s
\end{aligned}
$$

holds for any $0<t \leq T_{0}$ and $\Psi \in C^{2}\left(\bar{Q}_{T_{0}}\right)$ with $\Psi=0$ on $\partial \Omega \times\left[0, T_{0}\right]$. By a global $L^{1}$-solution we mean a function $u \in C\left([0, \infty) ; L^{1}\left(B_{1}\right)\right)$ which is an $L^{1}$-solution on $\left[0, T_{0}\right]$ for every $T_{0}>0$.

Definition 2.2. By a limit $L^{1}$-solution we mean a global $L^{1}$-solution which can be approximated by global classical solutions in the following way: There is a sequence $\left\{u_{0, n}\right\}$ in $C\left(\bar{B}_{1}\right)$ such that

$$
\begin{equation*}
u_{0, n} \rightarrow u_{0} \quad \text { in } C\left(\bar{B}_{1}\right) \tag{2.1}
\end{equation*}
$$

and that the solution $u_{n}$ of $(\mathrm{P})$ with $u(\cdot, 0)=u_{0, n}$ exists globally for $t \geq 0$ and satisfies

$$
\begin{array}{ll}
u_{n}(\cdot, t) \rightarrow u(\cdot, t) & \text { in } L^{1}\left(B_{1}\right) \quad \text { for every } t>0  \tag{2.2}\\
f\left(u_{n}\right) \rightarrow f(u) & \text { in } L^{1}\left(\left(B_{1}\right) \times(0, t)\right) \quad \text { for every } t>0
\end{array}
$$

We refer to any such sequence $\left\{u_{n}\right\}$ as an approximating sequence for $u$. We call a limit $L^{1}$-solution a minimal $L^{1}$-solution if it has an approximating sequence that is pointwise nondecreasing in $n$.

Remark 2.3. We do not need to assume in Definition 2.2 that $u(x, t)$ is a global $L^{1}$ solution. In fact, by condition (2.2), the limit function $u(x, t)$ automatically satisfies the integral identity in Definition 2.1. To see that $u$ belongs to $C\left([0, \infty) ; L^{1}\left(B_{1}\right)\right)$, recall that any approximating sequence of classical solutions $u_{n}$ satisfies

$$
u_{n}(\cdot, t)=e^{t \Delta} u_{0, n}+\int_{0}^{t} e^{(t-\tau) \Delta} f\left(u_{n}(\cdot, \tau)\right) d \tau
$$

Letting $n \rightarrow \infty$ and using (2.2), we obtain

$$
u(\cdot, t)=e^{t \Delta} u_{0}+\int_{0}^{t} e^{(t-\tau) \Delta} f(u(\cdot, \tau)) d \tau
$$

This proves the continuity $t \mapsto u(\cdot, t)$ in $L^{1}\left(B_{1}\right)$.
Remark 2.4. Condition (2.2) is automatically fulfilled if the approximating sequence $u_{n}$ is monotone nondecreasing in $n$. In fact, the standard Kaplan estimate gives uniform bounds for $\left\|u_{n}(\cdot, t)\right\|_{L^{1}\left(B_{1}\right)}$ and $\left\|f\left(u_{n}\right)\right\|_{L^{1}\left(B_{1} \times\left[0, T_{0}\right]\right)}$; hence (2.2) follows from the monotone convergence theorem.

Though we require only (2.1) and (2.2) for the approximating sequence $u_{n}$, the actual convergence takes place in a much stronger sense, as we shall see in Proposition 2.12 .

The next lemma shows that any limit $L^{1}$-solution is a classical solution until it blows up.

Lemma 2.5. Let $u$ and $\tilde{u}$ be, respectively, a limit $L^{1}$-solution and a classical solution of $(\mathrm{P})$ sharing the same initial data $u_{0}$, and denote by $[0, T)$ the maximal interval of existence for $\tilde{u}$. Then $u=\tilde{u}$ for $0 \leq t<T$. Moreover, any approximating sequence $\left\{u_{n}\right\}$ for $u$ satisfies

$$
u_{n}(\cdot, t) \rightarrow u(\cdot, t) \quad \text { in } C^{2}\left(\bar{B}_{1}\right) \quad \text { for each } t \in(0, T)
$$

Proof. By the well-posedness of (P) in the space $C\left(\bar{B}_{1}\right)$, convergence (2.1) implies $u_{n}(\cdot, t) \rightarrow \tilde{u}(\cdot, t)$ in $C\left(\bar{B}_{1}\right)$ locally uniformly in $t \in(0, T)$. This, together with (2.2), yields $\tilde{u}(x, t)=u(x, t)$ for $0 \leq t<T$. The $C^{2}$ convergence is a consequence of parabolic estimates.

Lemma 2.6. Let $u$ be a limit $L^{1}$-solution and suppose that

$$
\begin{equation*}
\sup _{t_{1}<t<t_{2}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}<\infty \tag{2.3}
\end{equation*}
$$

for some $0 \leq t_{1}<t_{2}$. Then $u$ is "regular" (i.e., a classical solution) in the interval $t_{1}<t<t_{2}$.

Proof. By the same limiting argument as in Remark 2.3, we get

$$
u(\cdot, t)=e^{\left(t-t_{1}\right) \Delta} u\left(\cdot, t_{1}\right)+\int_{t_{1}}^{t} e^{(t-\tau) \Delta} f(u(\cdot, \tau)) d \tau
$$

for $t \in\left[t_{1}, t_{2}\right)$. Since $u$ is bounded we obtain $u \in C\left(\left(t_{1}, t_{2}\right) ; C^{1}\left(\bar{B}_{1}\right)\right)$; hence $f(u) \in$ $C\left(\left(t_{1}, t_{2}\right) ; C^{1}\left(\bar{B}_{1}\right)\right)$. Using the parabolic estimates again, we see that $u$ is a classical solution for $t_{1}<t<t_{2}$.

Another consequence of parabolic estimates is the following.
LEMMA 2.7. Let $u$ be a minimal $L^{1}$-solution satisfying (2.3) for some $0 \leq t_{1}<t_{2}$. Then any nondecreasing approximating sequence $\left\{u_{n}\right\}$ satisfies

$$
u_{n}(\cdot, t) \rightarrow u(\cdot, t) \quad \text { in } C^{2}\left(\bar{B}_{1}\right)
$$

for each $t \in\left(t_{1}, t_{2}\right)$.
2.2. A pointwise Kaplan-type bound. It is well known that all global classical solutions of (P) satisfy certain integral estimates called Kaplan estimates (see [8]). In this subsection we introduce a multiscale version of Kaplan's technique and derive a useful pointwise bound for global weak solutions of (P). Our technique, which applies to radially decreasing solutions, is a slightly modified version of the one found in [11]. Note that, in the case of power nonlinearity (1.2), the same pointwise bound can also be derived by a totally different technique and it holds for any radially symmetric solutions that are not necessarily decreasing in $r$ (see subsection 2.4 and also [10]).

To begin with, let us consider problem (P) where $u_{0}(x) \geq 0$ is a continuous function on $\bar{B}_{1}$ vanishing on $\partial B_{1}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a $C^{2}$ function satisfying

$$
\begin{equation*}
f^{\prime \prime}>0, \quad \int_{L}^{\infty} \frac{d u}{f(u)}<\infty \tag{2.4}
\end{equation*}
$$

for some $L \geq 0$.
Next let $\mu$ be the second eigenvalue (the first positive eigenvalue) for the Laplacian in $B_{1}$ under the Neumann boundary conditions and under radial symmetry:

$$
\left\{\begin{array}{l}
\eta^{\prime \prime}(r)+\frac{N-1}{r} \eta^{\prime}(r)=-\mu \eta(r), \quad 0<r<1  \tag{2.5}\\
\eta^{\prime}(0)=\eta^{\prime}(1)=0
\end{array}\right.
$$

More precisely, $\mu$ is a positive number such that there exists a function $\eta=\eta(r)$ satisfying (2.5) along with the condition

$$
\eta^{\prime}(r)<0, \quad 0<r<1, \quad \eta(0)=1, \quad 0>\eta(1)
$$

Clearly these conditions determine both $\mu$ and $\eta$ uniquely. For each $R \in(0,1]$, we set

$$
\psi_{R}(x)=\eta\left(R^{-1}|x|\right)-\eta(1)
$$

Then it is easily seen that $\psi_{R}$ satisfies

$$
\begin{cases}\Delta \psi_{R}=-\frac{\mu}{R^{2}}\left(\psi_{R}-C\right), & x \in B_{R} \\ \psi_{R}>0, & x \in B_{R} \\ \psi_{R}=\frac{\partial \psi_{R}}{\partial n}=0, & x \in \partial B_{R}\end{cases}
$$

Here the constant $C:=-\eta(1)$ satisfies

$$
\int_{B_{R}} \psi_{R}(x) d x=C\left|B_{R}\right|
$$

where

$$
B_{R}:=\left\{x \in \mathbb{R}^{N}:|x|<R\right\}, \quad\left|B_{R}\right|:=\int_{B_{R}} d x
$$

Now we define a function $h_{R}(t)$ by

$$
h_{R}(t)=\frac{1}{\int_{B_{R}} \psi_{R} d x} \int_{B_{R}} \psi_{R}(x) u(x, t) d x
$$

Then a simple computation shows that

$$
\begin{aligned}
\left(\int_{B_{R}} \psi_{R} d x\right) h_{R}^{\prime}(t) & =\int \psi_{R} u_{t} d x \\
& =\int \psi_{R}(\Delta u+f(u)) d x \\
& =\int\left(\Delta \psi_{R}\right) u+\psi_{R} f(u) d x \\
& =\int_{B_{R}} \psi_{R} f(u) d x-\frac{\mu}{R^{2}} \int\left(\psi_{R}-C\right) u d x
\end{aligned}
$$

provided that $u$ is smooth. Thus, by Jensen's inequality, we get

$$
\begin{equation*}
h_{R}^{\prime}(t) \geq f\left(h_{R}(t)\right)-\frac{\mu}{R^{2}} h_{R}(t)+\frac{\mu}{R^{2}} \frac{1}{\left|B_{R}\right|} \int_{B_{R}} u(x, t) d x \tag{2.6}
\end{equation*}
$$

If, in particular, $u \geq 0$, we have

$$
h_{R}^{\prime}(t) \geq f\left(h_{R}(t)\right)-\frac{\mu}{R^{2}} h_{R}(t)
$$

The above inequality yields the following lemma.
Lemma 2.8. Let $f$ satisfy (2.4). If $u$ is a nonnegative classical solution of (P) defined for all $t \geq 0$, then

$$
h_{R}(t) \leq \rho_{R}, \quad t \geq 0, \quad 0<R \leq 1
$$

where $\rho_{R}$ is the largest root of the equation

$$
f(\rho)-\frac{\mu}{R^{2}} \rho=0
$$

The well-known Kaplan's eigenfunction method (see [8]) consists in testing the equation in (P) by the first eigenfunction $\varphi_{1}$ of the Laplacian under the Dirichlet boundary condition where one chooses $\varphi_{1}>0$ such that $\int_{B_{1}} \varphi_{1}(x) d x=1$. This yields a bound for $\int_{B_{1}} u(x, t) \varphi_{1}(x) d x$. In our case, testing by $\psi_{R}$ with various $R>0$ gives a localized version of such a bound.

Example 1. If $f(u)=\lambda e^{u}$, where $\lambda>0$, then one easily sees

$$
\begin{equation*}
\rho_{R} \leq \log \frac{\mu}{\lambda R^{2}}+\log \log \frac{\mu}{\lambda R^{2}}+\log \frac{e}{e-1} \tag{2.7}
\end{equation*}
$$

Example 2. If $f(u)=u^{p}$, where $p>1$, then

$$
\begin{equation*}
\rho_{R}=\left(\frac{\mu}{R^{2}}\right)^{1 /(p-1)} \tag{2.8}
\end{equation*}
$$

Remark 2.9. Mizoguchi [11] uses $\varphi_{1}\left(R^{-1} x\right)$ instead of $\psi_{R}$ (for the power case (1.2)). This gives a slightly better constant $\mu$, provided that solution $u$ is radially decreasing. On the other hand, our choice of $\psi_{R}$ has an advantage of yielding a more refined bound in subsection 2.5.
2.3. Basic estimates for the exponential. In this subsection we assume that

$$
\begin{equation*}
f(u)=\lambda e^{u}, \quad N>2 \tag{2.9}
\end{equation*}
$$

and that $u_{0}(x)=U_{0}(|x|)$ with

$$
\begin{equation*}
U_{0} \in C^{1}([0,1]), \quad U_{0}^{\prime} \leq 0, \quad U_{0}(1)=0 \tag{2.10}
\end{equation*}
$$

Then $\partial u / \partial r \leq 0$ for $r \geq 0$ and $t>0$; hence Lemma 2.8 and (2.7) yield

$$
\begin{equation*}
0 \leq u(r, t) \leq \log \frac{\mu}{\lambda r^{2}}+\log \log \frac{\mu}{\lambda r^{2}}+\log \frac{e}{e-1} \tag{2.11}
\end{equation*}
$$

since $u(r, t) \leq h_{r}(t)$. Consequently, for each $1 \leq q<N / 2$, there is a constant $M_{q}>0$ such that

$$
\begin{equation*}
\|u\|_{L^{q}\left(B_{1}\right)} \leq M_{q}, \quad\left\|\lambda e^{u}\right\|_{L^{q}\left(B_{1}\right)} \leq M_{q} . \tag{2.12}
\end{equation*}
$$

Next we recall that, for each $0<\beta<1$,

$$
\left\|e^{t \Delta} \varphi\right\|_{X_{\beta}} \leq C_{\beta} t^{-\beta}\|\varphi\|_{L^{q}}, \quad t>0
$$

where $X_{\beta}=W_{0}^{2 \beta, q}\left(B_{1}\right)$ and $\Delta$ denotes the Laplace operator in $B_{1}$ under the Dirichlet boundary conditions. Therefore, if $v$ is a solution of the equation

$$
\begin{equation*}
v_{t}=\Delta v+g(x, t), \quad x \in B_{1}, t \geq 0 \tag{2.13}
\end{equation*}
$$

under the Dirichlet boundary conditions, then from the expression

$$
v(\cdot, t+\delta)=e^{\delta \Delta} v(\cdot, t)+\int_{0}^{\delta} e^{(\delta-\tau) \Delta} g(\cdot, t+\tau) d \tau
$$

we get the estimate

$$
\|v(\cdot, t+\delta)\|_{X_{\beta}} \leq C_{\beta} \delta^{-\beta}\|v(\cdot, t)\|_{L^{q}}+\frac{C_{\beta}}{1-\beta} \delta^{1-\beta} \sup _{\tau \in(0, \delta)}\|g(\cdot, t+\tau)\|_{L^{q}}
$$

Combining this and (2.12), we obtain

$$
\|u(\cdot, t+\delta)\|_{X_{\beta}} \leq C_{\beta} M_{q}\left(\delta^{-\beta}+\frac{\delta^{1-\beta}}{1-\beta}\right), \quad t \geq 0
$$

for any $0<\beta<1$. Hence the following lemma holds.
Lemma 2.10. Assume (2.9) and (2.10). Let $u$ be a classical solution of (P) defined for all $t \geq 0$. Then for each $\delta>0$ there is a (universal) constant $A_{\delta, q, \beta}>0$ independent of $u$ such that

$$
\|u(\cdot, t)\|_{X_{\beta}} \leq A_{\delta, q, \beta}, \quad \delta \leq t<\infty .
$$

Now choose $q$ close enough to $N / 2$ and $\beta$ close enough to 1 so that the embedding

$$
\begin{equation*}
W_{0}^{2 \beta, q}\left(B_{1}\right) \subset H_{0}^{1}\left(B_{1}\right) \tag{2.14}
\end{equation*}
$$

is compact. This is possible since $N>2$. Then Lemma 2.10 implies the following lemma.

Lemma 2.11. Let the assumptions of Lemma 2.10 be satisfied. Then for each $\delta>0$ there exists a compact set $K_{\delta} \subset H_{0}^{1}\left(B_{1}\right)$ independent of $u$ such that

$$
u(\cdot, t) \in K_{\delta}, \quad \delta \leq t<\infty
$$

Consequently,

$$
\begin{equation*}
\|u(\cdot, t)\|_{H_{1}} \leq C_{\delta}, \quad \delta \leq t<\infty \tag{2.15}
\end{equation*}
$$

for some universal constant $C_{\delta}$.
The next proposition shows that the convergence of approximating classical solutions to a limit $L^{1}$-solution takes place in a much stronger topology than (2.2).

Proposition 2.12. Assume (2.9) and (2.10). Let $u$ be a limit $L^{1}$-solution and let $\left\{u_{n}\right\}$ be an approximating sequence for $u$. Then
(i) for each $t>0$

$$
u_{n}(\cdot, t) \rightarrow u(\cdot, t) \quad \text { in } H_{0}^{1}\left(B_{1}\right), \quad e^{u_{n}(\cdot, t)} \rightarrow e^{u(\cdot, t)} \quad \text { in } L^{q}\left(B_{1}\right)
$$

for any $1 \leq q<N / 2$. Consequently, the estimates (2.12), (2.15) hold for limit $L^{1}$-solutions;
(ii) $u \in C\left((0, \infty) ; H_{0}^{1}\left(B_{1}\right)\right)$;
(iii) for each $t>0$

$$
u_{n}(\cdot, t) \rightarrow u(\cdot, t) \quad \text { in } C_{l o c}^{2}\left(\bar{B}_{1} \backslash\{0\}\right)
$$

Proof. By Lemma 2.5 and assumption (2.10) we have $\partial u / \partial r<0$ for $0<r \leq 1$ and for $0<t<T$, where $T$ is the blow up time for $u$. Therefore, $u_{n}$ satisfies the same inequality for $n$ sufficiently large and for $t$ sufficiently small (hence for all $t>0$ ). Consequently the pointwise bound (2.11) holds for $u_{n}$ with $n$ sufficiently large. Combining this bound, the Lebesgue convergence theorem, and the former half of Lemma 2.11 (with $u$ replaced by $u_{n}$ ), we obtain (i). Statement (ii) is a consequence of the continuity of $u(\cdot, t)$ in $L^{1}\left(B_{1}\right)$ and the fact that $u(\cdot, t)$ belongs to the compact set $K_{\delta} \subset H_{0}^{1}\left(B_{1}\right)$. Statement (iii) follows from bound (2.11) and local parabolic estimates for $u_{n}$.

Corollary 2.13. Let $u$ and $u_{n}$ be as in Proposition 2.12. Then

$$
J\left[u_{n}\right] \rightarrow J[u] \quad \text { as } n \rightarrow \infty
$$

hence $J[u(\cdot, t)]$ is monotone nonincreasing in $t$, where

$$
J[u]=\int_{B_{1}}\left(\frac{1}{2}|\nabla u|^{2}-\lambda e^{u}\right) d x
$$

Proof. Since $u_{n}$ is a classical solution, $J\left[u_{n}(\cdot, t)\right]$ is monotone nonincreasing in $t$. Letting $n \rightarrow \infty$ and using Proposition 2.12(i), we obtain the desired result.

Next we show that (2.6) holds for any limit $L^{1}$-solution $u$. This will play a key role in subsection 2.5.

Proposition 2.14. Assume (2.9) and (2.10). Let $u$ be a nonnegative limit $L^{1}$-solution of $(\mathrm{P})$. Then

$$
\begin{equation*}
h_{R}^{\prime}(t) \geq \lambda e^{h_{R}(t)}-\frac{\mu}{R^{2}} h_{R}(t)+\frac{\mu}{R^{2}} \frac{1}{\left|B_{R}\right|} \int_{B_{R}} u(x, t) d x \tag{2.16}
\end{equation*}
$$

Proof. By (2.12) and the standard a priori estimate for the linear problem (2.13) with $g \in L^{\infty}\left((0, \infty) ; L^{q}\right)$, we have

$$
u \in C_{l o c}^{\gamma}\left((0, \infty) ; W^{2 \beta, q}\left(B_{1}\right)\right)
$$

for any $0<\gamma<1-\beta$ and any $1<q<N / 2$. Choosing $q$ sufficiently close to $N / 2$ and using the Sobolev embedding theorem, we see that

$$
u \in C_{l o c}^{\gamma}\left((0, \infty) ; L^{r}\left(B_{1}\right)\right)
$$

for any $1<r<\infty$ and any $0<\gamma<\min \{1, N /(2 r)\}$. In view of this and the inequality

$$
\left|e^{u}-e^{v}\right| \leq\left(e^{u}+e^{v}\right)|u-v|
$$

along with bound (2.12), we get

$$
e^{u} \in C_{l o c}^{\gamma}\left((0, \infty) ; L^{q}\left(B_{1}\right)\right)
$$

for any $1<q<N / 2$ and for some appropriate exponent $0<\gamma<1$ depending on $q$. Again using the standard a priori estimates for (2.13) with Hölder continuous $g(\cdot, t)$, we obtain

$$
u \in C^{1}\left((0, \infty) ; L^{q}\left(B_{1}\right)\right) \cap C\left((0, \infty) ; W^{2, q}\left(B_{1}\right)\right)
$$

for any $1<q<N / 2$. Therefore all the computations we used to derive (2.6) for classical solutions can be justified for limit $L^{1}$-solutions. This completes the proof.
2.4. Basic estimates for the power. In this subsection we assume

$$
\begin{equation*}
f(u)=u^{p}, \quad N>2, \quad p>\frac{N+2}{N-2} \tag{2.17}
\end{equation*}
$$

and that $U_{0} \in C[0,1]$. Then Corollary 3.3 and Remark 3.5 in [10] show that any limit $L^{1}$-solution satisfies

$$
\begin{equation*}
|u(r, t)| \leq C r^{-2 /(p-1)} \quad \text { for } \quad 0 \leq t<\infty \tag{2.18}
\end{equation*}
$$

for some constant $C>0$. In the special case where $U_{0}$ satisfies (2.10), a similar but more explicit pointwise bound

$$
\begin{equation*}
0 \leq u(r, t) \leq\left(\frac{\mu}{\lambda r^{2}}\right)^{1 /(p-1)} \tag{2.19}
\end{equation*}
$$

follows also from Lemma 2.8 and (2.8). These bounds imply that for each $1 \leq q<$ $\frac{N(p-1)}{2 p}$, there is a constant $M_{q}>0$ such that

$$
\left\|u^{p}\right\|_{L^{q}\left(B_{1}\right)} \leq M_{q},
$$

which is an analogue of (2.12) in the exponential case. Arguing as before, we see that Lemma 2.10 holds for the power case (1.2). Choosing $q$ close enough to $N(p-1) / 2 p$ and $\beta$ close enough to 1 we obtain the compact embedding (2.14). Arguing as before, we can derive the same results as Proposition 2.12 and Corollary 2.13. More precisely, we have the following proposition.

Proposition 2.15. Assume (2.17) and that $U_{0}(r)$ is a continuous function on $[0,1]$. Let $u$ be a limit $L^{1}$-solution and let $\left\{u_{n}\right\}$ be an approximating sequence for $u$. Then for each $t>0$,

$$
u_{n}(\cdot, t) \rightarrow u(\cdot, t) \quad \text { in } H_{0}^{1}\left(B_{1}\right) \cap L^{q}\left(B_{1}\right) \cap C_{l o c}^{2}\left(\bar{B}_{1} \backslash\{0\}\right)
$$

for any $1 \leq q<\frac{N(p-1)}{2}$. Furthermore,

$$
u \in C\left((0, \infty) ; H_{0}^{1}\left(B_{1}\right)\right)
$$

and $J[u(\cdot, t)]$ is monotone nonincreasing in $t$, where

$$
J[u]=\int_{B_{1}}\left(\frac{1}{2}|\nabla u|^{2}-\frac{1}{p+1}|u|^{p+1}\right) d x .
$$

Note that the monotonicity assumption in (2.10) is not needed in the above proposition since (2.18) holds for any bounded initial data $U_{0}$.
2.5. Refined bound for the exponential. The following lemma gives an upper bound sharper than (2.11).

Lemma 2.16. Assume (2.9) and (2.10). Let $u$ be a limit $L^{1}$-solution of ( P ). Suppose for some $0<R \leq 1, C_{1}>0, t_{0} \in \mathbb{R}$, and $a>0$,

$$
\begin{equation*}
u(R, t) \geq \log \frac{1}{R^{2}}-C_{1} \quad \text { for } t_{0} \leq t \leq t_{0}+a R^{2} \tag{2.20}
\end{equation*}
$$

Then

$$
\begin{equation*}
u\left(R, t_{0}\right) \leq \log \frac{1}{R^{2}}+\alpha, \tag{2.21}
\end{equation*}
$$

where $\alpha$ is a constant given by

$$
\begin{equation*}
\int_{\alpha}^{\infty} \frac{d k}{\lambda e^{k}-\mu\left(k+C_{1}\right)}=a . \tag{2.22}
\end{equation*}
$$

Proof. By the assumptions we have

$$
\frac{1}{\left|B_{R}\right|} \int_{B_{R}} u d x \geq \log \frac{1}{R^{2}}-C_{1} .
$$

Combining this with (2.16), we obtain

$$
h_{R}^{\prime} \geq \lambda e^{h_{R}}-\frac{\mu}{R^{2}}\left(h_{R}-\log \frac{1}{R^{2}}+C_{1}\right)
$$

Setting $k(t):=h_{R}(t)-\log \left(1 / R^{2}\right)$, we get

$$
k^{\prime} \geq \frac{1}{R^{2}}\left(\lambda e^{k}-\mu k-\mu C_{1}\right)
$$

It follows that

$$
\int_{k\left(t_{0}\right)}^{k(t)} \frac{d k}{\lambda e^{k}-\mu\left(k+C_{1}\right)} \geq \frac{t-t_{0}}{R^{2}}, \quad t_{0} \leq t \leq t_{0}+a R^{2}
$$

Consequently, we have either

$$
k\left(t_{0}\right) \leq k^{*}
$$

where $k^{*}$ is the largest zero of the function

$$
k \mapsto \lambda e^{k}-\mu\left(k+C_{1}\right),
$$

or $k\left(t_{0}\right)>k^{*}$ and

$$
\int_{k\left(t_{0}\right)}^{\infty} \frac{d k}{\lambda e^{k}-\mu\left(k+C_{1}\right)} \geq a
$$

Here we understand $k^{*}=-\infty$ if the function $\lambda e^{k}-\mu\left(k+C_{1}\right)$ has no zero. Now define $\alpha \in \mathbb{R}$ by (2.22). From the previous inequality it is clear that

$$
k\left(t_{0}\right) \leq \alpha
$$

This proves (2.21).
2.6. Characterization of the singular set. Now recall the definition of the sets $\mathcal{R}, \mathcal{S}, \mathcal{B}$ introduced in Introduction. Namely, $\mathcal{R}$ denotes the set of $t_{0}>0$ such that solution $u$ stays classical around $t=t_{0}, \mathcal{S}:=(0, \infty) \backslash \mathcal{R}$ denotes the set of "singular time moments," and

$$
\mathcal{B}:=\left\{t_{0}>0: \limsup _{t \rightarrow t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}=\infty\right\}
$$

By Lemma 2.6, we have $\mathcal{S}=\mathcal{B}$. If $t_{0}>0$ is such that

$$
\limsup _{t / t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}<\infty
$$

then Lemma 2.6 and the local existence theorem for $(\mathrm{P})$ imply that $u$ can be continued as a classical solution beyond $t=t_{0}$; hence $t_{0} \notin \mathcal{B}$. Therefore, $\mathcal{B}$ coincides with the set

$$
\left\{t_{0}>0: \limsup _{t / t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}=\infty\right\}
$$

In the case where $u$ is a minimal $L^{1}$-solution, then it is easily seen that

$$
\left\|u\left(\cdot, t_{1}\right)\right\|_{L^{\infty}\left(B_{1}\right)}<\infty
$$

implies $u$ is regular in some interval $t_{1} \leq t<t_{1}+\delta$, where $\delta>0$ depends only on $\left\|u\left(\cdot, t_{1}\right)\right\|_{L^{\infty}}$. Therefore, if $t_{0}>0$ is such that

$$
\liminf _{t / t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}<\infty
$$

then $t_{0} \notin \mathcal{B}$. Consequently the following lemma holds.
Lemma 2.17. If $u$ is a minimal $L^{1}$-solution of $(\mathrm{P})$, then

$$
\begin{equation*}
\mathcal{B}=\left\{t_{0}>0: \lim _{t \nearrow t_{0}}\|u(\cdot, t)\|_{L^{\infty}\left(B_{1}\right)}=\infty\right\} \tag{2.23}
\end{equation*}
$$

Finally, note that the pointwise bounds (2.11) and (2.18) show that singularity can occur only near the origin, both in the exponential case (1.1) and the power case (1.2). These pointwise bounds and local parabolic estimates for the approximating sequence $\left\{u_{n}\right\}$ imply that $u(x, t)$ is smooth in $\left(B_{1} \backslash\{0\}\right) \times(0, \infty)$.

## 3. Main result.

3.1. Statement and remarks. Let $I$ be an interval (open, half-open, or closed) with endpoints $a, b,-\infty \leq a<b \leq \infty$, and let $f$ be a continuous function on $I$. We define the zero-number of $f$ by

$$
\begin{array}{r}
\mathcal{Z}_{I}(f)=\sup \left\{n \in \mathbb{N}: \text { there are } a<x_{0}<x_{1}<\cdots<x_{n}<b\right. \\
\text { such that } \left.f\left(x_{i}\right) f\left(x_{i+1}\right)<0 \text { for } 0 \leq i<n\right\}
\end{array}
$$

if $f$ changes sign in $I$ and $\mathcal{Z}_{I}(f)=0$ otherwise.
THEOREM 3.1. Let u be a minimal $L^{1}$-solution of problem ( P ) which blows up in a finite time $T$, and let either (1.1) or (1.2) be satisfied. Assume that the initial data $U_{0}(|x|)$ satisfy

$$
U_{0} \in C([0,1]), \quad U_{0}(r) \geq 0(0 \leq r \leq 1)
$$

In case (1.1), assume further that $U_{0}(r)$ is nonincreasing in $0 \leq r \leq 1$. Then, there exists a positive integer $k$ such that

$$
\begin{gathered}
\mathcal{B}=\left\{t_{i}\right\}_{i=1}^{k}, \\
t_{1}=T<t_{2}<\cdots<t_{k}<\infty
\end{gathered}
$$

Consequently, the solution is regular except at $t=t_{i}(i=1,2, \ldots, k)$. Moreover, the following estimate holds:

$$
\begin{equation*}
2 k-1 \leq j:=\min _{0<t<T} \mathcal{Z}_{[0,1]}\left(u_{t}(\cdot, t)\right) \tag{3.1}
\end{equation*}
$$

In particular, if $U_{0} \in C^{2}([0,1])$, then

$$
\begin{equation*}
2 k-1 \leq j_{0}:=\mathcal{Z}_{[0,1]}\left(U_{0}^{\prime \prime}+\frac{N-1}{r} U_{0}^{\prime}+f\left(U_{0}\right)\right) \tag{3.2}
\end{equation*}
$$

Remark 3.2. Since $w:=u_{t}$ satisfies $w(1, t)=0$ and a parabolic equation of the form

$$
w_{t}=w_{r r}+\frac{N-1}{r} w_{r}+a(r, t) w,
$$

the zero-number $\mathcal{Z}_{[0,1]}\left(u_{t}(\cdot, t)\right)$ is nonincreasing in $t$ and is finite for every $0<t<T$. See [2] for details. Consequently, the minimum on the right-hand side of (3.1) is well-defined and is a finite integer. It is also clear that $j \leq j_{0}$.

Remark 3.3. In order for the solution $u$ to be a global $L^{1}$-solution, it should necessarily hold that $j>0$. Indeed, if $j=0$, this means that the solution satisfies $u_{t}(r, t) \geq 0(0 \leq r \leq 1)$ for $t$ close to $T$. By the result of [1], this means a complete blow-up; therefore, the solution cannot be continued as an $L^{1}$-solution beyond the blow up time $T$.

Remark 3.4. The above theorem means that the solution recovers smoothness immediately after the blow up time. Note that this result does not follow from standard parabolic estimates. Indeed, at the time of blow-up, some of the solutions may have a singularity of the form $\log \left(1 /|x|^{2}\right)+C$ (in case (1.1)) or of the form $C|x|^{-2 /(p-1)}$ (in case (1.2)), as exemplified by certain self-similar solutions. When such singularities occur, the solution profile $u(x, T)$ no longer belongs to the space where (P) is well-posed (for example, $L^{q}\left(B_{1}\right)$ with $q>\frac{(N-1) p}{2}$ in case (1.2)); therefore, parabolic regularization alone cannot bring the solution back to the space where $(\mathrm{P})$ is wellposed. Thus smoothness does not follow automatically. Indeed the singular stationary solution $\varphi^{*}$ defined below is an example of a weak solution that never becomes regular. (Since $\varphi^{*}$ is not a minimal $L^{1}$-solution, there is no contradiction with the above theorem.)

Remark 3.5. By Lemma 2.17, we have $\lim _{t / t_{0}}\|u(\cdot, t)\|_{L^{\infty}}=\infty$ for every $t_{0} \in \mathcal{B}$. However, we do not know whether or not this always implies that $\left\|u\left(\cdot, t_{0}\right)\right\|_{L^{\infty}}=\infty$. Since our equation has a supercritical nonlinearity, some subtle behavior may occur near the origin at the time of blow-up.

Incidentally, for an equation similar to (P), Pierre [17] found explicit examples of peaking solutions that blow up arbitrarily many times. He observed that

$$
u(x, t):=\frac{1}{|x|^{2}+\psi(t)}
$$

is an $L^{1}$-solution of the equation

$$
u_{t}=\Delta u+g(|x|, t) u^{2}, \quad g(r, t):=2 N-\psi^{\prime}(t)-\frac{8 r^{2}}{r^{2}+\psi(t)},
$$

provided $\psi$ is a nonnegative $C^{1}$-function and $N>4$. Obviously, $u$ blows up at each time $t$ such that $\psi(t)=0$.

## 4. Further preliminaries.

4.1. Singular stationary solutions. In the proof of Theorem 3.1, the so-called singular stationary solution plays an important role. The equation

$$
\begin{equation*}
u_{r r}+\frac{N-1}{r} u_{r}+f(u)=0, \quad r>0, \tag{4.1}
\end{equation*}
$$

has an explicit singular solution $\varphi^{*}$ if either $f(u)=\lambda e^{u}, N \geq 3$ or $f(u)=u^{p}, N \geq 3$, $p>N /(N-2)$. Namely,

$$
\begin{equation*}
\varphi^{*}(r)=\log \frac{2(N-2)}{\lambda r^{2}} \tag{4.2}
\end{equation*}
$$

in the former case, and

$$
\begin{equation*}
\varphi^{*}(r)=K r^{-\frac{2}{p-1}} \tag{4.3}
\end{equation*}
$$

with

$$
K=\left(\frac{2}{(p-1)^{2}}((N-2) p-N)\right)^{\frac{1}{p-1}}
$$

in the latter case. The assumption that $N \leq 9$ in (1.1) or $p<p^{*}$ in (1.2) guarantees the existence of a forward self-similar solution of the problem

$$
\begin{cases}u_{t}=u_{r r}+\frac{N-1}{r} u_{r}+f(u), & r, t>0  \tag{S}\\ u_{r}(0, t)=0, & t>0 \\ u(r, 0)=\varphi^{*}(r), & r>0\end{cases}
$$

which is regular for $r \geq 0, t>0$ (cf. [4, 19, 18]). This forward self-similar solution is needed in our proof of Theorem 3.1.

Another notable feature of the critical dimension $N=9$ for $f(u)=\lambda e^{u}$ and the critical power $p=p^{*}$ for $f(u)=u^{p}$ is that under assumption (1.1) or (1.2), it is well known (cf. [7]) that the graph of any smooth solution of (4.1) intersects with the graph of the singular solution $\varphi^{*}$ infinitely many times, while this is not the case if $N>9$ (in the exponential case) or $p>p^{*}$ (in the power case). This property will also be used in our proof of Theorem 3.1.
4.2. Zero-number properties for singular solutions. It is well known that if $u$ and $v$ are classical solutions of $(\mathrm{P})$, then $\mathcal{Z}_{[0,1]}(u(\cdot, t)-v(\cdot, t))$ is a nonincreasing function of $t$. This is because $w:=u-v$ satisfies a parabolic equation of the form

$$
w_{t}=w_{r r}+\frac{N-1}{r} w_{r}+a(r, t) w
$$

Moreover, each time the function $r \mapsto u(r, t)-v(r, t)$ develops a degenerate zero somewhere in $[0,1]$, the above zero-number drops at least by 1 . See [2] for details. It is easily seen that the same is true if $u$ is a classical solution and $v=\varphi^{*}$, since $u(r, t)-\varphi^{*}(r)$ always have the same sign (i.e., negative) near $r=0$. However, if $u$ is an $L^{1}$-solution, then both $u$ and $\varphi^{*}$ may have a singularity at $r=0$, and this makes the situation a bit more complicated. Nonetheless, a slightly weaker version of the above property still holds.

Lemma 4.1. Let $u(r, t)$ be a limit $L^{1}$-solution of $(\mathrm{P})$ and let $\varphi^{*}(r)$ be the singular stationary solution. Let $t^{*}>0$ and suppose that there exists a sequence $0<\tau_{1}<\cdots<$ $\tau_{k}<t^{*}$ such that $u\left(r, \tau_{i}\right)-\varphi^{*}(r)$ has a degenerate zero in $(0,1]$ for $i=1,2, \ldots, k$. Then

$$
\begin{equation*}
\mathcal{Z}_{[0,1]}\left(u\left(\cdot, t^{*}\right)-\varphi^{*}\right) \leq \mathcal{Z}_{[0,1]}\left(u(\cdot, 0)-\varphi^{*}\right)-k . \tag{4.4}
\end{equation*}
$$

Here we understand that $k=0$ if there is no such $\tau_{i}$ in the interval $\left(0, t^{*}\right)$.

Proof. Let $u_{n}$ be an approximating sequence for $u$, and let $t_{0} \in(0, T)$ be such that $t_{0}<\tau_{1}$ and that $u\left(r, t_{0}\right)-\varphi^{*}(r)$ has no degenerate zero in the interval $[0,1]$. Such $t_{0}$ exists since $u$ is a classical solution for $0 \leq t<T$; therefore, the function $r \mapsto u(r, t)-\varphi^{*}(r)$ can have a degenerate zero at most for a discrete set of values of $t$ (see [2]). Then, since we have

$$
u_{n}\left(\cdot, t_{0}\right) \rightarrow u\left(\cdot, t_{0}\right) \quad \text { in } C^{2}\left(\bar{B}_{1}\right)
$$

by Lemma 2.5, the simplicity of the zeros of $u\left(r, t_{0}\right)-\varphi^{*}(r)$ implies

$$
\begin{equation*}
\mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t_{0}\right)-\varphi^{*}\right)=\mathcal{Z}_{[0,1]}\left(u\left(\cdot, t_{0}\right)-\varphi^{*}\right) \tag{4.5}
\end{equation*}
$$

for $n$ sufficiently large. On the other hand, Propositions 2.12 and 2.15 yield the convergence

$$
u_{n}\left(\cdot, t^{*}\right) \rightarrow u\left(\cdot, t^{*}\right) \quad \text { in } C_{l o c}^{2}\left(\bar{B}_{1} \backslash\{0\}\right)
$$

Consequently, we obtain

$$
\begin{equation*}
\mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t^{*}\right)-\varphi^{*}\right) \geq \mathcal{Z}_{[0,1]}\left(u\left(\cdot, t^{*}\right)-\varphi^{*}\right) \tag{4.6}
\end{equation*}
$$

for $n$ sufficiently large if the right-hand side is finite and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t^{*}\right)-\varphi^{*}\right)=\infty \tag{4.7}
\end{equation*}
$$

if the right-hand side of (4.6) is infinite. However, (4.7) is ruled out by (4.5) and the nonincrease of $\mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t^{*}\right)-\varphi^{*}\right)$, so we have (4.6).

Now let $r_{i} \in(0,1](i=1,2, \ldots, k)$ be such that the function $r \mapsto u\left(r, \tau_{i}\right)-\varphi^{*}(r)$ has a degenerate zero at $r=r_{i}$. Suppose first that $r_{i}<1(i=1,2, \ldots, k)$. (This is always true if $f(u)=u^{p}, p>1$ or if $f(u)=\lambda e^{u}, \lambda>0, \lambda \neq 2(N-2)$.) Choose $a_{i}, b_{i}$ such that $0<a_{i}<r_{i}<b_{i}<1$ and that

$$
u\left(a_{i}, \tau_{i}\right)-\varphi^{*}\left(a_{i}\right) \neq 0, \quad u\left(b_{i}, \tau_{i}\right)-\varphi^{*}\left(b_{i}\right) \neq 0 \quad \text { for } \quad i=1, \ldots, k
$$

Next choose $\epsilon>0$ sufficiently small so that $u(r, t)-\varphi^{*}(r) \neq 0$ for $r=a_{i}, \tau_{i}-\epsilon \leq t \leq$ $\tau_{i}+\epsilon$ and $r=b_{i}, \tau_{i}-\epsilon \leq t \leq \tau_{i}+\epsilon$. We denote these two line segments by $\gamma_{i}, \tilde{\gamma}_{i}$. Since $u(r, t)-\varphi^{*}(r)$ has a degenerate zero at $(r, t)=\left(r_{i}, \tau_{i}\right)$ and since this function does not vanish on $\gamma_{i}, \tilde{\gamma}_{i}$, we have

$$
\begin{equation*}
\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u\left(\cdot, \tau_{i}-\epsilon\right)-\varphi^{*}\right)>\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u\left(\cdot, \tau_{i}+\epsilon\right)-\varphi^{*}\right) \tag{4.8}
\end{equation*}
$$

Here we can choose $\epsilon>0$ in such a way that the functions $u\left(\cdot, t_{i} \pm \epsilon\right)-\varphi^{*}$ have only simple zeros in the interval $\left[a_{i}, b_{i}\right]$ and that the intervals $\left[\tau_{i}-\epsilon, \tau_{i}+\epsilon\right], i=1, \ldots, k$, are mutually disjoint. This is possible since degenerate zeros can occur only at a discrete set of time $t$. Then,

$$
\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u_{n}\left(\cdot, \tau_{i} \pm \epsilon\right)-\varphi^{*}\right)=\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u\left(\cdot, \tau_{i} \pm \epsilon\right)-\varphi^{*}\right)
$$

for $n$ sufficiently large; hence,

$$
\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u_{n}\left(\cdot, \tau_{i}-\epsilon\right)-\varphi^{*}\right)>\mathcal{Z}_{\left[a_{i}, b_{i}\right]}\left(u_{n}\left(\cdot, \tau_{i}+\epsilon\right)-\varphi^{*}\right) .
$$

Moreover, since $u(r, t)-\varphi^{*}(r)$ does not vanish on $\gamma_{i}, \tilde{\gamma}_{i}$, the same is true for $u_{n}(r, t)-$ $\varphi^{*}(r)$ for $n$ sufficiently large. This and the above inequality imply that the function
$r \mapsto u_{n}(r, t)-\varphi^{*}(r)$ has a degenerate zero in $\left[a_{i}, b_{i}\right]$ for some $t \in\left(\tau_{i}-\epsilon, \tau_{i}+\epsilon\right)$. Consequently, at least $k$ degenerate zeros occur in the time interval $\left[t_{0}, t^{*}\right]$; hence

$$
\mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t^{*}\right)-\varphi^{*}\right) \leq \mathcal{Z}_{[0,1]}\left(u_{n}\left(\cdot, t_{0}\right)-\varphi^{*}\right)-k .
$$

Combining this inequality with (4.5) and (4.6), we obtain

$$
\mathcal{Z}_{[0,1]}\left(u\left(\cdot, t^{*}\right)-\varphi^{*}\right) \leq \mathcal{Z}_{[0,1]}\left(u\left(\cdot, t_{0}\right)-\varphi^{*}\right)-k .
$$

Since $u$ is a classical solution for $0 \leq t<T$, we have

$$
\mathcal{Z}_{[0,1]}\left(u\left(\cdot, t_{0}\right)-\varphi^{*}\right) \leq \mathcal{Z}_{[0,1]}\left(u(\cdot, 0)-\varphi^{*}\right)
$$

This and the previous inequality prove the lemma if $r_{i}<1(i=1,2, \ldots, k)$.
Consider the possibility $r_{i}=1$ for some $i \in\{1,2, \ldots, k\}$, which can occur only if $f(u)=\lambda e^{u}$ and $\lambda=2(N-2)$. In this case, $u(t, \cdot)-\varphi^{*}$ satisfies the Dirichlet condition $u(1, t)-\varphi^{*}(1)=0$. Therefore, choosing $a_{i}$ as above (so that $u\left(t, a_{i}\right)-\varphi^{*}\left(a_{i}\right) \neq 0$ for $t \approx \tau_{i}$ ) we still obtain (4.8). We can now proceed similarly as before.

Remark 4.2. Since $\mathcal{Z}_{[0,1]}\left(u\left(\cdot, t_{0}\right)-\varphi^{*}\right)<\infty$, the left-hand side of (4.4) is finite even if $\mathcal{Z}_{[0,1]}\left(u(\cdot, 0)-\varphi^{*}\right)=\infty$.

Remark 4.3. Note that the left-hand side of (4.4) is not necessarily monotone nonincreasing in $t$. This is because some intersection points between the graph of $r \mapsto u(r, t)$ and that of $\varphi^{*}(r)$ may escape to infinity (at $r=0$ ) and later emerge from infinity repeatedly.
4.3. Rescaled equations. As usual, rescaling arguments provide useful information about the behavior of solutions near the blow up point. In the case of the exponential nonlinearity (1.1), we use the rescaling

$$
\begin{align*}
w(y, s) & =w^{\theta}(y, s)=u(r, t)+\log (\theta-t)  \tag{4.9}\\
y & =\frac{r}{\sqrt{\theta-t}}, \quad s=-\log (\theta-t)
\end{align*}
$$

where $\theta$ is any positive number. Then $(\mathrm{P})$ is converted into the following problem:
$\left(\mathrm{R}_{e}\right) \quad \begin{cases}w_{s}=\frac{1}{\rho}\left(\rho w_{y}\right)_{y}+\lambda e^{w}-1, & 0<y<e^{s / 2}, s>-\log \theta, \\ w_{y}(0, s)=0, w\left(e^{s / 2}, s\right)=-s, & s>-\log \theta, \\ w(y,-\log \theta)=u_{0}(\sqrt{\theta} y)+\log \theta, & 0 \leq y \leq \theta^{-1 / 2},\end{cases}$
where

$$
\rho(y)=y^{N-1} e^{-y^{2} / 4} .
$$

In the case of the power nonlinearity 1.2 , we use the rescaling

$$
\begin{equation*}
w^{\theta}(y, s)=(\theta-t)^{1 /(p-1)} u(r, t) \tag{4.10}
\end{equation*}
$$

with $y$ and $s$ as before. Then, ( P ) is converted into
$\left(\mathrm{R}_{p}\right) \quad \begin{cases}w_{s}=\frac{1}{\rho}\left(\rho w_{y}\right)_{y}+w^{p}-\frac{1}{p-1} w, & 0<y<e^{s / 2}, s>-\log \theta, \\ w_{y}(0, s)=0, w\left(e^{s / 2}, s\right)=0, & s>-\log \theta, \\ w(y,-\log \theta)=\theta^{1 /(p-1)} u_{0}(\sqrt{\theta} y), & 0 \leq y \leq \theta^{-1 / 2} .\end{cases}$

Note that, in contrast to the usual setup, we do not assume that $\theta=T$, the blow up time of solution $u$. In fact, in our later argument, we shall need to consider the case $\theta>T$; thus, $w$ may possess singularity in finite time. However, for the time being we assume that $w$ is a classical solution of $\left(\mathrm{R}_{e}\right)$ or $\left(\mathrm{R}_{p}\right)$ and shall later use a limiting argument to deal with singular solutions.

Energy functionals corresponding to $\left(\mathrm{R}_{e}\right)$ and $\left(\mathrm{R}_{p}\right)$ are, respectively, the following:

$$
\begin{aligned}
E_{e}[w](s): & =\int_{0}^{e^{s / 2}}\left(\frac{1}{2} w_{y}^{2}-\lambda e^{w}+w\right) \rho d y \\
E_{p}[w](s): & =\int_{0}^{e^{s / 2}}\left(\frac{1}{2} w_{y}^{2}-\frac{1}{p+1} w^{p+1}+\frac{1}{2(p-1)} w^{2}\right) \rho d y
\end{aligned}
$$

As is well known, $E_{p}$ is a Lyapunov functional for $\left(\mathrm{R}_{p}\right)$. More precisely,

$$
\begin{equation*}
\frac{d}{d s} E_{p}[w](s) \leq-\int_{0}^{e^{s / 2}} w_{s}^{2} \rho d y, \quad s>-\log \theta \tag{4.11}
\end{equation*}
$$

hence, $E_{p}[w](s)$ is monotone decreasing in $s$. The same is true of $E_{e}$, at least for large $s$, as shown in the following lemma.

Lemma 4.4. Let $w$ be a global classical solution of $\left(\mathrm{R}_{e}\right)$. Then there is $s_{0}<1$ such that

$$
\begin{equation*}
\frac{d}{d s} E_{e}[w](s) \leq-\int_{0}^{e^{s / 2}} w_{s}^{2} \rho d y, \quad s \geq s_{0} \tag{4.12}
\end{equation*}
$$

Proof. By direct computations we obtain

$$
\begin{aligned}
\frac{d}{d s} E_{e}[w](s)= & -\int_{0}^{e^{s / 2}} w_{s}^{2} \rho d y \\
& -\left.\left(w_{y}+\frac{1}{4} e^{s / 2} w_{y}^{2}+\frac{\lambda}{2} e^{-s / 2}+\frac{1}{2} s e^{s / 2}\right) \rho\right|_{y=e^{s / 2}}
\end{aligned}
$$

Since

$$
w_{y}+\frac{1}{4} e^{s / 2} w_{y}^{2} \geq-e^{-s / 2}
$$

it suffices to choose $s_{0}$ such that $s_{0} e^{s_{0}}>2-\lambda$.
In the case of the power nonlinearity (1.2), the global existence of $w^{\theta}$ for all large $s$ implies that $E_{p}\left[w^{\theta}\right](s) \geq 0$ (see [6]). Integrating (4.11) with respect to $s$, we obtain

$$
\int_{s_{1}}^{s_{2}} \int_{0}^{e^{s / 2}}\left(w_{s}^{\theta}\right)^{2} \rho d y d s \leq E_{p}\left[w^{\theta}\right]\left(s_{1}\right)-E_{p}\left[w^{\theta}\right]\left(s_{2}\right)
$$

Letting $s_{2} \rightarrow \infty$ and using the boundedness of $E_{p}\left[w^{\theta}\right]$, we obtain

$$
\begin{equation*}
\int_{s_{1}}^{\infty} \int_{0}^{e^{s / 2}}\left(w_{s}^{\theta}\right)^{2} \rho d y d s<\infty \tag{4.13}
\end{equation*}
$$

(cf. Proposition 7.1 of [10]). As a matter of fact, the same estimate holds for any limit $L^{1}$-solutions. More precisely, we have the following lemma.

Lemma 4.5. Let u be a limit $L^{1}$-solution of $(\mathrm{P})$ for the power nonlinearity (1.2) and let $w^{\theta}$ be as in (4.10) for some $\theta>0$. Then (4.13) holds for any $s_{1}>-\log \theta$.

Proof. Let $u_{n}$ be an approximating sequence for $u$. Then $w_{n}^{\theta}$ satisfies the same estimate as (4.13) for $n=1,2,3, \ldots$, where the bound does not depend on $n$. Letting $n \rightarrow \infty$ and using Fatou's lemma, we obtain (4.13). $\quad \square$

Corollary 4.6. Let $u$ and $w^{\theta}$ be as in Lemma 4.5. Then $w^{\theta}(y, s)$ approaches stationary solutions of $\left(\mathrm{R}_{p}\right)$ as $s \rightarrow \infty$ locally uniformly in $y>0$. More precisely, the $\omega$ limit set of $w^{\theta}$ is contained in the set of solutions of

$$
\begin{equation*}
\frac{1}{\rho}\left(\rho w_{y}\right)_{y}+w^{p}-\frac{1}{p-1} w=0, \quad y>0 \tag{4.14}
\end{equation*}
$$

Proof. Estimate (2.18) yields

$$
\begin{equation*}
w^{\theta}(y, s) \leq C y^{-2 /(p-1)} \tag{4.15}
\end{equation*}
$$

This pointwise bound and parabolic regularization imply that, for any $M>0$, the derivatives of $w^{\theta}$ are uniformly Hölder continuous in $y$ in the region

$$
y \in I_{M}:=\left[M^{-1}, M\right], \quad s \geq s_{1}
$$

for $s_{1}$ sufficiently large. Consequently $w^{\theta}(\cdot, s)$ remains in a compact set of $C^{2}\left(I_{M}\right)$ as $s$ varies over $\left[s_{1}, \infty\right)$. Furthermore, the uniform Hölder continuity of $w_{s}^{\theta}$ and (4.13) imply that

$$
w_{s}^{\theta}(y, s) \rightarrow 0 \quad \text { as } \quad s \rightarrow \infty
$$

uniformly in $y \in I_{M}$. The conclusion of the lemma now follows immediately.
In the case of the exponential nonlinearity (1.1), pointwise estimates of $w^{\theta}$ are much more difficult to obtain. However, under certain special circumstances we have an analogue of the above corollary.

Lemma 4.7. Let $u$ be a limit $L^{1}$-solution of (P) for the exponential nonlinearity (1.1) and let $w^{\theta}$ be as in (4.9). Suppose that for some $0<r_{0} \leq 1, C_{1}>0$, and $0<t_{1}<t_{2}$,

$$
\begin{equation*}
u(r, t) \geq \log \frac{1}{r^{2}}-C_{1} \quad \text { for } \quad 0<r \leq r_{0}, t_{1} \leq t \leq t_{2} \tag{4.16}
\end{equation*}
$$

Then, for any $\theta \in\left(t_{1}, t_{2}\right)$, the solution $w^{\theta}(y, s)$ approaches stationary solutions of $\left(\mathrm{R}_{e}\right)$ as $s \rightarrow \infty$ locally uniformly in $y>0$. More precisely, the $\omega$ limit set of $w^{\theta}$ is contained in the set of solutions of

$$
\begin{equation*}
\frac{1}{\rho}\left(\rho w_{y}\right)_{y}+\lambda e^{w}-1=0, \quad y>0 \tag{4.17}
\end{equation*}
$$

Proof. By choosing a suitable constant $a>0$, we see that

$$
u(r, t) \geq \log \frac{1}{r^{2}}-C_{1}, \quad t_{0} \leq t \leq t_{0}+a r^{2}
$$

for any $0<r \leq r_{0}, t_{1} \leq t_{0} \leq \theta$. By Lemma 2.16, we have

$$
u(r, t) \leq \log \frac{1}{r^{2}}+\alpha, \quad \text { for } 0<r \leq r_{0}, t_{1} \leq t \leq \theta
$$

Therefore, $w^{\theta}$ satisfies

$$
\begin{equation*}
\log \frac{1}{y^{2}}-C_{1} \leq w^{\theta}(y, s) \leq \log \frac{1}{y^{2}}+\alpha \tag{4.18}
\end{equation*}
$$

for $0<y \leq r_{0} e^{s / 2}$ and for all large $s$. Thus, once we have estimate (4.13), the same argument as in the proof of Corollary 4.6 will yield the conclusion of the lemma.

In order to prove (4.13), it suffices to show that $E_{e}\left[w^{\theta}\right](s)$ is bounded from below as $s \rightarrow \infty$. We have

$$
\begin{aligned}
E_{e}\left[w^{\theta}\right](s) & \geq \int_{0}^{e^{s / 2}}\left(-\lambda e^{w^{\theta}}+w^{\theta}\right) \rho d y \\
& =\int_{0}^{r_{0} e^{s / 2}}\left(-\lambda e^{w^{\theta}}+w^{\theta}\right) \rho d y+\int_{r_{0} e^{s / 2}}^{e^{s / 2}}\left(-\lambda e^{w^{\theta}}+w^{\theta}\right) \rho d y
\end{aligned}
$$

The second integral is easily shown to converge to zero, as $s \rightarrow \infty$, thanks to the fact that $y \mapsto w(y, s)$ is decreasing (recall that in case (1.1) we assume that $U_{0}$ is nonincreasing). The first integral can be estimated using (4.18):

$$
\begin{aligned}
\int_{0}^{r_{0} e^{s / 2}}\left(-\lambda e^{w^{\theta}}+w^{\theta}\right) \rho d y & \geq \int_{0}^{e^{s / 2}}\left(-\lambda e^{\log \left(1 / y^{2}\right)+\alpha}+\log \frac{1}{y^{2}}-C_{1}\right) \rho d y \\
& =\int_{0}^{e^{s / 2}}\left(-\lambda e^{\alpha} \frac{1}{y^{2}}+\log \frac{1}{y^{2}}-C_{1}\right) y^{N-1} e^{-y^{2} / 4} d y
\end{aligned}
$$

It is easily seen that the above integral remains bounded as $s \rightarrow \infty$. The lemma is proved.
4.4. Singular stationary solutions for the rescaled equation. The singular stationary solution $\varphi^{*}$ defined in (4.2) (resp., (4.3)) is also a singular stationary solution for the rescaled equation (4.17) (resp., (4.14)). That is, we have

$$
\begin{gathered}
\frac{1}{\rho}\left(\rho \varphi_{y}^{*}\right)_{y}+\lambda e^{\varphi^{*}}-1=0, \quad 0<y<\infty \\
\left(\text { resp. }, \frac{1}{\rho}\left(\rho \varphi_{y}^{*}\right)_{y}-\frac{1}{p-1} \varphi^{*}+\left(\varphi^{*}\right)^{p}=0, \quad 0<y<\infty\right) .
\end{gathered}
$$

In Corollary 4.6 and Lemma 4.7, we are not excluding the possibility that $w^{\theta}$ approaches a singular stationary solution as $s \rightarrow \infty$.

The following lemmas show that there is no singular stationary solution that lies above $\varphi^{*}$.

LEMMA 4.8. Let $\varphi^{*}$ be as in (4.2) and $\rho(y)=y^{N-1} e^{-\frac{y^{2}}{4}}$. If $\psi$ is a solution of (4.17) satisfying $\psi \geq \varphi^{*}$, then $\psi=\varphi^{*}$.

Proof. Suppose $\Phi:=\psi-\varphi^{*}>0$ for $0<y<\infty$. Then $\left(\rho \Phi_{y}\right)_{y}<0$ because $\Phi$ satisfies

$$
\left(\rho \Phi_{y}\right)_{y}+\lambda \rho\left(e^{\psi}-e^{\varphi^{*}}\right)=0
$$

Define a new space variable $z=z(y)$ by

$$
z=\int_{1}^{y} \frac{d \xi}{\rho(\xi)}
$$

Then $\left(\rho \Phi_{y}\right)_{y}<0(y>0)$ is equivalent to $\Phi_{z z}<0(-\infty<z<\infty)$. Therefore, $\Phi$ is a strictly concave function of $z$ on $\mathbb{R}$, but this is impossible since $\Phi>0$.

Lemma 4.9. Let $\varphi^{*}$ be as in (4.3). If $\psi$ is a solution of (4.14) satisfying $\psi \geq \varphi^{*}$, then $\psi=\varphi^{*}$.

Proof. Suppose $\Phi:=\frac{\psi}{\varphi^{*}}>1$ for $y \in(0, \infty)$. Then $\left(\sigma \Phi_{y}\right)_{y}<0$ because $\Phi$ satisfies

$$
\left(\sigma \Phi_{y}\right)_{y}+K^{p-1} \frac{\sigma}{y^{2}}\left(\Phi^{p}-\Phi\right)=0
$$

where

$$
\sigma(y):=y^{-\frac{4}{p-1}} \rho(y)=y^{N-1-\frac{4}{p-1}} e^{-\frac{y^{2}}{4}}
$$

The rest of the proof is the same as in the proof of Lemma 4.8 since our assumption $p>\frac{N+2}{N-2}$ implies $2-N+\frac{4}{p-1}<0$.
5. Proof of the main theorem. In this section we prove Theorem 3.1. We begin with the following lemma.

Lemma 5.1. Under the assumptions of Theorem 3.1, the set $\mathcal{B}$ is decomposed into a disjoint union of finitely many closed intervals:

$$
\mathcal{B}=\bigcup_{i=1}^{k} A_{i}
$$

where $A_{i}=\left[t_{i}^{1}, t_{i}^{2}\right]$ or $A_{i}=\left\{t_{i}\right\}$ for $1 \leq i \leq k$, and $A_{k}$ may also be of the form $\left[t_{k}, \infty\right)$.

Proof. By the definition of $\mathcal{B}$, it is clear that this set is closed. What we have to show is that the number of connected components of $\mathcal{B}$ does not exceed $(j+1) / 2$.

Suppose $\mathcal{B}$ has at least $k$ connected components. Then, considering that $u(x, t)$ is a classical solution for $t \notin \mathcal{B}$, and in view of (2.23), we can find a sequence of numbers

$$
0<\tau_{1}<t_{1}=T<\tau_{2}<t_{2}<\cdots<\tau_{k}<t_{k}
$$

such that $u$ is regular in the time interval $\left[\tau_{i}, t_{i}\right)$ and that

$$
\lim _{t \nearrow t_{i}} u(0, t)=\infty
$$

Therefore, there exists $\tilde{\tau}_{i} \in\left(\tau_{i}, t_{i}\right)$ such that

$$
u\left(0, \tau_{1}\right)<u\left(0, \tilde{\tau}_{1}\right)>u\left(0, \tau_{2}\right)<u\left(0, \tilde{\tau}_{2}\right)>\cdots<u\left(0, \tilde{\tau}_{k}\right)
$$

Now let $u_{n}$ be an approximating sequence for $u$. Then by Lemma 2.7 and the above inequality, we have

$$
u_{n}\left(0, \tau_{1}\right)<u_{n}\left(0, \tilde{\tau}_{1}\right)>u_{n}\left(0, \tau_{2}\right)<u_{n}\left(0, \tilde{\tau}_{2}\right)>\cdots<u_{n}\left(0, \tilde{\tau}_{k}\right)
$$

for $n$ sufficiently large. It follows that $\left(u_{n}\right)_{t}(0, t)$ changes sign at least $2(k-1)$ times. Since $\mathcal{Z}_{[0,1]}\left(\left(u_{n}\right)_{t}(\cdot, t)\right)$ drops at least by 1 each time $\left(u_{n}\right)_{t}(0, t)$ changes sign, we have

$$
\mathcal{Z}_{[0,1]}\left(\left(u_{n}\right)_{t}\left(\cdot, \tilde{\tau}_{k}\right)\right) \leq \mathcal{Z}_{[0,1]}\left(\left(u_{n}\right)_{t}\left(\cdot, \tau_{1}\right)\right)-2(k-1)
$$

Letting $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
\mathcal{Z}_{[0,1]}\left(u_{t}\left(\cdot, \tilde{\tau}_{k}\right)\right) \leq \mathcal{Z}_{[0,1]}\left(u_{t}\left(\cdot, \tau_{1}\right)\right)-2(k-1) \tag{5.1}
\end{equation*}
$$

see Remark 5.2. Since $\tau_{1}$ can be chosen arbitrarily close to $t_{1}:=T$, the right-hand side of (5.1) can be replaced by $j-2(k-1)$. Moreover, since $u$ does not blow up completely at $t=t_{k}$, we have

$$
\mathcal{Z}_{[0,1]}\left(u_{t}\left(\cdot, \tilde{\tau}_{k}\right)\right) \geq 1
$$

(cf. Remark 3.3). Combining this and (5.1), we obtain

$$
1 \leq j-2(k-1)
$$

The lemma is proved.
Remark 5.2. In obtaining (5.1) above, we have used the fact that the pointwise convergence $v_{n}(r) \rightarrow v(r)$ implies

$$
\liminf _{n \rightarrow \infty} \mathcal{Z}_{(0,1]}\left(v_{n}\right) \geq \mathcal{Z}_{(0,1]}(v),
$$

and that the equality holds if $v(r)$ has only simple zeros in the interval $0 \leq r \leq 1$. Thus (5.1) holds if $u_{t}\left(r, \tau_{1}\right)$ has only simple zeros in $0 \leq r \leq 1$. Since $u_{t}(r, t)$ can have a degenerate zero only for a discrete set of values of $t \in(0, T)$, we can always assume without loss of generality that $\tau_{1} \in(0, T)$ has the above property.

Now we are ready to prove our main theorem.
Proof of Theorem 3.1. We show by contradiction that $A_{1}=\{T\}$. Suppose $A_{1} \supset[T, T+\delta]$ for some $\delta>0$. By Lemma 4.1, $u(r, t)-\varphi^{*}(r)$ can have a degenerate zero in $0<r \leq 1$ only at finitely many values of $t$. Therefore, we can find an interval $\left[\tau_{1}, \tau_{2}\right] \subset[T, T+\delta]$ (with $\tau_{1}<\tau_{2}$ ) such that $u(r, t)-\varphi^{*}(r)$ has no degenerate zero for any $t \in\left[\tau_{1}, \tau_{2}\right]$. This means that the graph of $r \mapsto u(r, t)$ and that of $\varphi^{*}(r)$ always intersect transversally as $t$ varies over the interval $\left[\tau_{1}, \tau_{2}\right]$; hence these intersection points are smooth functions of $t$. The number of the intersection points is uniformly bounded, as we see in Remark 4.2, but it may not be constant since some intersection points may escape into $r=0$ (where $\varphi^{*}=\infty$ ) or emerge from $r=0$ as $t$ varies (see Remark 4.3). Nonetheless, by replacing $\left[\tau_{1}, \tau_{2}\right]$ with its suitable subinterval, if necessary, we may assume without loss of generality that the number of the intersection points is constant as $t$ varies over $\left[\tau_{1}, \tau_{2}\right]$. Consequently, there exists $r_{0}>0$ such that either

$$
\begin{equation*}
u<\varphi^{*}, \quad r \in\left(0, r_{0}\right], t \in\left[\tau_{1}, \tau_{2}\right] \tag{5.2}
\end{equation*}
$$

or

$$
\begin{equation*}
u>\varphi^{*}, \quad r \in\left(0, r_{0}\right], t \in\left[\tau_{1}, \tau_{2}\right] . \tag{5.3}
\end{equation*}
$$

If (5.2) holds, the approximating sequence $u_{n}$ satisfies

$$
\begin{aligned}
& u_{n}\left(r, \tau_{1}\right)<\varphi^{*}(r), \quad r \in\left(0, r_{0}\right] \\
& u_{n}\left(r_{0}, t\right) \leq u\left(r_{0}, t\right), \quad t \in\left[\tau_{1}, \tau_{2}\right]
\end{aligned}
$$

for $n=1,2,3, \ldots$ since $u_{1}<u_{2}<u_{3}<\cdots \rightarrow u$. Let $\tilde{u}$ be the solution of the initial value problem ( S ) introduced in subsection 4.1. Then since both $u$ and $\tilde{u}$ are smooth outside $r=0$, there exists some $\delta_{0}>0$ such that $u\left(r_{0}, t\right)<\tilde{u}\left(r_{0}, t-\tau_{1}\right)$ for $t \in\left[\tau_{1}, \tau_{1}+\delta_{0}\right]$. By the comparison principle we have

$$
u_{n}(r, t)<\tilde{u}\left(r, t-\tau_{1}\right), \quad r \in\left(0, r_{0}\right], t \in\left[\tau_{1}, \tau_{1}+\delta_{0}\right]
$$

for $n=1,2,3, \ldots$ Letting $n \rightarrow \infty$, we obtain

$$
u(r, t) \leq \tilde{u}\left(r, t-\tau_{1}\right), \quad r \in\left(0, r_{0}\right], t \in\left[\tau_{1}, \tau_{1}+\delta_{0}\right]
$$

This implies that $u$ is regular for $\tau_{1}<t \leq \tau_{1}+\delta_{0}$, contradicting our assumption that $[T, T+\delta] \subset \mathcal{B}$.

Next we consider the case where (5.3) holds. We fix $\theta \in\left(\tau_{1}, \tau_{2}\right)$ arbitrarily and rescale $u$ using the backward self-similar variables as in (4.9) (for the exponential case (1.1)) or as in (4.10) (for the power case (1.2)). Then the rescaled solution $w^{\theta}(y, s)$ satisfies $\left(\mathrm{R}_{e}\right)$ or ( $\left.\mathrm{R}_{p}\right)$, depending on the nonlinearity.

By Lemma 4.7 (in the case of the exponential nonlinearity) or by Corollary 4.6 (in the case of the power nonlinearity), $w^{\theta}(y, s)$ must approach stationary solutions as $s \rightarrow \infty$ locally uniformly in $y>0$. Inequality (5.3) implies that $w^{\theta}$ can only approach stationary solutions that lie above $\varphi^{*}$. However, Lemmas 4.8 and 4.9 state that there is no stationary solution strictly above $\varphi^{*}$. Therefore,

$$
\begin{equation*}
w^{\theta}(y, s) \rightarrow \varphi^{*}(y) \quad \text { as } \quad s \rightarrow \infty \tag{5.4}
\end{equation*}
$$

locally uniformly in $y>0$. We shall show that this convergence cannot occur. We consider the exponential case and the power case separately.

First, let us consider the exponential case (1.1). Fix $t_{0} \in(0, T)$ such that

$$
\begin{equation*}
\mathcal{Z}_{(0,1)}\left(u\left(\cdot, t_{0}\right)-\varphi^{*}\right)=: m_{0}<\infty \tag{5.5}
\end{equation*}
$$

and such that the function $r \mapsto u\left(r, t_{0}\right)-\varphi^{*}(r)$ has no degenerate zero in $0<r \leq 1$. For each $a>0$, let $\varphi_{a}(r)$ be the solution of

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}+\frac{N-1}{r} \varphi^{\prime}+\lambda e^{\varphi}=0, \quad r>0  \tag{5.6}\\
\varphi_{a}^{\prime}(0)=0, \quad \varphi_{a}(0)=a
\end{array}\right.
$$

In other words, $\varphi_{a}(|x|)$ is a stationary solution of (1.1) in $\mathbb{R}^{N}$. It is known that, under the assumption $3 \leq N \leq 9$,

$$
\begin{equation*}
\varphi_{a}(r) \rightarrow \varphi^{*}(r) \quad \text { as } \quad a \rightarrow \infty \tag{5.7}
\end{equation*}
$$

locally uniformly in $r>0$ and that

$$
\begin{equation*}
\mathcal{Z}_{(0, \infty)}\left(\varphi_{a}-\varphi^{*}\right)=\infty \tag{5.8}
\end{equation*}
$$

see [7]. The convergences (5.7) and (5.5) yield

$$
\begin{equation*}
\mathcal{Z}_{[0,1)}\left(u\left(\cdot, t_{0}\right)-\varphi_{a}\right) \in\left\{m_{0}, m_{0}+1\right\} \tag{5.9}
\end{equation*}
$$

for all large $a$. On the other hand, by (5.8), we can choose $s=s_{1}$ large enough so that

$$
\mathcal{Z}_{\left(0, \eta\left(s_{1}\right)\right)}\left(\varphi_{1}-\varphi^{*}\right)>m_{0}+1
$$

where $\eta(s)=e^{s / 2}$. Then this and convergence (5.4) imply that

$$
\mathcal{Z}_{\left(0, \eta\left(s_{1}\right)\right)}\left(w^{\theta}(\cdot, s)-\varphi_{1}\right)>m_{0}+1
$$

for all large $s$; hence

$$
\mathcal{Z}_{(0, \eta(s))}\left(w^{\theta}(\cdot, s)-\varphi_{1}\right)>m_{0}+1
$$

Fix $s_{2} \geq s_{1}$ large enough so that the above inequality holds for $s=s_{2}$, (5.9) holds for $a=1+s_{2}$, and $t_{2}:=\theta-e^{-s_{2}}>t_{0}$. Then the above inequality can be rewritten as

$$
\mathcal{Z}_{(0,1 / \sqrt{\mu})}\left(u^{\mu}\left(\cdot, t_{2}\right)-\varphi_{1}\right)>m_{0}+1
$$

where

$$
u^{\mu}(r, t)=u(\sqrt{\mu} r, t)+\log \mu, \quad \mu=\theta-t_{2}
$$

Applying the rescaling $v(r) \mapsto v(r / \sqrt{\mu})-\log \mu$ to both $u^{\mu}$ and $\varphi_{1}$ and using the fact that

$$
\varphi_{1}(r / \sqrt{\mu})-\log \mu=\varphi_{a}(r), \quad a=1-\log \mu=1+s_{2},
$$

we obtain

$$
\mathcal{Z}_{[0,1)}\left(u\left(\cdot, t_{2}\right)-\varphi_{a}\right)>m_{0}+1
$$

This, however, contradicts (5.9) since $\mathcal{Z}_{[0,1)}\left(u(\cdot, t)-\varphi_{a}\right)$ is monotone nonincreasing in $t$. This contradiction proves the assertion $A_{1}=\{T\}$ for the exponential case (1.1).

In the power case (1.2), the argument goes completely parallel to the above. The only difference is that $\varphi^{*}$ has now form (4.3) instead of (4.2), $\varphi_{a}$ is the solution of the problem

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}+\frac{N-1}{r} \varphi^{\prime}+\varphi^{p}=0, \quad r>0 \\
\varphi_{a}^{\prime}(0)=0, \quad \varphi_{a}(0)=a
\end{array}\right.
$$

and the rescaling that we use is

$$
u^{\mu}(r, t)=\mu^{\frac{1}{p-1}} u(\sqrt{\mu} r, t)
$$

The rest of the proof is the same as in the exponential case. Thus we have $A_{1}=\{T\}$ both for the power case and the exponential case.

The same argument shows that the sets $A_{2}, \ldots, A_{k}$ are all singletons.
6. Example of a peaking solution. In this section we consider ( P ) with the exponential nonlinearity (1.1) and prove the existence of a minimal $L^{1}$-solution that blows up exactly once.

Theorem 6.1. There exists an initial function $u_{0}$ such that the assumptions of Theorem 3.1 are satisfied in case (1.1) with $j=1$. This means that $\mathcal{B}=\{T\}$.

We first recall some known properties of equilibria of (P) in case (1.1). The stationary problem corresponding to $(\mathrm{P})$ is equivalent to

$$
\left\{\begin{align*}
\phi_{r r}+\frac{N-1}{r} \phi_{r}+\lambda e^{\phi} & =0, \quad r \in(0,1)  \tag{E}\\
\phi_{r}(0)=0, \quad \phi(1) & =0
\end{align*}\right.
$$

Proposition 6.2 ([5, 7]; see Figure 1). Denote by $S$ the solution set of the parameterized problem (E):

$$
S=\left\{(\phi, \lambda): \lambda \in \mathbb{R}^{+} \text {and } \phi \text { is a solution of }(\mathrm{E})\right\}
$$



Fig. 1.

Then there exists a smooth curve

$$
s \mapsto(\phi(s), \lambda(s)): \mathbb{R}^{+} \rightarrow C\left(\bar{B}_{1}(0)\right) \times \mathbb{R}^{+}
$$

such that $S=\{(\phi(s), \lambda(s)): s>0\}$ and that

$$
\sup _{x \in B_{1}(0)} \phi(s)(x)=\phi(s)(0)=s
$$

Moreover, the following holds:
(a) $\lim _{s \rightarrow 0} \lambda(s)=0, \lim _{s \rightarrow \infty} \lambda(s)=\lambda_{\infty}:=2(N-2)$.
(b) The set of all zeros of $\lambda^{\prime}(\cdot)$ is given by a sequence $0<s_{1}<s_{2}<s_{3}<\cdots \rightarrow \infty$ and the critical values $\lambda_{j}=\lambda\left(s_{j}\right)(j=1,2,3, \ldots)$ satisfy

$$
\lambda_{1}>\lambda_{3}>\cdots>\lambda_{2 j+1} \searrow \lambda_{\infty}, \quad \lambda_{2}<\lambda_{4}<\cdots<\lambda_{2 j+2} \nearrow \lambda_{\infty}
$$

(c) For each $\lambda \leq \lambda_{1}$ define

$$
\phi_{i}^{\lambda}=\phi\left(\tilde{s}_{i}\right) \quad(i=0,1, \ldots)
$$

where $\tilde{s}_{0}<\tilde{s}_{1}<\cdots$ is the sequence of all points $s$ with $\lambda(s)=\lambda$. This sequence is finite if $\lambda \neq \lambda_{\infty}$ and infinite if $\lambda=\lambda_{\infty}$.
Next we recall the existence of a special blow up solution which can be continued globally as an $L^{1}$-solution.

Proposition 6.3 (see [3]). For any $\lambda \in\left(\lambda_{2}, \lambda_{3}\right.$ ] there is $u_{0}$ such that the solution $u(\cdot, t)$ of $(\mathrm{P})$ has the following properties:
(i) $u(\cdot, t)$ blows up in finite time.
(ii) $u(\cdot, t)$ is a minimal $L^{1}$-solution.
(iii) $u(\cdot, t)$ is defined (as a classical solution of $(\mathrm{P})$ ) on the interval $(-\infty, T)$ for $u(\cdot, t) \rightarrow \phi_{2}$ in $C^{1}$ as $t \rightarrow-\infty$.
(iv)

$$
\frac{u_{t}(\cdot, t)}{\left\|u_{t}(\cdot, t)\right\|_{C^{1}\left(B_{1}\right)}} \rightarrow \psi_{2} \quad \text { in } C^{1}\left(B_{1}\right) \quad \text { as } \quad t \rightarrow-\infty
$$

where $\psi_{2}$ is a normalized eigenfunction of

$$
\begin{aligned}
& \Delta \psi+\lambda e^{\phi_{2}(|x|)} \psi+\mu \psi=0, \quad x \in B_{1}, \\
& \psi=0, \quad x \in \partial B_{1},
\end{aligned}
$$

corresponding to the second eigenvalue $\mu_{2}$.
For (i)-(iii), see Theorem 3.4 in [3]. For (iv), see the proof of Lemma 3.6 (in particular, (3.14)) of the same paper.

Theorem 6.1 follows now from Proposition 6.3 because $\mathcal{Z}_{[0,1]}\left(\psi_{2}\right)=1$ and $\psi_{2}$ has no degenerate zeros (thus $\mathcal{Z}_{[0,1]}\left(u_{t}(\cdot, t)\right)=1$ for large negative $t$ ).
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#### Abstract

We study the large-time behavior of the solutions to viscous and nonviscous HamiltonJacobi equations with additive noise and periodic spatial dependence. Under general structural conditions on the Hamiltonian, we show the existence of unique up to constants, global-in-time solutions, which attract any other solution.
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1. Introduction. We are interested in the long-time behavior of solutions to equations of the form

$$
\begin{equation*}
\mathrm{d} u-\left(\operatorname{tr}\left(A(x) D^{2} u\right)-H(D u, x)\right) \mathrm{d} t+\mathrm{d} W(x, t)=0 \quad \text { in } \mathbb{R}^{n} \times\left(t_{0}, \infty\right) \tag{1.1}
\end{equation*}
$$

where $t_{0} \in \mathbb{R}$ is arbitrary,

$$
\begin{equation*}
H \in C_{\mathrm{loc}}^{0,1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right) \text { is } \mathbb{Z}^{n} \text {-periodic with respect to } x \tag{1.2}
\end{equation*}
$$

and, if $S^{n}$ and $\mathcal{M}^{n \times m}$ are, respectively, the spaces of $n \times n$ symmetric and $n \times m$ matrices,

$$
\begin{equation*}
A \in C^{0,1}\left(\mathbb{R}^{n} ; S^{n}\right) \text { is } \mathbb{Z}^{n} \text {-periodic } \tag{1.3}
\end{equation*}
$$

and
there exists a $\mathbb{Z}^{n}$-periodic $\sigma \in C^{0,1}\left(\mathbb{R}^{n} ; \mathcal{M}^{n \times m}\right)$ such that $A=\sigma \sigma^{T}$.
Here we use the standard notation $C^{0,1}$ and $C_{\text {loc }}^{0,1}$ for the spaces of Lipschitz continuous and locally Lipschitz continuous functions.

We note that (1.4) immediately implies that $A$ is degenerate elliptic, i.e., for all $x, \xi \in \mathbb{R}^{n} \times \mathbb{R}^{n}$,

$$
(A(x) \xi, \xi) \geq 0
$$

If $A$ is uniformly elliptic, i.e., there exists $\nu>0$ such that for all $x, \xi \in \mathbb{R}^{n} \times \mathbb{R}^{n}$,

$$
(A(x) \xi, \xi) \geq \nu|\xi|^{2}
$$

[^41]then (1.4) holds. As a matter of fact, the latter is true also if $A$ is degenerate elliptic and $A \in C^{1,1}\left(\mathbb{R}^{n} ; S^{n}\right)$.

Let $(\Omega, \mathcal{F}, P)$ be a standard probability space and

$$
\Delta=\left\{(s, t) \in \mathbb{R}^{2}: s \leqq t\right\}
$$

For each $(s, t) \in \Delta$, denote by $W(x, t, s, \omega)$ the increment of the random variable $W(x, \cdot, \omega)$ in the interval $[s, t]$. Then $W(x, t, s, \omega)$ has the form

$$
\begin{equation*}
W(x, t, s, \omega)=\sum_{i=1}^{M} F_{i}(x)\left(W_{i}(t, \omega)-W_{i}(s, \omega)\right), \tag{1.5}
\end{equation*}
$$

where, for each $i=1, \ldots, M$,

$$
\begin{equation*}
W_{i} \text { is a Brownian motion and } F_{i} \in C^{2}\left(\mathbb{R}^{n}\right) \text { is } \mathbb{Z}^{n} \text {-periodic. } \tag{1.6}
\end{equation*}
$$

In our analysis we do not need to assume that the Brownian motions $W_{1}, \ldots, W_{M}$ are mutually independent. Indeed, throughout the paper, we use the fact that $W=$ $\left(W_{1}, \ldots, W_{M}\right)$ is continuous with respect to $t$ almost surely in $\omega$ with increments in time which are independent and identically distributed over disjoint time intervals, and that, for all $\epsilon>0$ and $\ell \in \mathbb{N}$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in[0, l]}|W(t)-W(0)|<\epsilon\right)>0 . \tag{1.7}
\end{equation*}
$$

In view of this, our analysis extends to any random forcing $\zeta(x, t, \omega)$ for which a notion of time integral $Z(x, t, s, \omega)=\int_{s}^{t} \zeta(x, \rho) \mathrm{d} \rho$ is defined in such a way that $Z$ has the aforementioned properties. Moreover, using discontinuous viscosity solutions, it is possible to extend our analysis to equations driven by certain jump processes, such as, for example, kicking force (see [IK]). In order to keep the presentation short, we focus here on the Brownian case.

Our results hold for all initial data and initial times and for all realizations of the noise in $\Omega_{C}$, the set of continuous paths of the Brownian motion, which has full measure $\left(\mathbb{P}\left(\Omega_{C}\right)=1\right)$, or a smaller set $\tilde{\Omega}$, also of full measure, to be defined later.

Throughout the paper we write $\mathbb{T}=[0,1]^{n}$, we denote by $C(\mathbb{T})$ the space of $\mathbb{Z}^{n}$ periodic continuous real-valued functions, and we use the seminorm $||\cdot|| \mid$ defined, for each $u \in C(\mathbb{T})$, by

$$
\|\mid w\|=\inf _{c \in \mathbb{R}}\|w-c\|
$$

where $\|\cdot\|$ is the usual sup-norm.
The deterministic version of (1.1), i.e., the equation

$$
\begin{equation*}
u_{t}-\operatorname{tr}\left(A(x) D^{2} u\right)+H(D u, x)=0 \quad \text { in } \quad \mathbb{R}^{n} \times\left(t_{0}, \infty\right) \tag{1.8}
\end{equation*}
$$

plays a fundamental role in our analysis.
Indeed our main result says that, under some additional assumptions on $A, H$ and $F=\left(F_{1}, \ldots, F_{M}\right)$, if (1.8) has a unique up to constants, periodic-in-space, and global-in-time attracting solution, then so does (1.1). In other words, there exists a unique up to constants, periodic with respect to $x$ solution $u_{i n v}: \mathbb{R}^{n} \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ of (1.1) such that, if $u$ is another solution of (1.1), then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\| \| u(\cdot, t)-u_{i n v}(\cdot, t)\| \|=0 \tag{1.9}
\end{equation*}
$$

We briefly explain the strategy of the proof. The theory of a fully nonlinear stochastic PDE developed by Lions and one of the authors in [LS1], [LS2], and [LS3], which applies to more general equations, allows us to define pathwise solutions to (1.1). These can be expressed, using a simple transformation, as solutions of a PDE with random coefficients.

The comparison principle for viscosity solutions to (viscous) Hamilton-Jacobi equations implies that the distance between two solutions driven by the same noise cannot increase. Moreover, whenever the excursions of the Brownian motion remain small throughout a time interval, the solutions to (1.1) and (1.8) stay close. In view of (1.9), which holds for solutions of (1.8), the latter converge, as $t \rightarrow \infty$ to a unique up to constants attractive solution. It follows that the distance between solutions measured in the seminorm $\|\|\cdot\|\|$ decreases throughout such intervals. On the other hand, the independent increments property of $W$ and (1.7) imply that, as $t \rightarrow \infty$, there exist enough intervals of small excursions for $W$. Hence the difference of any two solutions of (1.1) measured in $\mid\|\cdot\| \|$ tends to 0 as $t \rightarrow \infty$. The claim then follows in a standard way.

An important step in showing that the solutions to the deterministic and stochastic equations stay close to each other in intervals of small excursions of the Brownian motion is the fact that, after times of order one, the solutions to (1.1) become Lipschitz continuous with respect to $x$, with a Lipschitz constant depending on the realization of the noise and not the initial datum. This fact, which is of independent interest, is the main technical result in the paper.

When the equation is of first order, i.e., $A \equiv 0$, the Lipschitz bound follows from the growth conditions on the Hamiltonian, which yield uniform $L^{\infty}$-bounds on the solutions. For second-order equations, i.e., when $A \not \equiv 0$, there are two distinct cases. When $H$ is superquadratic with respect to the gradient, it is again possible to obtain universal $L^{\infty}$-bounds on the solutions. The Lipschitz estimate then follows as in the first-order case. When the Hamiltonian is superlinear but not superquadratic, the estimate is more delicate. In this case it is necessary to obtain the Lipschitz bound without using a priori $L^{\infty}$-bounds for nonnegative solutions, which may not exist. Typically (see, e.g., Barles [B], Crandall, Lions, and Souganidis [CLS], and Lions [L]), the Lipschitz bounds depend on the spatial oscillations of the initial datum, a fact which is not enough for the argument here. We overcome this difficulty by obtaining uniform, after time of order one, estimates on the spacial oscillations of the solutions.

The problem under consideration in this paper is a "toy" example for far more complex models in, for example, phase transitions and growth processes (the so-called KPZ (Kadar-Parisi-Zhang) equation) and fluid mechanics (the stochastically forced Navier-Stokes equation).

The stochastic KPZ equation

$$
\mathrm{d} u-\left(\epsilon \Delta u-|D u|^{2}\right) \mathrm{d} t-\mathrm{d} W=0
$$

is obtained by linearizing the forced mean curvature flow for small gradients and large force. Our results apply directly to this equation with additive forcing and more general operators.

Another concrete example to which our results apply is the stochastic Burgers equation with additive noise. Indeed, if $u \in C(\mathbb{R} \times(0, \infty))$ solves the stochastic Hamilton-Jacobi equation

$$
\mathrm{d} u+\left(u_{x}\right)^{2} \mathrm{~d} t-\mathrm{d} W=0
$$

then $v=u_{x}$ solves the Burgers equation

$$
\begin{equation*}
\mathrm{d} v+\left(v^{2}\right)_{x} \mathrm{~d} t-\mathrm{d} W_{x}=0 \tag{1.10}
\end{equation*}
$$

The unique up to constants random attractor of the Hamilton-Jacobi equation yields a unique invariant measure for the Burgers equation.

Invariant measures for (1.10) and other closely related equations have been the object of extensive study. We refer to E et al. [EKMS], Iturriaga and Khanin [IK], Gomes et al. [GIKP] for the Burgers equation and Mattingly [M1], [M2] for the NavierStokes equation with stochastic forcing.

The large-time behavior of solutions of (1.8) depends strongly on whether $A \equiv 0$ or is uniformly elliptic, while very little is known in the degenerate case. When $A \equiv 0$, the problem was studied by Fathi $[F]$, Roquejoffre $[R]$, and Namah and Roquejoffre [NR1], [NR2], the most general results being the ones of Barles and Souganidis [BS2]. The behavior of (1.8) for uniformly elliptic $A$ was studied by Barles and Souganidis [BS3].

When $A=0$ and $H$ is periodic in time, it was shown by Barles and Souganidis [BS1] (see also Fathi and Mather [FM]) that there are no global attracting solutions. As a matter of fact, phenomena like period doubling can occur. In the uniformly elliptic case, however, it was shown in [BS3] that there exists a unique up to constants attracting solution. Of course, the basic difference between the degenerate and uniformly elliptic settings is that, in the latter case, the equation admits a strong maximum principle.

It follows from our results that even when the equation does not have a strong maximum principle, the stochastic noise is sufficiently irregular for the solutions to lose dependence on the initial data, while this is not true in general for a deterministic time-dependent perturbation.

The proofs in our paper are based on general arguments from the theory of viscosity solutions. This allows us to consider general Hamiltonians $H$ and matrices $A$. In view of the generality of our assumptions, this paper extends previous works of Iturriaga and Khanin [IK], E et al. [EKMS], and Gomes et al. [GIKP], which consider strictly convex Hamiltonians, and in [GIKP], a space independent uniformly elliptic second-order operator. If the Hamiltonian is strictly convex, the solution of (1.1) can be expressed as the value function of a control problem. The asymptotic behavior of the solutions then reduces to the study of the corresponding controlled stochastic and ordinary differential equations. Here, instead of convexity, we assume some form of asymptotic convexity of the level sets of $H$. Moreover, in the viscous case, the matrix $A$ can be degenerate elliptic and may depend on space.

We remark that Gomes et al. [GIKP] show that attracting solutions for strictly convex Hamiltonians and $A=\epsilon I$ converge to attracting solutions of the first-order equation. A similar convergence result holds in our case for general $A$ 's.

The paper is organized as follows. In section 2 we introduce the notion of solution, we state all the assumptions and the main theorems of the paper, and we prove some preliminary facts. In section 3 we prove the existence of an attracting solution $u_{i n v}$ on $\mathbb{R}^{n} \times(-\infty, \infty)$, assuming that we have the Lipschitz regularization property discussed earlier. Section 4 is devoted to the proof of this property.
2. Assumptions, preliminaries, and results. We begin with the notion of a solution of (1.1). For this, we need the equation

$$
\begin{equation*}
v_{t}-\operatorname{tr}\left(A(x) D^{2} v\right)+H\left(D v+D W\left(x, t, t_{0}\right), x\right)=\operatorname{tr}\left(A(x) D^{2} W\left(x, t, t_{0}\right)\right) \tag{2.1}
\end{equation*}
$$

Definition 2.1. A function $u: \mathbb{R}^{n} \times[a, b] \times \Omega \rightarrow \mathbb{R}$ is a viscosity solution of (1.1) if, for all $\left[t_{0}, t_{1}\right] \subseteq[a, b]$, the function

$$
v(x, t, \omega)=u(x, t, \omega)-W\left(x, t, t_{0}, \omega\right)
$$

is a viscosity solution of (2.1) in $\mathbb{R}^{n} \times\left[t_{0}, t_{1}\right]$.
This definition coincides with the more general notion of stochastic viscosity solutions in [LS1], [LS2], [LS3]. Notice that when $A \equiv 0$, for the definition we only need $F \in C^{1}$. When $A$ is uniformly elliptic and sufficiently smooth-for example, when $A$ has constant coefficients - then it is possible to give an alternative definition requiring less differentiability of the $F$. Indeed, consider the solution $w$ of the linear stochastic PDE

$$
\left\{\begin{array}{l}
\mathrm{d} w\left(x, t, t_{0}\right)-\operatorname{tr}\left(A(x) D^{2} w\left(x, t, t_{0}\right)\right) \mathrm{d} t=\mathrm{d} W(x, t) \\
w\left(x, t_{0}, t_{0}\right)=0
\end{array}\right.
$$

The basic regularity theory for uniformly parabolic linear equations yields, for some $C>0$, the estimate

$$
\left\|w\left(\cdot, t, t_{0}\right)\right\|_{C^{2}(\mathbb{T})} \leq C\left(\|W\|_{C^{0, \alpha}\left(\left[t_{0}, t_{1}\right]\right)}+\|F\|_{C^{2, \alpha}(\mathbb{T})}\right)
$$

In this case we say that $u$ is a viscosity solution of $(1.1)$ if $v=u-w\left(\cdot, \cdot, t_{0}\right)$ solves

$$
v_{t}-\operatorname{tr}\left(A(x) D^{2} v\right)+H\left(D v+D w\left(x, t, t_{0}\right), x\right)=0 \text { in } \mathbb{R}^{n} \times\left[t_{0}, t_{1}\right]
$$

Next we state a proposition which asserts the existence and uniqueness of pathwise solutions of (1.1). Since the result is an immediate consequence of the theory of viscosity solutions (see [CIL], [B]) and Definition 2.1, we omit the proof.

Proposition 2.2. Assume (1.2), (1.3), (1.4), (1.5), and (1.6). For all $\omega \in \Omega_{C}$, $s \in \mathbb{R}$, and $u \in C(T)$, there exists a unique stochastic viscosity solution $u(\cdot, \cdot, s, \omega) \in$ $C\left(\mathbb{R}^{n} \times[s, \infty)\right)$ of (1.1) such that $u(\cdot, s, s, \omega)=u$.

Throughout the paper we denote by $S^{W, A}(t, s)(u)$ the stochastic viscosity solution of (1.1) starting with initial datum $u$ at $s$. The solution to (1.8) is denoted by $S^{0, A}(t, s)(u)$. When $A \equiv 0$ and the context allows it, we write $S^{W}(t, s)$ and $S^{0}(t, s)$ to denote the solution operators to (1.1) and (1.8), respectively. Finally, whenever it does not create any ambiguity, we write $S^{W, A}(t, s)$ for both $S^{W, A}(t, s)$ and $S^{0, A}(t, s)$.

Since it will be used later, we note here that, as an immediate consequence of Proposition 2.2, both $S^{0, A}(t, s)$ and $S^{W, A}(t, s)$ commute with constants, i.e., for all $c \in \mathbb{R}^{n}$,

$$
\begin{equation*}
S^{W, A}(t, s)(v+c)=S^{W, A}(t, s)(v)+c \tag{2.2}
\end{equation*}
$$

We proceed with the assumptions on the Hamiltonian $H$, which we will be using in this paper.

$$
\left\{\begin{array}{c}
\text { There exist } K>0 \text { and } q>1 \text { such that for all }(p, x) \in \mathbb{R}^{n} \times \mathbb{R}^{n},  \tag{2.3}\\
H(p, x) \geq K^{-1}|p|^{q}-K
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\text { There exist } R_{0}>0 \text { and a strictly increasing } \Phi \in C([0, \infty),[0, \infty)) \\
\text { with } \Phi(0)=0, \text { such that for all }(p, x) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \text { with }|p| \geq R_{0} \\
\qquad D_{p} H(p, x) \cdot p-H(p, x) \geq \Phi(|p|)
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\text { There exist } R_{0} \text { and } B>0 \text { such that for all }(p, x) \in \mathbb{R}^{n} \times \mathbb{R}^{n}  \tag{2.5}\\
\text { with }|p| \geq R_{0},-D_{x} H(p, x) \cdot p \leq B|p|^{2}\left(D_{p} H(p, x) \cdot p-H(p, x)\right)
\end{array}\right.
$$

(There exist $R_{0}>0$ and a strictly increasing $\Phi \in C([0, \infty) ;[0, \infty))$ with $\Phi(0)=0$, such that for some $\delta>0, G(r)=\Phi(r) r^{-(1+\delta)}$ is increasing,
$\left\{\begin{array}{c}G(r) \rightarrow \infty \text { as } r \rightarrow \infty, \text { and for all }(p, x) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \text { with }|p| \geq R_{0}, \\ D_{p} H(p, x) \cdot p-H(p, x) \geq \Phi(|p|) .\end{array}\right.$

$$
\begin{align*}
& \left\{\begin{aligned}
& \text { There exists } C>0 \text { such that for all }(p, x) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \text { with }|p| \geq R_{0} \\
& \quad-D_{x} H(p, x) \cdot p \leq C\left(D_{p} H(p, x) \cdot p-H(p, x)\right)
\end{aligned}\right.  \tag{2.7}\\
& \underset{|p| \rightarrow \infty}{\limsup \left(D_{p} H(p, x) \cdot p-H(p, x)\right)^{-1}\left|D_{p} H(p, x)\right|=0 \text { uniformly in } x \in \mathbb{R}^{n} .}  \tag{2.8}\\
& \sup _{x \in \mathbb{R}^{n}} \limsup _{|p| \rightarrow \infty}\left(D_{p} H(p, x) \cdot p-H(p, x)\right)^{-1}|p|\left|D_{p} H(p, x)\right|<\infty . \tag{2.9}
\end{align*}
$$

$\left\{\begin{array}{l}\text { There exist a unique } \lambda \in \mathbb{R} \text { and a unique up to constants } U \in C(\mathbb{T}), \\ \text { both depending on } A \text { and } H, \text { such that for each } v \in C(\mathbb{T}) \text { and } t_{0} \in \mathbb{R}, \\ \text { there exists } c \in \mathbb{R} \text { such that } \\ \lim _{N \rightarrow \infty} \sup _{x \in \mathbb{T}}\left|S^{0, A}\left(t_{0}+N, t_{0}\right)(v)-(U+c)-\lambda N\right|=0 .\end{array}\right.$
Assumptions (2.4) and (2.6) state that the level sets of $H$ as a function of $p$ become convex for large $|p|$. This asymptotic condition is crucial for obtaining Lipschitz bounds which do not depend on the initial data and is much weaker than requiring the Hamiltonian to be convex in $p$.

The sole purpose of (2.8) and (2.9) is to ensure that the Hamiltonian in (2.1), which arises after incorporating the noise, still satisfies the growth assumptions (2.3), (2.4), (2.5) in the nonviscous case and (2.3), (2.6), (2.7) in the viscous case, with constants which may depend on $t_{0}, t$, and $\omega$.

Among all the above, the most important assumption is (2.10). It states that the corresponding deterministic equation has a global attractor, which consists-up to constants - of a single trajectory. We refer to the introduction for a discussion concerning this fact and to [BS1], [BS2], and [BS3] for results yielding (2.10) as well as an extensive list of references.

The main result of this paper is the next theorem. The strategy for the proof of the first part was outlined in the introduction. As we explain later in this section the second part is a simple consequence of the first and the stability properties of the viscosity solutions.

THEOREM 2.3. Assume (1.2), (1.5), (1.6), (2.3), and (2.10). There exists $\widetilde{\Omega} \subseteq \Omega$ with $\mathbb{P}(\widetilde{\Omega})=1$ such that for every $\omega \in \widetilde{\Omega}$, the following hold:
(i) If $A \equiv 0$ and, in addition, (2.4), (2.5), and (2.8) hold, or if $A \not \equiv 0$ satisfies (1.3), (1.4) and, in addition, (2.6), (2.7), (2.9) hold and $F_{i} \in C^{3}(\mathbb{T})$, there exists a unique up to constants solution $u_{i n v}(\cdot, \cdot, \omega) \in C\left(\mathbb{R} ; C^{0,1}(\mathbb{T})\right)$ of (1.1) attracting any other solution, i.e., for any $v \in C(\mathbb{T})$ and $s \in \mathbb{R}$,

$$
\lim _{t \rightarrow \infty}\| \| u_{i n v}(\cdot, t, \omega)-S^{W}(t, s)(v)(\cdot)\| \|=0
$$

(ii) Assume that $A=\epsilon \tilde{A}$ is uniformly elliptic and satisfies (1.3). If $u_{i n v}^{\epsilon}(\cdot, \cdot, \omega)$ and $u_{i n v}{ }^{0}(\cdot, \cdot, \omega)$ are the unique up to constants invariant solutions of (1.1) corresponding to $\epsilon>0$ and $\epsilon=0$, respectively, then for any $[a, b] \subset(-\infty,+\infty)$,

$$
\lim _{\epsilon \rightarrow 0} \sup _{t \in[a, b]}\| \| u_{i n v}^{\epsilon}(\cdot, t, \omega)-u_{i n v}^{0}(\cdot, t, \omega)\| \|=0
$$

As was already mentioned in the introduction, for $A \equiv 0$ and $H(p)=|p|^{2}$ this result was first proved by [EKMS] in one dimension and by [IK] in all dimensions for general strictly convex $H$ and uniformly elliptic $x$-independent $A$. Our assumptions allow, however, to consider nonconvex Hamiltonians and degenerate elliptic $A$. For example, $H$ can have the form

$$
H(p, x)=|p|^{2} \widehat{H}(\hat{p}, x)
$$

where, for $p \in \mathbb{R}^{n} \backslash\{0\}, \hat{p}=|p|^{-1} p$, and $\widehat{H}$ is periodic in $x$ and uniformly bounded away from 0 . It is straightforward to check that all structural assumptions on $H$ hold. Moreover, it is proved in [BS2] and [BS3] that for each $v \in C(\mathbb{T}), S^{0}(t)(v)$ has a limit as $t \rightarrow \infty$. The up to constants uniqueness of the asymptotic limit of the deterministic equation is here an assumption, which holds, for example, if $\widehat{H}$ is independent of $x$.

Most of the growth conditions on $H$ are needed for the following lemma, which plays a central role in the paper. In fact, this lemma is of independent interest, as it extends known regularity results for viscous Hamilton-Jacobi equations.

For $\left(t_{1}, t_{2}\right) \in \Delta$, we write

$$
\begin{equation*}
C_{W}\left(t_{1}, t_{2}, \omega\right)=\max _{i} \sup _{t \in\left[t_{1}, t_{2}\right]}\left|\int_{t_{1}}^{t} \mathrm{~d} W_{i}(s, \omega)\right| . \tag{2.11}
\end{equation*}
$$

We have the following.
Lemma 2.4. Assume (1.2), (1.3), (1.4), (1.5), (1.6), (2.3) and either (2.6), (2.7), (2.9), and $F_{i} \in C^{3}(\mathbb{T})$ if $A \not \equiv 0$ is degenerate elliptic, or (2.4), (2.5), and (2.8) if $A \equiv 0$. For all $\omega \in \Omega_{C}$ and $(s, t) \in \Delta$, there exists $L(s, t, \omega)>0$ such that for all $v \in C(\mathbb{T})$,

$$
\inf _{c \in \mathbb{R}}\left\|S^{W, A}(t, s)(v)-c\right\|_{C^{0,1}(\mathbb{T})} \leq L(s, t, \omega)
$$

Moreover, there exists $\hat{L}:(0, \infty) \times(0, \infty) \rightarrow(0, \infty)$ which is increasing with respect to the second argument, such that

$$
\text { if } C_{W}(s, t, \omega) \leq K, \quad \text { then } L(s, t, \omega) \leq \widehat{L}(t-s, K)
$$

It follows from Lemma 2.4 that solutions to (1.1) are Lipschitz continuous in space with Lipschitz constant independent of the initial datum. For solutions of the deterministic time-independent equation (1.8), the lemma holds with an $L$ which depends only on $|t-s|$.

The claim about the vanishing viscosity limit asserted in Theorem 2.3 is a simple consequence of our results and standard arguments from the theory of viscosity solutions. Indeed, Lemma 2.4 yields that the family $\left(u^{\epsilon}{ }_{i n v}\right)_{\epsilon>0}$ is uniformly Lipschitz continuous on any given compact time interval. A simple diagonalization argument yields a subsequence which converges uniformly on compact intervals to a viscosity solution $u$ of (1.1) with $A \equiv 0$. Lemma 3.7 below then asserts that we must have $u(x, t)=u_{i n v}^{0}(x, t)+c(t)$. However, since both $u$ and $u_{i n v}^{0}$ are solutions, the constant $c$ cannot depend on time. Therefore the whole family $\left(u^{\epsilon}{ }_{i n v}\right)_{\epsilon>0}$ converges up to constants to $u_{i n v}^{0}$.
3. Proofs. We begin with a number of preliminary lemmas which summarize some of the key properties of the solutions of (1.1). The first lemma is an immediate consequence of the definition of a solution and the comparison principle for viscosity solutions (see [CIL]); hence we omit its proof.

Lemma 3.1. For all $u, v \in C(\mathbb{T})$ and $(s, t) \in \Delta$,

$$
\left\|S^{W, A}(t, s)(u)-S^{W, A}(t, s)(v)\right\|_{C(\mathbb{T})} \leq\|u-v\|_{C(\mathbb{T})}
$$

For $v_{0} \in C^{0,1}(\mathbb{T})$ and $\left(t_{1}, t_{2}\right) \in \Delta$ we denote by

$$
L_{A}\left(t_{1}, t_{2}\right)=\sup _{s \in\left[t_{1}, t_{2}\right]}\left\|D S^{0, A}\left(s, t_{1}\right)\left(v_{0}\right)\right\|
$$

the uniform Lipschitz constant of the solution of the deterministic equation.
We also write $C_{A}$ and $C_{0}$ for the constants

$$
C_{A}=\max _{x \in \mathbb{T},|p| \leq L_{A}\left(t_{1}, t_{2}\right)}\left(\left|D_{p} H(p, x)\right|+1\right)\|F\|_{C^{3}(\mathbb{T})} \quad \text { if } \quad A \not \equiv 0
$$

and

$$
C_{0}=\max _{x \in \mathbb{T},|p| \leq L_{A \equiv 0}\left(t_{1}, t_{2}\right)}\left(\left|D_{p} H(p, x)\right|+1\right)\|F\|_{C^{2}(\mathbb{T})} \quad \text { if } \quad A \equiv 0 .
$$

Lemma 3.2. Let $v_{0} \in C^{0,1}(\mathbb{T})$ and $\left(t_{1}, t_{2}\right) \in \Delta$. Then

$$
\left\|S^{0, A}\left(t_{2}, t_{1}\right)\left(v_{0}\right)-S^{W, A}\left(t_{2}, t_{1}\right)\left(v_{0}\right)\right\| \leq\left(t_{2}-t_{1}\right) C_{A}\|F\| C_{W}\left(t_{1}, t_{2}, \omega\right)
$$

Proof. 1. To simplify the presentation we assume that $t_{1}=0, t_{2}=T$ and we use the notation $C=C_{A}\|F\|_{L^{\infty}} C_{W}\left(t_{1}, t_{2}, \omega\right), u=S^{W, A}\left(v_{0}\right)$, and $v=S^{0, A}\left(v_{0}\right)$.
2. Arguing by contradiction, we assume that there exists $\left(x_{0}, t_{0}\right) \in \mathbb{T} \times(0, T)$ such that, possibly after exchanging the role of $u$ and $v, u\left(x_{0}, t_{0}\right)-v\left(x_{0}, t_{0}\right)-C t_{0}>0$. Standard arguments from the theory of viscosity solutions (see [CIL]) then yield $\eta>0$ and $\left(X_{\alpha}, p_{\alpha}, x_{\alpha}, t_{\alpha}\right),\left(Y_{\alpha}, p_{\alpha}, y_{\alpha}, s_{\alpha}\right) \in S^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times(0, T)$ such that, as $\alpha \rightarrow \infty$,

$$
\left\{\begin{array}{l}
\left|t_{\alpha}-s_{\alpha}\right|+\alpha\left|y_{\alpha}-x_{\alpha}\right|^{2} \rightarrow 0, \quad \operatorname{tr}\left(A\left(y_{\alpha}\right) Y_{\alpha}\right)-\operatorname{tr}\left(A\left(x_{\alpha}\right) X_{\alpha}\right) \leq L \alpha\left|x_{\alpha}-y_{\alpha}\right|^{2} \\
C+\eta\left(T-t_{\alpha}\right)^{-2}+H\left(p_{\alpha}, x_{\alpha}\right)-\operatorname{tr}\left(A\left(x_{\alpha}\right) X_{\alpha}\right) \\
\leq-\eta\left(T-s_{\alpha}\right)^{-2}+H\left(p_{\alpha}+D W\left(y_{\alpha}, s_{\alpha}\right), y_{\alpha}\right)-\operatorname{tr}\left(A\left(y_{\alpha}\right) Y_{\alpha}\right)
\end{array}\right.
$$

The (degenerate) ellipticity of $A$, the choice of $C$, and the above inequalities contradict the fact that $\eta>0$.

Note that the above estimates depend on the Lipschitz constant of the deterministic equation. Hence to use this lemma, it is necessary to have a universal bound on those Lipschitz constants, like the one asserted by Lemma 2.4.

The next claim strengthens the assertion of (2.10), which asserts only pointwise convergence as $t \rightarrow \infty$ of the solution operator $S^{0, A}(t, s)$ acting on $C(\mathbb{T})$. It turns out that this convergence is uniform with respect to the initial data.

Lemma 3.3. Assume (2.10) and the hypotheses of Lemma 2.4 hold. There exists a unique up to constants function $U_{A}^{*} \in C^{0,1}(\mathbb{T})$ such that, for all $t \in \mathbb{R}$,

$$
\lim _{k \rightarrow \infty}\left(\sup _{v \in C^{0}(\mathbb{T})}\| \| S^{0, A}(t,-k)(v)-U_{A}^{*}\| \|\right)=0
$$

Proof. 1. Since the deterministic equation does not depend on time, we may take $t=0$. Assume that, for some $\delta>0$, there exist $\left(v_{k}\right)_{k \in \mathbb{N}} \in C(\mathbb{T})$ such that

$$
\begin{equation*}
\left\|S^{0, A}(0,-k)\left(v_{k}\right)-U_{A}^{*}\right\| \| \geq \delta \quad \text { for all } k \in \mathbb{N} \tag{3.1}
\end{equation*}
$$

where $U_{A}^{*}$ is the unique (up to constants) limit which exists in view of (2.10).
2. The Lipschitz continuity asserted in Lemma 2.4 yields constants $c_{k}$ such that the family $\left(\hat{v}_{k}\right)_{k \in \mathbb{N}}$ defined by

$$
\hat{v}_{k}=S^{0, A}(-k+1,-k)\left(v_{k}\right)-c_{k}
$$

is bounded in $C^{0,1}$ and thus compact in $C(\mathbb{T})$. Hence there exists a subsequence $k_{m} \rightarrow \infty$ such that $\widehat{v}_{k_{m}} \rightarrow \hat{v}$ in $C^{0}$.
3. Consider the family of maps $S_{k}: C(\mathbb{T}) \rightarrow C(\mathbb{T})$ given by

$$
S_{k}(v)=S^{0, A}(0,-k+1)(v)
$$

The contraction property yields that, as $m \rightarrow \infty$,

$$
\left\|S_{k_{m}}(\hat{v})-S_{k_{m}}\left(\hat{v}_{k_{m}}\right)\right\| \rightarrow 0
$$

But (2.10) implies that

$$
\left\|\mid S_{k_{m}}(\hat{v})-U_{A}^{*}\right\| \| \rightarrow 0
$$

Hence, $S_{k_{m}}\left(\hat{v}_{k_{m}}\right) \rightarrow U_{A}^{*}$, a contradiction to (3.1).
The next result concerns a technical property of the Brownian motion which is a consequence of the fact that the increments are independent and identically distributed. This property plays a fundamental role in our analysis as well as that of [EKMS], [IK], and [GIKP]. To state it, we need the following definition.

Definition 3.4. Fix $l, m \in \mathbb{N}$ and $k \in \mathbb{Z}$. An interval $[k l,(k+1) l]$ is called an $(l, m)$-small noise interval if

$$
\sup _{t \in[k l,(k+1) l]} \sup _{1 \leq i \leq M}\left|W_{i}(t)-W_{i}(k l)\right| \leq \frac{1}{m}
$$

We have the following.
Lemma 3.5. For almost every path and for any $(l, m) \in \mathbb{N} \times \mathbb{N}$, there are two sequences of integers $\left(k_{i}^{l, m, \pm}\right)_{i \in \mathbb{N}}$ such that $k_{i}^{l, m, \pm} \rightarrow \pm \infty$, as $i \rightarrow \infty$, and $\left[k_{i}^{l, m, \pm} l,\left(k_{i}^{l, m, \pm}+1\right) l\right]$ are $(l, m)$-small noise intervals.

Proof. 1. We present the argument only for positive values of $k$.
2. Let

$$
A_{k}^{l, m}=\left\{\omega: \sup _{k l \leq t \leq(k+1) l} \sup _{1 \leq i \leq M}\left|W_{i}(t)-W_{i}(k l)\right| \leq \frac{1}{m}\right\}
$$

The increments $W(t)-W(k l)$ of the Brownian motion $W(t)=\left(W_{1}(t), \ldots, W_{M}(t)\right)$ on the interval $[k l,(k+1) l]$ are independent and identically distributed. Hence the events $\left(A_{k}^{l, m}\right)_{k \in \mathbb{N}}$ are independent and $\mathbb{P}\left(A_{k}^{l, m}\right)$ is strictly positive and independent of $k$. The second Borel-Cantelli lemma then yields that

$$
\mathbb{P}\left(\left\{\omega \in A_{k}^{l, m} \text { for infinitely many } k\right\}\right)=1
$$

The subset $\tilde{\Omega}$ of $\Omega$ of full measure in which our result holds consists of all of continuous paths which have, for each $(l, m) \in \mathbb{N} \times \mathbb{N}$, infinitely many $(l, m)$-small noise intervals for both positive and negative times. The precise definition of $\tilde{\Omega}$ is

$$
\tilde{\Omega}=\Omega_{C} \cap_{(l, m) \in \mathbb{N} \times \mathbb{N}}\left(\cap_{j=1}^{\infty} \cup_{k=j}^{\infty} A_{k}^{l, m}\right) \cap\left(\cap_{j=1}^{\infty} \cup_{k=j}^{\infty} A_{-k}^{l, m}\right) .
$$

Next we use Lemmas 2.4, 3.2, 3.3, and 3.5 to establish the following.
Lemma 3.6. Fix $\omega \in \widetilde{\Omega}, t_{0}$ and $\delta>0$. There exists $k_{0}=k_{0}(\omega) \in \mathbb{N}$ such that for all $k \geq k_{0}(\omega)$ and $u, v \in C(\mathbb{T})$,

$$
\begin{aligned}
& \left\|S^{W, A}\left(t_{0}, t_{0}-k\right)(u)-S^{W, A}\left(t_{0}, t_{0}-k\right)(v)\right\| \leq \delta, \text { and } \\
& \left\|S^{W, A}\left(t_{0}+k, t_{0}\right)(u)-S^{W, A}\left(t_{0}+k, t_{0}\right)(v)\right\| \leq \delta .
\end{aligned}
$$

Proof. 1. Since both estimates are proved similarly, here we establish only the second.
2. Lemma 3.3 yields an $M>0$ such that for any initial datum $\hat{u}$ and any $m \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\left\|S^{0, A}(m+M, m)(\widehat{v})-U_{A}^{*}\right\| \ll \delta / 4 .\right. \tag{3.2}
\end{equation*}
$$

Here we use the fact that, since the deterministic equation is independent of time,

$$
\sup _{\hat{v}}\| \| S^{0, A}(m+M, m)(\hat{v})-U_{A}^{*}\| \|=\sup _{\hat{v}}\| \| S^{0, A}(M, 0)(\hat{v})-U_{A}^{*}\| \| .
$$

3. If $C_{A}$ is the constant in Lemma 3.2 for the Lipschitz constant $L=\widehat{L}(1,1)$, choose $m \in \mathbb{N}$ such that $4 M C_{A}\|F\|<\delta m$ and recall that Lemma 3.5 yields an $(M+1, m)$-small noise interval $[j(M+1),(j+1)(M+1)]$ contained in $\left(t_{0},+\infty\right)$.

Fix $k_{0}(\omega)$ such that $t_{0}+k_{0}(\omega)>(j+1) M$. It follows that the small noise interval is contained in $\left(t_{0}, t_{0}+k_{0}(\omega)\right.$ ].
4. Let $t_{M}^{-}=j(M+1)$ and $t_{M}^{+}=(j+1)(M+1)$. Since $\left[t_{M}^{-}, t_{M}^{-}+1\right]$ is contained in the small noise interval, Lemma 2.4 asserts that

$$
u_{0}=S^{W, A}\left(t_{M}^{-}+1, t_{0}\right)(u) \quad \text { and } \quad v_{0}=S^{W, A}\left(t_{M}^{-}+1, t_{0}\right)(v)
$$

are Lipschitz continuous with Lipschitz constant $L=\widehat{L}(1,1)$.
Applying again Lemma 2.4, we find that the last statement holds on the entire interval $\left[t_{M}^{-}+1,\left(t_{M}^{-}+1\right)+M\right]$, which has length $M$.
5. Using (3.2) and Lemma 3.2, we find

$$
\begin{aligned}
& \left\|S^{W, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(u_{0}\right)-S^{W, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(v_{0}\right)\right\| \\
& \leq \leq\left\|S^{W, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(u_{0}\right)-S^{0, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(u_{0}\right)\right\| \\
& \quad+\| \| S^{W, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(v_{0}\right)-S^{0, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(v_{0}\right) \| \\
& \quad+\| \| S^{0, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(u_{0}\right)-U_{A}^{*}\| \|+\left\|S^{0, A}\left(t_{M}^{+}, t_{M}^{-}+1\right)\left(v_{0}\right)-U_{A}^{*}\right\| \\
& \quad \leq 4(\delta / 4) .
\end{aligned}
$$

The contraction property guarantees now that the estimate holds for all later times $t>t_{M}^{+}$.

Next we construct the global attracting solution $u_{i n v}^{A}$.
Lemma 3.7. Fix $\omega \in \widetilde{\Omega}$. For all $u_{0} \in C(T)$ and all $t \in \mathbb{R}$, the limit

$$
\begin{equation*}
\widetilde{u}(\cdot, t)=\lim _{k \rightarrow \infty} S^{W, A}(t,-k)\left(u_{0}\right)(\cdot) \tag{3.3}
\end{equation*}
$$

exists in $C(\mathbb{T})$ and is unique up to constants. Moreover, for any $t_{1}<t_{2}$, there exists $c\left(t_{1}, t_{2}\right) \in \mathbb{R}$ such that

$$
\begin{equation*}
S^{W, A}\left(t_{2}, t_{1}\right)\left(\tilde{u}\left(t_{1}\right)\right)=\widetilde{u}\left(t_{2}\right)+c\left(t_{2}, t_{1}\right) \tag{3.4}
\end{equation*}
$$

Proof. 1. Lemma 3.6 yields that the family $\left(u_{k}(\cdot, t)\right)_{k \in \mathbb{N}}$ defined by

$$
u_{k}(\cdot, k)=S^{W, A}(t,-k)\left(u_{0}\right)(\cdot)
$$

is a Cauchy sequence with respect to the seminorm $\|\|\cdot\|\|$ for each fixed $t$. Therefore there exist constants $c_{k}(t)$ such that the sequence $u_{k}(\cdot, t)-c_{k}(t)$ converges in $C(\mathbb{T})$.
2. The identity (3.4) is a consequence of the $C^{0}$-continuity of the semigroup.

We are now in a position to present the proof of Theorem 2.3.
Proof. In view of Lemma 3.6 and Lemma 3.7, it remains to show that there exists $c(t)$ such that the function $\tilde{v}=\tilde{u}-c$ satisfies, for all $t_{1}<t_{2}$,

$$
S^{W, A}\left(t_{2}, t_{1}\right)\left(\widetilde{v}\left(\cdot, t_{1}\right)\right)(\cdot)=\widetilde{v}\left(\cdot, t_{2}\right)
$$

Let $t_{1}<t_{2}<0$. The semigroup property and (3.4) yield

$$
S^{W, A}\left(0, t_{1}\right)\left(\widetilde{u}\left(\cdot, t_{1}\right)\right)=S^{W, A}\left(0, t_{2}\right)\left(\widetilde{u}\left(\cdot, t_{2}\right)+c\left(t_{2}, t_{1}\right)\right)
$$

It follows that

$$
c\left(t_{2}, t_{1}\right)=c\left(0, t_{1}\right)-c\left(0, t_{2}\right)
$$

Similar expressions for $t_{2}<0<t_{1}$ and $t_{2}, t_{1}>0$ yield the existence of a solution on $(-\infty, \infty)$ by setting

$$
u_{i n v}(x, t)=\widetilde{u}(x, t)+c(t), c(t)=c(\max \{t, 0\}, \min \{t, 0\})
$$

4. The proof of the Lipschitz bounds. The proof of Lemma 2.4 is long and technical. To simplify the presentation, we divide it into a number of lemmas.

We remind the reader that the sole purpose of assumptions (2.8) and (2.9) is to ensure that the Hamiltonian in (2.1), which arises after incorporating the noise, still satisfies the growth assumptions (2.3), (2.4), (2.5) in the nonviscous case and (2.3) and (2.6), (2.7) in the viscous case, with constants depending on the noise only through the expression in (2.11). Therefore, we will usually omit the dependence of the Hamiltonian in (2.1) on $t$ and $\omega$, thus keeping the notation simple.

The first step towards the universal Lipschitz bound is a universal $L^{\infty}$-bound for nonnegative solutions. This is the object of the following lemma.

Lemma 4.1. Fix $\omega \in \Omega_{C}, u_{0} \in C(\mathbb{T})$, and $s \in \mathbb{R}$ and assume (2.3) and $A \equiv 0$. Let $u$ be the solution of (2.1) on $\mathbb{R} \times[s, T]$ with $u(\cdot, s)=u_{0}$. For all $t \geq s$, there exists a positive constant $C(s, t, \omega)$, which is independent of the initial datum $u_{0}$ and depends on $\omega$ only through the expression in (2.11), such that

$$
\left\|u(\cdot, t)-\min u_{0}\right\| \leq C(s, t, \omega)
$$

Proof. 1. If $H$ satisfies (2.3), a straightforward calculation yields that so does $\bar{H}(p, x, t)=H(p+D W(x, t, s, \omega), x)$ with a constant depending on $\|W\|_{C^{\infty}(\mathbb{T} \times[0, T])}$.

Without loss of generality, we may assume that $u_{0}(0)=\min _{\mathbb{T}} u_{0}=0$ and $s=0$. The extension to the general case is straightforward.
2. For sufficiently large $C=C(K)>0$, the function

$$
g(x, t)=C|x|^{q /(q-1)} t^{-1 /(q-1)}+K t+1
$$

is a supersolution of (2.1).
Indeed, for $C$ large,

$$
\begin{aligned}
& -C(q-1)^{-1}\left(|x| t^{-1}\right)^{q / q-1}+K+H\left(C q(q-1)^{-1}\left(|x| t^{-1}\right)^{1 / q-1} D|x|, x\right) \\
& \quad \geq C(q-1)^{-1}\left(|x| t^{-1}\right)^{q / q-1}\left(K^{-1} q(q C)^{q-1}(q-1)^{1-q}-1\right)-K+K \geq 0
\end{aligned}
$$

For $t$ small enough we clearly have $g(\cdot, t) \geq u(\cdot, t)$. Since the infimum of a family of supersolutions is also a supersolution, it follows that

$$
\bar{g}(x, t)=\inf _{z \in \mathbb{Z}^{n}} g(x-z, t)
$$

is a periodic supersolution of (2.1).
When $A \not \equiv 0$, a universal $L^{\infty}$-bound for nonnegative solutions is available only for Hamiltonians $H$ with superquadratic growth in $p$. Indeed, we have the following.

Lemma 4.2. Fix $\omega \in \Omega_{C}$ and $u_{0} \in C(\mathbb{T})$ and assume that (2.3) holds with $q>2$. Let $u$ solve (2.1) on $\mathbb{R}^{n} \times[s, T]$ with $u(\cdot, s)=u_{0}$. For $(s, t) \in \Delta$ there exists a constant $C(s, t, \omega)$, independent of the initial datum and depending on $\omega$ only via (2.11), such that

$$
\left\|u(\cdot, t)-\min u_{0}\right\| \leq C(s, t, \omega)
$$

Before we present the proof, we remark that it is not expected, as follows from the discussion below, to have a universal bound on the $L^{\infty}$-norm for nonnegative solutions of the viscous Hamilton-Jacobi equations with quadratic or subquadratic growth $H$. Indeed, for $c>0$, consider the function $u_{c}: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}$ defined by

$$
u_{c}(x, t)=\frac{n}{2} \ln (t+c)+(4(t+c))^{-1}|x|^{2}-\frac{n}{2} \ln (c)
$$

which is an exact nonnegative solution to

$$
u_{t}-\Delta u+|D u|^{2}=0
$$

It is immediate that, for each $c>0, \min u_{c}(x, 0)=0, u_{c}(\cdot, t) \geq 0$ for all $t \geq 0$ and $\lim _{c \rightarrow 0} u_{c}(x, 1)=+\infty$. However, the oscillation of $u_{c}(x, 1)$ on each bounded subset of $\mathbb{R}^{n}$ is bounded uniformly in $c$.

The above solutions were obtained by applying the Hopf-Cole transform to fundamental solutions of the heat equation at time $t+c$. By applying the Hopf-Cole transformation to periodic solutions of the heat equation, it is possible to construct counterexamples in the periodic case in a similar way.

Now we prove Lemma 4.2.
Proof. 1. To simplify the presentation, we assume throughout the proof that $s=0$ and write $u_{0}$ for $u(\cdot, 0)$. Finally, as before, we assume that $\min u_{0}=0$.
2. Let

$$
\beta=q-2>0, \quad \gamma=(1-\theta)(q-2)(q-1)^{-1}, \quad \text { and } \quad \alpha=\gamma-1+2 \theta
$$

where $\theta \in\left(0,2^{-1}\right)$ is chosen so that $\alpha>0$.
3. For $a, b>0$ consider the function $G_{a, b}: \mathbb{R}^{n} \times(0, \infty) \rightarrow \mathbb{R}$ given by

$$
G_{a, b}(x, t)=K t+2 b \max _{\mathbb{T}} \operatorname{tr}(A) t^{\gamma}+a t^{\alpha}+b \gamma|x|^{2} t^{\gamma-1}
$$

It is immediate that for any $x \neq 0, \lim _{t \rightarrow 0} G_{a, b}(x, t)=+\infty$. Hence, for $t$ small,

$$
G_{a, b} \geq u_{0}
$$

4. The constants $a, b$ may be chosen so that $G_{a, b}$ is a supersolution of (2.1). Indeed, since $D^{2}|x|^{2}=2 I$, it remains to show only that

$$
R_{a, b}(x, t)=a \alpha t^{\alpha-1}+|x|^{2} t^{\gamma-2}\left(K^{-1}(2 b \gamma)^{q}\left(|x| t^{-\theta}\right)^{q-2}-\gamma(1-\gamma) b\right)>0
$$

If $|x| \geqq t^{\theta}$, it is possible to find $b$, depending on $q, \theta$, and $K$ but not on $a$, so that $R_{a, b}>0$.

If $|x| \leq t^{\theta}$, it is possible to choose $a$ so that

$$
R_{a, b}(x, t) \geq(a \alpha-\gamma(1-\gamma) b) t^{\alpha-1}>0
$$

5. A periodic supersolution can be constructed as the infimum of supersolutions exactly as in the first-order case.

We remark that since

$$
\inf _{\mathbb{T}} u(t, \cdot) \geq-K t+\inf _{\mathbb{T}} u(0, \cdot)
$$

and the equations commute with constants, Lemmas 4.1 and 4.2 yield automatically a bound on the oscillation

$$
\operatorname{osc}(u(\cdot, t))=\sup _{\mathbb{T}} u(\cdot, t)-\inf _{\mathbb{T}} u(\cdot, t)
$$

Thus a bound on the oscillation is a weaker statement than the bounds on the $L^{\infty}$ norm of nonnegative solutions asserted by the previous lemmas. We summarize these comments in the following corollary.

Corollary 4.3. Fix $\omega \in \Omega_{C}$. Under the assumptions of either Lemma 4.1 or Lemma 4.2, there exists a positive constant $C(s, t, \omega)$, depending on $\omega$ only through $C_{W}(s, t, \omega)$ as in (2.11), such that for all $(s, t) \in \Delta$ and $u_{0} \in C(\mathbb{T})$,

$$
\operatorname{osc}\left(S^{W, A}(t, s)\right) \leq C(s, t, \omega)
$$

The following lemma completes the proof of Lemma 2.4 in the first-order case.
LEmmA 4.4. If (2.4), (2.5), and (2.8) hold and $u$ solves (1.1) on $\mathbb{R}^{n} \times[s, T]$ with $A \equiv 0$, then for all $t \in[s, T], u(\cdot, t)$ is Lipschitz continuous with a Lipschitz constant bounded by $L(s, t, \omega)$, which is nonincreasing for $s<t<s+1$ and depends only on (2.11), $H$, and $\sup _{t^{\prime} \in[s, T]}\left\|u\left(\cdot, t^{\prime}\right)\right\|$.

Proof. 1. For almost all $\omega$, there exists a $K(t, s, \omega)>0$ such that if $|p|>K(t, s, \omega)$, there exist $B, R_{0}>0$ such that

$$
\widetilde{H}(p, x, t, \omega)=H(p+D W(x, t, s, \omega), x)
$$

satisfies (2.4) and (2.5) for fixed $\omega$ uniformly in $t \in[s, T]$. Again this is the place where (2.8) is used. In order to simplify notation, next we suppress the dependence of $\tilde{H}$ on $t, s$, and $\omega$ and write simply $\widetilde{H}(p, x)$. Finally, we choose $s=0$.
2. Following [CLS] (note that (2.4) and (2.5) are (G2) and (3.2) in [CLS]), we consider the solution $\varphi$ of

$$
\begin{equation*}
\varphi^{\prime}(t)=\varphi(t) \Phi\left(\varphi(t)^{-1}\right) \tag{4.1}
\end{equation*}
$$

where $\Phi$ is the increasing function in (2.4).
3. For $\lambda>0$ let

$$
z(x, t)=-\varphi(t) e^{-\lambda u(x, t)}
$$

It follows that

$$
z_{t}-G(D z, z, x)-\varphi^{\prime} \varphi^{-1} z=0
$$

where

$$
G(p, z, x)=(\lambda z) \widetilde{H}\left(-(\lambda z)^{-1} p, x\right)
$$

Note that if $q=-(\lambda z)^{-1} p$, then

$$
D_{z} G(p, z, x)=\lambda\left(\widetilde{H}(q, x)-q D_{p} \widetilde{H}(q, x)\right)
$$

and

$$
D_{x} G(p, z, x)=\lambda z D_{x} \widetilde{H}(q, x)=-|p||q|^{-1} D_{x} \widetilde{H}(q, x) .
$$

4. If, for some $C>0$,

$$
w(x, y, t)=z(x, t)-z(y, t)-C|x-y|
$$

has a positive maximum $M$ at $\left(x_{0}, y_{0}, t_{0}\right)$, then in particular $x_{0} \neq y_{0}$, so $|x-y|$ is smooth in a neighborhood of $\left(x_{0}, y_{0}, t_{0}\right)$.

Using the definition of the viscosity solutions with $p=C\left(x_{0}-y_{0}\right)\left|x_{0}-y_{0}\right|^{-1}$ and noting that $p=C \hat{p}$, we find

$$
\begin{aligned}
0 \leq & G\left(p, z\left(x_{0}, t_{0}\right), x_{0}\right)-G\left(p, z\left(y_{0}, t_{0}\right), y_{0}\right)+\varphi^{\prime}\left(\varphi^{-1}\right)\left(t_{0}\right)\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right) \\
= & \int_{0}^{1}\left[\left|x_{0}-y_{0}\right| \hat{p} \cdot D_{x} G(p, z(r), x(r))+D_{z} G(p, z(r), x(r))\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right)\right] \mathrm{d} r \\
& +\varphi^{\prime}\left(\varphi^{-1}\right)\left(t_{0}\right)\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right)
\end{aligned}
$$

where
$q(r)=-(\lambda z(r))^{-1} p, \quad x(r)=y_{0}+r\left(x_{0}-y_{0}\right), \quad z(r)=z\left(y_{0}, t_{0}\right)+r\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right)$.
Hence

$$
\begin{aligned}
0 \leq & \int_{0}^{1}\left(-C|q(r)|^{-1}\left|x_{0}-y_{0}\right| \hat{q}(r) \cdot D_{x} \widetilde{H}(q(r), x(r))\right) \mathrm{d} r \\
& +\varphi^{\prime}\left(\varphi^{-1}\right)\left(t_{0}\right)\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right) \\
& -\lambda\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right) \int_{0}^{1}\left(q(r) \cdot D_{q} \widetilde{H}(q(r), x(r))-\widetilde{H}(q(r), x(r))\right) \mathrm{d} r .
\end{aligned}
$$

Assume next that $C$ is such that

$$
C \geq \lambda \sup _{\mathbb{T}}|z| R_{0} \geq \lambda \varphi e^{\left\|u^{-}\right\|} R_{0}
$$

so that $|q| \geq R_{0}$ and, hence, $D_{q} \widetilde{H} \cdot q-\widetilde{H} \geqq 0$, and recall that $\varphi^{\prime}(\varphi)^{-1} \geqq 0$.
Since by assumption

$$
z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right) \geq C\left|x_{0}-y_{0}\right|
$$

there exists, in view of (2.5), a constant $B>0$ such that

$$
0 \leq\left(\int_{0}^{1}(B-\lambda) g(r) \mathrm{d} r+\varphi^{\prime}\left(t_{0}\right)\left(\varphi\left(t_{0}\right)\right)^{-1}\right)\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right)
$$

where

$$
g(r)=q(r) \cdot D_{q} \widetilde{H}(q(r), x(r))-\widetilde{H}(q(r), x(r))
$$

Choosing $\lambda=B+1$ and using (2.4) and (4.1), we find

$$
0 \leq\left(z\left(x_{0}, t_{0}\right)-z\left(y_{0}, t_{0}\right)\right) \int_{0}^{1}\left[\Phi\left(\varphi^{-1}\left(t_{0}\right)\right)-\Phi(|q(r)|)\right] \mathrm{d} r
$$

Recalling that $|q|=C e^{\lambda u}(\lambda \varphi)^{-1}$ and that $\Phi$ is strictly increasing, we obtain, for $C>\lambda e^{\lambda\left\|u^{-}\right\|_{\infty}}$, the desired contradiction.

We continue with the Lipschitz bound in the second-order case. Here we argue using the classical Bernstein method, which yields a universal Lipschitz bound depending only on the oscillation of the initial datum.

In the subquadratic but superlinear case, we will use this bound iteratively to obtain a bound for the oscillation which is independent of the initial datum (see Lemma 4.7). Of course, for a superquadratic Hamiltonian, the oscillation is easily bounded by Lemma 4.2, so the Lipschitz bound follows directly from Lemma 4.5.

To this end, let $\varphi:[s, T] \rightarrow[0, \infty)$ be a solution of the ordinary differential inequality

$$
\begin{equation*}
\varphi_{t} \leq \min \left(\varphi^{1 / 2}, 1\right), \quad \varphi(s)=0 \tag{4.2}
\end{equation*}
$$

Lemma 4.5. Let $u$ solve (2.1) on $\mathbb{T} \times[s, T]$ and assume that

$$
\tilde{H}(p, x, t, s, \omega)=H(p+D W(x, t, s, \omega), x)-\operatorname{tr}\left(A(x) D^{2} W(x, t, s, \omega)\right)
$$

satisfies (2.3), (2.6), and (2.7) on $[s, T]$. There exist $\kappa \in[0,1)$ and $C_{R_{0}}>0$, both independent of the initial datum $u(\cdot, s)$, such that for all $t \in[s, T]$,

$$
\begin{equation*}
\|D u(\cdot, t)\| \leq \varphi(t)^{-1 / 2} C_{R_{0}}\left(1+\operatorname{osc}(u(\cdot, s))^{\kappa}\right) \tag{4.3}
\end{equation*}
$$

The fact that $\kappa<1$ is very critical, since it implies that even if the oscillation is large initially, it will be much smaller at the end of the time interval. It follows from the proof that for $\delta$ as in (2.6), $\kappa(\delta) \rightarrow 1$ as $\delta \rightarrow 0$. Therefore the method does not apply to Hamiltonians with just linear growth.

Further, notice that the constants in (2.3), (2.6), and (2.7) depend on the realization of the noise in a given time interval, but only through (2.11), so they are bounded if the interval is a small noise interval.

Finally, we remark that it is straightforward to check that the particular equation

$$
u_{t}-\epsilon \Delta u+|D u+D W(x, t, s, \omega)|^{2}=0
$$

satisfies the conditions of Lemma 4.5.
For the proof of Lemma 4.5 we need a rough a priori bound on the oscillation. To this end, let

$$
L(\omega)=\sup _{(x, y, t) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times[s, T]}|H(D W(x, t, s, \omega), x)-H(D W(y, t, s, \omega), y)| .
$$

Note that the dependence on $\omega$ is through (2.11).
Lemma 4.6. For all $(s, t) \in \Delta$, we have

$$
\operatorname{osc}(u(\cdot, t)) \leq \operatorname{osc}(u(\cdot, s))+L|t-s|
$$

Proof. The estimate follows directly from the fact that

$$
\operatorname{osc}(u(\cdot, t))_{t}=\left(\sup _{\mathbb{T}} u(\cdot, t)-\inf _{\mathbb{T}} u(\cdot, t)\right)_{t} \leq L
$$

We continue with the proof of Lemma 4.5, which uses some of the techniques of [CLS].

Proof. 1. To simplify things we assume that $s=0$. The functions $v(\cdot, t)=$ $u(\cdot, t)+K t$ and $u(\cdot, t)$ have the same Lipschitz constant and $v$ solves an equation with a nonnegative Hamiltonian. We may therefore assume that the Hamiltonian is nonnegative, i.e., $K=0$. Moreover, to simplify the presentation, we drop the dependence on $\omega$ and write $\tilde{H}(p, x, t)$ instead of $\tilde{H}(p, x, t, 0, \omega)$. Finally, we write

$$
O_{0}=\operatorname{osc}(u(\cdot, 0)) .
$$

2. Let $m(t)$ and $x_{m}(t)$ denote, respectively, the maximum of the function $u(\cdot, t)$ and the point where the maximum is assumed, i.e., for all $x \in \mathbb{T}$,

$$
m(t)=u\left(x_{m}(t), t\right) \geq u(x, t) .
$$

Then

$$
|u(x, t)-m(t)| \leq \operatorname{osc}(u(\cdot, t)) \leq \operatorname{diam}(\mathbb{T})\|D u(\cdot, t)\|
$$

Since $\tilde{H} \geq 0$, we know that

$$
m_{t}(t)=u_{t}\left(x_{m}(t), t\right)=\left[\operatorname{tr}\left(A\left(x_{m}(t)\right) D^{2} u\left(x_{m}(t), t\right)\right)-\tilde{H}\left(0, x_{m}(t), t\right)\right] \leq 0
$$

3. For $\lambda>0$ consider the function

$$
z(x, t)=\varphi(t)|D u(x, t)|^{2}+\lambda(m(t)-u(x, t)) .
$$

Let $\left(x_{0}, t_{0}\right)$ be a point where $z$ achieves its maximum. The goal is to show that there exist $\lambda>0$ such that either $t_{0}=0$ or $\left|D u\left(x_{0}, t_{0}\right)\right| \leq R_{0}$.

In order to keep the presentation simple, in what follows we assume that $A$ is the identity matrix. The modifications needed for general $A$ are straightforward, so we omit them.
4. If either $t_{0}=0$ or $\left|D u\left(x_{0}, t_{0}\right)\right| \leq R_{0}$, then

$$
z(x, t) \leq R_{0}^{2}+\lambda\left(O_{0}+L T\right)
$$

Hence, for all $(x, t) \in \mathbb{T} \times[0, T]$,

$$
\varphi(t)|D u(x, t)|^{2} \leq R_{0}^{2}+\lambda\left(O_{0}+L T\right)+\lambda(u(x, t)-m(t)) \leq R_{0}^{2}+\lambda\left(O_{0}+L T\right)
$$

Assume that

$$
O_{0} \geq 1+L T
$$

It then follows that for all $(x, t) \in \mathbb{T} \times[0, T]$,

$$
\varphi(t)^{1 / 2}|D u(x, t)| \leq\left(R_{0}^{2}+\lambda\left(O_{0}+L T\right)\right)^{1 / 2} \leq\left(R_{0}^{2}+2 \lambda O_{0}\right)^{1 / 2}
$$

Since $R_{0}$ is given, we may assume that $\lambda \geq R_{0}$. The above estimate then can be simplified to read

$$
\begin{equation*}
\|D u(\cdot, t)\| \leq C \lambda \varphi(t)^{-1 / 2}\left(1+\left(O_{0} \lambda^{-1}\right)^{1 / 2}\right) \tag{4.4}
\end{equation*}
$$

5. Assume that $t_{0}>0$ and $\left|D u\left(t_{0}, x_{0}\right)\right|>R_{0}$. The classical calculations associated with Bernstein's method then yield the following sequence of inequalities, where $C$ is the constant in (2.7) and where $z$ and $\tilde{H}$ are evaluated at $\left(x_{0}, t_{0}\right)$ and $\left(D u\left(x_{0}, t_{0}\right), x_{0}, t_{0}\right):$

$$
\begin{aligned}
0 \leq & z_{t}-\Delta z=\lambda m_{t}-\lambda\left(u_{t}-\Delta u\right) \\
& +2 \varphi D u \cdot D\left(u_{t}-\Delta u\right)-2 \varphi\left|D^{2} u\right|^{2}+\varphi_{t}|D u|^{2} \\
\leq & \lambda \tilde{H}-2 \varphi D u \cdot D \tilde{H}-2 \varphi\left|D^{2} u\right|^{2}+\varphi_{t}|D u|^{2} \\
\leq & \lambda \tilde{H}-\lambda D u \cdot D_{p} \tilde{H}-2 \varphi D u \cdot D_{x} \tilde{H}+\varphi_{t}|D u|^{2} \\
\leq & -(\lambda-C) \Phi(|D u|)+\varphi_{t}|D u|^{2} .
\end{aligned}
$$

If $3 \lambda \geq 4 C$, then

$$
0 \leq-\lambda \Phi(|\operatorname{grad} u|)+4 \varphi_{t}|\operatorname{grad} u|^{2}
$$

Dividing by $|D u|^{1+\delta}$, we obtain, always at $\left(x_{0}, t_{0}\right)$,

$$
0 \leq-\lambda G(|D u|)+4 \varphi_{t}|D u|^{1-\delta}
$$

Consider the set

$$
D_{R_{0}}=\left\{(x, t) \in \mathbb{T} \times[0, T]:|\operatorname{grad} u(x, t)| \geq R_{0}\right\}
$$

and let

$$
\begin{equation*}
\lambda_{0}=\sup _{(x, t) \in D_{R_{0}}} 4 \varphi_{t}(t) G(|D u(x, t)|)^{-1}|D u(x, t)|^{1-\delta} \tag{4.5}
\end{equation*}
$$

If we choose $\lambda>\lambda_{0}$, then it is impossible for the Bernstein function $z$ to have an interior maximum, unless at the maximum we have $|D u| \leq R_{0}$, in which case (4.4) holds. It remains to show that $\lambda_{0}$ depends only on the data.

6 . Let $(\bar{x}, \bar{t})$ be such that

$$
\lambda_{0}=4 \phi_{t}(\bar{t})(G(|D u(\bar{x}, \bar{t})|))^{-1}|D u(\bar{x}, \bar{t})|^{1-\delta}
$$

If such $(\bar{x}, \bar{t})$ does not exist, we argue using approximate maximizers-we leave the details to the reader. Moreover, since $\phi_{t}(0)=0$, if $\lambda_{0}>0$, then $\bar{t}>0$.

Choose $\lambda \in\left(\lambda_{0}, 2 \lambda_{0}\right)$. Using (4.4) and (4.5), we find, for some universal constant $C>0$, which is independent of $\lambda$ and the initial datum, that

$$
|D u(\bar{x}, \bar{t})| \leq C \varphi_{t}(\bar{t})(G(|D u(\bar{x}, \bar{t})|) \varphi(\bar{t}))^{-1 / 2}|D u(\bar{x}, \bar{t})|^{1-\delta}\left(1+\left(O_{0} \lambda^{-1}\right)^{1 / 2}\right)
$$

Note that since $G(|D u(\bar{x}, \bar{t})|) \geq G\left(R_{0}\right)$ and $\varphi_{t} \leq \varphi^{1 / 2}$,

$$
|D u(\bar{x}, \bar{t})|^{\delta} \leq C\left(1+\left(O_{0} \lambda^{-1}\right)^{1 / 2}\right)
$$

Inserting the above in (4.5) and using (4.2) yield, for a different universal constant $C$,

$$
\lambda_{0} \leq C\left(1+\left(O_{0} \lambda^{-1}\right)^{1 / 2}\right)^{(1-\delta) / \delta} \leq 2^{(1-\delta) / \delta} C\left(1+\left(O_{0} \lambda_{0}^{-1}\right)^{(1-\delta) / 2 \delta}\right)
$$

7. We may assume that

$$
2^{(1-\delta) / \delta+1} C \leq \lambda_{0}
$$

and hence

$$
\lambda_{0} \leq C\left(O_{0} \lambda_{0}^{-1}\right)^{(1-\delta) / 2 \delta}
$$

which implies

$$
\lambda_{0} \leq C O_{0}^{(1-\delta)(1+\delta)^{-1}}
$$

It follows that there exists $\rho \in(0,1)$, independent of the initial condition, such that

$$
\lambda_{0} \leq C O_{0}^{1-\rho}
$$

Inserting a $\lambda$ with $\lambda \in\left(\lambda_{0}, 2 \lambda_{0}\right)$ in (4.4) yields (4.3).
We conclude with a lemma which provides a universal bound on the oscillation via a bootstrap procedure.

Lemma 4.7. Assume the hypotheses of Lemma 4.5. There exists a universal constant $C$, which is independent of the initial datum, such that, after time $T=1$, the oscillation of $u$ is bounded by $C$.

Proof. 1. Since we may assume that $\varphi(t) \geq t^{\beta}$ for some $\beta>0$, we find that if $\operatorname{osc}(u(\cdot, 0))$ is sufficiently large, then Lemma 4.5 asserts the existence of $\hat{\kappa} \in(0,1)$ and $C>1$ such that, after a time interval of length $\tau$,

$$
\operatorname{osc}(u(\cdot, t+\tau)) \leq C \tau^{-\beta}(\operatorname{osc}(u(\cdot, t)))^{\hat{\kappa}}
$$

If the oscillation at some time is already bounded by a power of the universal constant $C$, there is nothing to prove. Therefore we assume that

$$
\text { if } \hat{C}=C^{2(1-\hat{\kappa})^{-1}}, \quad \text { then } \operatorname{osc}(u) \geq \widehat{C}
$$

If $2 \kappa=(1+\hat{\kappa})<2$, we obtain the simpler recursion

$$
\operatorname{osc}(u(\cdot, t+\tau)) \leq \tau^{-\beta}(\operatorname{osc}(u(\cdot, t)))^{\kappa}
$$

2. Choose a sufficiently small $\beta_{1}>0$, let $\bar{\kappa}=\beta \beta_{1}+\kappa<1$, and consider the recursively defined sequences

$$
O_{l}=O_{l-1}^{\bar{\kappa}} \quad \text { and } \tau_{l}=O_{l-1}^{-\beta_{1}}
$$

If the numbers $O_{l}$ are given by $O_{l}=O_{0}^{(\bar{\kappa})^{l}}$, it follows that

$$
\operatorname{osc}\left(u\left(\cdot, \sum_{i=0}^{l} \tau_{i}\right)\right) \leq \max \left(\widehat{C}, O_{l}\right)
$$

3. Let $l_{M}$ be the smallest integer such that $O_{l_{M}} \leq 2 \widehat{C}$. Then

$$
O_{l_{M}-1}=O_{0}^{\bar{\kappa}^{\left(l_{M}-1\right)}} \geq 2 \widehat{C} \text { and } O_{l_{M}} \geq(2 \widehat{C})^{\bar{\kappa}}
$$

Recall that $O_{0}$ and $l_{M}$ are sufficiently large, $\beta_{1}$ is sufficiently small, $0 \leq l \leq l_{M}$, and define

$$
s_{l}=B^{(\bar{\kappa})^{-l}} \text { and } B=\left(O_{l_{M}}\right)^{-\beta_{1}}
$$

We have

$$
\sum_{l=0}^{l_{M}} \tau_{l}=\sum_{l=0}^{l_{M}}\left(O_{0}^{-\beta_{1}}\right)^{(\bar{\kappa})^{l-l_{M}+l_{M}}}=\sum_{l=0}^{l_{M}}\left(\left(O_{0}^{-\beta_{1}}\right)^{\left(\bar{\kappa}_{M}\right)}\right)^{(\bar{\kappa})^{l-l_{M}}}=\sum_{l=0}^{l_{M}} s_{l}
$$

and, since $\bar{\kappa}<1$,

$$
(\bar{\kappa})^{-l}\left((\bar{\kappa})^{-1}-1\right) \geq r(\bar{\kappa})=(\bar{\kappa})^{-1}\left((\bar{\kappa})^{-1}-1\right)>0 .
$$

Moreover

$$
B=\left(O_{l_{M}}\right)^{-\beta_{1}} \leq(2 \widehat{C})^{-\bar{\kappa} \beta_{1}}<1
$$

Therefore

$$
s_{l+1} s_{l}^{-1}=B^{(\bar{\kappa})^{-(l+1)}-(\bar{\kappa})^{-l}} \leq B^{r(\bar{\kappa})}<1 .
$$

Thus the series $\sum \tau_{l}$ converges by comparison with the geometric series. Note that the powers $\beta_{1}, \kappa$ are independent of the length of the a priori chosen time interval.
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#### Abstract

In this paper, we will study the Oldroyd model describing fluids with viscoelastic properties. Global classical solutions for the two-dimensional incompressible Oldroyd model with small initial displacements are shown to exist via the incompressible limit. The main difficulty is the lack of the damping mechanism on the deformation tensor.
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1. Introduction. In the context of hydrodynamics, the motion of the fluid flow is classically described by a time-dependent family of orientation preserving diffeomorphisms $x(t, X), 0 \leq t<T$. Material points $X$ in the reference configuration are deformed to the spatial position $x(t, X)$ at time $t$. The deformation tensor $F$ is defined as

$$
F(t, X)=\frac{\partial x}{\partial X}(t, X)
$$

When we work in the Eulerian coordinate, we define $H(t, x)$ such that $H(t, x(t, X))=$ $F(t, X)$. With no ambiguity, we will not distinguish these two notations and always use the notation $F$ in this paper.

Applying the chain rule, we see that $F(t, x)$ satisfies the following transport equation (see [17], for example):

$$
\partial_{t} F+u \cdot \nabla F=\nabla u F,
$$

which stands for $\partial_{t} F_{i j}+u \cdot \nabla F_{i j}=\partial_{k} u_{i} F_{k j}$. We point out that in this paper we will use the notation $F_{i j}=\frac{\partial x_{i}}{\partial X_{j}},(\nabla \cdot F)_{i}=\partial_{j} F_{i j}$, and $(\nabla u)_{i j}=\frac{\partial u_{i}}{\partial x_{j}}$, and summation over repeated indices will always be understood.

The nonlinear viscoelastic fluid system of the compressible Oldroyd model takes the following form:

$$
\left\{\begin{array}{l}
\partial_{t} \rho+u \cdot \nabla \rho+\rho \nabla \cdot u=0,  \tag{1.1}\\
\partial_{t} u+u \cdot \nabla u+\lambda^{2} \frac{p^{\prime}(\rho)}{\rho} \nabla \rho=\frac{\mu}{\rho}(\Delta u+\nabla(\nabla \cdot u))+\frac{1}{\rho} \nabla \cdot\left(\rho F F^{T}\right), \\
\partial_{t} F+u \cdot \nabla F=\nabla u F,
\end{array}\right.
$$

[^42]where $\rho$ is the density, $u$ is the fluid velocity, $p(\rho)$ is a given equation of state independent of the large parameter $\lambda$ with $p^{\prime}(\rho)>0$ for $\rho>0$, and $F$ is the deformation tensor introduced above. We emphasize that the solutions will depend on the value of the parameter $\lambda$; however, with the exception of the statements of the main theorems, the dependence will not be displayed for reasons of notational convenience.

On the other hand, the nonlinear viscoelastic fluid system of the incompressible Oldroyd model is a distinctly different system of the unknowns $(u, F, q)$ given by

$$
\left\{\begin{array}{l}
\nabla \cdot u=0  \tag{1.2}\\
\partial_{t} u+u \cdot \nabla u+\nabla q=\mu \Delta u+\nabla \cdot\left(F F^{T}\right) \\
\partial_{t} F+u \cdot \nabla F=\nabla u F
\end{array}\right.
$$

where the density in the undeformed reference configuration has been set equal to one. The scalar pressure $q$, the deformation tensor $F$, and the fluid velocity $u$ must be determined with $u$ satisfying the constraint $\nabla \cdot u=0$. For more details, one should see $[14,15]$.

One expects, under appropriate conditions on the initial data, that the solutions $\rho^{\lambda}, \lambda^{2} \frac{1}{\rho^{\lambda}} \nabla p^{\lambda}, u^{\lambda}, F^{\lambda}$ of the compressible system (1.1) converge to the solutions 1 , $\nabla q, u, F$ of the incompressible system (1.2) as $\lambda \longrightarrow \infty$. It is well known that long time behavior of solutions to the viscoelastic equations depends on strong dispersive estimates $[8,9,11,20]$. For the wave equation, the generalized energy method, based on the Lorentz invariance and global Sobolev inequalities, provides an elegant and efficient means of combining energy and decay estimates; see [8, 9], for example. Recently Sideris and Thomases [21] studied an elastodynamic system which is not Lorentz invariant in three space dimensions via the incompressible limit through the use of weighted Sobolev inequalities involving the smaller number of generators (also in $[3,4]$ ). Because of the presence of the damping term in the momentum equation, the Oldroyd model we study in this paper is neither Lorentz invariant nor scaling invariant; thus their methods do not work in our situation. In fact, the main difficulty for system (1.2) is the lack of the damping mechanism on $F$. This is different from the cases studied in [16], where the contribution of the strain rate in the constitutive equation is ignored, and in $[2,7,13]$, where a linear damping term is present.

On the other hand, one can easily check the energy law

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left(|u|^{2}+|F|^{2}\right) d x=-\mu\|\nabla u\|^{2} \tag{1.3}
\end{equation*}
$$

which gives the dissipation to the whole incompressible system. This is the reason that Lin, Liu, and Zhang can prove the global existence for small initial displacements in [15]. With the aid of the identities $\operatorname{det} F=1$ and $\nabla \cdot F^{T}=0$, they obtained the estimates of the linear terms by transforming them into nonlinear terms. Motivated by their ideas, we believe that local solutions of the compressible system (1.1) should be uniform stable and converge to a global solution of the limiting incompressible system (1.2).

In this paper, we first prove that classical local solutions of the equations of motion exist for sufficiently small disturbances from the general incompressible initial data. This result depends on a modified method of [10], where Klainerman and Majda developed a general theory to study the incompressible limit of compressible fluids in general framework of quasi-linear hyperbolic systems depending on a large parameter. Their method can also be extended to cover the viscous equations. But since the
deformation tensor $F$ in system (1.2) is not "fast scale" (in the sense of [10]), our system does not satisfy their structural conditions.

We also prove the uniform stability of the local existence family which yields a lifespan of the compressible system (1.1) and allows for convergence to a global solution of the limiting incompressible equations by means of compactness arguments. The strength of this convergence improves with the degree of incompressibility satisfied by the initial data.

It is well known that many fluids do not satisfy the Newtonian law. There have been many attempts to capture different phenomena for non-Newtonian fluids; see $[5,6,12,16,18,19]$, for example. The fluid of Oldroyd type is one of the classical non-Newtonian fluids with memory. When additional damping mechanisms are added, many mathematical results concerning these systems are proved $[2,7,13,16]$. When the damping mechanism on the deformation tensor $F$ is lost, recently Lin, Liu, and Zhang [15] proved the global existence of classical solutions for the two-dimensional incompressible Oldroyd model by introducing the induced stress to find the dissipation of the system. But it is of interest to see the incompressible system mathematically justified as a limit of the slightly compressible system. However, the two-dimensional inviscid case is still open.

The paper is organized as follows. In section 2, we state the main results of this paper. In section 3, we get the dispersive energy estimates since the local existence and the uniform stability estimates of the solutions of the compressible system (1.1) have been established in [13]. The dispersive energy estimates will allow us to take the limit to obtain a global solution to the incompressible Oldroyd system in section 4.
2. Statements of main results. To avoid complications at the boundary, we concentrate below on the periodic case where $x \in \mathrm{~T}^{2}$, the two-dimensional torus. In fact the whole space problem and the Dirichlet problem of smooth bounded domain can also be treated, at the expense of complicating the proofs below. In the following, $\|\cdot\|,\|\cdot\|_{s}$, and $\|\cdot\|_{\infty}$ will denote the norms in $L^{2}\left(\mathrm{~T}^{2}\right), H^{s}\left(\mathrm{~T}^{2}\right)$, and $L^{\infty}\left(\mathrm{T}^{2}\right)$, respectively.

Define

$$
\begin{gather*}
E_{s}(U(t))=\|\lambda(\rho-1)\|_{s}^{2}+\|u\|_{s}^{2}+\|F-\bar{F}\|_{s}^{2} \\
\widetilde{E}_{s}(U(t))=\sum_{|\alpha| \leq s} \int_{\mathrm{T}^{2}}\left(\lambda^{2} \frac{p^{\prime}(\rho)}{\rho}\left|\nabla^{\alpha}(\rho-1)\right|^{2}+\rho\left|\nabla^{\alpha} u\right|^{2}+\rho\left|\nabla^{\alpha}(F-\bar{F})\right|^{2}\right) d x \tag{2.1}
\end{gather*}
$$

where $U(t)=(\rho, u, F)$ and $\bar{F}$ is a constant $2 \times 2$ matrix with $\operatorname{det}(\bar{F})=1$. It is obvious that if $|\rho-1|$ is small, we have

$$
\begin{equation*}
E_{s}(U(t)) \sim \widetilde{E}_{s}(U(t)) \tag{2.2}
\end{equation*}
$$

Theorem 2.1. Consider the compressible Oldroyd model (1.1) with the following initial datum in $H^{s+1}\left(T^{2}\right)$ (integer $s \geq 4$ ):

$$
\begin{equation*}
\rho^{\lambda}(0, x)=1+\tilde{\rho}_{0}^{\lambda}(x), \quad u^{\lambda}(0, x)=u_{0}(x)+\widetilde{u}_{0}^{\lambda}(x), \quad F^{\lambda}(0, x)=F_{0}(x)+\widetilde{F}_{0}^{\lambda}(x), \tag{2.3}
\end{equation*}
$$

where $u_{0}(x), F_{0}(x)$ satisfy the incompressible constraints

$$
\begin{equation*}
\nabla \cdot u_{0}=0, \quad \nabla \cdot F_{0}^{T}=0, \quad \operatorname{det} F_{0}=1 \tag{2.4}
\end{equation*}
$$

(where $\nabla \cdot F_{0}^{T}=0$ means $\partial_{j}\left(F_{0}\right)_{j i}=0, i=1,2$, as was pointed out before) and $\widetilde{\rho}_{0}^{\lambda}(x), \widetilde{u}_{0}^{\lambda}(x), \widetilde{F}_{0}^{\lambda}(x)$ are assumed to satisfy

$$
\begin{equation*}
\left\|\widetilde{\rho}_{0}^{\lambda}(x)\right\|_{s} \leq \delta_{0} / \lambda^{2}, \quad\left\|\widetilde{u}_{0}^{\lambda}(x)\right\|_{s+1} \leq \delta_{0} / \lambda, \quad\left\|\widetilde{F}_{0}^{\lambda}(x)\right\|_{s} \leq \delta_{0} / \lambda, \quad \delta_{0} \quad \text { small. } \tag{2.5}
\end{equation*}
$$

Then the following statements hold.
Uniform stability: There exist fixed constants $T_{0}$ and $\kappa$ independent of $\lambda$ such that a unique classical $C^{2}$ solution $\left(\rho^{\lambda}, u^{\lambda}, F^{\lambda}\right)$ of the compressible Oldroyd system (1.1) exists for all large $\lambda$ on the time interval $\left[0, T_{0}\right]$. Furthermore, the solution family satisfies

$$
\begin{equation*}
E_{s}\left(U^{\lambda}(t)\right)+E_{s-1}\left(\partial_{t} U^{\lambda}(t)\right)+\mu \int_{0}^{T_{0}}\left(\left\|\nabla u^{\lambda}\right\|_{s}^{2}+\left\|\nabla \partial_{t} u^{\lambda}\right\|_{s-1}^{2}\right) d t \leq \kappa \tag{2.6}
\end{equation*}
$$

for all $t \in\left[0, T_{0}\right]$. Moreover, we have

$$
\begin{equation*}
E_{s}\left(U^{\lambda}(t)\right)+\mu \int_{0}^{T_{0}}\left\|\nabla u^{\lambda}\right\|_{s}^{2} d t \leq 4\left(\left\|u_{0}\right\|_{s}^{2}+\left\|F_{0}-\bar{F}\right\|_{s}^{2}\right) \tag{2.7}
\end{equation*}
$$

provided $\lambda$ is appropriately large and $t \in\left[0, T_{0}\right]$.
Local existence for incompressible system. There exist functions $u, F$ with $\|u\|_{s}+$ $\|F\|_{s} \leq \kappa, t \in\left[0, T_{0}\right]$, such that

$$
\left\{\begin{array}{l}
\rho^{\lambda} \longrightarrow 1 \text { in } L^{\infty}\left(0, T_{0} ; H^{s}\right) \cap \operatorname{Lip}\left(\left[0, T_{0}\right], H^{s-1}\right),  \tag{2.8}\\
\left(u^{\lambda}, F^{\lambda}\right) \longrightarrow(u, F) \text { weakly} \text { in } L^{\infty}\left(0, T_{0} ; H^{s}\right) \cap \operatorname{Lip}\left(\left[0, T_{0}\right], H^{s-1}\right) \\
\left(u^{\lambda}, F^{\lambda}\right) \longrightarrow(u, F) \text { in } C\left(\left[0, T_{0}\right], H^{s-\epsilon}\right),
\end{array}\right.
$$

where $\epsilon$ is an arbitrarily small positive constant. The function $(u, F)$ is a $C^{2}$ solution of equations of the incompressible Oldroyd type

$$
\left\{\begin{array}{c}
\nabla \cdot u=0  \tag{2.9}\\
P\left\{\partial_{t} u+u \cdot \nabla u-\mu \Delta u-\nabla \cdot\left(F F^{T}\right)\right\}=0 \\
\partial_{t} F+u \cdot \nabla F=\nabla u F
\end{array}\right.
$$

with the initial datum

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad F(0, x)=F_{0}(x) \tag{2.10}
\end{equation*}
$$

which satisfy the constraints (2.4), where $P$ is the $L^{2}$-projection on the divergence-free vector fields.

Remark 2.1. If we denote

$$
\partial_{t} u+u \cdot \nabla u-\mu \Delta u-\nabla \cdot\left(F F^{T}\right)=\nabla q
$$

then we have

$$
\frac{1}{\rho^{\lambda}} \lambda^{2} \nabla p\left(\rho^{\lambda}\right) \longrightarrow \nabla q \text { weakly }{ }^{*} \text { in } L^{\infty}\left(0, T_{0} ; H^{s-2}\right) \cap L^{2}\left(0, T_{0} ; H^{s-1}\right)
$$

which means that $\lambda^{2}\left(\left\|\nabla \rho^{\lambda}\right\|_{s-2}+\int_{0}^{t}\left\|\nabla \rho^{\lambda}\right\|_{s-1}^{2} d t\right)$ is uniformly bounded in $t \in\left[0, T_{0}\right]$.
We can use the method originally for general quasi-linear hyperbolic systems and viscous equations developed by Klainerman and Majda [10] and modified for the case when the "slow scale" $F$ has no damping mechanism (see [13]).

Theorem 2.2. Consider the solutions of the two-dimensional compressible Oldroyd model obtained in Theorem 2.1. Suppose that the initial datum additionally satisfies

$$
\begin{equation*}
\left\|u_{0}\right\|_{s}+\left\|F_{0}-\bar{F}\right\|_{s}<\varepsilon \tag{2.11}
\end{equation*}
$$

where $\varepsilon$ is a positive constant and

$$
\bar{F}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

Suppose further that the disturbances from $\left(1, u_{0}, F_{0}\right)$ satisfy (2.5). If $\varepsilon$ is sufficiently small, then for every fixed $\bar{T}>0$, the solution $\left(\rho^{\lambda}, u^{\lambda}, F^{\lambda}\right)$ satisfies the following estimates:

$$
\begin{gather*}
E_{s}\left(U^{\lambda}(t)\right)+\mu \int_{0}^{t}\left\|\nabla u^{\lambda}\right\|_{s}^{2} d t \leq C \varepsilon^{2}, \quad t \in\left[0, T^{\lambda}\right) \\
E_{s-1}\left(\partial_{t} U^{\lambda}(t)\right)+\mu \int_{0}^{t}\left\|\nabla \partial_{t} u^{\lambda}\right\|_{s-1}^{2} d t \leq C \exp C t, \quad 0 \leq t \leq \bar{T} \tag{2.12}
\end{gather*}
$$

where $T^{\lambda}>\bar{T}$ and $T^{\lambda} \longrightarrow \infty$ as $\lambda \longrightarrow \infty$.
We point out that the uniform bounds for the initial energy in (2.5) imply, in the limit as $\lambda \longrightarrow \infty$, that the initial deformation is driven toward incompressibility. Since the bounds on the energy from Theorem 2.2 are uniform in $\lambda$, we will be able to take the limit as $\lambda$ goes to infinity to obtain a global solution to the equations of incompressible Oldroyd type (1.2).

Theorem 2.3. Consider the two-dimensional incompressible system of Oldroyd type (1.2) with the initial datum (2.10) which satisfies the constraints (2.4) and (2.11). Then there exists a unique global classical solution $(u, F)$ which satisfies

$$
\begin{equation*}
\|u\|_{s}+\|F-\bar{F}\|_{s} \leq C \varepsilon \tag{2.13}
\end{equation*}
$$

provided $\varepsilon$ is sufficiently small.
3. Dispersive energy estimates and proof of Theorem 2.2. In this section we will derive the dispersive energy estimates and prove Theorem 2.2. We refer the reader to [13] for the proof of Theorem 2.1. As a result, we have

$$
\begin{align*}
& \left\|\lambda\left(\rho^{\lambda}-1\right)\right\|_{s}^{2}+\left\|u^{\lambda}\right\|_{s}^{2}+\left\|F^{\lambda}-\bar{F}\right\|_{s}^{2} \leq 4\left(\left\|u_{0}\right\|_{s}^{2}+\left\|F_{0}-\bar{F}\right\|_{s}^{2}\right) \leq 4 \varepsilon^{2}  \tag{3.1}\\
& \left\|\lambda \rho_{t}^{\lambda}\right\|_{s-1}+\left\|\lambda \nabla \cdot u^{\lambda}\right\|_{s-1}+\left\|\partial_{t} u^{\lambda}\right\|_{s-1}+\left\|\partial_{t} F^{\lambda}\right\|_{s-1} \\
& \quad+\mid \lambda^{2} \nabla \rho^{\lambda}\left\|_{s-2}+\int_{0}^{t}\right\| \lambda^{2} \nabla \rho^{\lambda}\left\|_{s-1}^{2}+\right\| \nabla \partial_{t} \dot{u}^{\lambda} \|_{s-1}^{2} d t \leq \kappa
\end{align*}
$$

provided $\lambda$ is appropriately large and $0 \leq t \leq T_{0}$. In fact, noting (2.6) and (2.7), we need only to check the bound of the term $\left\|\lambda \nabla \cdot u^{\lambda}\right\|_{s-1}$. We rewrite the first equation of (1.1) as

$$
\nabla \cdot u^{\lambda}=\partial_{t} \rho^{\lambda}+u^{\lambda} \cdot \nabla\left(\rho^{\lambda}-1\right)+\left(\rho^{\lambda}-1\right) \nabla \cdot u^{\lambda}
$$

Thus by using the Sobolev imbedding and Lemma 3.2 below, we obtain

$$
\begin{aligned}
\left\|\lambda \nabla \cdot u^{\lambda}\right\|_{s-1} \leq & C\left(\left\|\lambda \partial_{t} \rho^{\lambda}\right\|_{s-1}+\left\|\lambda\left(\rho^{\lambda}-1\right)\right\|_{s-1}\left\|\nabla \cdot u^{\lambda}\right\|_{\infty}\right. \\
& +\left\|\nabla \cdot u^{\lambda}\right\|_{s-1}\left\|\lambda\left(\rho^{\lambda}-1\right)\right\|_{\infty} \\
& \left.\quad+\left\|\nabla\left(\rho^{\lambda}-1\right)\right\|_{s-1}\left\|u^{\lambda}\right\|_{\infty}+\left\|u^{\lambda}\right\|_{s-1}\left\|\nabla\left(\rho^{\lambda}-1\right)\right\|_{\infty}\right) \\
\leq & C\left(\left\|\lambda \partial_{t} \rho^{\lambda}\right\|_{s-1}+\left\|\lambda\left(\rho^{\lambda}-1\right)\right\|_{s}\right)
\end{aligned}
$$

which gives the desired bound.
Before proving Theorem 2.2, we first show the following proposition, which is essential and will be used to get the dispersive energy estimates.

Proposition 3.1. If we set the density in the undeformed reference configuration equal to one, then we have

$$
\begin{equation*}
\partial_{j}\left(\rho F_{j i}\right)=0 \tag{3.3}
\end{equation*}
$$

for $i=1,2$.
Proof. Noting the identity

$$
\partial_{X_{j}}\left[(\operatorname{det} F) F^{-T}\right]_{i j}=0, \quad i=1,2
$$

we can use the conservation law of mass $\rho \cdot \operatorname{det} F=1$ to get

$$
\begin{aligned}
\frac{1}{\rho} \nabla \cdot\left(\rho F F^{T}\right)_{i} & =\operatorname{det} F \frac{\partial X_{k}}{\partial x_{j}} \partial_{X_{k}}\left(\rho F F^{T}\right)_{i j} \\
& =\operatorname{det} F F_{j k}^{-T} \partial_{X_{k}}\left(\rho F_{i l} F_{l j}^{T}\right) \\
& =\partial_{X_{k}}\left(F_{j k}^{-T} F_{i l} F_{l j}^{T}\right) \\
& =\partial_{X_{k}} F_{i k} \\
& =F_{j k} \partial_{j} F_{i k},
\end{aligned}
$$

and hence

$$
\partial_{j}\left(\rho F_{j i}\right)=0
$$

for $i=1,2$.
We are now ready to move to the proof of the main results of this section. As it is rather long, we divide it into four steps.

Proof of Theorem 2.2.
Step 1. Define

$$
\begin{equation*}
(\dot{\rho}, \dot{u}, \dot{F})=(\rho-1, u, F-\bar{F}) \tag{3.4}
\end{equation*}
$$

One can rewrite system (1.1) as

$$
\left\{\begin{array}{l}
\partial_{t} \dot{\rho}+\dot{u} \cdot \nabla \dot{\rho}+\rho \nabla \cdot \dot{u}=0  \tag{3.5}\\
\partial_{t} \dot{u}+\dot{u} \cdot \nabla \dot{u}+\lambda^{2} \frac{p^{\prime}(\rho)}{\rho} \nabla \dot{\rho}=\frac{\mu}{\rho}(\Delta \dot{u}+\nabla(\nabla \cdot \dot{u})) \\
\quad+\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)+\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right), \\
\\
\partial_{t} \dot{F}+\dot{u} \cdot \nabla \dot{F}=\nabla \dot{u} \dot{F}+\nabla \dot{u} \bar{F}
\end{array}\right.
$$

We will use the so-called energy method. Let $U(t, x)=(\rho(t, x), u(t, x), F(t, x))$ be a local solution of the compressible Oldroyd model (1.1) obtained in Theorem 2.1. Start by applying the derivative $D^{\alpha},|\alpha| \leq s$, to the system (3.5). We have

$$
\left\{\begin{array}{l}
\partial_{t} D^{\alpha} \dot{\rho}+\dot{u} \cdot \nabla D^{\alpha} \dot{\rho}+\rho \nabla \cdot D^{\alpha} \dot{u} \\
\quad+\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{\rho})-\dot{u} \cdot \nabla D^{\alpha} \dot{\rho}\right]+\left[D^{\alpha}(\rho \nabla \cdot \dot{u})-\rho \nabla \cdot D^{\alpha} \dot{u}\right]=0 \\
\partial_{t} D^{\alpha} \dot{u}+\dot{u} \cdot \nabla D^{\alpha} \dot{u}+\lambda^{2} \frac{p^{\prime}(\rho)}{\rho} \nabla D^{\alpha} \dot{\rho} \\
\quad-\frac{\mu}{\rho}\left(\Delta D^{\alpha} \dot{u}+\nabla \nabla \cdot D^{\alpha} \dot{u}\right)+\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{u})-\dot{u} \cdot \nabla D^{\alpha} \dot{u}\right] \\
\quad+\lambda^{2}\left[D^{\alpha}\left(\frac{p^{\prime}(\rho)}{\rho} \nabla \dot{\rho}\right)-\frac{p^{\prime}(\rho)}{\rho} \nabla D^{\alpha} \dot{\rho}\right]  \tag{3.6}\\
= \\
\quad \frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \dot{F}^{T}\right)+\frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right) \\
\quad+\left[D^{\alpha}\left(\frac{\mu}{\rho}(\Delta \dot{u}+\nabla \nabla \cdot \dot{u})\right)-\frac{\mu}{\rho}\left(\Delta D^{\alpha} \dot{u}+\nabla \nabla \cdot D^{\alpha} \dot{u}\right)\right] \\
\quad+\left[D^{\alpha}\left(\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right)-\frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \dot{F}^{T}\right)\right] \\
\quad+\left[D^{\alpha}\left(\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right)\right)-\frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right)\right] \\
\partial_{t} D^{\alpha} \dot{F}+\dot{u} \cdot \nabla D^{\alpha} \dot{F}+\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{F})-\dot{u} \cdot \nabla D^{\alpha} \dot{F}\right] \\
= \\
\quad \nabla D^{\alpha} \dot{u} \dot{F}+\nabla D^{\alpha} \dot{u} \bar{F}+\left[D^{\alpha}(\nabla \dot{u} \dot{F})-\nabla D^{\alpha} \dot{u} \dot{F}\right]
\end{array}\right.
$$

Next we proceed with the energy method by taking the $L^{2}$ inner product of (3.6) with $\lambda^{2} \frac{p^{\prime}(\rho)}{\rho} D^{\alpha} \dot{\rho}, \rho D^{\alpha} \dot{u}$, and $\rho D^{\alpha} \dot{F}$, respectively. Then after integration by parts we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \widetilde{E}\left(D^{\alpha} U(t)\right)+\mu\left(\left\|D^{\alpha} \nabla \dot{u}\right\|^{2}+\left\|D^{\alpha} \nabla \cdot \dot{u}\right\|^{2}\right)=\sum_{1 \leq j \leq 9} I_{j} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
I_{5}= & -\lambda^{2} \int_{\mathrm{T}^{2}} \frac{p^{\prime}(\rho)}{\rho}\left\{\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{\rho})-\dot{u} \cdot \nabla D^{\alpha} \dot{\rho}\right]+\left[D^{\alpha}(\rho \nabla \cdot \dot{u})-\rho \nabla \cdot D^{\alpha} \dot{u}\right]\right\} D^{\alpha} \dot{\rho} \\
& +\rho\left[D^{\alpha}\left(\frac{p^{\prime}(\rho)}{\rho} \nabla \dot{\rho}\right)-\frac{p^{\prime}(\rho)}{\rho} \nabla D^{\alpha} \dot{\rho}\right] \cdot D^{\alpha} \dot{u} d x \tag{3.12}
\end{align*}
$$

$I_{6}=-\int_{\mathrm{T}^{2}} \rho\left\{\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{u})-\dot{u} \cdot \nabla D^{\alpha} \dot{u}\right] \cdot D^{\alpha} \dot{u}+\left[D^{\alpha}(\dot{u} \cdot \nabla \dot{F})-\dot{u} \cdot \nabla D^{\alpha} \dot{F}\right]_{i k} D^{\alpha} \dot{F}_{i k}\right\} d x$,

$$
\begin{align*}
I_{7}= & \int_{\mathrm{T}^{2}} \rho\left[D^{\alpha}\left(\frac{\mu}{\rho}(\Delta \dot{u}+\nabla \nabla \cdot \dot{u})\right)-\frac{\mu}{\rho}\left(\Delta D^{\alpha} \dot{u}+\nabla \nabla \cdot D^{\alpha} \dot{u}\right)\right] \cdot D^{\alpha} \dot{u} d x  \tag{3.14}\\
I_{8}= & \int_{\mathrm{T}^{2}} \rho\left[D^{\alpha}\left(\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right)-\frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \dot{F}^{T}\right)\right] \cdot D^{\alpha} \dot{u}  \tag{3.15}\\
& +\rho\left[D^{\alpha}\left(\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right)\right)-\frac{1}{\rho} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right)\right] \\
& \cdot D^{\alpha} \dot{u}+\rho\left[D^{\alpha}(\nabla \dot{u} \dot{F})-\nabla D^{\alpha} \dot{u} \dot{F}\right]_{i k} D^{\alpha} \dot{F}_{i k} d x, \\
& I_{9}=\int_{\mathrm{T}^{2}} \nabla \cdot D^{\alpha}\left(\rho \dot{F} \bar{F}^{T}+\rho \bar{F} \dot{F}^{T}\right) D^{\alpha} \dot{u}+\rho \partial_{j} D^{\alpha} \dot{u}^{i} \bar{F}_{j k} D^{\alpha} \dot{F}_{i k} d x . \tag{3.16}
\end{align*}
$$

To estimate the quantities $I_{j}, 1 \leq j \leq 9$, we need the following lemma.
Lemma 3.2. Assume $f, g \in H^{s}\left(T^{2}\right)$. Then for any multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, $|\alpha| \leq s$, we have

$$
\begin{gathered}
\left\|\nabla^{\alpha}(f g)\right\| \leq C\left(\|f\|_{\infty}\left\|\nabla^{\alpha} g\right\|+\|g\|_{\infty}\left\|\nabla^{\alpha} f\right\|\right), \\
\left\|\nabla^{\alpha}(f g)-f \nabla^{\alpha} g\right\| \leq C\left(\|\nabla f\|_{\infty}\|g\|_{s-1}+\|g\|_{\infty}\|\nabla f\|_{s-1}\right) .
\end{gathered}
$$

Lemma 3.3. If $f: R^{n} \longrightarrow R$ is a smooth function, then for any positive integer $s$ and constant $M>0$, we have

$$
\|\nabla f(u)\|_{s-1} \leq C\|\nabla u\|_{s-1}
$$

for all $\|u\|_{s} \leq M$, where $C$ depends only on $s, n, M$, and $f$.
We refer the reader to $[1,10]$ for the proof of the above two lemmas. Now let us estimate the right side of (3.7) term by term.

By Sobolev imbedding,

$$
\begin{align*}
\left|I_{1}\right| & \leq C\left\|\partial_{t} \rho\right\|_{\infty} \int_{\mathrm{T}^{2}}\left[\lambda^{2}\left|D^{\alpha} \dot{\rho}\right|^{2}+\left|D^{\alpha} \dot{u}\right|^{2}+\left|D^{\alpha} \dot{F}\right|^{2}\right] d x \\
& \leq C \lambda^{-1}\left\|\lambda \partial_{t} \rho\right\|_{s-2} \int_{\mathrm{T}^{2}}\left[\lambda^{2}\left|D^{\alpha} \dot{\rho}\right|^{2}+\left|D^{\alpha} \dot{u}\right|^{2}+\left|D^{\alpha} \dot{F}\right|^{2}\right] d x \\
& \leq C \lambda^{-1}\left(\left\|\lambda D^{\alpha} \dot{\rho}\right\|^{2}+\left\|D^{\alpha} \dot{u}\right\|^{2}+\left\|D^{\alpha} \dot{F}\right\|^{2}\right) . \tag{3.17}
\end{align*}
$$

Similarly, we estimate $I_{2}$ and $I_{3}$ as follows:

$$
\begin{align*}
\left|I_{2}\right| & \leq C\left(\|\nabla \cdot \dot{u}\|_{\infty}+\|\nabla \dot{\rho}\|_{\infty}\right) \int_{\mathrm{T}^{2}}\left[\lambda^{2}\left|D^{\alpha} \dot{\rho}\right|^{2}+\left|D^{\alpha} \dot{u}\right|^{2}+\left|D^{\alpha} \dot{F}\right|^{2}\right] d x \\
& \leq C \lambda^{-1}\left(\|\lambda \nabla \dot{\rho}\|_{s-2}+\|\lambda \nabla \cdot \dot{u}\|_{s-2}\right) \int_{\mathrm{T}^{2}}\left[\lambda^{2}\left|D^{\alpha} \dot{\rho}\right|^{2}+\left|D^{\alpha} \dot{u}\right|^{2}+\left|D^{\alpha} \dot{F}\right|^{2}\right] d x \\
& \leq C \lambda^{-1}\left(\left\|\lambda D^{\alpha} \dot{\rho}\right\|^{2}+\left\|D^{\alpha} \dot{u}\right\|^{2}+\left\|D^{\alpha} \dot{F}\right\|^{2}\right), \tag{3.18}
\end{align*}
$$

$$
\left|I_{3}\right| \leq C \lambda^{-1}\left\|\lambda^{2} \nabla \rho\right\|_{s-2} \int_{\mathrm{T}^{2}}\left|\lambda D^{\alpha} \dot{\rho}\right|^{2}+\left|D^{\alpha} \dot{u}\right|^{2} d x
$$

$$
\leq C \lambda^{-1}\left(\left\|\lambda D^{\alpha} \dot{\rho}\right\|^{2}+\left\|D^{\alpha} \dot{u}\right\|^{2}\right)
$$

Step 2. Estimates for $I_{k}$, with $k \geq 4$ when $D^{\alpha}=\nabla^{\alpha},|\alpha|=s$ and $\alpha=0$.
First, we let $D^{\alpha}=\nabla^{\alpha},|\alpha|=s, s \geq 4$. We can use Lemma 3.2 and integration by parts to get

$$
\begin{equation*}
\left|I_{4}\right| \leq C\|\nabla \dot{u}\|_{s}\|\dot{F}\|_{\infty}\left\|\nabla^{\alpha} \dot{F}\right\| \leq C \varepsilon\left(\|\nabla \dot{u}\|_{s}^{2}+\|\Delta \dot{F}\|_{s-2}^{2}\right) \tag{3.20}
\end{equation*}
$$

We now use Lemmas 3.2 and 3.3 to estimate $I_{5}$ to $I_{8}$.

$$
\begin{align*}
& \left|I_{5}\right| \leq C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}\left[\left(\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{s-1}\|\nabla \dot{u}\|_{\infty}+\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{\infty}\|\nabla \dot{u}\|_{s-1}\right)\right. \\
& \left.\quad+\left(\|\lambda \nabla \dot{\rho}\|_{s-1}\|\lambda \nabla \cdot \dot{u}\|_{\infty}+\|\lambda \nabla \dot{\rho}\|_{\infty}\|\lambda \nabla \dot{u}\|_{s-1}\right)\right] \\
& \quad+C \lambda^{-1}\|\dot{u}\|_{s}\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{\infty}\|\lambda \nabla \dot{\rho}\|_{s-1}  \tag{3.21}\\
& \leq C \lambda^{-1}\left(\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{s-1}^{2}+\|\lambda \dot{\rho}\|_{s}^{2}+\|\dot{u}\|_{s}^{2}\right)
\end{align*}
$$

By a similar argument, we have

$$
\left|I_{6}\right| \leq C\left[\|\dot{u}\|_{s}\|\nabla \dot{u}\|_{\infty}\|\nabla \dot{u}\|_{s-1}+\left\|\nabla^{\alpha} \dot{F}\right\|\left(\|\nabla \dot{F}\|_{\infty}\|\nabla \dot{u}\|_{s-1}+\|\nabla \dot{F}\|_{s-1}\|\nabla \dot{u}\|_{\infty}\right)\right]
$$

$$
\begin{equation*}
\leq C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\|\nabla \dot{u}\|_{s}^{2}+\|\Delta \dot{F}\|_{s-2}^{2}\right) \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
\left|I_{7}\right| \leq C\|\dot{u}\|_{s}\left(\|\nabla \dot{\rho}\|_{\infty}\|\Delta \dot{u}\|_{s-1}+\|\nabla \dot{\rho}\|_{s-1}\|\Delta \dot{u}\|_{\infty}\right) \leq C \lambda^{-1}\left(\|\dot{u}\|_{s}^{2}+\|\nabla \dot{u}\|_{s}^{2}\right) \tag{3.23}
\end{equation*}
$$

$$
\left|I_{8}\right| \leq C\left\|\nabla^{\alpha} \dot{u}\right\|\left(\|\nabla \dot{\rho}\|_{s-1}\left\|\nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right\|_{\infty}+\|\nabla \dot{\rho}\|_{\infty}\left\|\nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right\|_{s-1}\right.
$$

$$
\left.+\|\nabla \dot{\rho}\|_{s-1}\|\nabla(\rho \dot{F})\|_{\infty}+\|\nabla \dot{\rho}\|_{\infty}\|\nabla(\rho \dot{F})\|_{s-1}\right)
$$

$$
+C\left\|\nabla^{\alpha} \dot{F}\right\|\left(\|\nabla \dot{u}\|_{\infty}\|\nabla \dot{F}\|_{s-1}+\|\nabla \dot{u}\|_{s-1}\|\nabla \dot{F}\|_{\infty}\right)
$$

$$
\begin{equation*}
\leq C \lambda^{-1}\left(\left\|\nabla^{\alpha} \dot{u}\right\|^{2}+\|\lambda \dot{\rho}\|_{s}^{2}\right)+C \varepsilon\left(\|\nabla \dot{u}\|_{s-1}^{2}+\|\Delta \dot{F}\|_{s-2}^{2}\right) \tag{3.24}
\end{equation*}
$$

At last, we estimate $I_{9}$ as follows:

$$
\begin{aligned}
I_{9}= & \int_{\mathrm{T}^{2}} \nabla \cdot \nabla^{\alpha} \rho\left(\dot{F} \bar{F}^{T}+\bar{F} \dot{F}^{T}\right) \nabla^{\alpha} \dot{u}+\rho \partial_{j} \nabla^{\alpha} \dot{u}^{i} \bar{F}_{j k} \nabla^{\alpha} \dot{F}_{i k} d x \\
= & -\int_{\mathrm{T}^{2}} \bar{F}_{i k} \partial_{j} \nabla^{\alpha-1}\left(\rho \dot{F}_{j k}\right) \nabla \nabla^{\alpha} \dot{u}_{i} \\
& +\left[\partial_{j} \nabla^{\alpha} \dot{u}_{i} \nabla^{\alpha}\left(\rho \dot{F}_{i k} \bar{F}_{j k}\right)-\rho \partial_{j} \nabla^{\alpha} \dot{u}_{i} \nabla^{\alpha} \dot{F}_{i k} \bar{F}_{j k}\right] d x
\end{aligned}
$$

Noting (3.3), we have

$$
\begin{align*}
\left|I_{9}\right| & \leq C \lambda^{-1}\left(\|\nabla \dot{u}\|_{s}^{2}+\|\lambda \dot{\rho}\|_{s}^{2}\right)+C\|\nabla \dot{u}\|_{s}\left(\|\nabla \dot{\rho}\|_{s-1}\|\dot{F}\|_{\infty}+\left\|\nabla^{\alpha-1} \dot{F}\right\|\|\nabla \dot{\rho}\|_{\infty}\right)  \tag{3.25}\\
& \leq C \lambda^{-1}\left(\|\nabla \dot{u}\|_{s}^{2}+\|\lambda \dot{\rho}\|_{s}^{2}+\|\Delta \dot{F}\|_{s-2}^{2}\right)
\end{align*}
$$

On the other hand, when $|\alpha|=0$, we have $I_{5}=I_{6}=I_{7}=I_{8}=0$. Furthermore, if we go back to (3.11) and (3.16), we find

$$
\begin{aligned}
& I_{4}=\int_{\mathrm{T}^{2}}\left[\dot{u}_{i} \partial_{j}\left(\rho \dot{F}_{i k} \dot{F}_{j k}\right)+\rho \dot{F}_{i k} \partial_{j} u_{i} \dot{F}_{j k}\right] d x=0 \\
I_{9}= & \int_{\mathrm{T}^{2}} \dot{u}_{i} \bar{F}_{i k} \partial_{j}\left(\rho \dot{F}_{j k}\right)-\rho \partial_{j} \dot{u}_{i} \dot{F}_{i k} \bar{F}_{j k}+\rho \partial_{j} \dot{u}_{i} \bar{F}_{j k} \dot{F}_{i k} d x \\
= & \int_{\mathrm{T}^{2}} \dot{u}_{i} \bar{F}_{i k} \partial_{j}\left(\rho \bar{F}_{j k}\right) d x \\
= & -\int_{\mathrm{T}^{2}} \dot{u}_{i} \bar{F}_{i k} \partial_{j}\left(\dot{\rho} \bar{F}_{j k}\right) d x .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\left|I_{9}\right| \leq C \lambda^{-1}\left(\|\nabla \dot{u}\|^{2}+\|\lambda \dot{\rho}\|^{2}\right) \tag{3.26}
\end{equation*}
$$

By adding up all these estimates (3.17)-(3.26), we have thus far obtained

$$
\begin{align*}
& \frac{d}{d t}\left[\widetilde{E}(U(t))+\widetilde{E}\left(\nabla^{s} U(t)\right)\right]+\mu\left(\|\nabla \dot{u}\|_{s}^{2}+\|\nabla \cdot \dot{u}\|_{s}^{2}\right) \\
& \quad \leq C \lambda^{-1}\left(\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{s-1}^{2}+E_{s}(U(t))+C \varepsilon\|\Delta \dot{F}\|_{s-2}^{2}\right) \tag{3.27}
\end{align*}
$$

At this stage, it is clear we need to estimate the second term on the right side of the above inequality.

We introduce

$$
\begin{equation*}
w=u-\frac{1}{\mu} \Delta^{-1} \nabla^{\perp} \cdot(\rho \dot{F}) \tag{3.28}
\end{equation*}
$$

where $\nabla^{\perp}=\left(-\partial_{2}, \partial_{1}\right)^{T}$. Noting (3.2), (3.3), and
$\nabla \nabla^{\perp} \cdot \rho \dot{F}=\Delta\left(\begin{array}{cc}\rho \dot{F}_{21} & -\rho \dot{F}_{11} \\ \rho \dot{F}_{22} & -\rho \dot{F}_{12}\end{array}\right)+\left(\begin{array}{cc}-\partial_{2 i}\left(\rho \dot{F}_{i 1}\right) & \partial_{1 i}\left(\rho \dot{F}_{i 1}\right) \\ -\partial_{2 i}\left(\rho \dot{F}_{i 2}\right) & \partial_{1 i}\left(\rho \dot{F}_{i 2}\right)\end{array}\right)+\nabla^{2}\left(\rho \dot{F}_{12}-\rho \dot{F}_{21}\right)$, we find that

$$
\begin{equation*}
\|\Delta \dot{F}\| \leq C(\|\nabla \Delta \dot{u}\|+\|\nabla \Delta w\|)+C \lambda^{-1}\|\lambda \dot{\rho}\|_{2}+\left\|\nabla^{2}\left(\rho \dot{F}_{12}-\rho \dot{F}_{21}\right)\right\| \tag{3.30}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\nabla^{s-2} \Delta \dot{F}\right\| \leq C\left(\|\nabla \Delta \dot{u}\|_{s-2}+\|\nabla \Delta w\|_{s-2}\right)+C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}+\left\|\nabla^{2}\left(\rho \dot{F}_{12}-\rho \dot{F}_{21}\right)\right\|_{s-2} \tag{3.31}
\end{equation*}
$$

From the conservation law of mass $\rho \cdot \operatorname{det}(\dot{F}+\bar{F})=1$ we have

$$
\begin{equation*}
\rho \dot{F}_{21}-\rho \dot{F}_{12}=1-\rho+\rho \dot{F}_{12} \dot{F}_{21}-\rho \dot{F}_{11} \dot{F}_{22} \tag{3.32}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\left\|\nabla^{2}\left(\rho \dot{F}_{12}-\rho \dot{F}_{21}\right)\right\|_{s-2} \leq C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}+C \varepsilon\|\Delta \dot{F}\|_{s-2} \tag{3.33}
\end{equation*}
$$

Combining (3.30), (3.31), (3.32), and (3.33), we obtain

$$
\begin{equation*}
\|\Delta \dot{F}\|_{s-2} \leq C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}+C\left(\|\nabla \Delta \dot{u}\|_{s-2}+\|\nabla \Delta w\|_{s-2}\right) \tag{3.34}
\end{equation*}
$$

Now, substituting (3.34) into (3.27), we finally arrive at

$$
\begin{align*}
& \frac{d}{d t}\left[\widetilde{E}(U(t))+\widetilde{E}\left(\nabla^{s} U(t)\right)\right]+\mu\left(\|\nabla \dot{u}\|_{s}^{2}+\|\nabla \cdot \dot{u}\|_{s}^{2}\right) \\
& \quad \leq C \lambda^{-1}\left(\left\|\lambda^{2} \nabla \dot{\rho}\right\|_{s-1}^{2}+E_{s}(U(t))+C \varepsilon\|\nabla \Delta w\|_{s-2}^{2}\right) \tag{3.35}
\end{align*}
$$

To get the dispersive a priori energy estimates of the solutions of the compressible Oldroyd system (1.1), it is clear we also need an equation of $w$.

Step 3. Estimates for $\|\Delta w\|_{s-2}$ and $E_{s}(U(t))$.
With the aid of (3.3), one can rewrite the momentum equation (the second equation of (3.5)) as

$$
\begin{equation*}
\partial_{t} \dot{u}+\dot{u} \cdot \nabla \dot{u}+\lambda^{2} \frac{1}{\rho} \nabla p=\frac{\mu}{\rho} \Delta w+\frac{\mu}{\rho} \nabla \nabla \cdot \dot{u}+\frac{1}{\rho} \nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)-\frac{1}{\rho} \nabla \rho . \tag{3.36}
\end{equation*}
$$

On the other hand, from the first and third equations of (3.5) we have

$$
\begin{equation*}
\partial_{t}(\rho \dot{F})+\dot{u} \cdot \nabla(\rho \dot{F})=\nabla \dot{u}(\rho \dot{F})+\nabla \dot{u} \rho \bar{F}-\nabla \cdot \dot{u}(\rho \dot{F}) \tag{3.37}
\end{equation*}
$$

By applying $\Delta$ to (3.36) and $-\frac{1}{\mu} \nabla^{\perp}$. to (3.37) and then adding up the resulting equation, we find

$$
\begin{equation*}
\partial_{t} \Delta w+\dot{u} \cdot \nabla \Delta w+\lambda^{2} \frac{1}{\rho} \nabla \Delta p-\frac{\mu}{\rho} \Delta^{2} w-\frac{\mu}{\rho} \nabla \nabla \cdot \Delta \dot{u}=h \tag{3.38}
\end{equation*}
$$

where

$$
\begin{align*}
h_{i}= & -\left[\Delta\left(\dot{u} \cdot \nabla \dot{u}_{i}\right)-\dot{u} \cdot \nabla \Delta \dot{u}_{i}\right]-\lambda^{2}\left[\Delta\left(\frac{1}{\rho} \partial_{i} p\right)-\frac{1}{\rho} \partial_{i} \Delta p\right] \\
& +\frac{1}{\mu}\left[\partial_{1} \dot{u}_{k} \partial_{k}\left(\rho \dot{F}_{i 2}\right)-\partial_{2} \dot{u}_{k} \partial_{k}\left(\rho \dot{F}_{i 1}\right)\right] \\
& +\left[\Delta\left(\frac{\mu}{\rho} \Delta w_{i}\right)-\frac{\mu}{\rho} \Delta^{2} w_{i}\right]+\left[\Delta\left(\frac{\mu}{\rho} \partial_{i} \nabla \cdot \dot{u}\right)-\frac{\mu}{\rho} \partial_{i} \nabla \cdot \Delta \dot{u}\right] \\
& +\Delta\left[\frac{1}{\rho} \partial_{j}\left(\rho \dot{F} \dot{F}^{T}\right)_{i j}-\frac{1}{\rho} \partial_{i} \rho\right]-\frac{1}{\mu} \nabla \frac{1}{j}[\nabla \dot{u} \rho \dot{F}+\nabla \dot{u} \rho \bar{F}-\nabla \cdot \dot{u} \rho \dot{F}]_{i j} \tag{3.39}
\end{align*}
$$

for $i=1,2$.
By taking the $L^{2}$ inner product of (3.38) with $\rho \Delta w$, we can use integration by parts to obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|\rho \Delta w\|^{2}+\mu\|\nabla \Delta w\|^{2}= & \frac{1}{2} \int_{\mathrm{T}^{2}}\left(\nabla \cdot(\rho \dot{u})+\partial_{t} \rho\right)|\Delta w|^{2} d x-\mu(\nabla \cdot \Delta \dot{u}, \nabla \cdot \Delta w) \\
& +\left(\lambda^{2} \Delta p, \Delta \nabla \cdot w\right)+(\rho h, \Delta w) \tag{3.40}
\end{align*}
$$

We can use (3.2) to get

$$
\begin{equation*}
\left.\left.\left|\frac{1}{2} \int_{\mathrm{T}^{2}}\left(\nabla \cdot\left(\rho \dot{u}+\partial_{t} \rho\right)\right)\right| \Delta w\right|^{2} d x \right\rvert\, \leq C \lambda^{-1}\|\Delta w\|^{2} \tag{3.41}
\end{equation*}
$$

On the other hand, from a direct computation we have

$$
\begin{equation*}
\nabla \cdot\left(\nabla^{\perp} \cdot \rho \dot{F}\right)=\partial_{1 i} \dot{F}_{i 2}-\partial_{2 i} \dot{F}_{i 1}=\Delta \rho \tag{3.42}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
-\mu(\nabla \cdot \Delta \dot{u}, \nabla \cdot \Delta w) \leq-\mu\|\nabla \cdot \Delta \dot{u}\|^{2}+C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{2}^{2}+\|\nabla \Delta \dot{u}\|^{2}\right) \tag{3.43}
\end{equation*}
$$

We now estimate the term $(\rho h, \Delta w)$ in (3.40) where $h$ is given in (3.39). First, we use integration by parts to get

$$
\begin{align*}
& \left|\left(-\left[\Delta\left(\dot{u} \cdot \nabla \dot{u}_{i}\right)-\dot{u} \cdot \nabla \Delta \dot{u}_{i}\right]-\frac{1}{\mu} \nabla_{j}^{\perp}[\nabla \dot{u} \rho \dot{F}+\nabla \dot{u} \rho \bar{F}-\nabla \cdot \dot{u} \rho \dot{F}]_{i j}, \rho \Delta w_{i}\right)\right| \\
& \quad \leq\|\Delta w\|_{\infty}\left\|\nabla^{2} \dot{u}\right\|\|\nabla \dot{u}\|+C\|\nabla \Delta w\|\|\nabla \dot{u}\|\|\dot{F}\|_{\infty}+\frac{1}{\mu}\|\nabla \Delta w\|\|\nabla \dot{u}\| \\
& \quad \leq C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\left\|\nabla^{2} \dot{u}\right\|^{2}\right)+\frac{\mu}{2}\|\nabla \Delta w\|^{2}+\frac{2}{\mu^{3}}\|\nabla \dot{u}\|^{2} \tag{3.44}
\end{align*}
$$

We can use the integration by parts to estimate the third term of $(\rho h, \Delta w)$ as follows:
$\left|\left(\left[\partial_{1} \dot{u}_{k} \partial_{k} \dot{F}_{2 i}-\partial_{2} \dot{u}_{k} \partial_{k} \dot{F}_{1 i}\right], \rho \Delta w_{i}\right)\right| \leq C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\|\nabla \Delta w\|^{2}\right)+C \lambda^{-1}\left(\|\Delta w\|^{2}+\|\dot{F}\|^{2}\right)$.
Finally, with the aid of (3.34), we estimate the rest terms of $(\rho h, \Delta w)$ as follows:

$$
\begin{aligned}
& \quad\left(-\lambda^{2}\left[\Delta\left(\frac{1}{\rho} \partial_{i} p\right)-\frac{1}{\rho} \partial_{i} \Delta p\right]+\left[\Delta\left(\frac{\mu}{\rho} \Delta w_{i}\right)-\frac{\mu}{\rho} \Delta^{2} w_{i}\right]\right. \\
& \left.\quad+\Delta\left[\frac{1}{\rho} \partial_{j}\left(\rho \dot{F} \dot{F}^{T}\right)_{j i}+\frac{1}{\rho} \partial_{i} \rho\right], \rho \Delta w_{i}\right) \\
& \leq \\
& \quad C \lambda^{-1}\|\Delta w\|\left(\left\|\lambda^{2} \nabla^{2} \rho\right\|\|\lambda \nabla \rho\|_{\infty}+\|\nabla \Delta w\|\|\lambda \nabla \rho\|_{\infty}+\|\Delta w\|_{\infty}\left\|\lambda \nabla^{2} \rho\right\|\right) \\
& \quad+C \varepsilon\|\nabla \Delta w\|\|\Delta \dot{F}\|+C \lambda^{-1}\|\nabla \Delta w\|\left(\|\lambda \Delta \rho\|+\|\lambda \nabla \rho\|\|\lambda \nabla \rho\|_{\infty}\right) \\
& \leq \\
& \quad C \lambda^{-1}\left(\|\Delta w\|^{2}+\|\lambda \dot{\rho}\|_{2}^{2}+\|\nabla \Delta w\|^{2}\right)+C \varepsilon\left(\|\nabla \Delta w\|^{2}+\|\nabla \Delta \dot{u}\|^{2}\right)
\end{aligned}
$$

Summing up (3.44)-(3.46), we obtain

$$
\begin{align*}
|(\rho h, \Delta w)| \leq & C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\|\nabla \Delta \dot{u}\|^{2}+\|\nabla \Delta w\|^{2}\right) \\
& +C \lambda^{-1}\left(\|\Delta w\|^{2}+\|\lambda \dot{\rho}\|_{2}^{2}+\|\dot{F}\|^{2}\right)+\frac{\mu}{2}\|\nabla \Delta w\|^{2}+\frac{2}{\mu^{3}}\|\nabla \dot{u}\|^{2} \tag{3.47}
\end{align*}
$$

To estimate the term $\left(\lambda^{2} \Delta p, \Delta \nabla \cdot w\right)$, we use the decomposition

$$
\begin{equation*}
\left(\lambda^{2} \Delta p, \Delta \nabla \cdot w\right)=\left(\lambda^{2} \Delta p, \Delta \nabla \cdot \dot{u}\right)-\frac{1}{\mu}\left(\lambda^{2} \Delta p, \nabla \cdot\left(\nabla^{\perp} \cdot \rho \dot{F}\right)\right) \tag{3.48}
\end{equation*}
$$

By multiplying the second equation of system (3.5) by $\rho$ and then applying the divergence operator to the resulting equation, we obtain

$$
\begin{equation*}
\lambda^{2} \Delta p=-\nabla \cdot\left(\rho \partial_{t} \dot{u}\right)+2 \mu \Delta \nabla \cdot \dot{u}-\nabla \cdot(\rho \dot{u} \cdot \nabla \dot{u})+\nabla \cdot\left(\nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right)-2 \Delta \rho \tag{3.49}
\end{equation*}
$$

where we used the equality (3.42). Substituting (3.49) into (3.48), one obtains

$$
\begin{align*}
\left|\left(\lambda^{2} \Delta p, \Delta \nabla \cdot w\right)\right|= & \mid\left(-\nabla \cdot\left(\rho \partial_{t} \dot{u}\right)+2 \mu \Delta \nabla \cdot \dot{u}-\nabla \cdot(\rho \dot{u} \cdot \nabla \dot{u})\right. \\
& \left.+\nabla \cdot\left(\nabla \cdot\left(\rho \dot{F} \dot{F}^{T}\right)\right)-2 \Delta \rho, \Delta \nabla \cdot \dot{u}-\frac{1}{\mu} \Delta \rho\right) \mid \\
\leq & 2 \mu\|\Delta \nabla \cdot \dot{u}\|^{2}+C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{2}^{2}+\|\lambda \Delta \nabla \cdot \dot{u}\|^{2}+\|\Delta \dot{F}\|^{2}\right. \\
& \left.+\left\|\nabla \cdot \partial_{t} \dot{u}\right\|^{2}+\|\nabla \nabla \cdot \dot{u}\|^{2}\right)+C \varepsilon\left(\|\Delta \dot{F}\|^{2}+\|\nabla \dot{u}\|^{2}\right) \\
\leq & 2 \mu\|\Delta \nabla \cdot \dot{u}\|^{2}+C \lambda^{-1}\|\lambda \dot{\rho}\|_{2}^{2} \\
& +C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\|\nabla \Delta \dot{u}\|^{2}+\|\nabla \Delta w\|^{2}\right)+C \lambda^{-1} \tag{3.50}
\end{align*}
$$

where in the last inequality we used (3.2).
Finally, substituting (3.41), (3.43), (3.47), and (3.50) into (3.40), we arrive at $\frac{d}{d t}\|\rho \Delta w\|^{2}+\mu\|\nabla \Delta w\|^{2} \leq C \lambda^{-1}\left(\|\Delta w\|^{2}+\|\lambda \dot{\rho}\|_{2}^{2}+\|\dot{F}\|^{2}\right)+C \varepsilon\left(\|\nabla \dot{u}\|^{2}+\|\nabla \Delta \dot{u}\|^{2}\right)$

$$
\begin{equation*}
+\frac{4}{\mu^{3}}\|\nabla \dot{u}\|^{2}+2 \mu\|\Delta \nabla \cdot \dot{u}\|^{2}+C \lambda^{-1} \tag{3.51}
\end{equation*}
$$

To estimate the higher order derivatives of $w$, we apply $\nabla^{s-2}$ to (3.38) to obtain

$$
\begin{aligned}
& \partial_{t} \nabla^{s-2} \Delta w+\nabla^{s-2}(\dot{u} \cdot \nabla \Delta w)+\lambda^{2} \nabla^{s-2}\left(\frac{1}{\rho} \nabla \Delta p\right)-\nabla^{s-2}\left(\frac{\mu}{\rho} \Delta^{2} w+\frac{\mu}{\rho} \Delta \nabla \nabla \cdot \dot{u}\right) \\
& \quad=\nabla^{s-2} h
\end{aligned}
$$

Then by taking the $L^{2}$ inner product of the resulting equation with $\rho \nabla^{s-2} \Delta w$, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\rho \nabla^{s-2} \Delta w\right\|^{2}+\mu\left\|\nabla^{s-2} \nabla \Delta w\right\|^{2}  \tag{3.52}\\
& =\mu\left(\nabla^{s-2} \nabla \nabla \cdot \Delta \dot{u}, \nabla^{s-2} \Delta w\right)+\frac{1}{2} \int_{\mathrm{T}^{2}}\left(\nabla \cdot(\rho \dot{u})+\partial_{t} \rho\right)\left|\nabla^{s-2} \Delta w\right|^{2} d x \\
& +\left(\nabla^{s-2} h, \rho \nabla^{s-2} \Delta w\right)-\left(\nabla^{s-2}(\dot{u} \nabla \cdot \Delta w)-\dot{u} \nabla^{s-2} \nabla \cdot \Delta w, \rho \nabla^{s-2} \Delta w\right) \\
& +\left(\nabla^{s-2}\left(\frac{\mu}{\rho} \Delta^{2} w+\frac{\mu}{\rho} \Delta \nabla \nabla \cdot \dot{u}\right)-\left(\frac{\mu}{\rho} \nabla^{s-2} \Delta^{2} w+\frac{\mu}{\rho} \nabla^{s-2} \Delta \nabla \nabla \cdot \dot{u}\right), \rho \nabla^{s-2} \Delta w\right) \\
& +\lambda^{2}\left(\nabla^{s-2} \Delta p, \nabla^{s-2} \Delta \nabla \cdot w\right)-\lambda^{2}\left(\nabla^{s-2}\left(\frac{1}{\rho} \nabla \Delta p\right)-\frac{1}{\rho} \nabla^{s-2} \nabla \Delta p, \rho \nabla^{s-2} \Delta w\right)
\end{align*}
$$

In what follows, we will estimate the above terms separately. First, similar to getting (3.41) and (3.43), we have

$$
\begin{align*}
& \mu\left(\nabla^{s-2} \nabla \nabla \cdot \Delta \dot{u}, \nabla^{s-2} \Delta w\right)+\frac{1}{2} \int_{\mathrm{T}^{2}}\left(\nabla \cdot(\rho \dot{u})+\partial_{t} \rho\right)\left|\nabla^{s-2} \Delta w\right|^{2} d x \\
& \quad \leq-\mu\left\|\nabla^{s-2} \nabla \cdot \Delta \dot{u}\right\|^{2}+C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{s}^{2}+\left\|\nabla^{s-2} \Delta w\right\|^{2}+\left\|\nabla^{s-2} \nabla \Delta \dot{u}\right\|^{2}\right) \tag{3.53}
\end{align*}
$$

By using Lemma 3.2, we can estimate the second term of the third line (3.52) as

$$
\begin{equation*}
\left(\nabla^{s-2}(\dot{u} \nabla \cdot \Delta w)-\dot{u} \nabla^{s-2} \nabla \cdot \Delta w, \rho \nabla^{s-2} \Delta w\right) \leq C \varepsilon\|\nabla \Delta w\|_{s-2}^{2} . \tag{3.54}
\end{equation*}
$$

By integration by parts, we can estimate the fourth line of (3.52) as follows:

$$
\begin{align*}
& \left|\left(\nabla^{s-2}\left(\frac{\mu}{\rho} \Delta^{2} w+\frac{\mu}{\rho} \Delta \nabla \nabla \cdot \dot{u}\right)-\left(\frac{\mu}{\rho} \nabla^{s-2} \Delta^{2} w+\frac{\mu}{\rho} \nabla^{s-2} \Delta \nabla \nabla \cdot \dot{u}\right), \rho \nabla^{s-2} \Delta w\right)\right| \\
& =\left\lvert\,\left(\nabla^{s-2}\left(\nabla \frac{\mu}{\rho} \Delta \nabla w+\nabla \frac{\mu}{\rho} \nabla \nabla \nabla \cdot \dot{u}\right)\right.\right. \\
& \left.\quad-\left(\nabla \frac{\mu}{\rho} \nabla^{s-2} \nabla \Delta w+\nabla \frac{\mu}{\rho} \nabla^{s-2} \nabla \nabla \nabla \cdot \dot{u}\right), \rho \nabla^{s-2} \Delta w\right) \mid \\
& \quad+\left\lvert\,\left(\nabla^{s-2}\left(\frac{\mu}{\rho} \Delta \nabla w+\frac{\mu}{\rho} \nabla \nabla \nabla \cdot \dot{u}\right)\right.\right. \\
& \left.\quad-\left(\frac{\mu}{\rho} \nabla^{s-2} \nabla \Delta w+\frac{\mu}{\rho} \nabla^{s-2} \nabla \nabla \nabla \cdot \dot{u}\right), \nabla\left(\rho \nabla^{s-2} \Delta w\right)\right) \mid \\
& \leq C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{s}^{2}+\|\nabla \Delta w\|_{s-2}^{2}\right) . \tag{3.55}
\end{align*}
$$

Noting that $p=p(\rho)$, by using Lemmas 3.2 and 3.3 , we can similarly estimate the last line of (3.52) as follows:

$$
\begin{align*}
& \left|-\lambda^{2}\left(\nabla^{s-2} \nabla\left(\frac{1}{\rho} \Delta p\right)-\frac{1}{\rho} \nabla^{s-2} \nabla \Delta p, \rho \nabla^{s-2} \Delta w\right)\right| \\
= & \lambda^{2} \left\lvert\,\left(\nabla^{s-2} \nabla\left(\nabla \frac{1}{\rho} \nabla p\right)-\nabla \frac{1}{\rho} \nabla^{s-2} \nabla \nabla p, \rho \nabla^{s-2} \Delta w\right)\right. \\
& \left.\quad+\left(\nabla^{s-2} \nabla\left(\frac{1}{\rho} \nabla p\right)-\frac{1}{\rho} \nabla^{s-2} \nabla \nabla p, \nabla\left(\rho \nabla^{s-2} \Delta w\right)\right) \right\rvert\, \\
\leq & C \lambda^{-1}\left(\left\|\lambda^{2} \nabla \rho\right\|_{s-2}\|\lambda \dot{\rho}\|_{s}\left\|\nabla^{s-2} \Delta w\right\|+\left\|\lambda^{2} \nabla \rho\right\|_{s-2}\|\lambda \dot{\rho}\|_{s}\left\|\nabla^{s-2} \Delta \nabla w\right\|\right) \\
\leq & C \lambda^{-1}\left(\|\lambda\|_{s}^{2}+\|\Delta \nabla w\|_{s-2}^{2}\right), \tag{3.56}
\end{align*}
$$

where in the last inequality we used (3.2).
In order to estimate the term ( $\nabla^{s-2} h, \rho \nabla^{s-2} \Delta w$ ), we go back to (3.39). It is rather easy to see that
$\left|\left(\frac{1}{\mu} \nabla^{s-2}\left[\partial_{1} \dot{u}_{k} \partial_{k}\left(\rho \dot{F}_{i 2}\right)-\partial_{2} \dot{u}_{k} \partial_{k}\left(\rho \dot{F}_{i 1}\right)\right], \rho \nabla^{s-2} \Delta w_{i}\right)\right| \leq C \varepsilon\left(\left\|\nabla^{s-2} \nabla \Delta w\right\|^{2}+\|\nabla \dot{u}\|_{s}^{2}\right)$,
$\left|\left(\nabla^{s-2}\left[\Delta\left(\frac{\mu}{\rho} \Delta w_{i}\right)-\frac{\mu}{\rho} \Delta^{2} w_{i}\right]+\nabla^{s-2}\left[\Delta\left(\frac{\mu}{\rho} \partial_{i} \nabla \cdot \dot{u}\right)-\frac{\mu}{\rho} \partial_{i} \nabla \cdot \Delta \dot{u}\right], \rho \nabla^{s-2} \Delta w_{i}\right)\right|$

$$
\begin{align*}
& \left|\left(\nabla^{s-2} \Delta\left[\frac{1}{\rho} \partial_{j}\left(\rho \dot{F} \dot{F}^{T}\right)_{i j}+\frac{1}{\rho} \partial_{i} \rho\right], \rho \nabla^{s-2} \Delta w\right)\right|  \tag{3.60}\\
& \quad \leq C \varepsilon\left(\|\nabla \Delta w\|_{s-2}^{2}+\|\Delta \dot{F}\|_{s-2}^{2}\right)+C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{s}^{2}+\|\nabla \Delta w\|_{s-2}^{2}\right) \\
& \quad \leq C \varepsilon\left(\|\nabla \Delta w\|_{s-2}^{2}+\|\nabla \dot{u}\|_{s}^{2}\right)+C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}^{2}, \tag{3.61}
\end{align*}
$$

$$
\begin{align*}
& \left|\left(\frac{1}{\mu} \nabla^{s-2} \nabla_{j}^{\perp}[\nabla \dot{u} \rho \dot{F}+\nabla \dot{u} \rho \bar{F}-\nabla \cdot \dot{u} \rho \dot{F}]_{i j}, \rho \nabla^{s-2} \Delta w_{i}\right)\right|  \tag{3.62}\\
& \quad \leq C \varepsilon\|\nabla \dot{u}\|_{s-2}^{2}+\frac{\mu}{2}\left\|\nabla^{s-2} \nabla \Delta w\right\|^{2}+\frac{2}{\mu^{3}}\left\|\nabla^{s-2} \nabla \dot{u}\right\|_{s-2}^{2}
\end{align*}
$$

Thus, combining (3.57) through (3.62), we have

$$
\begin{align*}
\left|\left(\nabla^{s-2} h, \rho \nabla^{s-2} \Delta w\right)\right| \leq & C \lambda^{-1}\|\lambda \dot{\rho}\|_{s}^{2}+C \varepsilon\left(\|\nabla \dot{u}\|_{s}^{2}+\|\nabla \Delta w\|_{s-2}^{2}\right) \\
& +\frac{\mu}{2}\left\|\nabla^{s-2} \nabla \Delta w\right\|^{2}+\frac{2}{\mu^{3}}\left\|\nabla^{s-2} \nabla \dot{u}\right\|^{2} . \tag{3.63}
\end{align*}
$$

$$
\begin{align*}
& \left|\left(-\nabla^{s-2}\left[\Delta\left(\dot{u} \cdot \nabla \dot{u}_{i}\right)-\dot{u} \cdot \nabla \Delta \dot{u}_{i}\right], \rho \nabla^{s-2} \Delta w_{i}\right)\right| \leq C \varepsilon\left(\|\nabla \dot{u}\|_{s}^{2}+\|\nabla \Delta w\|_{s-2}^{2}\right),  \tag{3.57}\\
& \left|\left(\lambda^{2} \nabla^{s-2}\left[\Delta\left(\frac{1}{\rho} \partial_{i} p\right)-\frac{1}{\rho} \partial_{i} \Delta p\right], \rho \nabla^{s-2} \Delta w_{i}\right)\right| \leq C \lambda^{-1}\left\|\nabla^{s-2} \nabla \Delta w\right\|\left\|\lambda^{2} \nabla \rho\right\|_{s-2}\|\lambda \dot{\rho}\|_{s} \\
& \leq C \lambda^{-1}\left(\left\|\nabla^{s-2} \nabla \Delta w\right\|^{2}+\|\lambda \dot{\rho}\|_{s}^{2}\right), \tag{3.58}
\end{align*}
$$

provided $\lambda$ is appropriately large.
Finally we estimate the last remaining term $\lambda^{2}\left(\nabla^{s-2} \Delta p, \nabla^{s-2} \Delta \nabla \cdot w\right)$ in (3.52). Noting (3.2) and (3.42), we can use (3.28) and (3.49) to get

$$
\begin{align*}
\lambda^{2}\left(\nabla^{s-2} \Delta p, \nabla^{s-2} \Delta \nabla \cdot w\right)= & \frac{1}{\mu}\left(\nabla^{s-2} \nabla \cdot\left(\rho \partial_{t} \dot{u}\right), \nabla^{s-2} \Delta \rho\right) \\
& +\left(\nabla^{s-1} \nabla \cdot\left(\rho \partial_{t} \dot{u}\right), \nabla^{s-3} \Delta \nabla \cdot \dot{u}\right) \\
& +\left(2 \mu \nabla^{s-2} \Delta \nabla \cdot \dot{u}-\nabla^{s-2} \nabla \cdot(\rho \dot{u} \cdot \nabla \dot{u})+2 \nabla^{s-2} \Delta \rho\right. \\
& \left.+\nabla^{s-2} \nabla \cdot\left(\nabla \cdot \rho \dot{F} \dot{F}^{T}\right), \nabla^{s-2} \Delta \nabla \cdot \dot{u}+\frac{1}{\mu} \nabla^{s-2} \Delta \rho\right) \\
\leq & C \mu\|\nabla \dot{u}\|_{s}^{2}+C \varepsilon\|\nabla \Delta w\|_{s-2}^{2} \\
& +C \lambda^{-1}\left(\|\lambda \dot{\rho}\|_{s}^{2}+\left\|\nabla \cdot \partial_{t} \dot{u}\right\|_{s-1}^{2}\right)+C \lambda^{-1} . \tag{3.64}
\end{align*}
$$

Combining (3.51) through (3.56), (3.63), and (3.64), we obtain

$$
\begin{align*}
& \frac{d}{d t}\left(\|\rho \Delta w\|^{2}+\left\|\rho \nabla^{s-2} \Delta w\right\|^{2}\right)+\mu\|\nabla \Delta w\|_{s-2}^{2}  \tag{3.65}\\
& \quad \leq C \lambda^{-1}\left(E_{s}\left(U(t)+\left\|\nabla \cdot \partial_{t} \dot{u}\right\|_{s-1}^{2}+\|\Delta w\|_{s}^{2}\right)\right)+C\left(\mu+\frac{1}{\mu^{3}}\right)\|\nabla \dot{u}\|_{s}^{2}+C \lambda^{-1}
\end{align*}
$$

Multiplying inequality (3.35) by an appropriately large constant $M\left(\frac{1}{\mu^{3}}+\mu\right)$ and then adding up the resulting inequality with (3.65), we obtain

$$
\begin{align*}
& \frac{d}{d t}\left[\widetilde{E}(U(t))+\widetilde{E}\left(\nabla^{s} U(t)\right)+\|\rho \Delta w\|^{2}+\left\|\rho \nabla^{s-2} \Delta w\right\|^{2}\right]+\left(\|\nabla \dot{u}\|_{s}^{2}+\|\nabla \Delta w\|_{s-2}^{2}\right)  \tag{3.66}\\
& \quad \leq C \lambda^{-1}\left(1+\left\|\lambda^{2} \nabla \rho\right\|_{s-1}^{2}+\left\|\nabla \cdot \partial_{t} \dot{u}\right\|_{s-1}^{2}\right)+C \lambda^{-1}\left[E_{s}(U(t))+\|\Delta w\|_{s-2}^{2}\right]
\end{align*}
$$

Noting (3.2), one can use Gronwall's inequality to obtain

$$
\begin{equation*}
\widetilde{E}(U(t))+\widetilde{E}\left(\nabla^{s} U(t)\right)+\int_{0}^{t}\|\nabla \dot{u}\|_{s}^{2} d t \leq 2\left[\widetilde{E}(U(0))+\widetilde{E}\left(\nabla^{s} U(0)\right)\right]+\lambda^{-1} \widetilde{E}(U(t)) \tag{3.67}
\end{equation*}
$$

for $0 \leq t \leq T_{\lambda}$, with $T_{\lambda}=\lambda^{1-\delta}(\delta<1$ is a small positive constant), provided $\lambda$ is sufficiently large. Noting (2.2) and

$$
\widetilde{E}(U(0))+\widetilde{E}\left(\nabla^{s} U(0)\right) \leq 2\left(\left\|u_{0}\right\|_{s}^{2}+\left\|F_{0}-\bar{F}\right\|_{s}^{2}\right)+\lambda^{-2}
$$

we have

$$
\begin{equation*}
E(U(t))+E\left(\nabla^{s} U(t)\right)+\int_{0}^{t}\|\nabla \dot{u}\|_{s}^{2} d t \leq C\left(\left\|u_{0}\right\|_{s}^{2}+\left\|F_{0}-\bar{F}\right\|_{s}^{2}\right)+\lambda^{-2} \leq C \varepsilon^{2} \tag{3.68}
\end{equation*}
$$

provided $\lambda$ is sufficiently large and $0 \leq t \leq T_{\lambda}$, which gives the proof of the first inequality of (2.2).

Step 4. Estimate for $E_{s-1}\left(\partial_{t} U(t)\right)$.
Let $D^{\alpha}=\partial_{t} \nabla^{\alpha-1},|\alpha|=s$ in (3.7). In this case we do not need the decay. We proceed as before. A similar process for (3.17)-(3.19) yields

$$
\begin{equation*}
\left|I_{1}\right|+\left|I_{2}\right|+\left|I_{3}\right| \leq C \lambda^{-1} E\left(\partial_{t} \nabla^{s-1} U(t)\right) \tag{3.69}
\end{equation*}
$$

To estimate $I_{4}$, we now return to (3.11) and write

$$
I_{4}=\int_{\mathrm{T}^{2}}\left[-\partial_{t} \nabla^{s-1} \partial_{j} \dot{u}_{i} \partial_{t} \nabla^{s-1}\left(\rho \dot{F}_{i k} \dot{F}_{j k}\right)+\rho \partial_{t} \nabla^{s-1} \dot{F}_{i k} \partial_{t} \partial_{j} \nabla^{s-1} u_{i} \dot{F}_{j k}\right] d x
$$

Thus,

$$
\begin{equation*}
\left|I_{4}\right| \leq C \varepsilon E_{s-1}\left(\partial_{t} U(t)\right)+\frac{\mu}{8}\left\|\partial_{t} \nabla^{s-1} \nabla \dot{u}\right\|^{2} \tag{3.70}
\end{equation*}
$$

For the term $I_{5}$, one can use Lemmas 3.2 and 3.3 to estimate it as follows:

$$
\begin{align*}
\left|I_{5}\right| \leq & C \lambda^{2}\left[\| \partial _ { t } \nabla ^ { s - 1 } \dot { \rho } \| \left(\|\nabla \dot{u}\|_{\infty}\left\|\partial_{t} \nabla \dot{\rho}\right\|_{s-2}+\left\|\partial_{t} \nabla \dot{\rho}\right\|_{\infty}\|\nabla \dot{u}\|_{s-2}\right.\right. \\
& \left.+\left\|\partial_{t} \nabla \dot{u}\right\|_{\infty}\|\nabla \dot{\rho}\|_{s-2}+\left\|\partial_{t} \nabla \dot{u}\right\|_{s-2}\|\nabla \dot{\rho}\|_{\infty}\right) \\
& \left.+\left\|\partial_{t} \nabla^{s-1} \dot{u}\right\|\left(\|\nabla \dot{\rho}\|_{\infty}\left\|\partial_{t} \nabla \dot{\rho}\right\|_{s-2}+\left\|\partial_{t} \nabla \dot{\rho}\right\|_{\infty}\|\nabla \dot{\rho}\|_{s-2}\right)\right] \\
\leq & C \varepsilon\left(\left\|\lambda \partial_{t} \nabla^{s-1} \dot{\rho}\right\|^{2}+\left\|\partial_{t} \nabla^{s-1} \dot{u}\right\|^{2}+\left\|\lambda \partial_{t} \dot{\rho}\right\|^{2}+\left\|\partial_{t} \dot{u}\right\|^{2}\right) \tag{3.71}
\end{align*}
$$

Similarly, for the terms $I_{6}, I_{7}, I_{8}$, one can estimate them as follows:

$$
\begin{gather*}
\left|I_{6}\right| \leq C \varepsilon\left(\left\|\partial_{t} \nabla^{s-1} \dot{u}\right\|^{2}+\left\|\partial_{t} \nabla^{s-1} \dot{F}\right\|^{2}\right)  \tag{3.72}\\
\left|I_{7}\right| \leq C \varepsilon \lambda^{-1}\left(\left\|\nabla^{s-1} \partial_{t} \dot{u}\right\|^{2}+\left\|\nabla^{s} \partial_{t} \dot{u}\right\|^{2}+\left\|\lambda \partial_{t} \nabla^{s-1} \dot{\rho}\right\|^{2}\right)  \tag{3.73}\\
\left|I_{8}\right| \leq C \varepsilon\left(\left\|\partial_{t} \nabla^{s-1} \dot{u}\right\|^{2}+\left\|\partial_{t} \nabla^{s-1} \dot{F}\right\|^{2}+\left\|\lambda \partial_{t} \nabla^{s-1} \dot{\rho}\right\|^{2}\right)  \tag{3.74}\\
\left|I_{9}\right| \leq C \varepsilon\left(\left\|\partial_{t} \nabla^{s-1} \dot{F}\right\|^{2}+\left\|\lambda \partial_{t} \nabla^{s-1} \dot{\rho}\right\|^{2}\right)+\frac{\mu}{8}\left\|\partial_{t} \nabla^{s} \dot{u}\right\|^{2} \tag{3.75}
\end{gather*}
$$

On the other hand, when $D^{\alpha}=\partial_{t}$, by using (3.3) one obtains

$$
\begin{aligned}
\left|I_{9}\right| & =\left|\int_{\mathrm{T}^{2}} \partial_{t j}\left(\rho \bar{F}_{i k} \dot{F}_{j k}\right) \partial_{t} \dot{u}^{i}-\partial_{j t} \dot{u}^{i} \partial_{t}\left(\rho \dot{F}_{i k} \bar{F}_{j k}\right)+\rho \partial_{j t} \dot{u}^{i} \bar{F}_{j k} \partial_{t} \dot{F}_{i k} d x\right| \\
& =\left|\int_{\mathrm{T}^{2}}-\partial_{t j} \rho \bar{F}_{j k} \bar{F}_{i k} \partial_{t} \dot{u}^{i}-\partial_{j t} \dot{u}^{i} \partial_{t} \rho \dot{F}_{i k} \bar{F}_{j k} d x\right| \\
& \leq C \lambda^{-1}\left(\left\|\lambda \partial_{t} \dot{\rho}\right\|^{2}+\left\|\lambda \nabla \partial_{t} \dot{\rho}\right\|^{2}+\left\|\partial_{t} \dot{u}\right\|^{2}\right)
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \widetilde{E}\left(\partial_{t} U(t)\right)+\mu\left\|\nabla \partial_{t} \dot{u}\right\|^{2} \leq C \varepsilon E\left(\partial_{t} U(t)\right)+\frac{\mu}{2}\left\|\nabla \partial_{t} \dot{u}\right\|^{2} \tag{3.76}
\end{equation*}
$$

provided $\lambda$ is sufficiently large.
By summing up (3.69)-(3.76), we arrive at

$$
\begin{equation*}
\frac{d}{d t}\left[\widetilde{E}\left(\partial_{t} U(t)\right)+\widetilde{E}\left(\partial_{t} \nabla^{s-1} U(t)\right)\right]+\mu\left\|\nabla \partial_{t} \dot{u}\right\|_{s-1}^{2} \leq C \varepsilon E_{s-1}\left(\partial_{t} U(t)\right) \tag{3.77}
\end{equation*}
$$

Noting (2.4), (2.5), and (2.11), we have

$$
\begin{align*}
E_{s-1}\left(\partial_{t} U(0)\right) \leq & C\left\|\lambda\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right) \nabla \widetilde{\rho}_{0}^{\lambda}\right\|_{s-1}^{2}+\left\|\lambda\left(\widetilde{\rho}_{0}^{\lambda}+1\right) \nabla \cdot \widetilde{u}_{0}^{\lambda}\right\|_{s-1}^{2}+\left\|\lambda^{2} \nabla \widetilde{\rho}_{0}^{\lambda}\right\|_{s-1}^{2} \\
& +\left\|\nabla\left(\nabla \cdot \widetilde{u}_{0}^{\lambda}\right)+\nabla \cdot\left[\left(1+\widetilde{\rho}_{0}^{\lambda}\right)\left(F_{0}+\widetilde{F}_{0}^{\lambda}\right)\left(F_{0}+\widetilde{F}_{0}^{\lambda}\right)^{T}\right]\right\|_{s-1}^{2} \\
& +\left\|\left(\Delta\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right)\right)\right\|_{s-1}^{2}+\left\|\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right) \cdot \nabla\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right)\right\|_{s-1}^{2} \\
& +\left\|\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right) \cdot \nabla\left(F_{0}+\widetilde{F}_{0}^{\lambda}\right)-\nabla\left(u_{0}+\widetilde{u}_{0}^{\lambda}\right)\left(F_{0}+\widetilde{F}_{0}^{\lambda}\right)\right\|_{s-1} \\
\leq 8) & C\left(\delta_{0}^{2}+\left\|u_{0}\right\|_{s+1}^{2}+\left\|F_{0}-\bar{F}\right\|_{s}^{2}\right) . \tag{3.78}
\end{align*}
$$

Combining (3.77) and (3.78), one can use Gronwall's inequality to get

$$
\begin{equation*}
\widetilde{E}\left(\partial_{t} U(t)\right)+\widetilde{E}\left(\partial_{t} \nabla^{s-1} U(t)\right)+\mu \int_{0}^{t}\left\|\nabla \partial_{t} \dot{u}\right\|_{s-1}^{2} d t \leq C \exp C \varepsilon t \tag{3.79}
\end{equation*}
$$

for $0 \leq t \leq T_{\lambda}$.
This completes the proof of Theorem 2.2.
4. Proof of Theorem 2.3. In this section, we will tie everything together and complete the proof Theorem 2.3. For every $\bar{T}>0$, we have from section 3 that

$$
\begin{align*}
E_{s}\left(U^{\lambda}(t)\right) & \leq C \varepsilon^{2}, \quad t \in\left[0, T^{\lambda}\right) \\
E_{s-1}\left(\partial_{t} U^{\lambda}(t)\right) & \leq C \exp C t, \quad 0 \leq t \leq \bar{T} \tag{4.1}
\end{align*}
$$

provided $\lambda>C \bar{T} \exp C \bar{T}$ is sufficiently large.
We have, as $\lambda \longrightarrow \infty$, that $\rho^{\lambda} \longrightarrow 1$ in $L^{\infty}\left(0, \bar{T} ; H^{s}\right) \cap \operatorname{Lip}\left([0, \bar{T}], H^{s-1}\right)$. Moreover, a standard compactness argument based on the Lions-Aubin lemma (see [23], for example) implies that any subsequence of $\left(u^{\lambda}, F^{\lambda}\right)$ has a subsequence with a limit $(u, F)$ with $(u, F-\bar{F}) \in L^{\infty}\left(0, \bar{T} ; H^{s}\right) \cap C\left([0, \bar{T}], H^{s-\epsilon}\right)$ and $\left(u_{t}, F_{t}\right) \in L^{\infty}\left(0, \bar{T} ; H^{s-1}\right)$, where $\epsilon$ is a small positive constant. Now let $\phi(t, x)$ and $\varphi(t, x)$ be two smooth test functions with compact supports in $[0, \bar{T}]$ and $\nabla \cdot \phi=0$. Then

$$
\begin{align*}
& \int_{0}^{\bar{T}} \int_{\mathrm{T}^{2}} \phi\left(\partial_{t} \dot{u}^{\lambda}+\dot{u}^{\lambda} \cdot \nabla \dot{u}^{\lambda}-\frac{\mu}{\rho^{\lambda}} \Delta \dot{u}^{\lambda}-\frac{\mu}{\rho^{\lambda}} \nabla \nabla \cdot \dot{u}^{\lambda}-\frac{1}{\rho^{\lambda}} \nabla \cdot \rho^{\lambda} \dot{F}^{\lambda}\left(\dot{F}^{\lambda}\right)^{T}\right. \\
& \left.-\frac{1}{\rho^{\lambda}} \nabla \cdot\left[\rho^{\lambda} \dot{F}^{\lambda} \bar{F}^{T}+\rho^{\lambda} \bar{F}\left(\dot{F}^{\lambda}\right)^{T}\right]\right) d x d t \\
& =\int_{0}^{\bar{T}} \int_{T^{2}}-\phi \lambda^{2} \nabla \int_{1}^{\rho^{\lambda}} \frac{p^{\prime}(\xi)}{\xi} d \xi d x d t \\
& =0 \tag{4.2}
\end{align*}
$$

and

$$
\int_{0}^{\bar{T}} \int_{\mathrm{T}^{2}} \varphi\left(\partial_{t} \dot{F}^{\lambda}+\dot{u}^{\lambda} \cdot \nabla \dot{F}^{\lambda}-\nabla \dot{u}^{\lambda} \dot{F}^{\lambda}-\nabla \dot{u}^{\lambda} \bar{F}\right) d x d t=0
$$

On the other hand, from the first equation of system (1.1), we have

$$
\nabla \cdot \dot{u}^{\lambda}=\partial_{t} \dot{\rho}^{\lambda}+\dot{u}^{\lambda} \cdot \nabla \dot{\rho}^{\lambda}+\dot{\rho}^{\lambda} \nabla \cdot \dot{u}^{\lambda} .
$$

Let $\lambda \longrightarrow \infty$. We obtain that $(u, F)$ satisfies (2.9) and (2.10) in time interval $t \in[0, \bar{T}]$. By the uniqueness of the classical solution of system (2.9), (2.10), it follows that the convergence is in fact valid for the sequences $u^{\lambda}$ and $F^{\lambda}$ themselves. Since $\bar{T}$ is arbitrary, $(u, F)$ in fact is the unique global classical solution of the incompressible Oldroyd system (1.2) with the initial data (2.10).
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#### Abstract

We are interested in the stability properties of some solutions of viscous incompressible magnetohydrodynamics equations. These solutions are highly oscillating, with frequency involving a small parameter $\varepsilon$. They arise in the study of small-scale dynamo mechanisms. We prove both nonlinear stability and instability results, depending on the time scale under consideration.
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1. Introduction. This paper deals with some oscillatory solutions of the equations of magnetohydrodynamics (MHD). It is motivated by the study of small-scale dynamo mechanisms. Before we state precisely our main results, let us first specify the general framework.

The incompressible MHD equations read in a dimensionless form:

$$
\left\{\begin{array}{l}
\partial_{t} u+u \cdot \nabla u+\nabla p-\frac{1}{\mathrm{Re}} \Delta u=\operatorname{curl} b \times b+f  \tag{1.1}\\
\partial_{t} b-\operatorname{curl}(u \times b)-\frac{1}{\mathrm{Rm}} \Delta b=0 \\
\operatorname{div} u=\operatorname{div} b=0
\end{array}\right.
$$

They describe the evolution of an incompressible and electrically conducting fluid. They are derived from the incompressible Navier-Stokes equations, the Maxwell equations, and Ohm's law in a conducting medium (see [15]). Functions

$$
u=u(t, \mathrm{x}) \in \mathbb{R}^{3}, \quad b=b(t, \mathrm{x}) \in \mathbb{R}^{3}, \quad f=f(t, \mathrm{x}) \in \mathbb{R}^{3}
$$

model, respectively, the fluid velocity, the magnetic field, and an additional forcing term; for instance, due to convection. The space and time variables are $t \in \mathbb{R}^{+}$, $\mathrm{x}=(x, y, z) \in \mathbb{R}^{3}$. We denote

$$
\Delta=\partial_{x}^{2}+\partial_{y}^{2}+\partial_{z}^{2}, \quad \nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)^{t}
$$

and for any $v=\left(v_{1}(\mathrm{x}), v_{2}(\mathrm{x}), v_{3}(\mathrm{x})\right)^{t} \in \mathbb{R}^{3}$,
$\operatorname{div} v=\partial_{x} v_{1}+\partial_{y} v_{2}+\partial_{z} v_{3}, \quad \operatorname{curl} v=\left(\partial_{y} v_{3}-\partial_{z} v_{2}, \partial_{z} v_{1}-\partial_{x} v_{3}, \partial_{x} v_{2}-\partial_{y} v_{1}\right)^{t}$.
Constants Re and Rm are called hydrodynamic and magnetic Reynolds numbers. To lighten the notation, we will assume in what follows that $R e=R m=1$. Note that the divergence-free condition on $b$ is preserved by (1.1b). As soon as it is satisfied initially, it is satisfied for all positive times.

[^43]Roughly speaking, dynamo theory deals with the stability of solutions

$$
(u, b)=(u(t, \mathrm{x}), 0)
$$

of system (1.1). More precisely, it studies the generation of magnetic field from the fluid flow $u$. The basic idea is that the "self-excited" term curl $(u \times b)$ may amplify the magnetic field in the manner of an instability. As long as the fluid motion is strong enough, this transfer from kinetic to magnetic energy may thus prevent the decay of the magnetic field, despite the dissipation term $-\Delta b$.

It is widely accepted that dynamo action takes place in the Earth, in the sun, and in many other planets and stars. Therefore, the understanding of dynamo mechanisms is a major physical issue. It has been the subject of an expansive literature: we refer to the recent review papers by Gilbert [8] and Fearn [5] for a good introduction and appropriate lists of references. Note that most of these references are limited to kinematic dynamos: the Laplace force is neglected, and only the induction equation (1.1b) is considered, at imposed velocity $u$.

Among the mechanisms that have been identified, one of the most famous is the socalled alpha effect. It is based on a scale separation: the velocity and magnetic fields are assumed to vary on (turbulent) time and length scales $\tau$ and $l$, much smaller than the typical macro scales $T$ and $L$. Introducing the ratios $\lambda=\tau / T \ll 1$ and $\beta=l / L \ll 1$, one can write this with little formalism:

$$
\begin{align*}
u & \approx u_{*}\left(t, \mathrm{x}, \lambda^{-1} t, \beta^{-1} \mathrm{x}\right)+\bar{u}(t, \mathrm{x}) \\
b & \approx b_{*}\left(t, \mathrm{x}, \lambda^{-1} t, \beta^{-1} \mathrm{x}\right)+\bar{b}(t, \mathrm{x}) \tag{1.2}
\end{align*}
$$

where $u_{*}$ (resp., $b_{*}$ ) is the fluctuating part of the field, and $\bar{u}$ (resp., $\bar{b}$ ) is its mean part. The basic idea is that the "average" of the fluctuating term $\operatorname{curl}\left(u_{*} \times b_{*}\right)$ can have a destabilizing effect on the mean field $\bar{b}$, generating a dynamo.

This idea was first introduced by Parker [13] in 1955, and in a geophysical context by Braginsky [2]. It has been generalized by Steenbeck, Krause, and Rädler [16]. Let us also mention the important works [14] and [3] on periodic dynamos. Note that the alpha effect has since been confirmed experimentally [17].

The present paper is a small step towards the mathematical study of this mechanism. Namely, we will investigate the stability properties of solutions $(u, 0)$ of (1.1) given by

$$
\begin{equation*}
(u, 0)=\left(\varepsilon^{-1} u^{\varepsilon}, 0\right), \quad u^{\varepsilon}(t, \mathrm{x})=U\left(\varepsilon^{-4} t, \varepsilon^{-2} \mathrm{x}\right) \tag{1.3}
\end{equation*}
$$

where $U=U(\tau, \theta)$ satisfies

$$
\begin{equation*}
U \in H^{\infty}\left(\mathbb{T} \times \mathbb{T}^{3}\right)^{3}, \quad \int_{\mathbb{T} \times \mathbb{T}^{3}} U=0, \quad \operatorname{div}_{\theta} U=0 \tag{1.4}
\end{equation*}
$$

Remark 1. The set $\mathcal{P}$ of profiles $U$ satisfying (1.4) is a Fréchet space, where the topology is induced by the family of norms

$$
\|U\|_{m}^{2}=\sum_{(\omega, \xi) \in \mathbb{Z}^{4}}\left(|\omega|^{2}+|\xi|^{2}\right)^{m}|\hat{U}(\omega, \xi)|^{2}, \quad m \geq 0
$$

where $\hat{U}$ is the Fourier transform with respect to $(\tau, \theta)$. We denote by $d_{\mathcal{P}}$ a metric defining this topology.

Remark 2. We assume that $\varepsilon \ll 1$ and that $\int U=0$, which means we consider fast oscillations with zero mean flow. This is reminiscent of the (somehow crude) modeling of turbulence that we have in mind.

Remark 3. The amplitude and time and length scales in (1.3) are classical (see [8]). In short, one can say using the notation of (1.2) that they correspond to the case

$$
\left|u_{*}\right| \gg|\bar{u}|, \quad\left|b_{*}\right| \ll|\bar{b}| .
$$

Indeed, the oscillatory part $u_{*}=\varepsilon^{-1} u^{\varepsilon}$ of the velocity field is $O\left(\varepsilon^{-1}\right)$, bigger than the $O(1)$ potential mean part $\bar{u}$. On the contrary, our choices $O\left(\varepsilon^{4}\right)$ and $O\left(\varepsilon^{2}\right)$ for time and length scales of $u^{\varepsilon}$ ensure small amplitude for the oscillatory part of $b$. This can be seen formally from (1.1b), as the oscillation $b_{*}=b_{*}\left(t, \mathrm{x}, \tau=\varepsilon^{-4} t, \theta=\varepsilon^{-2} \mathrm{x}\right)$ satisfies

$$
\varepsilon^{-4}\left(\partial_{\tau} b_{*}-\Delta_{\theta} b_{*}\right)=o(1)
$$

We emphasize that other choices for solutions $u^{\varepsilon}$ are possible. In particular, it would be interesting to study oscillating fields with larger wavelength, so as to emphasize the role of the hyperbolic part of (1.1).

We will show that solutions $u^{\varepsilon}$ given by (1.3) are stable on times $t=O(1)$ and "generically" unstable on times $t \sim|\ln (\varepsilon)|$. Substituting $u=\varepsilon^{-1} u^{\varepsilon}+v$ into (1.1), we will rather work with the system

$$
\left\{\begin{array}{l}
\partial_{t} v+\varepsilon^{-1} u^{\varepsilon} \cdot \nabla v+\varepsilon^{-1} v \cdot \nabla u^{\varepsilon}+v \cdot \nabla v+\nabla p-\Delta v=\operatorname{curl} b \times b  \tag{1.5}\\
\partial_{t} b-\varepsilon^{-1} \operatorname{curl}\left(u^{\varepsilon} \times b\right)-\operatorname{curl}(v \times b)-\Delta b=0 \\
\operatorname{div} v=\operatorname{div} b=0
\end{array}\right.
$$

Note that for all $\varepsilon>0$ and all divergence-free fields $v_{0}^{\varepsilon}, b_{0}^{\varepsilon} \in L^{2}\left(\mathbb{R}^{3}\right)^{3}$, system (1.5) has global weak solutions

$$
v, b \in L_{l o c}^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{3}\right)\right)^{3} \cap L_{\text {loc }}^{2}\left(\mathbb{R}^{+} ; \dot{H}^{1}\left(\mathbb{R}^{3}\right)\right)^{3},
$$

with initial data $v_{0}^{\varepsilon}, b_{0}^{\varepsilon}$. Indeed, $u^{\varepsilon}$ and its derivatives are bounded functions, so that a classical Leray-type existence theorem for MHD equations extends easily to (1.5).

We will first prove the following stability result.
Theorem 1.1 (nonlinear stability result). Let $U \in \mathcal{P}$, and let $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ satisfy (1.3). Let $m \in \mathbb{N}$, and let $v_{0}, b_{0}$ be in $H^{\infty}\left(\mathbb{R}^{3}\right)^{3}$ divergence-free.

For all $T \geq 0$, there exist $\delta>0, \varepsilon_{0}>0$ such that if

$$
m \geq 1 \quad \text { or } \quad\left\|\left(v_{0}, b_{0}\right)\right\|_{H^{1 / 2}} \leq \delta,
$$

the Cauchy problem (1.5) with initial data $\varepsilon^{m} v_{0}, \varepsilon^{m} b_{0}$ has a unique solution

$$
v^{\varepsilon}, b^{\varepsilon} \in C^{0}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{3}
$$

for all $\varepsilon<\varepsilon_{0}$. Moreover, it satisfies the following for a positive constant $C$, large $s$, and small enough $\varepsilon$ :

$$
\begin{aligned}
& \sup _{0 \leq t \leq T}\left\|\left(v^{\varepsilon}, b^{\varepsilon}\right)(t, \cdot)\right\|_{L^{2}} \leq C \varepsilon^{m}\left\|\left(v_{0}, b_{0}\right)\right\|_{H^{s}}, \\
& \sup _{0 \leq t \leq T}\left\|\left(v^{\varepsilon}, b^{\varepsilon}\right)(t, \cdot)\right\|_{L^{\infty}} \leq C \varepsilon^{m}\left\|\left(v_{0}, b_{0}\right)\right\|_{H^{s}}
\end{aligned}
$$

We will then prove the following instability result.
Theorem 1.2 (nonlinear instability result). There exists a dense and open subset $\Omega$ of $\mathcal{P}$ such that

- for all $U \in \Omega$, and $\left\{u^{\varepsilon}\right\}_{\varepsilon>0}$ satisfying (1.3), and
- for all $m \in \mathbb{N}$,
one can find $\delta>0$, times $t(\varepsilon)=O(|\ln (\varepsilon)|)$, and families of solutions $\left\{\left(v^{\varepsilon}, b^{\varepsilon}\right)^{t}\right\}_{\varepsilon>0}$ of (1.5) with

$$
\begin{gathered}
v^{\varepsilon}, b^{\varepsilon} \in C^{0}\left(\mathbb{R}^{+} ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{3}, \\
\left\|\left.\partial_{\mathrm{x}}^{\alpha}\left(v^{\varepsilon}, b^{\varepsilon}\right)\right|_{t=0}\right\|_{L^{2}} \leq C_{\alpha} \varepsilon^{m-2|\alpha|+1} \quad \forall \alpha \in \mathbb{N}^{3}
\end{gathered}
$$

and

$$
\left\|\left.b^{\varepsilon}\right|_{t=t(\varepsilon)}\right\|_{L^{2}} \geq \delta
$$

Remark 4. Note that the lower bound in Theorem 1.2 applies to $b^{\varepsilon}$, which is exactly the mathematical expression of an alpha effect: small-scale velocity $u^{\varepsilon}$ generates destabilization of $b=0$.

Remark 5. Theorem (1.2) extends and justifies linear computations carried in [8]. It is also reminiscent of the classical linear computations of Roberts [14] on periodic dynamos. In [14] Roberts studied the equation

$$
\partial_{t} b+\operatorname{curl}\left(u^{\varepsilon} \times b\right)-\nu \varepsilon \Delta b=0, \quad u^{\varepsilon}=U\left(\varepsilon^{-1} t, \varepsilon^{-1} \mathrm{x}\right)
$$

for $U$ periodic with zero mean. He showed an instability result for $\nu$ large enough. However, his analysis, which relied heavily on perturbation theory, does not adapt to our nonlinear framework. Henceforth, we use a drastically different approach, based on energy estimates.

The paper is structured as follows. In section 2 , we introduce an auxiliary singular system. This system involves additional variables, which take into account the dependence of $\left(v^{\varepsilon}, b^{\varepsilon}\right)$ on $\varepsilon^{-4} t, \varepsilon^{-2}$. We construct approximate solutions of this system (section 2.1) and perform a priori estimates (section 2.2). The proof of Theorem 1.1 follows (section 2.3). In section 3, we focus on the instability mechanism. We show that the approximate solutions of section 2 have generically exponential growth (section 3.1) and give precise estimates on this growth (section 3.2). We end with the proof of Theorem 1.2 (section 3.3).
2. Singular system. From the structure of the small-scale flow $u^{\varepsilon}$, we expect solutions $v^{\varepsilon}, b^{\varepsilon}$ of (1.5) to exhibit rapid oscillations, involving $\varepsilon^{-4} t$ and $\varepsilon^{-2}$. In particular, we expect the derivatives of $v^{\varepsilon}, b^{\varepsilon}$ to behave badly. Hence, we do not expect good $H^{s}$ energy estimates on system (1.5). To override this difficulty, we will follow ideas of nonlinear geometric optics (cf. [10]): we will work directly in the class of solutions of the type

$$
\begin{equation*}
\left(v^{\varepsilon}, b^{\varepsilon}\right)^{t}(t, \mathrm{x})=V^{\varepsilon}\left(t, \mathrm{x}, \varepsilon^{-4} t, \varepsilon^{-2} \mathrm{x}\right) \tag{2.1}
\end{equation*}
$$

where $V^{\varepsilon}=V^{\varepsilon}(t, \mathrm{x}, \tau, \theta)$ is periodic in $\tau$ and $\theta$. We will get Sobolev bounds on $V^{\varepsilon}$, which will allow us to control $v^{\varepsilon}, b^{\varepsilon}$ in $L^{2}$ and $L^{\infty}$ (cf. Theorem 1.2).

We introduce the following singular system, of unknown $V=(w, \beta)^{t}$ :
with $\tilde{U}:=(U, 0)^{t}, U=U(\tau, \theta) \in \mathcal{P}$, where for all $V=(w, \beta), \quad \tilde{V}=(\tilde{w}, \tilde{\beta})$,

$$
\begin{aligned}
& B_{\mathrm{x}}(V, \tilde{V}):=\binom{\operatorname{div}_{\mathrm{x}}(w \otimes \tilde{w}-\beta \otimes \tilde{\beta})+\operatorname{div}_{\mathrm{x}}(\tilde{w} \otimes w-\tilde{\beta} \otimes \beta)}{-\operatorname{curl}_{\mathrm{x}}(w \times \tilde{\beta})-\operatorname{curl}_{\mathrm{x}}(\tilde{w} \times \beta)} \\
& B_{\theta}(V, \tilde{V}):=\left(\begin{array}{c}
\operatorname{div}_{\theta}\binom{w \otimes \tilde{w}-\beta \otimes \tilde{\beta})+\operatorname{div}_{\theta}(\tilde{w} \otimes w-\tilde{\beta} \otimes \beta)}{-\operatorname{curl}_{\theta}(w \times \tilde{\beta})-\operatorname{curl}_{\theta}(\tilde{w} \times \beta)}
\end{array},\right.
\end{aligned}
$$

and where

$$
\operatorname{Div}_{\mathrm{x}}=\left(\begin{array}{cc}
\operatorname{div}_{\mathrm{x}} & \\
& \operatorname{div}_{\mathrm{x}}
\end{array}\right), \quad \operatorname{Div}_{\theta}=\left(\begin{array}{cc}
\operatorname{div}_{\theta} & \\
& \operatorname{div}_{\theta}
\end{array}\right)
$$

Note that the quadratic terms in (1.5a) satisfy

$$
\begin{gathered}
u^{\varepsilon} \cdot \nabla v+v \cdot \nabla u^{\varepsilon}=\operatorname{div}\left(u^{\varepsilon} \otimes v\right)+\operatorname{div}\left(v \otimes u^{\varepsilon}\right), \\
\operatorname{curl} b \times b=b \cdot \nabla b-\frac{1}{2} \nabla|b|^{2}=\operatorname{div}(b \otimes b)-\frac{1}{2} \nabla|b|^{2},
\end{gathered}
$$

using the fact that $v, b$ are divergence-free. We thus see that any regular solution $V^{\varepsilon}$ of (2.2) provides a solution $v^{\varepsilon}, b^{\varepsilon}$ of (1.5) through identity (2.1).
2.1. Approximate solutions. Up to the end of the section, we fix time $T>0$, and $m \in \mathbb{N}$. For any

$$
f=f(t, \mathrm{x}, \tau, \theta)=\sum_{\omega, k} f_{\omega, k}(t, \mathrm{x}) e^{i(\omega \tau+k \cdot \theta)}
$$

we denote $\bar{f}=f_{0,0}, f_{*}=f-\bar{f}$.
We first construct approximate solutions of (2.2) of the following type:

$$
\begin{align*}
V^{\varepsilon}(t, \mathrm{x}, \tau, \theta) & \approx \varepsilon^{m} \sum \varepsilon^{i} V^{i}(t, \mathrm{x}, \tau, \theta) \\
p^{\varepsilon}(t, \mathrm{x}, \tau, \theta) & \approx \varepsilon^{m-1} \sum \varepsilon^{i} p^{i}(t, \mathrm{x}, \tau, \theta) \tag{2.3}
\end{align*}
$$

where for all $i \geq 0$,

$$
\left(V^{i}, p^{i}\right)^{t}=\left(w^{i}, \beta^{i}, p^{i}\right)^{t} \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T} \times \mathbb{T}^{3}\right)\right)^{7}, \int \bar{p}^{i}(t, \cdot)=0
$$

We plug approximation (2.3) into the system (2.2). We identify terms of order $\varepsilon^{m+i-4}$ in (2.2a) and of order $\varepsilon^{m+i-2}$ in (2.2b). This yields, for all $i \geq 0$,

$$
\left\{\begin{array}{l}
\left(\partial_{\tau}-\Delta_{\theta}\right) V^{i}=F^{i}  \tag{i}\\
\operatorname{Div}_{\theta} V^{i}=-\operatorname{Div}_{\mathrm{x}} V^{i-2}
\end{array}\right.
$$

where $V^{j}:=0, p^{j}:=0$ for $j<0$, and

$$
\begin{align*}
F^{i}= & -\left(\partial_{t}-\Delta_{\mathrm{x}}\right) V^{i-4}-B_{\mathrm{x}}\left(\tilde{U}, V^{i-3}\right)+\left(\operatorname{div}_{\mathrm{x}} \nabla_{\theta}+\operatorname{div}_{\theta} \nabla_{\mathrm{x}}\right) V^{i-2}  \tag{2.4}\\
& -\sum_{j+J=i-m-4} B_{\mathrm{x}}\left(V^{j}, V^{J}\right)-\sum_{j+J=i-m-2} B_{\theta}\left(V^{j}, V^{J}\right)-B_{\theta}\left(\tilde{U}, V^{i-1}\right) \\
& +\left(\nabla_{\theta} p^{i-1}, 0\right)^{t}+\left(\nabla_{\mathrm{x}} p^{i-3}, 0\right)^{t}
\end{align*}
$$

Note that $\left(S_{0}\right)$ is equivalent to $V_{*}^{0} \equiv 0$. For $i \geq 0$, we take the oscillatory part of $\left(S_{i+1}\right)$ and the average of $\left(S_{i+4}\right)$. We get

$$
\left\{\begin{array}{l}
\left(\partial_{\tau}-\Delta_{\theta}\right) V_{*}^{i+1}=\left(\nabla_{\theta} p_{*}^{i}, 0\right)^{t}-B_{\theta}\left(\tilde{U}, \bar{V}^{i}\right)+G_{*}^{i}  \tag{i}\\
\operatorname{Div}_{\theta} V_{*}^{i+1}=-\operatorname{Div}_{\mathrm{x}} V_{*}^{i-1}, \\
\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{i}=\left(\nabla_{\mathrm{x}} \bar{p}^{i+1}, 0\right)^{t}-\overline{B_{\mathrm{x}}\left(\tilde{U}, V_{*}^{i+1}\right)}-\sum_{j+J=i-m} \overline{B_{\mathrm{x}}\left(V^{j}, V^{J}\right)} \\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{i}=0
\end{array}\right.
$$

where $G_{*}^{i}:=F_{*}^{i+1}-\left(\nabla_{\theta} p_{*}^{i}, 0\right)^{t}+B_{\theta}\left(\tilde{U}, \bar{V}^{i}\right)$ depends only on $V^{0}, \ldots, V^{i-1}, V_{*}^{i}$, and $\nabla_{\mathrm{x}} p_{*}^{i-1}$.

Thus, introducing

$$
X^{i}:=\left(\bar{V}^{i}, V_{*}^{i+1}, p_{*}^{i}, \bar{p}^{i+1}\right)
$$

$\left(T_{i}\right)$ can be seen as a system of unknown $X^{i}$, with data depending on $X^{0}, X^{1}, \ldots, X^{i-1}$. We will show inductively on $i \geq 0$ the solvability of $\left(T_{i}\right)$.

Case $i=0$. Recall that $V_{*}^{0} \equiv 0$. As $\bar{p}^{0}$ does not appear in systems $\left(T_{i}\right)$, we can also assume $\bar{p}^{0} \equiv 0$. System $\left(T_{0}\right)$ depends on the values of $m$.

- $m=0$. The system $\left(T_{0}\right)$ reads

$$
\left\{\begin{array}{l}
\left(\partial_{\tau}-\Delta_{\theta}\right) V_{*}^{1}=\left(\nabla_{\theta} p_{*}^{0}, 0\right)^{t}-B_{\theta}\left(\tilde{U}, \bar{V}^{0}\right) \\
\operatorname{Div}_{\theta} V_{*}^{1}=0 \\
\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{0}=\left(\nabla_{\mathrm{x}} \bar{p}^{1}, 0\right)^{t}-\overline{B_{\mathrm{x}}\left(\tilde{U}, V_{*}^{1}\right)}-B_{\mathrm{x}}\left(\bar{V}^{0}, \bar{V}^{0}\right) \\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{0}=0
\end{array}\right.
$$

Applying $\operatorname{Div}_{\theta}$ to ( $T_{0} \mathrm{a}$ ) and using ( $T_{0} \mathrm{~b}$ ) leads to

$$
\left(\Delta_{\theta} p_{*}^{0}, 0\right)^{t}=\operatorname{Div}_{\theta} B_{\theta}\left(\tilde{U}, \bar{V}^{0}\right)
$$

As the second component of the right-hand side is $\operatorname{div}_{\theta} \operatorname{curl}_{\theta}\left(U \times \bar{\beta}^{0}\right) \equiv 0$, such an equation has a unique solution:

$$
\begin{equation*}
\left(p_{*}^{0}, 0\right)^{t}=\Delta_{\theta}^{-1} \operatorname{Div}_{\theta} B_{\theta}\left(\tilde{U}, \bar{V}^{0}\right) \tag{2.5}
\end{equation*}
$$

Here, $\Delta_{\theta}^{-1}$ denotes the inverse of $\Delta_{\theta}$ in the set of $L^{2}$ periodic functions of $(\tau, \theta)$ with zero average in $\theta$. Thus, we are left with

$$
\left\{\begin{array}{l}
\left(\partial_{\tau}-\Delta_{\theta}\right) V_{*}^{1}=L_{\theta} \bar{V}^{0} \\
\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{0}=\left(\nabla_{\mathrm{x}} \bar{p}^{1}, 0\right)^{t}-\overline{B_{\mathrm{x}}\left(\tilde{U}, V_{*}^{1}\right)}-B_{\mathrm{x}}\left(\bar{V}^{0}, \bar{V}^{0}\right) \\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{0}=0
\end{array}\right.
$$

where

$$
L_{\theta} \bar{V}^{0}:=\nabla_{\theta} \Delta_{\theta}^{-1} \operatorname{Div}_{\theta} B_{\theta}\left(\tilde{U}, \bar{V}^{0}\right)-B_{\theta}\left(\tilde{U}, \bar{V}^{0}\right)
$$

Note that

$$
\begin{equation*}
V_{*}^{1}=\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} L_{\theta} \bar{V}^{0} \tag{2.6}
\end{equation*}
$$

where $\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1}$ denotes the inverse of $\partial_{\tau}-\Delta_{\theta}$ in the set of $L^{2}$ periodic functions of $(\tau, \theta)$ with zero average in $\theta$. We end up with

$$
\left\{\begin{array}{l}
\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{0}=\left(\nabla_{\mathrm{x}} \bar{p}^{1}, 0\right)^{t}-\overline{B_{\mathrm{x}}\left(\tilde{U},\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} L_{\theta} \bar{V}^{0}\right)}-B_{\mathrm{x}}\left(\bar{V}^{0}, \bar{V}^{0}\right)  \tag{2.7}\\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{0}=0
\end{array}\right.
$$

This last system is of the type (1.1), up to the additional linear term

$$
\mathcal{A} \bar{V}^{0}:=-\overline{B_{\mathrm{x}}\left(\tilde{U},\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} L_{\theta} \bar{V}^{0}\right)}
$$

Classical existence results for smooth solutions of Navier-Stokes-type equations extend without difficulty (see [7]). In particular, there exists $\delta=\delta(T)$ such that for all

$$
\bar{V}_{0}^{0} \in H^{\infty}\left(\mathbb{R}^{3}\right)^{6}, \quad \operatorname{Div}_{\mathrm{x}} \bar{V}_{0}^{0}=0, \quad\left\|\bar{V}_{0}^{0}\right\|_{H^{1 / 2}} \leq \delta
$$

system (2.7) has a unique solution

$$
\left(\bar{V}^{0}, \bar{p}^{1}\right) \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{7}, \quad \int \bar{p}^{1}(t, \cdot)=0
$$

with $\left.\bar{V}^{0}\right|_{t=0}=\bar{V}_{0}^{0}$. Together with (2.5) and (2.6), this provides a unique solution

$$
X^{0}=\left(\bar{V}^{0}, V_{*}^{1}, p_{*}^{0}, \bar{p}^{1}\right)
$$

of system $\left(T_{0}\right)$.

- $m \geq 1$. The situation is even simpler, as the quadratic term disappears. We are left with

$$
\left\{\begin{array}{l}
\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{0}=\left(\nabla_{\mathrm{x}} \bar{p}^{1}, 0\right)^{t}+\mathcal{A} \bar{V}^{0}  \tag{2.8}\\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{0}=0
\end{array}\right.
$$

which has regular solutions

$$
\left(\bar{V}^{0}, p^{1}\right)^{t} \in C^{0}\left(\mathbb{R}^{+} ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{7}, \quad \int \bar{p}^{1}(t, \cdot)=0
$$

for any initial data $\bar{V}_{0}^{0}$ in $H^{\infty}\left(\mathbb{R}^{3}\right)^{6}, \operatorname{Div}_{\mathrm{x}} \bar{V}^{0}=0$.
Case $i \geq 1$. The solvability of $\left(T_{i}\right)$ is proved inductively. Let $i \geq 1$, and let $X^{0}, \ldots, X^{i-1}$ solve $\left(T_{0}\right), \ldots,\left(T_{i-1}\right)$ on the time interval $[0, T]$. Applying $\operatorname{Div}_{\theta}$ to ( $T_{i} \mathrm{a}$ ) and using ( $T_{i} \mathrm{~b}$ ) leads to

$$
\begin{equation*}
\left(\Delta_{\theta} p_{*}^{i}, 0\right)^{t}=\operatorname{Div}_{\theta}\left(B_{\theta}\left(\tilde{U}, \bar{V}^{i}\right)-G_{*}^{i}\right)-\left(\partial_{\tau}-\Delta_{\theta}\right) \operatorname{Div}_{\mathrm{x}} V_{*}^{i-1} \tag{2.9}
\end{equation*}
$$

To solve $\left(T_{i}\right)$, we need to verify that the right-hand side of (2.9) has zero second component. This compatibility condition ensures that the magnetic component of our approximation remains divergence-free. It is reminiscent to the fact that $\operatorname{div} b=0$ is preserved by (1.5b).

If we denote $G_{*}^{i}=\left(g_{*}^{i}, h_{*}^{i}\right)^{t}$, then (2.9) has a unique solution if and only if

$$
\operatorname{div}_{\theta} h_{*}^{i}=-\left(\partial_{\tau}-\Delta_{\theta}\right) \operatorname{div}_{\mathbf{x}} \beta_{*}^{i-1}
$$

i.e.,

$$
\begin{equation*}
\operatorname{div}_{\theta} h_{*}^{i}=-\operatorname{div}_{\mathrm{x}} h_{*}^{i-2} \tag{2.10}
\end{equation*}
$$

The expression of $h_{*}^{i}$ yields

$$
\begin{aligned}
\operatorname{div}_{\theta} h_{*}^{i}= & \operatorname{div}_{\theta}\left(-\left(\partial_{t}-\Delta_{\mathbf{x}}\right) \beta^{i-3}+\left(\operatorname{div}_{\mathbf{x}} \nabla_{\theta}+\operatorname{div}_{\theta} \nabla_{\mathrm{x}}\right) \beta^{i-1}\right. \\
& \left.+\operatorname{curl}_{\mathrm{x}}\left(U \times \beta^{i-2}\right)+\operatorname{curl}_{\mathrm{x}} \sum_{j+J=i-m-3} w^{j} \times \beta^{J}\right) \\
=- & \left(\partial_{t}-\Delta_{\mathbf{x}}\right) \operatorname{div}_{\theta} \beta^{i-3}+\left(\operatorname{div}_{\mathbf{x}} \nabla_{\theta}+\operatorname{div}_{\theta} \nabla_{\mathrm{x}}\right) \operatorname{div}_{\theta} \beta^{i-1} \\
& -\operatorname{div}_{\mathbf{x}} \operatorname{curl}_{\theta}\left(U \times \beta^{i-2}\right)-\operatorname{div}_{\mathbf{x}} \operatorname{curl}_{\theta} \sum_{j+J=i-m-3} w^{j} \times \beta^{J}
\end{aligned}
$$

Using that $\operatorname{div}_{\theta} \beta^{i}=-\operatorname{div}_{\mathrm{x}} \beta^{i-2}$ for all $i$ and $\operatorname{div}_{\mathrm{x}} \operatorname{curl}_{\mathrm{x}} \equiv 0$, we get

$$
\begin{aligned}
\operatorname{div}_{\theta} h_{*}^{i}=-\operatorname{div}_{\mathrm{x}}( & -\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \beta^{i-5}+\left(\operatorname{div}_{\mathrm{x}} \nabla_{\theta}+\operatorname{div}_{\theta} \nabla_{\mathrm{x}}\right) \beta^{i-3} \\
& +\operatorname{curl}_{\theta}\left(U \times \beta^{i-2}\right)+\operatorname{curl}_{\mathrm{x}}\left(U \times \beta^{i-4}\right) \\
& \left.+\operatorname{curl}_{\theta} \sum_{j+J=i-m-3} w^{j} \times \beta^{J}+\operatorname{curl}_{\mathrm{x}} \sum_{j+J=i-m-5} w^{j} \times \beta^{J}\right)
\end{aligned}
$$

which is exactly (2.10). Hence,

$$
\begin{equation*}
\left(p_{*}^{i}, 0\right)^{t}=\Delta_{\theta}^{-1} \operatorname{Div}_{\theta} B_{\theta}\left(\tilde{U}, \bar{V}^{i}\right)+H_{*}^{i} \tag{2.11}
\end{equation*}
$$

where $H_{*}^{i}$ depends only on $X^{0}, \ldots, X^{i-1}$. Solving $\left(T_{i}\right.$ a) yields in turn

$$
V_{*}^{i+1}=\left(\partial_{\tau}-\Delta\right)^{-1} L_{\theta} \bar{V}^{i}+I_{*}^{i},
$$

where $I_{*}^{i}$ depends only on $X^{0}, \ldots, X^{i-1}$. We are left with equations of the following type:

$$
\left\{\begin{align*}
&\left(\partial_{t}-\Delta_{\mathrm{x}}\right) \bar{V}^{i}=\left(\nabla_{\mathrm{x}} \bar{p}^{i+1}, 0\right)^{t}+\mathcal{A} \bar{V}^{i}+\bar{J}^{i}  \tag{2.12}\\
&-\delta_{0 m}\left(B_{\mathrm{x}}\left(\bar{V}^{0}, \bar{V}^{i}\right)+B_{\mathrm{x}}\left(\bar{V}^{i}, \bar{V}^{0}\right)\right) \\
& \operatorname{Div}_{\mathrm{x}} \bar{V}^{i}=0
\end{align*}\right.
$$

where $\delta_{0 m}$ is the Kronecker symbol, and where

$$
\bar{J}^{i} \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{6}
$$

depends on $X^{0}, \ldots, X^{i-1}$. This system is linear and of parabolic type. It follows easily that for all initial data $\left.\bar{V}^{i}\right|_{t=0}=\bar{V}_{0}^{i}$ in $H^{\infty}\left(\mathbb{R}^{3}\right)^{6}, \operatorname{Div}_{\mathrm{x}} \bar{V}_{0}^{i}=0$, such a system has a unique solution

$$
\left(\bar{V}^{i}, \bar{p}^{i}\right) \in C^{\infty}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3}\right)\right)^{7}, \quad \int \bar{p}^{i}(t, \cdot)=0
$$

Back to system $\left(T_{i}\right)$, this ends the induction.
2.2. A priori estimates. We now establish some stability estimates on systems of type (2.2) that will be used in sections 2.3 and 3.3. More precisely, let $\left\{T^{\varepsilon}\right\}_{\varepsilon>0}$ be a family of times, and let $\left\{V_{a p p}^{\varepsilon}\right\}_{\varepsilon>0},\left\{F^{\varepsilon}\right\}_{\varepsilon>0}$ be families of functions satisfying,

$$
\forall \varepsilon, \quad V_{a p p}^{\varepsilon}, F_{a p p}^{\varepsilon} \in C\left(\left[0, T^{\varepsilon}\right] ; H^{\infty}\left(\mathbb{T} \times \mathbb{T}^{3} \times \mathbb{R}^{3}\right)\right)^{6}
$$

and such that

$$
\begin{equation*}
\sup _{\varepsilon} \sup _{0 \leq t \leq T^{\varepsilon}}\left\|\partial_{t}^{\alpha} \partial_{\mathrm{x}, \tau, \theta}^{\beta} V_{a p p}^{\varepsilon}(t, \cdot)\right\|_{L^{\infty}} \leq C_{\alpha, \beta} \quad \forall \alpha, \beta \tag{2.13}
\end{equation*}
$$

We define

$$
U^{\varepsilon}:=\tilde{U}+\varepsilon V_{a p p}^{\varepsilon}, \quad \tilde{U}=(U, 0)^{t}, \quad U \in \mathcal{P}
$$

and we consider the following equations:

$$
\left\{\begin{array}{l}
\partial_{t} V+\varepsilon^{-4} \partial_{\tau} V+\varepsilon^{-1}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(U^{\varepsilon}, V\right)+\frac{1}{2}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)(V, V)  \tag{2.14}\\
\quad-\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right)^{2} V=\left(\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) p, 0\right)^{t}+F^{\varepsilon} \\
\operatorname{Div}_{\mathrm{x}} V+\varepsilon^{-2} \operatorname{Div}_{\theta} V=0
\end{array}\right.
$$

We distinguish between the low-frequency part $V_{l}$ and the high-frequency part $V_{h}$ of $V$. We introduce $\chi=\chi(\zeta, \xi) \in C^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T}^{3}\right)$ such that

$$
\begin{array}{ll}
\chi(\zeta, \xi)=1 & \text { for }|\zeta+\xi| \leq \delta \\
\chi(\zeta, \xi)=0 & \text { for }|\zeta+\xi| \geq 2 \delta
\end{array}
$$

where $\delta$ is a fixed number satisfying $0<\delta<1 / 4$. Then we set

$$
V_{l}=\chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right) V, \quad p_{l}=\chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right) p, \quad V_{h}=V-V_{l}, \quad p_{h}=p-p_{l}
$$

where for any $f, \chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right) f$ is the Fourier multiplier defined as

$$
\mathcal{F}\left(\chi\left(\varepsilon^{2} D_{\mathbf{x}}, D_{\theta}\right) f\right)(\zeta, \xi)=\chi\left(\varepsilon^{2} \zeta, \xi\right) \mathcal{F}(f)(\zeta, \xi)
$$

$\mathcal{F}$ being the Fourier transform with respect to x and $\theta$. Finally, we define for all $s \in N$ and for all $t \in\left[0, T^{\varepsilon}\right]$

$$
\begin{aligned}
\Psi_{s}(V ; t):= & \left\|V_{l}(t)\right\|_{H^{s}}^{2}+\varepsilon^{2}\left\|V_{h}(t)\right\|_{H^{s}}^{2}+\int_{0}^{t}\left\|\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) V_{l}(u)\right\|_{H^{s}}^{2} d u \\
& +\varepsilon^{-2} \int_{0}^{t}\left\|V_{h}(u)\right\|_{H^{s}}^{2} d u+\varepsilon^{-2} \int_{0}^{t}\left\|\left(\varepsilon^{2} \nabla_{\mathrm{x}}+\nabla_{\theta}\right) V_{h}(u)\right\|_{H^{s}}^{2} d u \\
\alpha_{s}(V ; t)= & \sup _{0 \leq u \leq t} \Psi_{s}(V ; u)
\end{aligned}
$$

We show the following.
Proposition 2.1. Let $V \in C^{0}\left(\left[0, T^{\varepsilon}\right] ; H^{\infty}\right)^{6}$, satisfying (2.14). Then the following inequality holds, for all $s \geq 5$, for $\varepsilon$ small enough:

$$
\begin{align*}
\alpha_{s}(V ; t) \leq \mathcal{C}_{s}\left(\alpha_{s}(V ; 0)+\varepsilon^{6}\right. & \int_{0}^{t}\left\|F_{h}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u+\int_{0}^{t}\left\|F_{l}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u  \tag{2.15}\\
& \left.+\left(1+\alpha_{s}(V ; t)\right) \int_{0}^{t} \alpha_{s}(V ; u) d u+\alpha_{s}(V ; t)^{2}\right)
\end{align*}
$$

Proof. We start with an $L^{2}$ estimate on (2.14).
$L^{2}$ estimates.

- Estimates on $V_{h}$. We apply $\left(1-\chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right)\right)$ to (2.14). Multiplication by $V_{h}$ and integration yield

$$
\begin{aligned}
\left\|V_{h}(t)\right\|_{L^{2}}^{2}+\varepsilon^{-4} \int_{0}^{t} & \left\|\left(\varepsilon^{2} \nabla_{\mathrm{x}}+\nabla_{\theta}\right) V_{h}\right\|_{L^{2}}^{2} \leq\left\|V_{h}(0)\right\|_{L^{2}}^{2} \\
& +\frac{\left\|U^{\varepsilon}\right\|_{\infty}}{\varepsilon^{3}} \int_{0}^{t}\|V\|_{L^{2}}\left\|\left(\varepsilon^{2} \nabla_{\mathrm{x}}+\nabla_{\theta}\right) V_{h}\right\|_{L^{2}} \\
& +\int_{0}^{t}\|V \otimes V\|_{L^{2}}\left\|\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) V_{h}\right\|_{L^{2}}+\int_{0}^{t}\left\|F_{h}^{\varepsilon}\right\|_{L^{2}}\left\|V_{h}\right\|_{L^{2}}
\end{aligned}
$$

Recall that notation $V \otimes V$ refers to the matrix $\left(V_{j} V_{k}\right)_{j, k}$.
By the Plancherel formula,

$$
\begin{aligned}
\left\|\left(\varepsilon^{2} \nabla_{\mathrm{x}}+\nabla_{\theta}\right) V_{h}\right\|_{L^{2}}^{2} & =\frac{1}{(2 \pi)^{6}} \int\left|\varepsilon^{2} \zeta+\xi\right|^{2}\left|\mathcal{F}\left(V_{h}\right)(\zeta, \xi)\right|^{2} d \zeta d \xi \\
& \geq \frac{\delta^{2}}{(2 \pi)^{6}} \int\left|\mathcal{F}\left(V_{h}\right)(\zeta, \xi)\right|^{2} d \zeta d \xi=\delta^{2}\left\|V^{h}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Hence, for $\varepsilon$ small enough,

$$
\begin{align*}
\left\|V_{h}(t)\right\|_{L^{2}}^{2}+\varepsilon^{-4} \int_{0}^{t}\left\|V_{h}\right\|_{L^{2}}^{2}+\varepsilon^{-4} \int_{0}^{t}\left\|\left(\varepsilon^{2} \nabla_{\mathrm{x}}+\nabla_{\theta}\right) V_{h}\right\|_{L^{2}}^{2} \leq C\left(\left\|V_{h}(0)\right\|_{L^{2}}^{2}\right.  \tag{2.16}\\
\left.+\varepsilon^{-2} \int_{0}^{t}\left\|V_{l}\right\|_{L^{2}}^{2}+\int_{0}^{t}\|V \otimes V\|_{L^{2}}^{2}+\varepsilon^{4} \int_{0}^{t}\left\|F_{h}^{\varepsilon}\right\|_{L^{2}}^{2}\right)
\end{align*}
$$

- Estimates on $V_{l}$. The low-frequency part $V_{l}$ satisfies

$$
\begin{aligned}
& \left.\partial_{t} V_{l}-\left(\nabla_{\mathbf{x}}+\varepsilon^{-2} \nabla_{\theta}\right)\right)^{2} V_{l}=-\left(\left(\nabla_{\mathbf{x}}+\varepsilon^{-2} \nabla_{\theta}\right) p_{l}, 0\right)^{t} \\
& -\frac{1}{2} \chi\left(\varepsilon^{2} D_{\mathbf{x}}, D_{\theta}\right)\left(B_{\mathbf{x}}+\varepsilon^{-2} B_{\theta}\right)(V, V)-\varepsilon^{-1} \chi\left(\varepsilon^{2} D_{\mathbf{x}}, D_{\theta}\right)\left(B_{\mathbf{x}}+\varepsilon^{-2} B_{\theta}\right)\left(U^{\varepsilon}, V\right)
\end{aligned}
$$

The key observation is that

$$
\begin{aligned}
\chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right)\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(U^{\varepsilon}, V\right)= & \chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right)\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(\tilde{U}, V_{h}\right) \\
& +\varepsilon \chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right)\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(V_{a p p}^{\varepsilon}, V\right)
\end{aligned}
$$

Indeed,

$$
\begin{aligned}
\operatorname{supp} \mathcal{F}\left(\left(B_{\mathbf{x}}+\varepsilon^{-2} B_{\theta}\right)\left(\tilde{U}, V_{l}\right)\right) & \subset \operatorname{supp} \mathcal{F}(U)+\operatorname{supp} \mathcal{F}\left(V_{l}\right) \\
& \subset \bigcup_{\xi^{\prime} \in \mathbb{Z}^{3}-\{0\}}\left\{\left(0, \xi^{\prime}\right)\right\}+\left\{(\zeta, \xi),\left|\varepsilon^{2} \zeta+\xi\right| \leq 2 \delta\right\} \\
& \subset\left\{(\zeta, \xi), \quad\left|\varepsilon^{2} \zeta+\xi\right| \geq 1-2 \delta\right\}
\end{aligned}
$$

As $\delta<1 / 4$, we get

$$
\operatorname{supp} \mathcal{F}(U)+\operatorname{supp} \mathcal{F}\left(V_{l}\right) \subset\left\{(\zeta, \xi), \quad\left|\varepsilon^{2} \zeta+\xi\right|>2 \delta\right\}
$$

so that

$$
\chi\left(\varepsilon^{2} D_{\mathrm{x}}, D_{\theta}\right)\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(\tilde{U}, V_{l}\right)=0
$$

We end with the following energy estimates:

$$
\begin{aligned}
\left\|V_{l}(t)\right\|_{L^{2}}^{2}+\int_{0}^{t} \| & \left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) V_{l} \|_{L^{2}}^{2} \leq C\left(\left\|V_{l}(0)\right\|_{L^{2}}^{2}\right. \\
& \left.+\varepsilon^{-2} \int_{0}^{t}\left\|V_{h}\right\|_{L^{2}}^{2}+\int_{0}^{t}\left\|V_{l}\right\|_{L^{2}}^{2}+\int_{0}^{t}\|V \otimes V\|_{L^{2}}^{2}+\int_{0}^{t}\left\|F_{l}^{\varepsilon}\right\|_{L^{2}}^{2}\right)
\end{aligned}
$$

Combining with (2.16), we get

$$
\Psi_{0}(V ; t) \leq C\left(\Psi_{0}(V ; 0)+\int_{0}^{t}\left\|V_{l}\right\|_{L^{2}}^{2}+\int_{0}^{t}\|V \otimes V\|_{L^{2}}^{2}+\varepsilon^{6} \int_{0}^{t}\left\|F_{h}^{\varepsilon}\right\|_{L^{2}}^{2}+\int_{0}^{t}\left\|F_{l}^{\varepsilon}\right\|_{L^{2}}^{2}\right)
$$

$H^{s}$ estimates. We do not detail the derivation of the $H^{s}$ estimates, $s \geq 1$. They follow from differentiating system (2.14) and applying the same argument as above. We get, for all $s$ and for small enough $\varepsilon$,

$$
\begin{align*}
\Psi_{s}(V ; t) \leq C_{s}\left(\Psi_{s}(V ; 0)+\int_{0}^{t}\left\|V_{l}\right\|_{H^{s}}^{2}\right. & +\int_{0}^{t}\|V \otimes V\|_{H^{s}}^{2}  \tag{2.17}\\
& \left.+\varepsilon^{6} \int_{0}^{t}\left\|F_{h}^{\varepsilon}\right\|_{H^{s}}^{2}+\int_{0}^{t}\left\|F_{l}^{\varepsilon}\right\|_{H^{s}}^{2}\right)
\end{align*}
$$

It remains to handle the quadratic terms. As $s \geq 5>7 / 2, H^{s}\left(\mathbb{R}^{3} \times \mathbb{T} \times \mathbb{T}^{3}\right)$ is a Banach algebra. Hence, we obtain the bounds

$$
\begin{aligned}
\int_{0}^{t}\left\|V_{l} \otimes V_{h}\right\|_{H^{s}}^{2} & \leq \int_{0}^{t}\left\|V_{l}\right\|_{H^{s}}^{2}\left\|V_{h}\right\|_{H^{s}}^{2} \\
& \leq\left(\sup _{0 \leq u \leq t}\left\|V_{l}(u)\right\|_{H^{s}}^{2}\right)\left(\int_{0}^{t}\left\|V_{h}\right\|_{H^{s}}^{2}\right)
\end{aligned}
$$

and, in the same way,

$$
\int_{0}^{t}\left\|V_{l} \otimes V_{l}\right\|_{H^{s}}^{2} \leq\left(\sup _{0 \leq u \leq t}\left\|V_{l}(u)\right\|_{H^{s}}^{2}\right)\left(\int_{0}^{t}\left\|V_{l}\right\|_{H^{s}}^{2}\right)
$$

$$
\int_{0}^{t}\left\|V_{h} \otimes V_{h}\right\|_{H^{s}}^{2} \leq\left(\sup _{0 \leq u \leq t} \varepsilon^{2}\left\|V_{h}(u)\right\|_{H^{s}}^{2}\right)\left(\varepsilon^{-2} \int_{0}^{t}\left\|V_{h}\right\|_{L^{2}}^{2}\right)
$$

If we inject these bounds in (2.17), we obtain

$$
\begin{align*}
& \Psi_{s}(V ; t) \leq C_{s}\left(\Psi_{s}(V ; 0)+\varepsilon^{6} \int_{0}^{t}\left\|F_{h}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u+\int_{0}^{t}\left\|F_{l}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u\right.  \tag{2.18}\\
&\left.+\left(1+\alpha_{s}(V ; t)\right) \int_{0}^{t} \Psi_{s}(V ; u) d u+\alpha_{s}(V ; t) \Psi_{s}(V ; t)\right)
\end{align*}
$$

Bound (2.15) follows. This ends the proof of the proposition.
2.3. Proof of Theorem 1.1. We now turn to the proof of Theorem 1.1. Let $\bar{V}_{0}=\left(v_{0}, b_{0}\right)$ in $H^{\infty}\left(\mathbb{R}^{3}\right)^{6}$, such that $\operatorname{Div}_{\mathrm{x}} \bar{V}_{0}=0$. From computations of section 2.1, we infer the existence of $\delta>0$, such that if

$$
\begin{equation*}
m \geq 1 \quad \text { or } \quad\left\|\bar{V}_{0}\right\|_{H^{1 / 2}} \leq \delta \tag{2.19}
\end{equation*}
$$

there exist approximate solutions of (2.2), indexed by $n \in \mathbb{N}$,

$$
\begin{align*}
& V_{a p p}^{\varepsilon, n}=\varepsilon^{m}\left(\bar{V}^{0}(t, \mathrm{x})+\sum_{i=1}^{n} \varepsilon^{i} V^{i}(t, \mathrm{x}, \tau, \theta)+\varepsilon^{n+1} V_{*}^{n+1}\right)  \tag{2.20}\\
& p_{a p p}^{\varepsilon, n}=\varepsilon^{m}\left(p_{*}^{0}(t, \mathrm{x}, \tau, \theta)+\sum_{i=1}^{n} \varepsilon^{i} p^{i}(t, \mathrm{x}, \tau, \theta)+\varepsilon^{n+1} \bar{p}^{n+1}\right) \tag{2.21}
\end{align*}
$$

with $\left.\bar{V}^{0}\right|_{t=0}=\bar{V}_{0}$, and $\left.\bar{V}^{i}\right|_{t=0}=0$ for $i \geq 1$. Profiles $V^{i}$ and $p^{i}$ are found using the recursion of the previous section. They satisfy

$$
\left\{\begin{align*}
\partial_{t} V_{a p p}^{\varepsilon, n} & +\varepsilon^{-4} \partial_{\tau} V_{a p p}^{\varepsilon, n}+\varepsilon^{-1}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(\tilde{U}, V_{a p p}^{\varepsilon, n}\right)  \tag{2.22}\\
& +\frac{1}{2}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(V_{a p p}^{\varepsilon, n}, V_{a p p}^{\varepsilon, n}\right)-\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right)^{2} V_{a p p}^{\varepsilon, n} \\
& =-\left(\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) p_{a p p}^{\varepsilon, n}, 0\right)^{t}+R_{a p p}^{\varepsilon, n} \\
\left(\operatorname{Div}_{\mathrm{x}}\right. & \left.+\varepsilon^{-2} \operatorname{Div}_{\theta}\right) V_{a p p}^{\varepsilon, n}=r_{a p p}^{\varepsilon, n}
\end{align*}\right.
$$

where for all $s, \alpha \in \mathbb{N}$, the remainders $R_{a p p}^{\varepsilon, n}$ and $r_{a p p}^{\varepsilon, n}$ satisfy the following estimates:

$$
\begin{equation*}
\sup _{0 \leq t \leq T^{\varepsilon}}\left\|\partial_{t}^{\alpha} R_{a p p}^{\varepsilon, n}(t)\right\|_{H^{s}} \leq C_{\alpha, s} \varepsilon^{m+n-2}, \sup _{0 \leq t \leq T^{\varepsilon}}\left\|\partial_{t}^{\alpha} r_{a p p}^{\varepsilon, n}(t)\right\|_{H^{s}} \leq C_{\alpha, s} \varepsilon^{m+n} \tag{2.23}
\end{equation*}
$$

We want the second equation of (2.22) to become homogeneous. This is useful in the energy estimates for getting rid of the gradient pressure term. We need to build a function $W_{a p p}^{\varepsilon}$, "sufficiently small," such that

$$
\left(\operatorname{Div}_{\mathrm{x}}+\varepsilon^{-2} \operatorname{Div}_{\theta}\right) W_{a p p}^{\varepsilon}=-r_{a p p}^{\varepsilon, n}
$$

A natural attempt to do so would be to look for $W_{a p p}^{\varepsilon}$ in the form

$$
W_{a p p}^{\varepsilon}=\left(\begin{array}{ll}
\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta} &  \tag{2.24}\\
& \\
& \nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}
\end{array}\right) \Psi^{\varepsilon},
$$

with

$$
\begin{equation*}
-\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right)^{2} \Psi^{\varepsilon}=r_{a p p}^{\varepsilon, n} \tag{2.25}
\end{equation*}
$$

However, it is not obvious that (2.25) has a solution. Indeed, the operator $-\left(\nabla_{\mathrm{x}}+\right.$ $\left.\varepsilon^{-2} \nabla_{\theta}\right)^{2}$ is not elliptic: its symbol $\left(\zeta+\varepsilon^{-2} \xi\right)^{2}$ cancels for all $\zeta=-\varepsilon^{-2} \xi, \xi \in \mathbb{Z}$.

To get rid of this difficulty, we must again distinguish between average and oscillations, and between low frequencies and high frequencies. We first notice that

$$
r_{a p p}^{\varepsilon, n}=\varepsilon^{m+n} \operatorname{Div}_{\mathrm{x}}\left(V_{*}^{n}+\varepsilon V_{*}^{n+1}\right)=r_{a p p, *}^{\varepsilon, n}
$$

Then we infer from the regularity of $V_{a p p}^{\varepsilon, n}$ that

$$
\begin{align*}
& \left\|\partial_{t}^{\alpha} \partial_{\tau}^{\beta} V_{a p p, *, l}^{\varepsilon, n}(t, \cdot, \tau, \cdot)\right\|_{H^{s}}^{2} \\
& \leq \frac{1}{(2 \pi)^{6}} \int_{\left\{\left|\varepsilon^{2} \zeta+\xi\right| \leq 2 \delta\right\}}\left(1+|\zeta|^{2}+|\xi|^{2}\right)^{s}\left|\mathcal{F}\left(\partial_{t}^{\alpha} \partial_{\tau}^{\beta} V_{a p p, *}^{\varepsilon, n}(t, \cdot, \tau, \cdot)\right)\right|^{2} d \zeta d \xi  \tag{2.26}\\
& \leq \frac{1}{(2 \pi)^{6}} \int_{\left\{|\zeta| \geq(1-2 \delta) \varepsilon^{-2}\right\}}\left(1+|\zeta|^{2}+|\xi|^{2}\right)^{s}\left|\mathcal{F}\left(\partial_{t}^{\alpha} \partial_{\tau}^{\beta} V_{a p p, *}^{\varepsilon, n}(t, \cdot, \tau, \cdot)\right)\right|^{2} d \zeta d \xi \\
& \leq C_{k} \varepsilon^{4 k}\left\|\partial_{t}^{\alpha} \partial_{\tau}^{\beta} V_{a p p}^{\varepsilon, n}(t, \cdot, \tau, \cdot)\right\|_{H^{s+k}}=O\left(\varepsilon^{4 k}\right) \quad \forall k>0 .
\end{align*}
$$

Thus, redefining

$$
V_{a p p}^{\varepsilon, n}:=\bar{V}_{a p p}^{\varepsilon, n}+V_{a p p, *, h}^{\varepsilon, n},
$$

we see that $V_{a p p}^{\varepsilon, n}$ still satisfies a system of type (2.22), with estimates (2.23), and the new remainder $r_{a p p}^{\varepsilon, n}$ is such that

$$
r_{a p p, l}^{\varepsilon, n}=0
$$

In particular, the function $W_{a p p}^{\varepsilon}$ given by $(2.24),(2.25)$ is well-defined and is bounded by

$$
\left\|\partial_{t}^{\alpha} W_{a p p}^{\varepsilon}\right\|_{H^{s-1}} \leq C_{\alpha, s} \varepsilon^{2}\left\|\partial_{t}^{\alpha} r_{a p p}^{\varepsilon}\right\|_{H^{s}} \quad \forall \alpha, s
$$

Finally, we set $V_{a p p}^{\varepsilon}=V_{a p p}^{\varepsilon, n}+W_{a p p}^{\varepsilon}$. This solves

$$
\left\{\begin{align*}
\partial_{t} V_{a p p}^{\varepsilon} & +\varepsilon^{-4} \partial_{\tau} V_{a p p}^{\varepsilon}+\varepsilon^{-1}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(\tilde{U}, V_{a p p}^{\varepsilon}\right)  \tag{2.27}\\
& +\frac{1}{2}\left(B_{\mathrm{x}}+\varepsilon^{-2} B_{\theta}\right)\left(V_{a p p}^{\varepsilon}, V_{a p p}^{\varepsilon}\right)-\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right)^{2} V_{a p p}^{\varepsilon} \\
& =-\left(\left(\nabla_{\mathrm{x}}+\varepsilon^{-2} \nabla_{\theta}\right) p_{a p p}^{\varepsilon}, 0\right)^{t}+R_{a p p}^{\varepsilon} \\
\operatorname{Div}_{\mathrm{x}} V & +\varepsilon^{-2} \operatorname{Div}_{\theta} V=0
\end{align*}\right.
$$

where

$$
\begin{equation*}
\sup _{0 \leq t \leq T^{\varepsilon}}\left\|R_{a p p}^{\varepsilon}(t)\right\|_{H^{s}} \leq C_{s} \varepsilon^{m+n-2} \quad \forall s \tag{2.28}
\end{equation*}
$$

We can now use the results of section 2.2 . We fix $n \geq 4, s \geq 5$ and assume (2.19). For $\varepsilon$ small enough, we will show the existence of a solution of $(2.2), V^{\varepsilon} \in$ $C^{0}\left([0, T] ; H^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T} \times \mathbb{T}^{3}\right)\right)^{6},\left.V^{\varepsilon}\right|_{t=0}=\varepsilon^{m} \bar{V}_{0}$.

The local existence theory of smooth solutions for (2.2) is classical (see, for instance, [11]). For all $\varepsilon>0$, there exists a unique maximal solution

$$
V^{\varepsilon} \in C^{0}\left(\left[0, T_{*}^{\varepsilon}\right) ; H^{\infty}\left(\mathbb{R}^{3} \times \mathbb{T} \times \mathbb{T}^{3}\right)\right)^{6},\left.\quad V^{\varepsilon}\right|_{t=0}=\varepsilon^{m} \bar{V}_{0}
$$

Moreover, the lifespan $T_{*}^{\varepsilon}$ satisfies one of the following conditions:

- $T_{*}^{\varepsilon} \geq T$,
- $T_{*}^{\varepsilon}<T$ and $\liminf _{t \rightarrow T_{*}^{\varepsilon}}\left\|V^{\varepsilon}(t)\right\|_{H^{s}} \rightarrow+\infty$.

It is enough to show that the second possibility does not occur for small enough $\varepsilon$. Let $T^{\varepsilon}<\min \left(T_{*}^{\varepsilon}, T\right)$, and define $W^{\varepsilon}:=V^{\varepsilon}-V_{a p p}^{\varepsilon}$ on $\left[0, T^{\varepsilon}\right]$. Then $W^{\varepsilon}$ is a solution of (2.14), where $V_{a p p}^{\varepsilon}$ defined above satisfies (2.13), and $F^{\varepsilon}=R_{a p p}^{\varepsilon}$ satisfies (2.28).

We apply Proposition 2.1. This yields, for $\varepsilon$ small enough,

$$
\begin{align*}
\alpha_{s}\left(W^{\varepsilon} ; t\right) \leq C\left(\varepsilon^{2 m+4}+\alpha_{s}\left(W^{\varepsilon} ; 0\right)+\left(1+\alpha_{s}\left(W^{\varepsilon} ; t\right)\right) \int_{0}^{t}\right. & \alpha_{s}\left(W^{\varepsilon} ; u\right) d u  \tag{2.29}\\
& \left.+\alpha_{s}\left(W^{\varepsilon} ; t\right)^{2}\right)
\end{align*}
$$

Note that $\left.W^{\varepsilon}\right|_{t=0}=\varepsilon^{m} \bar{V}_{0}-\left.V_{a p p}^{\varepsilon}\right|_{t=0}$ satisfies

$$
\left.\bar{W}^{\varepsilon}\right|_{t=0}=0, \quad\left\|\left.W_{*}^{\varepsilon}\right|_{t=0}\right\|_{H^{s}}=O\left(\varepsilon^{m+1}\right) .
$$

As in (2.26), we deduce that

$$
\begin{equation*}
\left\|\left.W_{l}^{\varepsilon}\right|_{t=0}\right\|_{H^{s}}=O\left(\varepsilon^{k}\right) \quad \forall k \tag{2.30}
\end{equation*}
$$

and that

$$
\alpha_{s}\left(W^{\varepsilon} ; 0\right)=O\left(\varepsilon^{2 m+4}\right) .
$$

We introduce

$$
T(\varepsilon):=\sup \left\{t \in\left[0, T^{\varepsilon}\right), \quad \alpha_{s}\left(W^{\varepsilon} ; t\right)<\varepsilon^{2 m+3}\right\}
$$

For $\varepsilon>0$ small enough, $T(\varepsilon)$ is well-defined and positive. Moreover, using (2.29), for all $t<T(\varepsilon)$,

$$
\left(1-\varepsilon^{2 m+3}\right) \alpha_{s}\left(W^{\varepsilon} ; t\right) \leq C\left(\varepsilon^{2 m+4}+\left(1+\varepsilon^{2 m+3}\right) \int_{0}^{t} \alpha_{s}\left(W^{\varepsilon} ; u\right) d u\right)
$$

The Gronwall's lemma implies, for all $t<T(\varepsilon), \alpha_{s}\left(W^{\varepsilon} ; t\right) \leq C^{\prime} \varepsilon^{2 m+4}$. This last inequality shows that $T(\varepsilon)=T^{\varepsilon}$, and that

$$
\sup _{0 \leq t \leq T^{\varepsilon}} \alpha_{s}\left(W^{\varepsilon} ; t\right) \leq C^{\prime \prime} \varepsilon^{2 m+4}
$$

In particular, we get

$$
\sup _{0 \leq t \leq T^{\varepsilon}}\left\|W^{\varepsilon}(t, \cdot)\right\|_{H^{s}} \leq C \varepsilon^{m+1}
$$

Back to $V^{\varepsilon}=V_{a p p}^{\varepsilon}+W^{\varepsilon}$, we obtain, for all $s$,

$$
\begin{align*}
\sup _{0 \leq t \leq T^{\varepsilon}}\left\|V^{\varepsilon}(t, \cdot)\right\|_{H^{s}} & \leq \sup _{0 \leq t \leq T^{\varepsilon}}\left\|V_{a p p}^{\varepsilon}(t, \cdot)\right\|_{H^{s}}+\sup _{0 \leq t \leq T^{\varepsilon}}\left\|W^{\varepsilon}(t, \cdot)\right\|_{H^{s}} \\
& \leq C \varepsilon^{m}\left\|\bar{V}_{0}\right\|_{H^{s}} \tag{2.31}
\end{align*}
$$

This yields $T_{*}^{\varepsilon} \geq T$ and shows the existence on $[0, T]$ of a smooth solution $V^{\varepsilon}$ with initial data $\bar{V}_{0}$.

As explained at the beginning of section 2, this provides a smooth solution

$$
\left(v^{\varepsilon}, b^{\varepsilon}\right)^{t}(t, \mathrm{x})=V^{\varepsilon}\left(t, \mathrm{x}, \varepsilon^{-4} t, \varepsilon^{-2} \mathrm{x}\right)
$$

of (1.5), with initial data $\left(\varepsilon^{m} v_{0}, \varepsilon^{m} b_{0}\right)^{t}$. Uniqueness of the solution $\left(v^{\varepsilon}, b^{\varepsilon}\right)$ is a direct consequence of its regularity. Finally, the estimates of the theorem follow from (2.31). This ends the proof.
3. Instability mechanism. We now begin the description of the instability mechanism leading to Theorem 1.2 . As we will see, this mechanism is connected to the behavior of the WKB solutions (2.3).
3.1. Spectral analysis. To understand the instability process requires the study of system (2.8), satisfied by $V^{0}=\bar{V}^{0}(t, \mathrm{x})$ when $m \geq 1$. This system reads

$$
\left\{\begin{array}{l}
\partial_{t} \bar{w}^{0}=\mathcal{A}_{1} \bar{w}^{0}+\nabla_{\mathrm{x}} \bar{p}^{1}+\Delta_{\mathrm{x}} \bar{w}^{0}  \tag{3.1}\\
\partial_{t} \bar{\beta}^{0}=\mathcal{A}_{2} \bar{\beta}^{0}+\Delta_{\mathrm{x}} \bar{\beta}^{0} \\
\operatorname{div}_{\mathrm{x}} \bar{w}^{0}=\operatorname{div}_{\mathrm{x}} \bar{\beta}^{0}=0
\end{array}\right.
$$

where the operators

$$
\mathcal{A}_{1} \bar{w}=\operatorname{div}_{\mathrm{x}}\left(A_{1} \bar{w}\right), \quad \mathcal{A}_{2} \bar{\beta}=\operatorname{curl}_{\mathrm{x}}\left(A_{2} \bar{\beta}\right)
$$

involve the linear operators $A_{1} \in \mathcal{L}\left(\mathbb{R}^{3}, \mathcal{M}_{3}(\mathbb{R})\right)$, $A_{2} \in \mathcal{L}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$. They are defined in the following way: for all $b \in \mathbb{R}^{3}$,

$$
\begin{aligned}
& A_{1} b=-\int_{\tau, \theta}\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1}\left(\nabla_{\theta} \Delta_{\theta}^{-1} \operatorname{div}_{\theta}^{2}(U \otimes b)-\operatorname{div}_{\theta}(U \otimes b)\right)\right) \otimes U \\
& A_{2} b=\int_{\tau, \theta} U \times\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right)
\end{aligned}
$$

As

$$
\operatorname{div}_{\theta}(U \otimes b)=b \cdot \nabla_{\theta} U=\operatorname{curl}_{\theta}(U \times b)
$$

we deduce $\operatorname{div}_{\theta}^{2}(U \otimes b)=0$ and

$$
A_{1} b=\int_{\tau, \theta} \otimes\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right) \otimes U
$$

Then

$$
\begin{aligned}
\mathcal{A}_{1} a & =-\operatorname{div}_{\mathrm{x}} \int_{\tau, \theta}\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right) \otimes U \\
& =\int_{\tau, \theta} U \cdot \nabla_{\mathrm{x}}\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)=-\mathcal{A}_{2} b
\end{aligned}
$$

If we relabel, for all $b \in \mathbb{R}^{3}$,

$$
A b=\int_{\tau, \theta} U \times\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right)
$$

the system on $\bar{V}^{0}$ eventually reads

$$
\left\{\begin{array}{l}
\partial_{t} \bar{w}^{0}=-\operatorname{curl}_{\mathrm{x}} A \bar{w}^{0}+\nabla_{\mathrm{x}} \bar{p}^{1}+\Delta_{\mathrm{x}} \bar{w}^{0}  \tag{3.2}\\
\partial_{t} \bar{\beta}^{0}=\operatorname{curl}_{\mathrm{x}} A \bar{\beta}^{0}+\Delta_{\mathrm{x}} \bar{\beta}^{0} \\
\operatorname{div}_{\mathrm{x}} \bar{w}^{0}=\operatorname{div}_{\mathrm{x}} \bar{\beta}^{0}=0
\end{array}\right.
$$

Remark 6. In the physicists' community, the matrix $A$ is often denoted $\alpha$, which motivates the expression alpha effect.

We focus on solutions of (3.2) with initial data $\left(0, \bar{\beta}_{0}\right)^{t}, \operatorname{div}_{\mathrm{x}} \bar{\beta}_{0}=0$. Thus, $\bar{w}_{0}=0$ for all times, and the divergence-free condition $\operatorname{div}_{\mathrm{x}} \bar{\beta}^{0}=0$ is fulfilled for all times. If we set $b^{0}:=\bar{\beta}^{0}$, we are left with the study of

$$
\begin{equation*}
\partial_{t} b^{0}-\operatorname{curl}_{\mathrm{x}}\left(A b^{0}\right)-\Delta_{\mathrm{x}} b^{0}=0 \tag{3.3}
\end{equation*}
$$

We first state some properties of the matrix $A$.
Lemma 3.1. For all $U \in \mathcal{P}$, the matrix $A=A(U)$ is real-symmetric. Moreover, the set

$$
\Omega=\{U \in \mathcal{P}, \quad A(U) \text { has simple nonzero eigenvalues }\}
$$

is dense and open in $\mathcal{P}$.
Proof. Using the Fourier coefficients of $U$, we compute, for all $b \in \mathbb{R}^{3}$,

$$
\begin{equation*}
A b=\sum_{\substack{(\omega, k) \in \mathbb{Z}^{4} \\(\omega, k) \neq 0}} \frac{\hat{U}(\omega, k) \times \hat{U}(-\omega,-k)(-i b \cdot k)}{i \omega+|k|^{2}} \tag{3.4}
\end{equation*}
$$

Note that the change of indices $(\omega, k) \rightarrow\left(\omega^{\prime}=-\omega, k^{\prime}=-k\right)$ yields

$$
\begin{aligned}
A b & =\sum_{\left(\omega^{\prime}, k^{\prime}\right)} \frac{\hat{U}\left(-\omega^{\prime},-k^{\prime}\right) \times \hat{U}\left(\omega^{\prime}, k^{\prime}\right)\left(i b \cdot k^{\prime}\right)}{-i \omega^{\prime}+\left|k^{\prime}\right|^{2}} \\
& =\sum_{\left(\omega^{\prime}, k^{\prime}\right)} \frac{\hat{U}\left(\omega^{\prime}, k^{\prime}\right) \times \hat{U}\left(-\omega^{\prime},-k^{\prime}\right)\left(-i b \cdot k^{\prime}\right)}{-i \omega^{\prime}+\left|k^{\prime}\right|^{2}}
\end{aligned}
$$

so that

$$
\begin{equation*}
A b=\int_{\mathbb{T}^{4}} U \times\left(-\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b) \tag{3.5}
\end{equation*}
$$

As $U$ is real-valued, $\hat{U}(-\omega,-k)=\hat{U}^{*}(\omega, k)$, where the asterisk denotes complex conjugation. We deduce, for all $b \in \mathbb{R}^{3}$,

$$
\begin{aligned}
A^{*} b & =\sum_{(\omega, k)} \frac{\hat{U}^{*}(\omega, k) \times \hat{U}^{*}(-\omega,-k)(i b \cdot k)}{-i \omega+|k|^{2}} \\
& =\sum_{(\omega, k)} \frac{\hat{U}(-\omega,-k) \times \hat{U}(\omega, k)(i b \cdot k)}{-i \omega+|k|^{2}} \\
& =\sum_{\left(\omega^{\prime}, k^{\prime}\right)} \frac{\hat{U}\left(\omega^{\prime}, k^{\prime}\right) \times \hat{U}\left(-\omega^{\prime},-k^{\prime}\right)\left(-i b \cdot k^{\prime}\right)}{i \omega^{\prime}+\left|k^{\prime}\right|^{2}}=\alpha b
\end{aligned}
$$

so that $\alpha$ is real. Then we compute

$$
\begin{aligned}
A b \cdot \tilde{b} & =\int_{\mathbb{T}^{4}}\left(U \times\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right) \cdot \tilde{b} \\
& =-\int_{\mathbb{T}^{4}}(U \times \tilde{b}) \cdot\left(\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times b)\right) \\
& =-\int_{\mathbb{T}^{4}}(U \times \tilde{b}) \cdot\left(\operatorname{curl}_{\theta}\left(\partial_{\tau}-\Delta_{\theta}\right)^{-1}(U \times b)\right) \\
& =-\int_{\mathbb{T}^{4}}\left(\left(-\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times \tilde{b})\right) \cdot(U \times b) \\
& =\int_{\mathbb{T}^{4}}\left(U \times\left(-\partial_{\tau}-\Delta_{\theta}\right)^{-1} \operatorname{curl}_{\theta}(U \times \tilde{b})\right) \cdot b=\alpha \tilde{b} \cdot b
\end{aligned}
$$

using (3.5). Thus, $A$ is symmetric.
From (3.4), we deduce that

$$
\mathcal{P} \mapsto \mathcal{M}_{3}(\mathbb{R}), \quad U \mapsto A(U)
$$

is continuous. This clearly implies that $\Omega$ is open in $\mathcal{P}$. Let $\varepsilon>0$, and $U \in \mathcal{P}-\Omega$. Let

$$
U^{n}(\tau, \theta)=\sum_{|\omega|+|k| \leq n} \hat{U}(\omega, k) e^{i(\omega \tau+k \cdot \theta)}
$$

There exists $N$, such that $d_{\mathcal{P}}\left(U, U^{N}\right)<\varepsilon / 2$. If $U^{N} \in \Omega$, we are done. Otherwise, we consider

$$
\tilde{U}=U^{N}+\sum_{i=1}^{3} \delta_{i} V^{i}, \quad \delta_{i}>0 \quad \forall i
$$

where

$$
\begin{aligned}
& V^{1}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\left(\cos \left((N+1) \theta_{2}\right), \sin \left((N+1) \theta_{1}\right)\right. \\
&\left.\cos \left((N+1) \theta_{1}\right)+\sin \left((N+1) \theta_{2}\right)\right)^{t} \\
& V^{2}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\left(\sin \left((N+2) \theta_{3}\right), \sin \left((N+2) \theta_{1}\right)+\cos \left((N+2) \theta_{3}\right)\right. \\
&\left.\cos \left((N+2) \theta_{1}\right)\right)^{t} \\
& V^{3}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\left(\sin \left((N+3) \theta_{3}\right)+\cos \left((N+3) \theta_{2}\right), \cos \left((N+3) \theta_{3}\right)\right. \\
&\left.\sin \left((N+3) \theta_{2}\right)\right)^{t}
\end{aligned}
$$

Note that the $V^{i}$,s are special cases of the famous ABC flows [1] of the type

$$
\begin{aligned}
& V\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\left(C \sin \left(M \theta_{3}\right)+B \cos \left(M \theta_{2}\right), A \sin \left(M \theta_{1}\right)+C \cos \left(M \theta_{3}\right)\right. \\
& \left.B \sin \left(M \theta_{2}\right)+A \cos \left(M \theta_{1}\right)\right)^{t}
\end{aligned}
$$

They satisfy the Beltrami property that $\operatorname{curl} u=k u, k>0$. A simple calculation shows that

$$
A(\tilde{U})=A\left(U^{N}\right)-\delta_{1}\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & 0
\end{array}\right)-\delta_{2}\left(\begin{array}{ccc}
1 & & \\
& 0 & \\
& & 1
\end{array}\right)-\delta_{3}\left(\begin{array}{lll}
0 & & \\
& 1 & \\
& & 1
\end{array}\right)
$$

Thus, for appropriate choices of $\delta_{1}, \delta_{2}, \delta_{3}$, one has

$$
A(\tilde{U}) \in \Omega, \quad d_{\mathcal{P}}\left(U^{n}, \tilde{U}\right)<\varepsilon / 2
$$

so that $d_{\mathcal{P}}(U, \tilde{U})<\varepsilon$. Thus, $\Omega$ is dense, which ends the proof of the lemma.
We can now perform a spectral analysis of (3.3).
Proposition 3.2. Let $\Omega$ be the subset of $\mathcal{P}$ defined in Lemma 3.1. For all $U$ in $\Omega$, there exist $\zeta^{0} \in \mathbb{R}^{3}, \delta>0$, and two smooth functions

$$
\Lambda_{+}: B\left(\zeta^{0}, \delta\right) \mapsto \mathbb{R}_{*}^{+}, \quad \hat{b}: B\left(\zeta^{0}, \delta\right) \mapsto\left(\mathbb{C}_{*}\right)^{3}
$$

such that for all $\zeta \in B\left(\zeta^{0}, \delta\right)$,

$$
b^{\zeta}(t, \mathrm{x})=\hat{b}(\zeta) \exp \left(\Lambda_{+}(\zeta) t\right) \exp (i \zeta \cdot \mathrm{x})
$$

is a divergence-free solution of (3.3). Moreover, one can assume that $\Lambda$ has a nondegenerate maximum over $B\left(\zeta^{0}, \delta\right)$ at $\zeta^{0}$.

Proof. Let $U$ in $\Omega$. We apply the Fourier transform to (3.3): we get, for all $\zeta \in \mathbb{R}^{3}$,

$$
\partial_{t} \mathcal{F}\left(b^{0}\right)(t, \zeta)=A^{\zeta} A \mathcal{F}\left(b^{0}\right)(t, \zeta)-|\zeta|^{2} \mathcal{F}\left(b^{0}\right)(t, \zeta)
$$

where,

$$
\forall \zeta \in \mathbb{R}^{3}, \quad A^{\zeta}=\left(\begin{array}{ccc}
0 & -i \zeta_{3} & i \zeta_{2} \\
i \zeta_{3} & 0 & -i \zeta_{1} \\
-i \zeta_{2} & i \zeta_{1} & 0
\end{array}\right)
$$

is the matrix corresponding to cross-product by $i \zeta$. As $A$ is real-symmetric, there exists an orthogonal matrix $P$ with $P^{t} A P=\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right), \alpha_{i} \in \mathbb{R}$. Introducing $\xi=P^{t} \zeta, \tilde{b}(t, \xi)=P^{t} \mathcal{F}\left(b^{0}\right)(t, \zeta)$, the previous equation reads

$$
\begin{equation*}
\partial_{t} \tilde{b}(t, \xi)=A^{\xi} D \tilde{b}(t, \xi)-|\xi|^{2} \tilde{b}(t, \xi) \tag{3.6}
\end{equation*}
$$

A rapid calculation shows that the eigenvalues $\lambda$ of $A^{\xi} D-|\xi|^{2} I_{d}$ satisfy $\lambda=-|\xi|^{2}$ or

$$
\begin{equation*}
\left(\lambda+|\xi|^{2}\right)^{2}=\xi_{1}^{2} \alpha_{2} \alpha_{3}+\xi_{2}^{2} \alpha_{1} \alpha_{3}+\xi_{3}^{2} \alpha_{1} \alpha_{2} \tag{3.7}
\end{equation*}
$$

As $U \in \Omega$, the $\alpha_{i}$ 's are distinct and nonzero. Consequently, the products $\alpha_{i} \alpha_{j}, i \neq j$, are also distinct and nonzero. Let

$$
f(\xi):=\xi_{1}^{2} \alpha_{2} \alpha_{3}+\xi_{2}^{2} \alpha_{1} \alpha_{3}+\xi_{3}^{2} \alpha_{1} \alpha_{2}, \quad \mathcal{U}:=\{\xi, f(\xi)>0\}
$$

There are two possibilities:

- All the $\alpha_{i}$ 's have the same sign. Then all the $\alpha_{i} \alpha_{j}, i \neq j$, are positive, and $\mathcal{U}$ is $\mathbb{R}_{*}^{3}$.
- The $\alpha_{i}$ 's have different signs. Then among the products $\alpha_{i} \alpha_{j}, i \neq j$, two are negative and one is positive - for instance, $\alpha_{2} \alpha_{3}$. In this case, $\mathcal{U}$ is the cone $\left\{\left|\xi_{1}\right|^{2}>-\frac{\alpha_{1} \alpha_{3}}{\alpha_{2} \alpha_{3}}\left|\xi_{2}\right|^{2}-\frac{\alpha_{1} \alpha_{2}}{\alpha_{2} \alpha_{3}}\left|\xi_{3}\right|^{2}\right\}$.
On $\mathcal{U}$, one can define

$$
\lambda_{ \pm}(\xi)= \pm f(\xi)^{1 / 2}-|\xi|^{2}
$$

Note that $\lambda_{+}(\xi)$ takes positive values for some $\xi$. Indeed, if $\bar{\xi}$ is such that $f(\bar{\xi})>0$, then

$$
\lambda_{+}(\delta \bar{\xi})=\delta f(\bar{\xi})^{1 / 2}-\delta^{2}|\bar{\xi}|^{2}
$$

is positive for $\delta>0$ small enough. Moreover, using $\lambda_{+}(\xi) \xrightarrow{|\xi| \rightarrow+\infty}-\infty$, we deduce that $\lambda_{+}$has a global positive maximum in $\mathcal{U}$, say at $\xi=\xi^{0}$. As $\xi^{0}$ is a critical point, we obtain

$$
\begin{aligned}
0 & =\lambda_{+}^{\prime}\left(\xi^{0}\right)=\frac{1}{2} f\left(\xi^{0}\right)^{-1 / 2} \nabla f\left(\xi^{0}\right)-2 \xi^{0} \\
& =f\left(\xi^{0}\right)^{-1 / 2}\left(\begin{array}{lll}
\alpha_{2} \alpha_{3} & & \\
& \alpha_{1} \alpha_{3} & \\
& & \alpha_{1} \alpha_{2}
\end{array}\right) \xi^{0}-2 \xi^{0}
\end{aligned}
$$

Up to reindex the eigenvalues, this implies that

$$
\begin{equation*}
2 f\left(\xi^{0}\right)^{1 / 2}=\alpha_{2} \alpha_{3}, \quad \xi^{0}=\left(\xi_{1}^{0}, 0,0\right)^{t} \tag{3.8}
\end{equation*}
$$

Then we compute

$$
\lambda_{+}^{\prime \prime}\left(\xi^{0}\right)=-\frac{1}{2} f\left(\xi^{0}\right)^{-3 / 2} \nabla f\left(\xi^{0}\right) \otimes \nabla f\left(\xi^{0}\right)+\frac{1}{2} f\left(\xi^{0}\right)^{-1 / 2} f^{\prime \prime}\left(\xi^{0}\right)-2 I_{d}
$$

and using (3.8) leads to

$$
\lambda_{+}^{\prime \prime}\left(\xi^{0}\right)=\left(\begin{array}{ccc}
-\frac{1}{2 f\left(\xi^{0}\right)^{3 / 2}}\left(\xi_{1}^{0}\right)^{2} & & \\
& \frac{\alpha_{1} \alpha_{3}}{f\left(\xi^{0}\right)^{1 / 2}}-2 & \\
& & \frac{\alpha_{1} \alpha_{2}}{f\left(\xi^{0}\right)^{1 / 2}}-2
\end{array}\right)
$$

In particular, $\operatorname{det}\left(\lambda_{+}^{\prime \prime}\left(\xi^{0}\right)\right) \neq 0$, which means that the maximum at $\xi^{0}$ is nondegenerate.
Let $\delta>0$ such that $B\left(\xi^{0}, \delta\right) \subset \mathcal{U}$. For all $\xi \in B\left(\xi^{0}, \delta\right), \lambda_{+}(\xi)$ has multiplicity 1 as an eigenvalue of $A^{\xi} D$. Therefore, classical smooth dependence results on eigenvalues and eigenvectors yield the existence of a smooth function $\tilde{b}: B\left(\xi^{0}, \delta\right) \mapsto\left(\mathbb{C}_{*}\right)^{3}$ such that

$$
A^{\xi} D \tilde{b}(\xi)=\lambda_{+}(\xi) \tilde{b}(\xi)
$$

Back to original variables, we define

$$
\zeta^{0}=P \xi^{0}, \quad \Lambda_{ \pm}(\zeta)=\lambda_{ \pm}\left(P^{t} \zeta\right), \quad \hat{b}(\zeta)=P \tilde{b}\left(P^{t} \zeta\right)
$$

so that

$$
\left(A^{\xi} A-|\zeta|^{2}\right) \hat{b}(\zeta)=\Lambda_{+}(\zeta) \hat{b}(\zeta)
$$

This shows that, for all $\zeta \in B\left(\zeta^{0}\right)$,

$$
b^{\zeta}(t, \mathrm{x})=\hat{b}(\zeta) e^{i \Lambda(\zeta) t} e^{i \zeta \cdot \mathrm{x}}
$$

solves (3.3). Note also that $b^{\zeta}$ is divergence-free, as $\zeta \cdot \hat{b}(\zeta)=0$. This ends the proof of the proposition.
3.2. Construction of unstable wavepackets. Thanks to Proposition 3.2, we are now able to build approximate solutions having exponential growth. More precisely, we show the following.

Proposition 3.3. Let $U \in \Omega$. There exists $\lambda^{0}>0$, and for every integer $n \in \mathbb{N}$ families $\left\{X^{i}=\left(\bar{V}^{i}, V_{*}^{i+1}, p_{*}^{i}, \bar{p}^{i+1}\right)\right\}_{0 \leq i \leq n}$ such that:
(i) For all $i, X^{i}$ satisfies $\left(T_{i}\right)$.
(ii) As $t \rightarrow+\infty, V^{0}=\bar{V}^{0}=\left(0, \bar{\beta}^{0}\right)$ has the asymptotic behavior

$$
\begin{equation*}
\left\|\bar{\beta}^{0}(t, \cdot)\right\|_{L^{2}} \sim \frac{C}{\sqrt{t}} e^{\lambda^{0} t} \tag{3.9}
\end{equation*}
$$

(iii) For all $i=k m+l$, with $l \in\{0, \ldots, m-1\}$, for all $\alpha, s \in \mathbb{N}$, and for all $t$,

$$
\begin{equation*}
\left\|\partial_{t}^{\alpha} X^{i}(t, \cdot)\right\|_{H^{s}} \leq \frac{C_{\alpha, i, s}}{\sqrt{1+t^{k+1}}} t^{l} e^{(k+1) \lambda^{0} t}, \quad C_{\alpha, i, s}>0 \tag{3.10}
\end{equation*}
$$

Proof. We treat separately the cases $i=0,1 \leq i \leq m-1$, and $i \geq m$ (for which $\left(T_{i}\right)$ includes quadratic terms).

Construction of $X^{0}$. We first use Proposition 3.2 to build $X^{0}$. Let

$$
\Lambda_{ \pm}: B\left(\zeta^{0}, \delta\right) \mapsto \mathbb{R}_{*}^{+}, \quad \hat{b}: B\left(\zeta^{0}, \delta\right) \mapsto\left(\mathbb{C}_{*}\right)^{3}
$$

as in Proposition 3.3. As $\Lambda^{0}:=\Lambda_{+}\left(\zeta^{0}\right)$ is a nondegenerate maximum, one can assume, up to take a smaller $\delta$, that

$$
\begin{equation*}
\Lambda_{+}(\zeta)=\Lambda_{+}\left(\zeta^{0}\right)+\nabla_{\zeta} \Lambda_{+}\left(\zeta^{0}\right) \cdot\left(\zeta-\zeta^{0}\right)-\left|\zeta-\zeta^{0}\right|^{2} \frac{\alpha\left(\zeta-\zeta^{0}\right)}{2} \tag{3.11}
\end{equation*}
$$

where $0<\underline{\alpha}<\alpha(\cdot)<\bar{\alpha}$ in $B(0, \delta)$. We extend functions $\Lambda_{ \pm}$and $\hat{b}$ to

$$
B_{\delta}:=B\left(\zeta^{0}, \delta\right) \cup B\left(-\zeta^{0}, \delta\right)
$$

by the following: for all $\zeta \in B\left(-\zeta^{0}, \delta\right)$,

$$
\Lambda_{ \pm}(\zeta):=\Lambda_{ \pm}(-\zeta), \quad \hat{b}(\zeta):=\hat{b}(-\zeta)^{*}
$$

With this continuation,

$$
\begin{equation*}
b^{\zeta}(t, \mathrm{x})=\hat{b}(\zeta) e^{\Lambda_{+}(\zeta) t} e^{i \zeta \cdot \mathrm{x}} \tag{3.12}
\end{equation*}
$$

is a divergence-free solution of (3.3) for all $\zeta$ in $B_{\delta}$. Now let $\phi$ be a smooth real-valued function supported in $B_{\delta}$, such that $\phi\left(\zeta^{0}\right)=1, \phi(-\zeta)=\phi(\zeta)^{*}$. We set

$$
\begin{equation*}
\bar{\beta}^{0}(t, \mathrm{x})=\int_{B_{\delta}} \phi(\zeta) \hat{b}(\zeta) e^{\Lambda_{+}(\zeta) t} e^{i \zeta \cdot \mathrm{x}} d \zeta \tag{3.13}
\end{equation*}
$$

Then we define $\bar{V}^{0}:=\left(0, \bar{\beta}^{0}\right)^{t}, V_{*}^{1}$ by (2.6), and $X^{0}=\left(\bar{V}^{0}, V_{*}^{1}, 0,0\right)$. From the properties of $b^{\zeta}$, we deduce easily that $\bar{V}^{0}$ satisfies (3.2), and consequently that $X^{0}$ solves $\left(T_{0}\right)$. Finally, points (ii) and (iii) of the proposition are derived from standard computations involving (3.11). For the sake of brevity, we do not detail these computations and refer to [4] for complete treatment in a very similar framework.

Construction of $X^{i}, 1 \leq i \leq m-1$. Let $X^{0}$ be defined as above, and for $1 \leq i \leq m-1$, let $X^{i}$ be defined inductively by the following: $X^{i}$ is the solution of $\left(T_{i}\right)$ with $\left.\bar{V}^{i}\right|_{t=0}=0$. As seen in section 3.1, such a definition makes sense. We show by induction on $i \geq 0$ the following property:
$\left(P_{i}\right)$ : Function $X^{i}$ has an expression of the type

$$
\begin{align*}
& X^{i}(t, \mathrm{x}, \tau, \theta)  \tag{3.14}\\
& \quad=\int_{B_{\delta}}\left(P_{\zeta, \tau, \theta}^{i,+}(t) e^{\Lambda_{+}(\zeta) t}+P_{\zeta, \tau, \theta}^{i,-}(t) e^{\Lambda_{-}(\zeta) t}+P_{\zeta, \tau, \theta}^{i,-}(t) e^{-|\zeta|^{2} t}\right) e^{i \zeta \cdot \mathrm{x}} d \zeta
\end{align*}
$$

where $P_{\zeta, \tau, \theta}^{i, \pm}, P_{\zeta, \tau, \theta}^{i, 0}$ are polynomials in $t$, of degree $\leq i$, with coefficients smooth and compactly supported in $B_{\delta} \times \mathbb{T} \times \mathbb{T}^{3}$.

- Case $i=0 .\left(P_{0}\right)$ is true by definition of $X^{0}$.
- Case $i \geq 1$. Let $i \geq 1$, and assume $\left(P_{0}\right), \ldots,\left(P_{i-1}\right)$. Recall that

$$
\begin{aligned}
\left(p_{*}^{i}, 0\right)^{t} & =\Delta_{\theta}^{-1} \operatorname{Div}_{\theta} B_{\theta}\left(\tilde{U}, \bar{V}^{i}\right)+H_{*}^{i} \\
V_{*}^{i+1} & =\left(\partial_{\tau}-\Delta\right)^{-1} L_{\theta} \bar{V}^{i}+I_{*}^{i}
\end{aligned}
$$

where $H_{*}^{i}, I_{*}^{i}$ are $i$-linear in $\left(X^{0}, \ldots, X^{i-1}\right)$. Thus, $X^{i}$ is of type (3.14) as soon as $\bar{V}^{i}$ and $\bar{p}^{i+1}$ are.

These functions satisfy

$$
\left\{\begin{array}{l}
\partial_{t} \bar{V}^{i}=\left(\begin{array}{ll}
-\operatorname{curl}_{\mathrm{x}} A & \\
& \operatorname{curl}_{\mathrm{x}} A
\end{array}\right) V^{i}+\Delta_{\mathrm{x}} V^{i}+\left(\nabla_{\mathrm{x}} \overline{p^{i+1}}, 0\right)^{t}+\bar{J}^{i}  \tag{3.15}\\
\operatorname{Div}_{\mathrm{x}} V^{i}=0
\end{array}\right.
$$

Taking the curl of the first line of (3.15) yields

$$
\bar{p}^{i+1}=-\left(\Delta_{\mathrm{x}}\right)^{-1} \bar{J}_{1}^{i}
$$

which shows that

$$
\bar{p}^{i+1}(t, \mathrm{x})=\int_{B_{\delta}}\left(Q_{\zeta}^{i,+}(t) e^{\Lambda_{+}(\zeta) t}+Q_{\zeta}^{i,-}(t) e^{\Lambda_{-}(\zeta) t}+Q_{\zeta}^{i, 0}(t) e^{-|\zeta|^{2} t}\right) e^{i \zeta \cdot x} d \zeta
$$

where $Q_{\zeta}^{i, \pm}, Q_{\zeta}^{i, 0}$ are polynomials in $t$, of degree $\leq i-1$, with coefficients smooth and compactly supported in $B_{\delta}$.

Replacing $\bar{p}^{i+1}$ by its expression leads to

$$
\left\{\begin{array}{l}
\partial_{t} \bar{V}^{i}=\left(\begin{array}{ll}
-\operatorname{curl}_{\mathrm{x}} A & \\
& \operatorname{curl}_{\mathrm{x}} A
\end{array}\right) \bar{V}^{i}+\Delta_{\mathrm{x}} \bar{V}^{i}+\bar{K}^{i} \\
\operatorname{Div}_{\mathrm{x}} \bar{V}^{i}=0
\end{array}\right.
$$

where $\bar{K}^{i}$ is $i$-linear on $\left(X^{0}, \ldots, X^{i-1}\right)$. We define

$$
\mathcal{V}^{i}(t, \zeta):=\mathcal{F}\left(\bar{V}^{i}\right)(t, \zeta)
$$

which satisfies

$$
\begin{gathered}
\partial_{t} \mathcal{V}^{i}(t, \zeta)=\left(\begin{array}{cc}
-A^{\zeta} A & \\
& A^{\zeta} A
\end{array}\right)-|\xi|^{2} \mathcal{V}^{i}(t, \zeta)+\mathcal{K}^{i}(t, \zeta), \\
\mathcal{K}^{i}(t, \zeta)=R_{\zeta}^{i,+}(t) e^{\Lambda_{+}(\zeta) t}+R_{\zeta}^{i,-}(t) e^{\Lambda_{-}(\zeta) t}+R_{\zeta}^{i, 0}(t) e^{-|\zeta|^{2} t},
\end{gathered}
$$

where $R_{\zeta}^{i, \pm}, R_{\zeta}^{i, 0}$ are polynomials in $t$, of degree $\leq i-1$, smooth and compactly supported in $B_{\delta}$.

At fixed $\zeta$, such an equation is an ordinary differential system of the type

$$
\frac{d}{d t} \mathcal{V}+M \mathcal{V}=S^{+}(t) e^{\Lambda_{+} t}+S^{-}(t) e^{\Lambda_{-} t}+S^{0}(t) e^{\Lambda^{0} t}
$$

where $\Lambda_{+}, \Lambda_{-}, \Lambda_{0}$, which stand for $\Lambda_{+}(\zeta), \Lambda_{-}(\zeta),-|\zeta|^{2}$, are simple eigenvalues of the matrix $M$, which stands for $\left(-A^{\zeta} A{ }_{A^{\zeta} A}\right)$. It is well known that the solution

$$
\mathcal{V}(t)=\int_{0}^{t} e^{M(t-s)}\left(S^{+}(s) e^{\Lambda^{+} s}+S^{-}(s) e^{\Lambda^{-} s}+S^{0}(s) e^{\Lambda^{0} s}\right) d s
$$

with $\mathcal{V}(0)=0$ is of the type

$$
\mathcal{V}(t)=T^{+}(t) e^{\Lambda^{+} t}+T^{-}(t) e^{\Lambda^{-} t}+T^{0}(t) e^{\Lambda^{0} t}
$$

where $T^{ \pm}$(resp., $T^{0}$ ) is a polynomial such that $\operatorname{deg} T^{ \pm} \leq \operatorname{deg} S^{ \pm}+1$ (resp., $\operatorname{deg} T^{0} \leq$ $\left.\operatorname{deg} S^{0}+1\right)$.

Back to the original system, $\left(P_{i}\right)$ follows, which ends the induction. Point (iii) is again a classical consequence of expression (3.14) and (3.11).

Construction of $X^{i}, i \geq m$. As $i \geq m$, quadratic terms enter system $\left(T_{i}\right)$. More precisely, one checks that

- $H_{*}^{i}$ and $I_{*}^{i}$ are made of terms that are $i$-linear in $\left(X^{0}, \ldots, X^{i-1}\right)$, and of quadratic terms that involve the pairs $\left\{V^{j}, V^{J}\right\}$ with $j+J=i-m-1$, or $i-m-3$;
- $\bar{J}^{i}$ and $\bar{K}^{i}$ are made of terms that are $i$-linear in $\left(X^{0}, \ldots, X^{i-1}\right)$, and of quadratic terms involving the pairs $\left\{V^{j}, V^{J}\right\}$ with $j+J=i-m, i-m-1$ or $i-m-3$.
Note that

$$
\Lambda_{+}\left(j \zeta^{0}\right)<j \Lambda_{+}\left(\zeta^{0}\right) \quad \forall 2 \leq j \leq n
$$

so that up to take $\delta$ smaller, one can assume that for all $2 \leq j \leq n$ and for all $\zeta_{1}, \ldots, \zeta_{j}$ in $B_{\delta}$,

$$
\Lambda_{+}\left(\zeta_{1}+\cdots+\zeta_{j}\right)<\Lambda_{+}\left(\zeta_{1}\right)+\cdots+\Lambda_{+}\left(\zeta_{j}\right)
$$

Under this assumption, one can show inductively that for general $i=k m+l, k \geq 0$, $1 \leq l \leq m-1$, the solution $X^{i}$ of $\left(T_{i}\right)$ with $\left.\bar{V}^{i}\right|_{t=0}=0$ has an expression of the type

$$
\begin{aligned}
& X^{i}(t, \mathrm{x}, \tau, \theta)=\sum_{j=1}^{k+1} \int_{B_{\delta}^{j+1}} Y^{i, j}\left(\zeta_{1}, \ldots, \zeta_{j}, \tau, \theta, t\right) e^{i\left(\zeta_{1}+\cdots+\zeta_{j}\right) \cdot \mathrm{x}} d \zeta_{1} \ldots d \zeta_{j} \\
& +\int_{B_{\delta}^{k+1}} P^{i}\left(\zeta_{1}, \ldots, \zeta_{k+1}, \tau, \theta, t\right) e^{\left(\Lambda_{+}\left(\zeta_{1}\right)+\cdots+\Lambda_{+}\left(\zeta_{k+1}\right)\right) t} e^{i\left(\zeta_{1}+\cdots+\zeta_{k+1}\right) \cdot \mathrm{x}} d \zeta_{1} \ldots d \zeta_{k+1}
\end{aligned}
$$

where

- $P^{i}$ is a polynomial in $t$, of degree $\leq l$, with coefficients smooth and compactly supported.
- $Y^{i, j}$ is a finite sum of terms of the form

$$
Y_{\Lambda_{1}, \ldots, \Lambda_{j}}^{i}\left(\zeta_{1}, \ldots, \zeta_{j}, \tau, \theta, t\right)=Q_{\Lambda_{1}, \ldots, \Lambda_{j}}^{i}\left(\zeta_{1}, \ldots, \zeta_{j}, \tau, \theta, t\right) e^{\left(\Lambda_{1}\left(\zeta_{1}\right)+\cdots+\Lambda_{j}\left(\zeta_{k+1}\right)\right) t}
$$

with $Q_{\Lambda_{1}, \ldots, \Lambda_{j}}^{i}$ polynomial in $t$, and $\Lambda_{1}\left(\zeta_{0}\right)+\cdots+\Lambda_{j}\left(\zeta_{0}\right)<(k+1) \Lambda_{+}\left(\zeta^{0}\right)$.
We do not detail this induction, as it is very similar to the previous one and tedious. Once this expression for $X^{i}$ is obtained, the estimate follows; see [4] for details.
3.3. Proof of Theorem 1.2. We now turn to the proof of the instability theorem, Theorem 1.2. We adapt ideas of [9], encountered in the stability study of Euler and Prandtl equations (see also $[6,12]$ ).

Let $k_{0}$ in $\mathbb{N}^{*}$ to be chosen later, let $m \geq 1$, and let $n=k_{0} m$. Let $U \in \Omega$, and take profiles $X^{0}, \ldots, X^{n}$ as in Proposition 3.3. We have in particular

$$
\varepsilon^{m}\left\|\bar{V}^{0}(t, \cdot)\right\|_{L^{2}}=\varepsilon^{m}\left\|\bar{\beta}^{0}(t, \cdot)\right\|_{L^{2}} \geq \frac{C_{0} \varepsilon^{m} e^{\lambda^{0} t}}{(1+t)^{1 / 2}}
$$

We define

$$
\mathcal{E}(t):=\frac{C_{0} \varepsilon^{m} e^{\lambda^{0} t} t}{(1+t)^{1 / 2}}
$$

and $T^{\varepsilon}>0$ such that $\mathcal{E}\left(T^{\varepsilon}\right)=1$. Note that $T^{\varepsilon}=O(|\ln (\varepsilon)|)$. Moreover, thanks to point (iii) of Proposition (3.3), we get, for all $i=k m+l, l \in\{0, \ldots, m-1\}$, and for all $\alpha, s, t$,

$$
\begin{align*}
\varepsilon^{m+i}\left\|\partial_{t}^{\alpha} X^{i}(t)\right\|_{H^{s}} & \leq C \frac{\varepsilon^{m+i} e^{(k+1) \lambda_{0} t}}{\sqrt{1+t^{k+1}}} t^{l}, \\
& \leq C\left(\frac{\varepsilon^{m} e^{\lambda_{0} t}}{\sqrt{1+t}}\right)^{k+1}(\varepsilon t)^{l},  \tag{3.16}\\
& \leq C^{\prime} \mathcal{E}(t)^{k+1}(\varepsilon t)^{l} .
\end{align*}
$$

As in section 2.3 , we define $V_{a p p}^{\varepsilon, n}$ and $p_{a p p}^{\varepsilon, n}$ by (2.3), so that they satisfy equations of type (2.14). Thanks to (3.16), it is easy to check that

$$
\begin{gathered}
\left\|\bar{R}_{a p p}^{\varepsilon, n}(t)\right\|_{H^{s}} \leq C_{s} \mathcal{E}(t)^{k_{0}-2} \\
\left\|R_{a p p, *}^{\varepsilon, n}(t)\right\|_{H^{s}} \leq C_{s} \varepsilon^{-2} \mathcal{E}(t)^{k_{0}-2} \\
\left\|\partial_{t}^{\alpha} r_{a p p}^{\varepsilon, n}(t, \cdot)\right\|_{H^{s}} \leq C_{s, \alpha}^{\prime}\left(\varepsilon^{m} \mathcal{E}(t)^{k_{0}+1}+\varepsilon \mathcal{E}(t)^{k_{0}+1}\right)
\end{gathered}
$$

The Fourier transform of $V^{n}$ and $V^{n+1}$ has compact support in $\zeta$, so that $r_{a p p}^{\varepsilon, n}=$ $\varepsilon^{m+n}\left(V_{*}^{n}+\varepsilon V_{*}^{n+1}\right)$ is such that $r_{a p p, l}^{\varepsilon, n}=0$. As in section 2.3, we can then define $W_{\text {app }}^{\varepsilon}$ by (2.24), (2.25) and set $V_{a p p}^{\varepsilon}=V_{a p p}^{\varepsilon, n}+W_{a p p}^{\varepsilon}$. This solves (2.27), where the remainder $R_{\text {app }}^{\varepsilon}$ satisfies, for all $t \in\left[0, T^{\varepsilon}\right]$,

$$
\begin{equation*}
\left\|\bar{R}_{a p p}^{\varepsilon}(t)\right\|_{H^{s}}+\varepsilon^{2}\left\|R_{a p p, *}^{\varepsilon}(t)\right\|_{H^{s}} \leq C_{s} \mathcal{E}(t)^{k_{0}-2} \tag{3.17}
\end{equation*}
$$

We deduce (as in (2.26))

$$
\begin{align*}
\left\|R_{a p p, l}^{\varepsilon}(t)\right\|_{H^{s}} & \leq\left\|\bar{R}_{a p p, l}^{\varepsilon}(t)\right\|_{H^{s}}+\left\|R_{a p p, *, l}^{\varepsilon}(t)\right\|_{H^{s}} \\
& \leq\left\|\bar{R}_{\text {app }}^{\varepsilon}(t)\right\|_{H^{s}}+C \varepsilon^{2}\left\|R_{a p p}^{\varepsilon}(t)\right\|_{H^{s+1 / 2}}  \tag{3.18}\\
& \leq C_{s}^{\prime} \mathcal{E}(t)^{k_{0}-2}
\end{align*}
$$

Conclusion. We fix $s \geq 5, \eta>0$ to be chosen later. With the notation of Proposition 2.1, (2.15), we choose $k_{0}>\max \left(4,2+\lambda^{-1} \mathcal{C}_{s}\right)$. Let $V^{\varepsilon}$ be the solution of (2.2), with initial data $\left.V^{\varepsilon}\right|_{t=0}=\left.V_{\text {app }}^{\varepsilon}\right|_{t=0}$. Let $W^{\varepsilon}=V^{\varepsilon}-V_{\text {app }}^{\varepsilon}$, and let

$$
T(\varepsilon)=\sup \left\{t \in\left[0, T^{\varepsilon}\right], \quad \forall u \in[0, t], \alpha_{s}\left(W^{\varepsilon} ; u\right) \leq 1 / 2\right\} .
$$

We apply Proposition 2.1 to $W^{\varepsilon}$. This yields, for all $t \in[0, T(\varepsilon))$,

$$
\begin{aligned}
& \alpha_{s}\left(W^{\varepsilon} ; t\right) \leq 2 \mathcal{C}_{s} \int_{0}^{t} \alpha_{s}\left(W^{\varepsilon} ; u\right) d u+\frac{4}{3} \mathcal{C}_{s}\left(\varepsilon^{6} \int_{0}^{t}\left\|R_{a p p, h}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u\right. \\
&\left.+\int_{0}^{t}\left\|R_{a p p, l}^{\varepsilon}(u)\right\|_{H^{s}}^{2} d u\right) .
\end{aligned}
$$

We deduce from (3.18) that

$$
\alpha_{s}\left(W^{\varepsilon} ; t\right) \leq 2 \mathcal{C}_{s} \int_{0}^{t} \alpha_{s}\left(W^{\varepsilon} ; u\right) d u+C_{s} \mathcal{E}(t)^{2\left(k_{0}-2\right)} .
$$

With our choice for $k_{0}$, Gronwall's lemma implies

$$
\alpha_{s}\left(W^{\varepsilon} ; t\right) \leq C_{s} \mathcal{E}(t)^{2\left(k_{0}-2\right)}
$$

For $t^{\varepsilon}=T^{\varepsilon}-\sigma, \sigma$ independent of $\varepsilon$, large enough,

$$
C_{s} \mathcal{E}(t)^{2\left(k_{0}-2\right)}<e^{-2\left(k_{0}-2\right) \lambda^{0} \sigma}<\frac{1}{4} .
$$

This shows that $T(\varepsilon) \geq t^{\varepsilon}$ and that

$$
\left\|W_{l}^{\varepsilon}\left(t^{\varepsilon}\right)\right\|_{H^{s}}^{2}+\varepsilon^{2}\left\|W^{\varepsilon}\left(t^{\varepsilon}\right)\right\|_{H^{s}}^{2}<\exp \left(-2 \lambda^{0} \sigma\right) \quad \forall s
$$

Recall also that, up to consider a larger $\sigma$,

$$
\left\|V_{a p p}^{\varepsilon}-\bar{V}^{0}\right\|_{H^{s}}^{2} \leq e^{-2 \lambda^{0} \sigma}
$$

We can now conclude the proof of Theorem 1.2. We introduce

$$
\begin{aligned}
\left(v^{\varepsilon}, b^{\varepsilon}\right)^{t}(t, \mathrm{x}) & =V^{\varepsilon}\left(t, \mathrm{x}, \varepsilon^{-4} t, \varepsilon^{-2} \mathrm{x}\right) \\
& =\left(w^{\varepsilon}, \beta^{\varepsilon}\right)\left(t, \mathrm{x}, \varepsilon^{-4} t, \varepsilon^{-2} \mathrm{x}\right),
\end{aligned}
$$

which is solution of the original system (1.5). Rapid computations lead to

$$
\begin{aligned}
\left\|b^{\varepsilon}(t)\right\|_{L_{\mathbf{x}}^{2}}^{2} & \geq\left\|\beta^{\varepsilon}(t)\right\|_{L_{x, \tau, \theta}^{2}}^{2}-C \varepsilon^{2}\left\|\beta^{\varepsilon}(t)\right\|_{H_{x}^{1}, \tau, \theta}^{2} \\
& \geq\left\|\bar{\beta}_{l}^{\varepsilon}(t)\right\|_{L_{\mathbf{x}}^{2}}^{2}-C \varepsilon^{2}\left\|\beta^{\varepsilon}(t)\right\|_{H_{x}, \tau, \theta}^{2} \\
& \geq \frac{\varepsilon^{m}}{2}\left\|\bar{\beta}_{l}^{0}(t)\right\|_{L_{\mathbf{x}}^{2}}^{2}-C^{\prime}\left(\left\|\bar{V}_{a p p, l}^{\varepsilon}(t)-\varepsilon^{m} \bar{V}_{a p p, l}^{0}(t)\right\|_{L_{\mathbf{x}}^{2}}^{2}+\left\|\bar{W}_{l}^{\varepsilon}(t)\right\|_{L_{\mathbf{x}}^{2}}^{2}\right. \\
& \left.+\varepsilon^{2}\left(\varepsilon^{m}\left\|\bar{\beta}^{0}(t)\right\|_{H_{\mathbf{x}}^{1}}^{2}+\left\|V_{a p p}^{\varepsilon}(t)-\varepsilon^{m} \bar{V}_{a p p}^{0}(t)\right\|_{H_{x, \tau, \theta}^{1}}^{2}+\left\|W^{\varepsilon}(t)\right\|_{H_{x, \tau, \theta}}^{2}\right)\right),
\end{aligned}
$$

where $C$ and $C^{\prime}$ are positive constants independent of $\varepsilon$ and $\eta$. As the Fourier transform of $\bar{\beta}^{0}$ has compact support, we deduce that

$$
\bar{\beta}^{0}=\bar{\beta}_{l}^{0}, \quad\left\|\bar{\beta}^{0}\right\|_{H_{\mathrm{x}}^{1}} \leq R\left\|\bar{\beta}^{0}\right\|_{L_{\mathrm{x}}^{2}}
$$

for some $R>0$.
Using previous bounds, this yields, for $\varepsilon$ small enough,

$$
\left\|b^{\varepsilon}(t)\right\|_{L^{2}}^{2} \geq C_{0} e^{-\lambda^{0} \sigma}-C_{1} e^{-2 \lambda^{0} \sigma} \geq \delta>0,
$$

up to consider a larger $\sigma$. Theorem 1.2 follows.

Acknowledgments. I wish to express my gratitude to B. Desjardins and E. Dormy, for careful reading of the manuscript and helpful comments.

## REFERENCES

[1] V. Arnol'd, Sur la topologie des écoulements stationnaires des fluides parfaits, C. R. Acad. Sci. Paris, 261 (1965), pp. 17-20.
[2] S. Braginsky, Theory of the hydromagnetic dynamo, Soviet Phys. JETP, 20 (1964), pp. 14621471.
[3] S. Childress, New solutions of the kinematic dynamo problem, J. Math. Phys., 11 (1970), pp. 3063-3076.
[4] B. Desjardins and E. Grenier, Linear instability implies nonlinear instability for various types of viscous boundary layers, Ann. Inst. H. Poincaré Anal. Non Linéaire, 20 (2003), pp. 87-106.
[5] D. Fearn, Hydromagnetic flows in planetary cores, Rep. Prog. Phys., 61 (1998), pp. 175-235.
[6] S. Friedlander, W. Strauss, and M. Vishik, Nonlinear instability in an ideal fluid, Ann. Inst. H. Poincaré Anal. Non Linéaire, 14 (1997), pp. 187-209.
[7] H. Fujita and T. Kato, On the Navier-Stokes initial value problem. I, Arch. Rational Mech. Anal., 16 (1964), pp. 269-315.
[8] A. D. Gilbert, Dynamo theory, in Handbook of Mathematical Fluid Dynamics, Vol. II, NorthHolland, Amsterdam, 2003, pp. 355-441.
[9] E. Grenier, On the nonlinear instability of Euler and Prandtl equations, Comm. Pure Appl. Math. 53 (2000), pp. 1067-1091.
[10] J.-L. Joly, G. Métivier, and J. Rauch, Coherent and focusing multidimensional nonlinear geometric optics, Ann. Sci. École Norm. Sup. (4), 28 (1995), pp. 51-113.
[11] G. MÉtivier, Stability of Small Viscosity Noncharacteristic Boundary Layers, Lecture notes, available at http://www.math.u-bordeaux.fr/~metivier/Preprints.html.
[12] G. MÉtivier, Exemples d'instabilités pour des équations d'ondes non-linéaires (d'après Gilles Lebeau), Astérisque, 294 (2004), pp. 63-75.
[13] E. Parker, Hydromagnetic dynamo models, Astrophys. J., 122 (1955), pp. 293-314.
[14] G. Roberts, Spatially periodic dynamos, Philos. Trans. Roy. Soc. London Ser. A, 266 (1970), pp. 535-558.
[15] P. Roberts, An Introduction to Magnetohydrodynamics, Longmans Green, London, 1967.
[16] M. Steenbeck, F. Krause, and K. Rädler, A calculation of the mean electromotive force in an electrically conducting fluid in turbulent motion, under the influence of Coriolis forces, Z. Naturforsch., 21 (1966), pp. 369-376.
[17] R. Stieglitz and U. Muller, Experimental demonstration of a homogeneous two-scale dynamo, Phys. Fluids, 13 (2001), pp. 561-564.

# OPTIMAL RATE OF CONVERGENCE OF THE BENCE-MERRIMAN-OSHER ALGORITHM FOR MOTION BY MEAN CURVATURE* 

KATSUYUKI ISHII ${ }^{\dagger}$


#### Abstract

Bence, Merriman, and Osher proposed an algorithm for computing the motion a hypersurface by mean curvature in terms of solutions of the usual heat equation, continually reinitialized after short time steps. In this paper, applying some techniques of asymptotic analysis for the Allen-Cahn equation, we give a rate of convergence of their algorithm for the motion of a smooth and compact hypersurface by mean curvature. We also consider the special case of a circle evolving by curvature and show that our rate is optimal.
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1. Introduction. In 1992, Bence, Merriman, and Osher proposed in [2] an algorithm for computing the motion of a hypersurface by its mean curvature. It is described as follows.

Given a closed set $C_{0} \subset \mathbb{R}^{N}$, we solve the initial-value problem for the heat equation

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=0  \tag{1.1}\\
\text { in }(0,+\infty) \times \mathbb{R}^{N}, \\
u(0, x)= \begin{cases}1, & x \in C_{0}, \\
-1, & x \in \mathbb{R}^{N} \backslash C_{0} .\end{cases}
\end{array}\right.
$$

Fix a time step $h>0$ and set

$$
C_{1}=\left\{x \in \mathbb{R}^{N} \mid u(h, x) \geq 0\right\} .
$$

Next we solve (1.1) with $C_{0}$ replacing $C_{1}$ and define a new set $C_{2}$ with the solution $u$ replaced by that of (1.1) with the new initial data. Repeating this procedure, we have a sequence $\left\{C_{k}\right\}_{k=0,1, \ldots}$ of closed sets in $\mathbb{R}^{N}$. Then we define

$$
C_{t}^{h}=C_{k} \quad \text { if } k h \leq t<(k+1) h, k=0,1, \ldots,
$$

for $t \geq 0$. Letting $h \searrow 0$, we obtain

$$
\partial C_{t}^{h} \longrightarrow \Gamma_{t}, \Gamma_{0}=\partial C_{0}
$$

and $\Gamma_{t}$ moves by its $((N-1)$-times) mean curvature.
The convergence of the Bence-Merriman-Osher (BMO) algorithm was proved by Mascarenhas [19], Evans [5], Barles and Georgelin [1], and Goto, Ishii, and Ogawa [10]. The generalizations of this algorithm were considered by Ishii [14], Ishii, Pires,

[^44]and Souganidis [16], Ishii and Ishii [15], Vivier [23], and Leoni [18]. However, to the author's knowledge, there are a few results on the rate of convergence of the BMO algorithm. In [22] Ruuth gave an error estimate for the case of the planar graph on $[0, h]$. Ishii and Nakamura [17] proved that the Hausdorff distance between the motion by mean curvature $\Gamma_{t}$ and the approximate interface $\Gamma_{t}^{h}:=\partial C_{t}^{h}$ is an order of $h^{1 / 2}$ as $h \searrow 0$. This estimate is valid before the onset of singularities, but not optimal.

The purpose of this paper is to show the optimal rate of convergence of the BMO algorithm, valid before the onset of singularities, for the Hausdorff distance between $\Gamma_{t}$ and $\Gamma_{t}^{h}$. In fact, assuming $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ is the motion of a smooth and compact hypersurface by mean curvature, we prove that, for any $T<T_{0}$,

$$
\sup _{t \in[0, T]} d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq L h
$$

where $L$ is a constant depending on $T$, but independent of small $h>0$, and $d_{H}$ denotes the Hausdorff distance. This estimate is optimal and improves that of [17].

Both of the order in $h$ and the optimality are the consequence of the maximum principle and the explicit constructions of sub- and supersolutions of (1.1), which are inspired by the asymptotic analysis of solutions of the Allen-Cahn equation (see, e.g., Fife [7] and de Mottoni and Schatzman [4]). As for the relation between the BMO algorithm and the Allen-Cahn equation, from the viewpoint of the splitting methods in numerical analysis, Vivier [23] first pointed out that we may think the Allen-Cahn equation is an approximation of the BMO algorithm. Leoni [18] and Goto, Ishii, and Ogawa [10] gave the proofs of the convergence of the BMO algorithm and a generalized scheme by applying some techniques of the asymptotic analysis for the Allen-Cahn equation. The arguments in this paper also rely on them.

This paper is organized as follows. In section 2 we discuss the formal asymptotic expansion of the radially symmetric solution of (1.1). To derive formally the equation of the motion of the interface, we consider the asymptotic behavior as $t \searrow 0$ of the zero of the solution of (1.1). In section 3 we construct sub- and supersolutions of (1.1) by using some functions provided by the formal asymptotic expansion. We treat the nonradial case in subsection 3.2 and the radial case in subsection 3.3. Section 4 is devoted to the rate of convergence of the BMO algorithm to the motion of a smooth and compact hypersurface by mean curvature. The arguments in sections $3-4$ are very similar to those in [18], although Leoni considered in her paper a different situation from ours. In section 5 , we return to the special case of a circle evolving by curvature. By the radial symmetry, we have only to consider the asymptotic behavior of the radius $R_{h}$ of the approximate circle as $h \searrow 0$. In subsection 5.1 we obtain the short-time asymptotics of $R_{h}$. In subsection 5.2 we formally derive a corrector for $R_{h}$. Based on these results, in subsection 5.3 we obtain the behavior of $R_{h}$ and show the optimality of our estimate obtained in section 4. The considerations of section 5 are motivated by Nochetto, Paolini, and Verdi [20]. In [20] they obtained the optimal error estimate of the approximate interface given by the solution of a variational inequality to the smooth motion by mean curvature. The appendix is devoted to the proof of a lemma given in section 2.

In the following of this paper, we denote by $K$ various constants depending only on known ones, and the notation $g=O(f)$ means that $|g| \leq K^{\prime} f$ for some constant $K^{\prime}>0$ independent of small $t>0$.
2. Formal asymptotic expansion to the radial case. In this section we briefly discuss the formal asymptotic expansion to the simplest situation, the radially
symmetric solution of (1.1) as $t \searrow 0$. Even though this presentation is only formal, it shows us several crucial aspects for the constructions of sub- and supersolutions of (1.1) in the next section. For each $x_{0} \in \mathbb{R}^{N}$, put $B\left(x_{0}, R\right)=\left\{x \in \mathbb{R}^{N}| | x-x_{0} \mid<R\right\}$. If $u=u(t, r)(r=|x|)$ and $C_{0}=\overline{B(0, R)}$, then the problem (1.1) turns to

$$
\left\{\begin{array}{l}
\mathcal{L} u:=u_{t}-u_{r r}-\frac{N-1}{r} u_{r}=0 \quad \text { in }(0,+\infty) \times(0,+\infty)  \tag{2.1}\\
u_{r}(t, 0)=0, \quad t>0, \\
u(0, r)= \begin{cases}1, & r \in[0, R] \\
-1, & r \in(R,+\infty)\end{cases}
\end{array}\right.
$$

Set $\widetilde{\Gamma}_{0}=\partial \underset{\sim}{B}(0, R)$ and $\widetilde{\Gamma}_{t}=\left\{x \in \mathbb{R}^{N} \mid u(t,|x|)=0\right\}$ for $t>0$. Then we can easily verify that $\widetilde{\Gamma}_{t}$ is a sphere in $\mathbb{R}^{N}$.

As to the behavior of the solution of (2.1) away from $\widetilde{\Gamma}_{t}$, we have the following.
Lemma 2.1. For any $\delta \in(0, R / 2)$, there exist $M_{0}>0$ and $t_{0} \in(0,1)$ such that, for all $t \in\left(0, t_{0}\right)$,

$$
\begin{aligned}
& 1-M_{0} e^{-\delta^{2} / 32 t} \leq u(t, r) \leq 1 \quad \text { for all } 0 \leq r \leq R-\delta \\
& -1 \leq u(t, r) \leq-1+M_{0} e^{-\delta^{2} / 32 t} \quad \text { for all } r \geq R+\delta
\end{aligned}
$$

See Goto, Ishii, and Ogawa [10, Proposition 6.1] for the proof. From this lemma, it is sufficient for us to consider the asymptotics of the solution of (2.1) near $\widetilde{\Gamma}_{t}$. Fix $\delta \in(0, R / 2)$ and take $t_{0}>0$ so small that Lemma 2.1 holds. Let $\widetilde{\phi}(t)$ be the radius of $\widetilde{\Gamma}_{t}$. We assume that the solution $u$ of (2.1) is approximated by the following formal series in $(t, r) \in\left(0, t_{0}\right) \times(R-\delta, R+\delta)$ :

$$
\begin{equation*}
u(t, r)=\sum_{j=0}^{+\infty} t^{j / 2} U_{j}\left(t, \frac{\widetilde{d}(t, r)}{2 \sqrt{t}}\right), \quad \widetilde{\phi}(t)=\sum_{j=0}^{+\infty} t^{j} \phi_{j}(t), \quad \widetilde{\phi}(0)=\phi_{0}(0)=R \tag{2.2}
\end{equation*}
$$

Here $U_{j}$ and $\phi_{j}$ are assumed to be bounded in $\left(0, t_{0}\right) \times(R-\delta, R+\delta)$ for each $j \in \mathbb{N} \cup\{0\}$ and $\widetilde{d}(t, r)$ is the signed distance function to $\widetilde{\Gamma}_{t}$ given by

$$
\widetilde{d}(t, r)=\widetilde{\phi}(t)-r
$$

Before choosing $U_{j}$ and $\phi_{j}(j \in \mathbb{N} \cup\{0\})$, we give a lemma on the effect of the diffusion on $\partial B(0, R)$. Select $\widetilde{r} \geq 0$ so that $u(t, R-\widetilde{r})=0$. Then $\widetilde{r}=\widetilde{\phi}(0)-\widetilde{\phi}(t)$ and it is the normal distance between $\partial B(0, R)$ and $\widetilde{\Gamma}_{t}$.

Lemma 2.2. We have

$$
\widetilde{r}=\frac{(N-1) t}{R}+\frac{(N-1)(3 N-1) t^{2}}{6 R^{3}}+O\left(t^{3}\right) \quad \text { as } t \searrow 0
$$

See the appendix for the proof. By this lemma, we formally have

$$
\left.\widetilde{\phi}^{\prime}\right|_{t=0}=-\left.\widetilde{r}^{\prime}\right|_{t=0}=-\frac{N-1}{R}
$$

where ${ }^{\prime}=d / d t$. This suggests that we may set $\phi_{0}(t)=\phi(t)$, where $\phi(t)=$ $\sqrt{R^{2}-2(N-1) t}$ and it solves

$$
\begin{equation*}
\phi^{\prime}(t)=-\frac{N-1}{\phi(t)} \quad \text { for } t>0, \phi(0)=R \tag{2.3}
\end{equation*}
$$

Using Lemma 2.2 and the definition of $\phi$, we can estimate the distance between $\partial B(0, \phi(t))$ and $\widetilde{\Gamma}_{t}$ for small $t>0$.

Proposition 2.3. Let $\phi(t)=\sqrt{R^{2}-2(N-1) t}$ and let $\widetilde{r}$ be the normal distance between $\partial B(0, R)$ and $\widetilde{\Gamma}_{t}$. Then

$$
\widetilde{r}-(R-\phi(t))=\frac{(N-1) t^{2}}{3 R^{3}}+O\left(t^{3}\right) \quad \text { as } t \searrow 0
$$

Remark 2.1. Ruuth [22, Chapter 4] obtained a similar result to this proposition in the case of the graph in $\mathbb{R}^{2}$.

Proof of Proposition 2.3. It is easily seen by Taylor expansion to $\phi$ around $t=0$ that

$$
\phi(t)=R-\frac{(N-1) t}{R}-\frac{(N-1)^{2} t^{2}}{2 R^{2}}+O\left(t^{3}\right) \quad \text { as } t \searrow 0 .
$$

Hence, we have the result by using Lemma 2.2 and this expansion.
We choose $U_{j}$ and $\phi_{j}(j \in \mathbb{N} \cup\{0\})$ of (2.2). First, we do some $\phi_{j}$ 's. It is seen that, as $t \searrow 0$,

$$
\begin{aligned}
& \widetilde{r}-(R-\phi(t))=-\sum_{j=1}^{+\infty} t^{j} \phi_{j}(t) \\
& \frac{1}{R} \approx \frac{1}{\widetilde{\phi}(t)}=\frac{1}{\phi(t)}\left\{1-\sum_{j=1}^{+\infty} t^{j} \frac{\phi_{j}(t)}{\phi(t)}+\left(\sum_{j=1}^{+\infty} t^{j} \frac{\phi_{j}(t)}{\phi(t)}\right)^{2}-\cdots\right\}
\end{aligned}
$$

It follows from these relations and Proposition 2.3 that

$$
-\sum_{j=1}^{+\infty} t^{j} \phi_{j}(t)=\frac{t^{2}(N-1)}{3(\phi(t))^{3}}\left\{1-\sum_{j=1}^{+\infty} t^{j} \frac{\phi_{j}(t)}{\phi(t)}+\left(\sum_{j=1}^{+\infty} t^{j} \frac{\phi_{j}(t)}{\phi(t)}\right)^{2}-\cdots\right\}^{3}+O\left(t^{3}\right)
$$

for sufficiently small $t>0$. Comparing the coefficients of $t^{j}(j=1,2)$ on both sides, we have

$$
t-\operatorname{term}: \phi_{1}(t)=0, t^{2}-\operatorname{term}: \phi_{2}(t)=-\frac{N-1}{3(\phi(t))^{3}}
$$

We omit the choices of $\phi_{j}$ 's $(j \geq 3)$.
Second, we select some $U_{j}$ 's. We set $\widetilde{\phi}(t)=\phi(t)+t^{2} \phi_{2}(t)$ for simplicity. Put $\rho=\widetilde{d} / 2 \sqrt{t}$. Since $r=\phi-\left(2 \sqrt{t} \rho-t^{2} \phi_{2}\right)$, we get
(2.4) $\frac{1}{r}=\frac{1}{\phi-\left(2 \sqrt{t} \rho-t^{2} \phi_{2}\right)}=\frac{1}{\phi} \sum_{j=0}^{+\infty}\left\{\frac{1}{\phi}\left(2 \sqrt{t} \rho-t^{2} \phi_{2}\right)\right\}^{j} \quad$ for small $t>0$.

Besides we easily see that

$$
d_{t}=\phi^{\prime}+2 t \phi_{2}+t^{2} \phi_{2}^{\prime}, d_{r}=-1, d_{r r}=0
$$

Thus we use (2.2), (2.4) and these identities to compute that

$$
\begin{aligned}
& \mathcal{L} u=- \frac{1}{4 t}\left(U_{0, \rho \rho}+2 \rho U_{0, \rho}\right)+\frac{1}{\sqrt{t}}\left\{\frac{U_{0, \rho}}{2}\left(\phi^{\prime}+\frac{N-1}{\phi}\right)-\left(\frac{1}{4} U_{1, \rho \rho}+\frac{\rho}{2} U_{1, \rho}-\frac{1}{2} U_{1}\right)\right\} \\
&+\left\{\frac{(N-1) \rho U_{0, \rho}}{\phi^{2}}+\frac{U_{1, \rho}}{2}\left(\phi^{\prime}+\frac{N-1}{\phi}\right)-\left(\frac{1}{4} U_{2, \rho \rho}+\frac{\rho}{2} U_{2, \rho}-U_{2}\right)\right\} \\
&+\sqrt{t}\left\{U_{0, \rho} \phi_{2}+U_{1, t}+(N-1)\left(\frac{2 \rho^{2}}{\phi^{3}} U_{0, \rho}+\frac{\rho U_{1, \rho}}{\phi^{2}}\right)+\frac{U_{2, \rho}}{2}\left(\phi^{\prime}+\frac{N-1}{\phi}\right)\right. \\
&\left.\quad-\left(\frac{1}{4} U_{3, \rho \rho}+\frac{\rho}{2} U_{3, \rho}-\frac{3}{2} U_{3}\right)\right\}+\cdots \\
&=0
\end{aligned}
$$

where $U_{i, \rho}=\partial U_{i} / \partial \rho$ and $U_{i, \rho \rho}=\partial^{2} U_{i} / \partial \rho^{2}$.
We compare the coefficients of $t^{j / 2}(j=-2,-1,0,1,2, \ldots)$. In the case of the $t^{-1}$-term, we can derive

$$
\begin{equation*}
U_{0, \rho \rho}+2 \rho U_{0, \rho}=0 \quad \text { on } \mathbb{R}^{1} \tag{2.5}
\end{equation*}
$$

Taking Lemma 2.1 into account, we impose the following condition on $U_{0}$ :

$$
U_{0}(t, \rho) \longrightarrow\left\{\begin{array}{ll}
1 & \text { as } \rho \rightarrow+\infty,  \tag{2.6}\\
-1 & \text { as } \rho \rightarrow-\infty
\end{array} \quad \text { for any small } t>0\right.
$$

Then we have

$$
\begin{equation*}
U_{0}=U_{0}(\rho)=\frac{2}{\sqrt{\pi}} \int_{0}^{\rho} e^{-s^{2}} d s \tag{2.7}
\end{equation*}
$$

As for the $t^{-1 / 2}$-term, by (2.3) we obtain

$$
\begin{equation*}
\frac{1}{4} U_{1, \rho \rho}+\frac{\rho}{2} U_{1, \rho}-\frac{1}{2} U_{1}=0 \quad \text { on } \mathbb{R}^{1} \tag{2.8}
\end{equation*}
$$

Since the rate of convergence (2.6) is faster than the exponential one, combining Lemma 2.1 with this fact, we have the following condition on $U_{1}$ :

$$
\begin{equation*}
U_{1}(t, \rho) \longrightarrow 0 \quad \text { as } \rho \rightarrow \pm \infty \quad \text { for any small } t>0 \tag{2.9}
\end{equation*}
$$

Therefore we have $U_{1} \equiv 0$ because the uniqueness of solutions of (2.8) under (2.9) holds in the class of bounded functions.

In the case of the $t^{j / 2}$-term $(j=0,1)$, from (2.3) and the fact that $U_{1} \equiv 0$ we get

$$
\begin{align*}
& \frac{1}{4} U_{2, \rho \rho}+\frac{\rho}{2} U_{2, \rho}-U_{2}=\frac{(N-1) \rho U_{0, \rho}}{\phi^{2}} \text { on } \mathbb{R}^{1}  \tag{2.10}\\
& \frac{1}{4} U_{3, \rho \rho}+\frac{\rho}{2} U_{3, \rho}-\frac{3}{2} U_{3}=(N-1)\left(2 \rho^{2}-\frac{1}{3}\right) \frac{U_{0, \rho}}{\phi^{3}} \quad \text { on } \mathbb{R}^{1} \tag{2.11}
\end{align*}
$$

By the same reason as above, the following condition is imposed on $U_{j}$ 's $(j=2,3)$ :

$$
\begin{equation*}
U_{j}(t, \rho) \longrightarrow 0 \quad \text { as } \rho \rightarrow \pm \infty \quad \text { for any small } t>0 \tag{2.12}
\end{equation*}
$$

Solving (2.10) and (2.11) under (2.12), we obtain

$$
\begin{equation*}
U_{2}(t, \rho)=-\frac{(N-1) \rho e^{-\rho^{2}}}{\sqrt{\pi}(\phi(t))^{2}}, \quad U_{3}(t, \rho)=-\frac{4(N-1) \rho^{2} e^{-\rho^{2}}}{3 \sqrt{\pi}(\phi(t))^{3}} \tag{2.13}
\end{equation*}
$$

We omit selecting $U_{j}(j \geq 4)$.

Remark 2.2. In the above discussion, we have not applied the Fredholm alternative to derive the equation of the motion of the interface, which is used to do so in the case of the Allen-Cahn equation (see, e.g., Fife [7], de Mottoni and Schatzman [4], and Nochetto, Paolini, and Verdi [20]), because such equations as (2.8) under (2.9) have only the trivial solution. For this reason, we have used other methods such as Lemma 2.2 and Proposition 2.3 to determine $\phi_{0}, \phi_{1}$, and $\phi_{2}$.
3. Subsolutions and supersolutions. We construct sub- and supersolutions of (1.1) in $(k h,(k+1) h) \times \mathbb{R}^{N}$ for $h>0$ and $k \in \mathbb{N} \cup\{0\}$. These functions will be used in sections 4 and 5 to derive the optimal rate of convergence of the BMO algorithm.

In this and the next section we assume that $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ is a motion of a smooth and compact hypersurface by mean curvature. The precise assumption on $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ is given in subsection 3.1. In addition, the existence, uniqueness, and behavior of $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ are mentioned in Remark 4.1 of section 4.
3.1. Signed distance function. For each $t \in\left[0, T_{0}\right)$, the signed distance function $d=d(t, x)$ to $\Gamma_{t}$ is defined by

$$
d(t, x)= \begin{cases}\operatorname{dist}\left(x, \Gamma_{t}\right) & \text { for } x \in D_{t}^{+},  \tag{3.1}\\ 0 & \text { for } x \in \Gamma_{t}, \\ -\operatorname{dist}\left(x, \Gamma_{t}\right) & \text { for } x \in D_{t}^{-},\end{cases}
$$

where $D_{t}^{+}$denotes the bounded domain enclosed by $\Gamma_{t}$ and $D_{t}^{-}=\mathbb{R}^{N} \backslash\left(D_{t}^{+} \cup \Gamma_{t}\right)$. Then $d$ satisfies

$$
\begin{equation*}
d_{t}=\Delta d \quad \text { on } \Gamma_{t}, t>0 . \tag{3.2}
\end{equation*}
$$

For any $T \in\left(0, T_{0}\right)$ and $\delta>0$, let $\mathcal{N}_{\delta}$ be the tubular neighborhood of $\{(t, x) \in$ $\left.[0, T] \times \mathbb{R}^{N} \mid x \in \Gamma_{t}\right\}:$

$$
\mathcal{N}_{\delta}:=\left\{(t, x) \in[0, T] \times \mathbb{R}^{N}| | d(t, x) \mid \leq \delta\right\} .
$$

We assume that $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ is so smooth that, for any $T<T_{0}$, there exists a $\delta>0$ satisfying

$$
\begin{equation*}
d_{t}, d_{x_{i}}, d_{x_{i} x_{j}}, d_{x_{i} x_{j}}, d_{x_{i} x_{j} x_{k}}, d_{x_{i} x_{j} x_{k} x_{l}} \in L^{\infty}\left(\mathcal{N}_{5 \delta}\right) \quad \text { for } i, j, k, l=1, \ldots, N \text {. } \tag{3.3}
\end{equation*}
$$

It follows from this condition that for any $(t, x) \in \mathcal{N}_{5 \delta}$, there is a unique $y(t, x) \in \Gamma_{t}$ satisfying

$$
\begin{equation*}
|d(t, x)|=|x-y(t, x)| . \tag{3.4}
\end{equation*}
$$

Let $\widetilde{\kappa}=\widetilde{\kappa}(t, x)$ be the sum of the square of all principal curvatures at $x \in \Gamma_{t}$. Define

$$
\kappa^{s}=\kappa^{s}(t, x):=\widetilde{\kappa}(t, y(t, x)) \quad \text { for }(t, x) \in \mathcal{N}_{5 \delta} .
$$

Then (3.3) yields that

$$
\begin{equation*}
\kappa^{s}, \kappa_{t}^{s}, \kappa_{x_{i}}^{s}, \kappa_{x_{i} x_{j}}^{s} \in L^{\infty}\left(\mathcal{N}_{5 \delta}\right) \quad \text { for } i, j=1,2, \ldots, N . \tag{3.5}
\end{equation*}
$$

Moreover, we observe by this property that there exists a $\kappa_{1}>0$ such that

$$
\begin{equation*}
\left|d_{t}-\Delta d-\kappa^{s} d\right| \leq \kappa_{1} d^{2} \quad \text { on } \mathcal{N}_{5 \delta} \tag{3.6}
\end{equation*}
$$

For the details to (3.2)-(3.6), see, e.g., Chen [3], Gilbarg and Trudinger [9], and Paolini and Verdi [21].
3.2. Nonradial case. In this subsection we construct a sub- and a supersolution of (1.1) in $(k h,(k+1) h) \times \mathbb{R}^{N}$ for each $h>0$ and $k \in \mathbb{N} \cup\{0\}$.

We modify slightly the signed distance function $d$ in (3.1). For any $(t, x) \in \mathcal{N}_{5 \delta}$, $k \in \mathbb{N} \cup\{0\}$, and $\alpha_{k} \geq 0$, set

$$
\underline{d}_{k}(t, x)=d(t, x)-\alpha_{k} h^{2}, \quad \bar{d}_{k}(t, x)=d(t, x)+\alpha_{k} h^{2}
$$

We introduce smooth functions $\eta$ and $\zeta$ satisfying

$$
\begin{align*}
& \eta(r)=\left\{\begin{array}{ll}
r, & s \leq \delta, \\
2 \delta, & s \geq 3 \delta, \\
-2 \delta, & s \leq-3 \delta,
\end{array} \quad 0 \leq \eta^{\prime} \leq 1,\left|\eta^{\prime \prime}\right| \leq \frac{M_{1}}{\delta}\right.  \tag{3.7}\\
& \zeta(r)=\left\{\begin{array}{ll}
1, & |s| \leq \delta, \\
0, & |s| \geq 3 \delta,
\end{array} \quad 0 \leq \zeta \leq 1,\left|\zeta^{\prime}\right| \leq \frac{M_{1}}{\delta},\left|\zeta^{\prime \prime}\right| \leq \frac{M_{1}}{\delta^{2}}\right. \tag{3.8}
\end{align*}
$$

where $M_{1}$ is a constant independent of $\delta$. Motivated by the formal discussion in section 2 , we define $\underline{u}$ and $\bar{u}$ by

$$
\begin{align*}
\underline{u}(t, x)= & U_{0}  \tag{3.9}\\
& \left(\frac{\eta\left(\underline{d}_{k}(t, x)\right)}{2 \sqrt{t-k h}}\right)+(t-k h) \zeta\left(\underline{d}_{k}(t, x)\right) U_{2}\left(t, x, \frac{\underline{d}_{k}(t, x)}{2 \sqrt{t-k h}}\right) \\
& \quad-(t-k h)^{3 / 2} U_{3}-U_{4} \alpha_{k} h^{2} \sqrt{t-k h}  \tag{3.10}\\
\bar{u}(t, x)= & U_{0}\left(\frac{\eta\left(\bar{d}_{k}(t, x)\right)}{2 \sqrt{t-k h}}\right)+(t-k h) \zeta\left(\bar{d}_{k}(t, x)\right) U_{2}\left(t, x, \frac{\bar{d}_{k}(t, x)}{2 \sqrt{t-k h}}\right) \\
& +(t-k h)^{3 / 2} U_{3}+U_{4} \alpha_{k} h^{2} \sqrt{t-k h}
\end{align*}
$$

in $(k h,(k+1) h) \times \mathbb{R}^{N}$ and $k \in \mathbb{N} \cup\{0\}$. Here $U_{2}=U_{2}(t, x, \rho)$ is given by

$$
\begin{equation*}
U_{2}(t, x, \rho)=-\frac{1}{\sqrt{\pi}} \kappa^{s}(t, x) \rho e^{-\rho^{2}} \tag{3.11}
\end{equation*}
$$

and $U_{3}$ and $U_{4}$ are positive constants selected later. At $t=k h$, we set

$$
\underline{u}(k h, x)=\left\{\begin{array}{ll}
1 & \text { if } \underline{d}_{k}(k h, x) \geq 0,  \tag{3.12}\\
-1 & \text { if } \underline{d}_{k}(k h, x)<0,
\end{array} \quad \bar{u}(k h, x)= \begin{cases}1 & \text { if } \bar{d}_{k}(k h, x) \geq 0 \\
-1 & \text { if } \bar{d}_{k}(k h, x)<0\end{cases}\right.
$$

We note that $U_{2}$ satisfies

$$
\begin{equation*}
\frac{1}{4} U_{2, \rho \rho}+\frac{\rho}{2} U_{2, \rho}-U_{2}=\kappa^{s} \rho U_{0, \rho} \quad \text { for }(t, x) \in \mathcal{N}_{5 \delta}, \rho \in \mathbb{R}^{1} \tag{3.13}
\end{equation*}
$$

Proposition 3.1. Let d satisfy (3.3) for some $\delta>0$. Then there exist $h_{1}>0$, $U_{3}>0$, and $U_{4}>0$ such that for each $h \in\left(0, h_{1}\right), k \in \mathbb{N} \cup\{0\}$, and $\alpha_{k} \geq 0, \underline{u}$ and $\bar{u}$ are, respectively, a subsolution and a supersolution of (1.1) in $(k h,(k+1) h) \times \mathbb{R}^{N}$.

Proof. We set $k=0$ and prove the subsolution case.
For the notational simplicity, put $\underline{\rho}=\underline{d}_{0} / 2 \sqrt{t}, \underline{z}(t, x)=\eta\left(\underline{d}_{0}(t, x)\right)$, and $\rho_{\underline{z}}=$ $\underline{z} / 2 \sqrt{t}$. We denote by $\mathbb{L}$

$$
\mathbb{L} u=u_{t}-\Delta u \quad \text { for } u=u(t, x)
$$

It is seen by calculations that

$$
\begin{aligned}
\mathbb{L} \underline{u}=- & \frac{1}{4 t}\left(U_{0, \rho \rho}|D \underline{z}|^{2}+2 \rho_{\underline{z}} U_{0, \rho}\right)+\frac{U_{0, \rho}}{2 \sqrt{t}}\left(\underline{z}_{t}-\Delta \underline{z}\right)-\zeta\left\{\frac{1}{4} U_{2, \rho \rho}\left|D \underline{d}_{0}\right|^{2}+\frac{\rho}{2} U_{2, \rho}-U_{2}\right\} \\
& +\sqrt{t}\left\{\zeta U_{2, \rho}\left(\underline{d}_{0, t}-\Delta \underline{d}_{0}\right)+\zeta^{\prime} U_{2, \rho}\left|D \underline{d}_{0}\right|^{2}+\zeta\left\langle D U_{2, \rho}, D \underline{d}_{0}\right\rangle\right\} \\
& +t\left\{\zeta\left(U_{2, t}-\Delta U_{2}\right)+\zeta^{\prime} U_{2}\left(\underline{d}_{0, t}-\Delta \underline{d}_{0}\right)\right\}-\frac{3}{2} \sqrt{t} U_{3}-\frac{U_{4} \alpha_{0} h^{2}}{2 \sqrt{t}}
\end{aligned}
$$

where $D f=\left(f_{x_{1}}, \ldots, f_{x_{N}}\right)$. We divide our consideration into two cases.

Case 1. $\left|\underline{d}_{0}(t, x)\right| \leq \delta$.
In this case, $\eta=\zeta=1$. Thus $\underline{z}=\underline{d}_{0}, \rho_{\underline{z}}=\underline{\rho}$ and
$(3.14)|D \underline{z}|=\left|D \underline{d}_{0}\right|=|D d|=1, \quad \underline{z}_{t}-\Delta \underline{z}=\underline{d}_{0, t}-\Delta \underline{d}_{0}=d_{t}-\Delta d \quad$ on $\mathcal{N}_{5 \delta}$.
Moreover, we observe that

$$
\begin{equation*}
\sup _{\substack{\rho \in \mathbb{R}^{1} \\ l=0,2}}\left|\rho^{l} U_{0, \rho}\right|+\sup _{(t, x) \in \mathcal{N}_{5 \delta}, \rho \in \mathbb{R}^{1}}\left(\left|U_{2}\right|+\left|U_{2, \rho}\right|+\left|U_{2, t}\right|+\left|\Delta U_{2}\right|+\left|D U_{2, \rho}\right|\right) \leq K . \tag{3.15}
\end{equation*}
$$

Here we have used (3.3) and (3.5) to obtain the boundedness for the second term on the left-hand side of this inequality.

It follows from (2.5), (3.3), (3.14), and (3.15) that
$\mathbb{L} \underline{u} \leq \frac{U_{0, \rho}}{2 \sqrt{t}}\left(d_{t}-\Delta d\right)-\left\{\frac{1}{4} U_{2, \rho \rho}+\frac{\rho}{\overline{2}} U_{2, \rho}-U_{2}\right\}+\sqrt{t}\left\{K(1+\sqrt{t})-\frac{3}{2} U_{3}\right\}-\frac{U_{4} \alpha_{0} h^{2}}{2 \sqrt{t}}$.
We see by the positivity of $U_{0, \rho},(3.6)$ and (3.13) that

$$
\frac{U_{0, \rho}}{2 \sqrt{t}}\left(d_{t}-\Delta d\right)-\left\{\frac{1}{4} U_{2, \rho \rho}+\frac{\rho}{\overline{2}} U_{2, \rho}-U_{2}\right\} \leq 2 \sqrt{t} \kappa_{1} \underline{\rho}^{2} U_{0, \rho}+\frac{U_{0, \rho}}{2 \sqrt{t}}\left(\kappa^{s}+2 \kappa_{1} d\right) \alpha_{0} h^{2}
$$

Using (3.5), (3.15) and this inequality, we get

$$
\mathbb{L} \underline{u} \leq \sqrt{t}\left(K(1+\sqrt{t})-\frac{3}{2} U_{3}\right)+\frac{h^{2}}{2 \sqrt{t}}\left(U_{4,1}\left(U_{4,2}+2 \kappa_{1} \delta\right)-U_{4}\right) \alpha_{0}
$$

where $U_{4,1}=\left\|U_{0, \rho}\right\|_{L^{\infty}(\mathbb{R})}$ and $U_{4,2}=\left\|\kappa^{s}\right\|_{L^{\infty}\left(\mathcal{N}_{5 \delta}\right)}$. Therefore we can take

$$
U_{3} \geq \frac{4}{3} K, \quad U_{4} \geq U_{4,1}\left(U_{4,2}+2 \kappa_{1} \delta\right)
$$

to obtain

$$
\mathbb{L} \underline{u} \leq 0 \quad \text { in }\left\{(t, x) \in(0, h) \times \mathbb{R}^{N}| | \underline{d}_{0}(t, x) \mid \leq \delta\right\} .
$$

Case 2. $\left|\underline{d}_{0}(t, x)\right| \geq \delta$.
In this case, $|\underline{z}| \geq \delta$. Then we see by (3.3), (3.5), and (3.7) that

$$
\begin{align*}
& \left|\rho_{\underline{z}}^{l} U_{0, \rho}\left(\rho_{\underline{z}}\right)\right|+\left|U_{2}(t, x, \underline{\rho})\right|+\left|U_{2, \rho}(t, x, \underline{\rho})\right|+\left|U_{2, t}(t, x, \underline{\rho})\right|  \tag{3.16}\\
& \quad+\left|\Delta U_{2}(t, x, \underline{\rho})\right|+\left|D U_{2, \rho}(t, x, \underline{\rho})\right| \leq K e^{-\delta^{2} / 8 t}
\end{align*}
$$

for small $t>0$ and $l=0,1,2,3$. By (3.3) and (3.7) we get

$$
\left|w_{t}-\Delta w\right| \leq K \quad\left(w=z, \underline{d}_{0}\right)
$$

Using (2.5), (3.8), (3.13), (3.16) and this estimate, we obtain

$$
\mathbb{L} \underline{u} \leq K e^{-\delta^{2} / 8 t}-\frac{3 \sqrt{t}}{2} U_{3} .
$$

We choose $h_{1}>0$ so small that $e^{-\delta^{2} / 8 t} \leq \sqrt{t}$ for all $t \in\left(0, h_{1}\right)$. Hence, letting $U_{3} \geq 2 K / 3$ and $U_{4} \geq 0$, we have

$$
\mathbb{L} \underline{u} \leq 0 \quad \text { in }\left\{(t, x) \in(0, h) \times \mathbb{R}^{N}| | \underline{d}_{0}(t, x) \mid \geq \delta\right\}
$$

for all $h \in\left(0, h_{1}\right)$.

Consequently, taking a large $U_{3}>0$ and setting $U_{4}=U_{4,1}\left(U_{4,2}+2 \kappa_{1} \delta\right)$, we obtain

$$
\mathbb{L} \underline{u} \leq 0 \quad \text { in }(0, h) \times \mathbb{R}^{N}
$$

for all $h \in\left(0, h_{1}\right)$. The supersolution case can be shown by a method similar to the above.

For the case $k \geq 1$, we can show the assertion of this proposition by using the same $h_{1}, U_{3}$, and $U_{4}$ as in the case $k=0$.
3.3. Radial case. This subsection is devoted to the construction of a sub- and a supersolution of (1.1) which are radially symmetric. We recall that if $u=u(t, r)$ ( $r=|x|$ ) and $C_{0}=\overline{B(0, R)}$, then the problem (1.1) turns to (2.1). We assume $N=2$ to simplify our arguments.

For any $R>0$, put

$$
\begin{align*}
& \phi(t)=\sqrt{R^{2}-2 t}, \phi_{1}(t)=\frac{1}{3(\phi(t))^{3}} \quad \text { on }[0, h],  \tag{3.17}\\
& \widetilde{d}(t, r)=\phi(t)-t^{2} \phi_{1}(t)-r \quad \text { on }[0, h] \times \mathbb{R}^{1}
\end{align*}
$$

Let $\eta$ and $\zeta$ be the same functions as (3.7) and (3.8), respectively. Set $z(t, r)=$ $\eta(\widetilde{d}(t, r))$ and define $\underline{u}$ and $\bar{u}$ by

$$
\begin{align*}
& \underline{u}(t, r)=U_{0}\left(\frac{z(t, r)}{2 \sqrt{t}}\right)+\zeta(\widetilde{d}(t, r))\left\{t U_{2}\left(t, \frac{\widetilde{d}(t, r)}{2 \sqrt{t}}\right)+t^{3 / 2} U_{3}\left(t, \frac{\widetilde{d}(t, r)}{2 \sqrt{t}}\right)\right\}-t^{2} U_{4},  \tag{3.18}\\
& \bar{u}(t, r)=U_{0}\left(\frac{z(t, r)}{2 \sqrt{t}}\right)+\zeta(\widetilde{d}(t, r))\left\{t U_{2}\left(t, \frac{\widetilde{d}(t, r)}{2 \sqrt{t}}\right)+t^{3 / 2} U_{3}\left(t, \frac{\widetilde{d}(t, r)}{2 \sqrt{t}}\right)\right\}+t^{2} U_{4} \tag{3.19}
\end{align*}
$$

for $t>0, r \in \mathbb{R}^{1}$. Here $U_{2}, U_{3}$ are given by (2.13) and $U_{4}$ is a constant selected later. At $t=0$, we put

$$
\underline{u}(0, r)=\bar{u}(0, r)= \begin{cases}1, & \text { if } \widetilde{d}(0, r) \geq 0  \tag{3.20}\\ -1, & \text { if } \widetilde{d}(0, r)<0\end{cases}
$$

Proposition 3.2. Fix $\delta \in(0, R / 5 \wedge 1)$. Then there exist $h_{2}>0$ and $U_{4}>0$ such that for each $h \in\left(0, h_{2}\right), \underline{u}$ and $\bar{u}$ are, respectively, a subsolution and a supersolution of (2.1) in $(0, h) \times \mathbb{R}^{1}$. In addition, they satisfy the boundary condition of (2.1).

Proof. We assume $k=0$ and prove the subsolution case. Set $\rho_{z}=z / 2 \sqrt{t}$ and $\widetilde{\rho}=\widetilde{d} / 2 \sqrt{t}$ for the notational simplicity.

It is observed by calculations that

$$
\begin{aligned}
\mathcal{L} \underline{u}= & -\frac{1}{4 t}\left(U_{0, \rho \rho} z_{r}^{2}+2 \rho_{z} U_{0, \rho}\right)+\frac{U_{0, \rho}}{2 \sqrt{t}}\left(z_{t}-z_{r r}-\frac{1}{r} z_{r}\right)-\zeta\left(\frac{1}{4} U_{2, \rho \rho} \widetilde{d}_{r}^{2}+\frac{\widetilde{\rho}}{2} U_{2, \rho}-U_{2}\right) \\
& +\sqrt{t} \zeta\left\{U_{2, \rho}\left(\widetilde{d}_{t}-\widetilde{d}_{r r}-\frac{1}{r} \widetilde{d}_{r}\right)-\left(\frac{1}{4} U_{3, \rho \rho} \widetilde{d}_{r}^{2}+\frac{\widetilde{\rho}}{2} U_{3, \rho}-\frac{3}{2} U_{3}\right)\right\} \\
& +t\left[\zeta\left\{U_{2, t}+\sqrt{t} U_{3, t}+\frac{U_{3, \rho}}{2}\left(\widetilde{d}_{t}-\widetilde{d}_{r r}-\frac{1}{r} \widetilde{d}_{r}\right)\right\}-2 U_{4}\right] \\
& -2 \zeta^{\prime} \widetilde{d}_{r}\left\{t U_{2, \rho} \frac{\widetilde{d}_{r}}{2 \sqrt{t}}+t^{3 / 2} U_{3, \rho} \frac{\widetilde{d}_{r}}{2 \sqrt{t}}\right\} \\
& +t\left\{\zeta^{\prime}\left(\widetilde{d}_{t}-\widetilde{d}_{r r}-\frac{1}{r} \widetilde{d}_{r}\right)-\zeta^{\prime \prime} \widetilde{d}_{r}^{2}\right\}\left(U_{2}+\sqrt{t} U_{3}\right) .
\end{aligned}
$$

We divide our consideration into two cases.
Case 1. $|\widetilde{d}(t, r)| \leq \delta$.
In this case, $\eta=\zeta=1$. Thus $z=\widetilde{d}, \rho_{z}=\widetilde{\rho}$ and

$$
\begin{equation*}
w_{r}=-1, w_{t}-w_{r r}-\frac{1}{r} w_{r}=\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r} \quad \text { for } w=z, \widetilde{d} . \tag{3.21}
\end{equation*}
$$

Moreover, we see from (2.13) and (3.17) that

$$
\begin{equation*}
\sup _{\substack{\rho \mathbb{R}^{1} \\ l=0,1,2,3}}\left|\rho^{l} U_{0, \rho}\right|+\sup _{\substack{t \in\left[0,,^{2} / f, \mid, \rho \in \mathbb{R}^{1} \\ j=2,3, l=0,1,2,3\right.}}\left(\left|\rho^{l} U_{j}\right|+\left|\rho^{l} U_{j, \rho}\right|+\left|U_{j, t}\right|\right) \leq K . \tag{3.22}
\end{equation*}
$$

By (2.5), (3.21), and this boundedness, we have

$$
\begin{aligned}
\mathcal{L} u \leq & \frac{U_{0, \rho}}{2 \sqrt{t}}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right)-\left(\frac{1}{4} U_{2, \rho \rho}+\frac{\widetilde{\rho}}{2} U_{2, \rho}-U_{2}\right) \\
& +t^{1 / 2}\left\{U_{2, \rho}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right)-\left(\frac{1}{4} U_{3, \rho \rho}+\frac{\tilde{\rho}}{2} U_{3, \rho}-\frac{3}{2} U_{3}\right)\right\} \\
& +\frac{t U_{3, \rho}}{2}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right)+t\left(K-2 U_{4}\right) .
\end{aligned}
$$

We estimate $\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+1 / r$. We remark that $\widetilde{d}=2 \sqrt{t} \widetilde{\rho}$ and $r=\phi-(2 \sqrt{t} \widetilde{\rho}+$ $t^{2} \phi_{1}$ ). It follows from (3.17) that there exists an $h_{2} \in(0, \delta)$ such that $\phi(t) \geq 4 \delta$ and $t^{2} \phi_{1}(t) \leq \delta$ for $t \in\left(0, h_{2}\right)$. Thus we get $2 \sqrt{t}|\widetilde{\rho}|+t^{2} \phi_{1} \leq 2 \delta$ and

$$
\frac{1}{r} \leq \frac{1}{\phi}\left\{1+\frac{1}{\phi}\left(2 \sqrt{t} \widetilde{\rho}+t^{2} \phi_{1}\right)+\frac{1}{\phi^{2}}\left(2 \sqrt{t} \widetilde{\rho}+t^{2} \phi_{1}\right)^{2}\right\}+\frac{1}{3 \delta \phi^{3}}\left(2 \sqrt{t}|\widetilde{\rho}|+t^{2} \phi_{1}\right)^{3}
$$

for all $t \in\left(0, h_{2}\right)$. Since $\phi$ satisfies $\phi^{\prime}+1 / \phi=0$ and $\phi_{1}^{\prime}$ is bounded, we observe that

$$
\begin{equation*}
\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r} \leq \frac{2 \sqrt{t} \widetilde{\rho}}{\phi^{2}}+\frac{4 t \widetilde{\rho}^{2}}{\phi^{3}}-2 t \phi_{1}+\frac{8 t^{3 / 2}|\widetilde{\rho}|^{3}}{3 \delta \phi^{3}}+K t^{2} . \tag{3.23}
\end{equation*}
$$

We observe from the positivity of $U_{0, \rho}$ on $\mathbb{R}^{1}$, (2.10), (2.11), (3.22), and this estimate that

$$
\begin{aligned}
& \frac{U_{0, \rho}}{2 \sqrt{t}}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right)-\left(\frac{1}{4} U_{2, \rho \rho}+\frac{\widetilde{\rho}}{2} U_{2, \rho}-U_{2}\right) \\
& \quad-\sqrt{t}\left(\frac{1}{4} U_{3, \rho \rho}+\frac{\widetilde{\rho}}{2} U_{3, \rho}-\frac{3}{2} U_{3}\right) \leq U_{0, \rho}\left(K t \widetilde{\rho}^{3}+K t^{3 / 2}\right) \leq t K(1+\sqrt{t}) .
\end{aligned}
$$

In addition, (3.22) and (3.23) yield that

$$
t^{1 / 2} U_{2, \rho}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right)+\frac{t U_{3, \rho}}{2}\left(\phi^{\prime}-2 t \phi_{1}-t^{2} \phi_{1}^{\prime}+\frac{1}{r}\right) \leq K t .
$$

Therefore we obtain

$$
\mathcal{L} \underline{u} \leq t\left(K(1+\sqrt{t})-2 U_{4}\right) .
$$

Consequently, taking $U_{4}$ sufficiently large, we obtain

$$
\mathcal{L} \underline{u} \leq 0 \quad \text { in }\left\{(t, r) \in(0, h) \times \mathbb{R}^{1}| | \widetilde{d}(t, r) \mid \leq \delta\right\}
$$

for all $h \in\left(0, h_{2}\right)$.

Case 2. $|\widetilde{d}(t, r)| \geq \delta$.
In this case, $|z| \geq \delta$. Then we see by (2.13) that

$$
\begin{equation*}
\left|\rho_{z}^{l} U_{0, \rho}\left(\rho_{z}\right)\right|+\left|\widetilde{\rho}^{l} U_{j}(t, \widetilde{\rho})\right|+\left|\widetilde{\rho}^{l} U_{j, \rho}(t, \widetilde{\rho})\right|+\left|U_{j, t}(t, \widetilde{\rho})\right| \leq K e^{-\delta^{2} / 8 t} \tag{3.24}
\end{equation*}
$$

for small $t>0, j=2,3$, and $l=0,1,2,3$. Then it is easily observed by the fact that $\delta \leq r \leq R+3 \delta$ and by (3.7) and (3.17) that

$$
\left|w_{t}-w_{r r}-\frac{1}{r} w_{r}\right| \leq K \quad \text { for } w=z, \tilde{d}
$$

Thus we apply (3.7), (3.8), (3.24), and this inequality to obtain

$$
\mathcal{L} \underline{u} \leq K e^{-\delta^{2} / 8 t}-2 t U_{4}
$$

Taking $h_{2}>0$ smaller if necessary, we have $e^{-\delta^{2} / 8 t} \leq t$ for all $t \in\left(0, h_{2}\right)$. Thus we choose $U_{4} \geq K / 2$ to have

$$
\mathcal{L} \underline{u} \leq 0 \quad \text { in }\left\{(t, r) \in(0, h) \times \mathbb{R}^{1}| | \widetilde{d}(t, r) \mid \geq \delta\right\}
$$

for all $h \in\left(0, h_{2}\right)$.
Consequently, taking $U_{4}>0$ large and $h_{2}>0$ small, we obtain

$$
\mathcal{L} \underline{u} \leq 0 \quad \text { in }(0, h) \times \mathbb{R}^{1}
$$

for all $h \in\left(0, h_{2}\right)$. Since $\underline{u}(t, r)=U_{0}(\delta / \sqrt{t})-t^{2} U_{4}$ for $0 \leq r \ll 1$, it is easily verified that $\underline{u}_{r}(t, 0)=0$. The supersolution case can be shown in a similar way.
4. Rate of convergence. In this section we consider the rate of convergence of the BMO algorithm to the motion of a smooth and compact hypersurface by mean curvature.

To state our theorem, we rewrite the BMO algorithm as follows. Let $\Gamma_{0} \subset \mathbb{R}^{N}$ be a smooth and compact hypersurface and $C_{0} \subset \mathbb{R}^{N}$ the compact set such that $\partial C_{0}=\Gamma_{0}$. Fix a time step $h>0$. Let $u^{h}=u^{h}(t, x)$ be the solution of

$$
\begin{cases}u_{t}^{h}=\Delta u^{h} \quad \text { in }(k h,(k+1) h) \times \mathbb{R}^{N},  \tag{4.1}\\ u^{h}(k h, x)= \begin{cases}1, & x \in C_{k}, \\ -1, & x \in \mathbb{R}^{N} \backslash C_{k},\end{cases} \\ C_{k}= \begin{cases}\text { the above set } C_{0} & \text { for } k=0, \\ \left\{x \in \mathbb{R}^{N} \mid \lim _{t \rightarrow k h-} u^{h}(t, x) \geq 0\right\} & \text { for } k=1,2, \ldots\end{cases} \end{cases}
$$

Set

$$
\begin{align*}
& C_{t}^{h}= \begin{cases}\left\{x \in \mathbb{R}^{N} \mid u^{h}(t, x) \geq 0\right\} & \text { for } t \neq k h, \\
C_{k} & \text { for } t=k h,\end{cases} \\
& \Gamma_{t}^{h}=\partial C_{t}^{h}\left(=\left\{x \in \mathbb{R}^{N} \mid u^{h}(t, x)=0\right\}\right) . \tag{4.2}
\end{align*}
$$

We note that $C_{k h}^{h}$ coincides with $C_{k}$ defined in the introduction and that $\Gamma_{t}^{h}$ is a smooth and compact hypersurface for each $t \geq 0, h>0$. Furthermore, there exists an $R_{0}>0$ such that $\Gamma_{t}^{h} \subset \overline{B\left(0, R_{0}\right)}$ for all $t \geq 0$ and $h>0$ (see Barles and Georgelin [1, Lemma 5.1]). Using this formulation, we have the following theorem.

Theorem 4.1. Let $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ be a smooth and compact motion by mean curvature satisfying (3.3). Let $\Gamma_{t}^{h^{-}}$be defined by (4.2). Then, for any $T \in\left(0, T_{0}\right)$, there exist $h_{0}>0$ and $L>0$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]} d_{H}\left(\Gamma_{t}^{h}, \Gamma_{t}\right) \leq L h \tag{4.3}
\end{equation*}
$$

for all $h \in\left(0, h_{0}\right)$. Here $d_{H}(A, B)$ denotes the Hausdorff distance between $A, B \subset$ $\mathbb{R}^{N}$.

Remark 4.1. On the existence, uniqueness, and behavior of a motion by mean curvature $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$, the following results are known. Assume that $\Gamma_{0}$ is the boundary of class $C^{k, \alpha}$ of a bounded domain $(k \geq 2,0<\alpha<1)$.
(i) For some $T_{0}=T_{0}\left(\Gamma_{0}\right)>0$, there uniquely exists a smooth and compact motion by mean curvature $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ starting from $\Gamma_{0}$. Moreover, the signed distance function $d$ defined by (3.1) is of class $C^{(k+\alpha) / 2, k+\alpha}\left(\mathcal{N}_{\delta_{0}}\right)$ for some small $\delta_{0}>0$ (see Evans and Spruck [6]).
(ii) If $N=2$ or $\Gamma_{0}$ is convex, then the motion $\left\{\Gamma_{t}\right\}_{0 \leq t<T_{0}}$ can be extended up to $T_{0}=T_{\max }$, where $T_{\max }$ is the extinction time for $\Gamma_{t}$ (see Gage and Hamilton [8], Grayson [11], and Huisken [13]). In other cases the singularities may appear before $\Gamma_{t}$ shrinks to a point (see, e.g., Grayson [12]).
Therefore (4.3) is valid before $\Gamma_{t}$ shrinks to a point or develops the singularities.
Proof of Theorem 4.1. Set $k=0, u=u^{h}$ and let $\underline{u}$ and $\bar{u}$ be defined by (3.9) and (3.10), respectively. Define

$$
\begin{array}{ll}
\underline{\Sigma}_{t}^{h}:=\left\{x \in \mathbb{R}^{N} \mid \underline{u}(t, x)=0\right\}, & \underline{\Theta}_{t}^{h}:=\left\{x \in \mathbb{R}^{N} \mid \underline{d}_{0}(t, x)=0\right\}, \\
\bar{\Sigma}_{t}^{h}:=\left\{x \in \mathbb{R}^{N} \mid \bar{u}(t, x)=0\right\}, & \bar{\Theta}_{t}^{h}:=\left\{x \in \mathbb{R}^{N} \mid \bar{d}_{0}(t, x)=0\right\} .
\end{array}
$$

Note that these sets are smooth and compact hypersurfaces.
Step 1. We prove that there exist $h_{0,1}>0, L_{1}$ and $L_{2}>0$ such that

$$
\begin{equation*}
d_{H}\left(\underline{\Theta}_{t}^{h}, \underline{\Sigma}_{t}^{h}\right), d_{H}\left(\bar{\Theta}_{t}^{h}, \bar{\Sigma}_{t}^{h}\right) \leq\left(L_{1} h \alpha_{0}+L_{2}\right) h^{2} \tag{4.4}
\end{equation*}
$$

for all $t \in(0, h)$ and $h \in\left(0, h_{0,1}\right)$.
We easily see from (3.15) that there exists an $h_{0,1}=h_{0,1}>0$ such that

$$
\begin{equation*}
\left|\underline{d}_{0}(t, x)\right|<2 \sqrt{t} \quad \text { on } \underline{\Sigma}_{t}^{h} \cup \underline{\Theta}_{t}^{h} \tag{4.5}
\end{equation*}
$$

for all $t \in[0, h)$ and $h \in\left(0, h_{0,1}\right)$. Moreover, taking $h_{0,1}$ smaller if necessary, we observe that for any $t \in\left(0, h_{0,1}\right)$ and $x \in \mathbb{R}^{N}$ satisfying $\left|\underline{d}_{0}(t, x)\right| \leq 2 \sqrt{t}$,

$$
\begin{equation*}
\left\langle D \underline{u}(t, x), D \underline{d}_{0}(t, x)\right\rangle \geq \frac{U_{0, \rho}(1)}{2 \sqrt{t}}-K t \geq \frac{1}{10 \sqrt{\pi t}} . \tag{4.6}
\end{equation*}
$$

Let $\underline{x} \in \underline{\Theta}_{t}^{h}$ and take $\underline{y} \in \underline{\Sigma}_{t}^{h}$ so that $\underline{y}=\underline{x}+|\underline{x}-\underline{y}| D \underline{d}_{0}(t, \underline{x})$. Applying the mean value theorem, we obtain

$$
\begin{aligned}
0 & =\underline{u}(t, \underline{y})=\underline{u}(t, \underline{x})+\langle D \underline{u}(t, \theta \underline{x}+(1-\theta) \underline{y}), \underline{y}-\underline{x}\rangle \quad(0<\theta<1) \\
& =-t^{3 / 2} U_{3}-U_{4} \alpha_{0} h^{2} \sqrt{t}+|\underline{x}-\underline{y}|\left\langle D \underline{u}(t, \theta \underline{y}+(1-\theta) \underline{x}), D \underline{d}_{0}(t, \underline{x})\right\rangle .
\end{aligned}
$$

It is easily seen that $D \underline{d}_{0}(t, \underline{x})=D d(t, \theta \underline{y}+(1-\theta) \underline{x})$. Hence we can use (4.6) to have $|\underline{x}-\underline{y}| \leq 10 \sqrt{\pi} t\left(U_{4} \alpha_{0} h^{2}+t U_{3}\right)$ and thus

$$
\sup _{x \in \underline{\Theta}_{t}^{h}} \operatorname{dist}\left(x, \underline{\Sigma}_{t}^{h}\right) \leq\left(L_{1} h \alpha_{0}+L_{2}\right) h^{2}
$$

where $L_{1}=10 \sqrt{\pi} U_{4}, L_{2}=10 \sqrt{\pi} U_{3}$ and $U_{3}, U_{4}$ are the same constants as in Proposition 3.1. Similarly, we can show that

$$
\sup _{x \in \underline{\Sigma}_{t}^{h}} \operatorname{dist}\left(x, \underline{\Theta}_{t}^{h}\right), \sup _{x \in \bar{\Theta}_{t}^{h}} \operatorname{dist}\left(x, \bar{\Sigma}_{t}^{h}\right), \sup _{x \in \bar{\Sigma}_{t}^{h}} \operatorname{dist}\left(x, \bar{\Theta}_{t}^{h}\right) \leq\left(L_{1} h \alpha_{0}+L_{2}\right) h^{2}
$$

Hence we obtain (4.4).
Step 2. We show that there exists an $h_{0}>0$ such that

$$
\begin{equation*}
d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2} \quad \text { for all } t \in(0, h) \text { and } h \in\left(0, h_{0}\right) \tag{4.7}
\end{equation*}
$$

Let $h_{1}>0$ be given in Proposition 3.1. Set $h_{0}=\min \left\{h_{0,1}, h_{1}\right\}$ and fix $h \in\left(0, h_{0}\right)$. Since it is easily verified by (3.12) that $\underline{u}(0, x) \leq u(0, x) \leq \bar{u}(0, x)$ on $\mathbb{R}^{N}$, we have $\underline{u}(t, x) \leq u(t, x) \leq \bar{u}(t, x)$ on $[0, h) \times \mathbb{R}^{N}$ by Proposition 3.1 and the comparison principle for the heat equation. This implies that

$$
\begin{equation*}
\Gamma_{t}^{h} \subset\left\{x \in \mathbb{R}^{N} \mid \underline{u}(t, x) \leq 0 \leq \bar{u}(t, x)\right\} \quad \text { for all } t \in[0, h) \tag{4.8}
\end{equation*}
$$

that is, $\Gamma_{t}^{h}$ lies between $\underline{\Sigma}_{t}^{h}$ and $\bar{\Sigma}_{t}^{h}$.
For any $x \in \Gamma_{t}$, we can find an $\underline{x} \in \underline{\Theta}_{t}^{h}$ such that $\operatorname{dist}\left(x, \underline{\Theta}_{t}^{h}\right)=\alpha_{0} h^{2}=|x-\underline{x}|$. From Step 1, we have

$$
\operatorname{dist}\left(x, \underline{\Sigma}_{t}^{h}\right) \leq|x-\underline{x}|+\operatorname{dist}\left(\underline{x}, \underline{\Sigma}_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2}
$$

for all $t \in[0, h)$. Since $x \in \Gamma_{t}$ is arbitrary, we get

$$
\begin{equation*}
\sup _{x \in \Gamma_{t}} \operatorname{dist}\left(x, \underline{\Sigma}_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2} \quad \text { for all } t \in[0, h) \tag{4.9}
\end{equation*}
$$

Similarly, we can show that

$$
\begin{equation*}
\sup _{x \in \Gamma_{t}} \operatorname{dist}\left(x, \bar{\Sigma}_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2} \quad \text { for all } t \in[0, h) \tag{4.10}
\end{equation*}
$$

with the same $L_{1}, L_{2}$ as above.
Hence, using (4.8)-(4.10), we obtain

$$
\sup _{x \in \Gamma_{t}} \operatorname{dist}\left(x, \Gamma_{t}^{h}\right) \leq \max \left\{\sup _{x \in \Gamma_{t}} \operatorname{dist}\left(x, \bar{\Sigma}_{t}^{h}\right), \sup _{x \in \Gamma_{t}} \operatorname{dist}\left(x, \underline{\Sigma}_{t}^{h}\right)\right\} \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2}
$$

for all $t \in(0, h)$.
Since $\Gamma_{t}$ also lies between $\underline{\underline{\Sigma}}_{t}^{h}$ and $\bar{\Sigma}_{t}^{h}$, by the same argument as above, we get

$$
\sup _{x \in \Gamma_{t}^{h}} \operatorname{dist}\left(x, \Gamma_{t}\right) \leq \max \left\{\sup _{x \in \bar{\Sigma}_{t}^{h}} \operatorname{dist}\left(x, \Gamma_{t}\right), \sup _{x \in \underline{\Sigma}_{t}^{h}} \operatorname{dist}\left(x, \Gamma_{t}\right)\right\} \leq\left\{\left(1+L_{1} h\right) \alpha_{0}+L_{2}\right\} h^{2}
$$

for all $t \in(0, h)$. Therefore we obtain (4.7).
Step 3. We consider the case $k=1$. Put $\alpha_{1}=\left(1+L_{1} h\right) \alpha_{0}+L_{2}$ and fix $h \in\left(0, h_{0}\right)$. Then we can see by Proposition 3.1 that $\underline{u}$ and $\bar{u}$ are, respectively, a subsolution and a supersolution of (1.1) in $(h, 2 h) \times \mathbb{R}^{N}$. Since $\Gamma_{t}^{h}$ moves continuously in $t$ in the sense of the Hausdorff distance (cf. Goto, Ishii, and Ogawa [10, Corollary 3.1]), we observe by (4.7) that

$$
\Gamma_{h}^{h} \subset\left\{x \in \mathbb{R}^{N} \mid \underline{d}_{1}(h, x) \leq 0 \leq \bar{d}_{1}(h, x)\right\} .
$$

It is easily seen by (3.12) and this inclusion that $\underline{u}(h, x) \leq u(h, x) \leq \bar{u}(h, x)$ on $\mathbb{R}^{N}$, and hence we obtain $\underline{u}(t, x) \leq u(t, x) \leq \bar{u}(t, x)$ on $[h, 2 h) \times \mathbb{R}^{N}$ by the comparison principle for the heat equation. Therefore applying the argument in Step 2, we have

$$
d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{1}+L_{2}\right\} h^{2} \quad \text { for all } t \in[h, 2 h)
$$

Step 4. We select $m \in \mathbb{N}$ satisfying $m h \leq T<(m+1) h$ for each $h \in\left(0, h_{0}\right)$ and repeat the arguments in Steps 2-3 inductively. Set

$$
\alpha_{k}=\left(1+L_{1} h\right) \alpha_{k-1}+L_{2} \quad \text { for } k=1,2, \ldots, m
$$

Then it follows from Proposition 3.1 that $\underline{u}$ and $\bar{u}$ are, respectively, a subsolution and a supersolution of (1.1) in $(k h,(k+1) h) \times \mathbb{R}^{N}$. Since we can verify from (3.12) that $\underline{u}(k h, x) \leq u(k h, x) \leq \bar{u}(k h, x)$ on $\mathbb{R}^{N}$, we have $\underline{u}(t, x) \leq u(t, x) \leq \bar{u}(t, x)$ on $[k h,(k+1) h) \times \mathbb{R}^{N}$ by the comparison principle for the heat equation. Thus we obtain
$d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq\left\{\left(1+L_{1} h\right) \alpha_{k}+L_{2}\right\} h^{2} \quad$ for all $t \in[k h,(k+1) h)$ and $k=0,1,2, \ldots, m$
by an argument similar to Step 2.
Step 5. We estimate the sequence $\left\{\alpha_{k}\right\}_{1 \leq k \leq m}$. Since $\alpha_{0} \geq 0$ is arbitrary, we can take $\alpha_{0}=0$. Then we observe from the definition of $\alpha_{k}$ that

$$
\begin{aligned}
\alpha_{k} & =\left(1+L_{1} h\right) \alpha_{k-1}+L_{2}=\left(1+L_{1} h\right)^{2} \alpha_{k-2}+L_{2}\left\{1+\left(1+L_{1} h\right)\right\} \\
& =\cdots \\
& =L_{2} \sum_{l=1}^{k}\left(1+L_{1} h\right)^{l-1} \leq L_{2} \frac{\left(1+L_{1} h\right)^{m}-1}{L_{1} h}
\end{aligned}
$$

By the choice of $m$, we get

$$
\alpha_{k} \leq \frac{L_{2}\left(e^{L_{1} T_{0}}-1\right)}{L_{1} h} \leq \frac{L_{2} T_{0} e^{L_{1} T_{0}}}{h} \quad \text { for } k=0,1, \ldots, m
$$

Thus we obtain

$$
\sup _{t \in[0, T]} d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq\left\{\left(1+L_{1}\right) L_{2} T_{0} e^{L_{1} T_{0}}+L_{2}\right\} h
$$

for all $h \in\left(0, h_{0}\right)$. Therefore the proof is completed.
5. Optimality. This section is devoted to the optimality for the estimate in Theorem 4.1. For this purpose, we consider a circle evolving by curvature.

Let $C_{0}=\left\{x \in \mathbb{R}^{2}| | x \mid \leq 1\right\}$ and fix a time step $h>0$. Let $u^{h}$ be the radially symmetric solution of (4.1). Then we can easily verify that for any $t>0, \Gamma_{t}^{h}$ defined in (4.2) is a circle centered at the origin, and we denote by $R_{h}(t)$ the radius of $\Gamma_{t}^{h}$. Put $\phi(t)=\sqrt{1-2 t}$ and let $\Gamma_{t}=\partial B(0, \phi(t))$. Take $\delta \in(0,1 / 5)$ and set

$$
\begin{equation*}
T_{\max }=\frac{1}{2}, T_{\delta}=\frac{1}{2}-\frac{25 \delta^{2}}{2}, m=\left[\frac{T_{\delta}}{h}\right] \tag{5.1}
\end{equation*}
$$

where $T_{\max }$ is the extinction time for $\Gamma_{t}$ and $[s]$ denotes the Gauss symbol for $s \in \mathbb{R}$. Applying Theorem 4.1, we see that for each $\delta \in(0,1 / 5)$, there exist $h_{2}>0$ and $M_{1}>0$ such that

$$
\begin{equation*}
\sup _{t \in\left[0, T_{\delta}\right]}\left|R_{h}(t)-\phi(t)\right| \leq M_{1} h \quad \text { for all } h \in\left(0, h_{2}\right) \tag{5.2}
\end{equation*}
$$

In the remainder of this section we consider a more precise behavior of $R_{h}$ as $h \searrow 0$ than (5.2) and show that the estimate of Theorem 4.1 is optimal. Our main result of this section is stated as follows.

Theorem 5.1. For each $\delta \in(0,1 / 5)$, there exist $h_{0}>0$ and $L>0$ such that

$$
\begin{align*}
& \left|R_{h}(t)-\left(\phi(t)-t^{2} \phi_{1}^{0}(t)\right)\right| \leq L t^{5 / 2} \quad \text { for } t \in[t, h]  \tag{5.3}\\
& \left|R_{h}(t)-(\phi(t)-h \varphi(t))\right| \leq L h^{3 / 2} \quad \text { for } t \in\left[h, T_{\delta}\right] \tag{5.4}
\end{align*}
$$

for all $h \in\left(0, h_{0}\right)$. Here $\phi_{1}^{0}(t), \varphi(t)$ are given by

$$
\phi_{1}^{0}(t)=\frac{1}{3(\phi(t))^{3}}, \quad \varphi(t)=-\frac{\log \phi(t)}{3 \phi(t)} .
$$

This theorem shows that $\Gamma_{t}^{h}$ moves faster than $\Gamma_{t}$.
As a corollary of Theorem 5.1, we obtain an estimate of the distance between $\Gamma_{t}$ and $\Gamma_{t}^{h}$.

Corollary 5.2. For each $\delta \in(0,1 / 5)$, there exist $h_{1} \in\left(0, h_{0}\right), \bar{L}>0$, and $\underline{L}>0$ such that

$$
\begin{align*}
& \underline{L} t^{2} \leq d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq \bar{L} t^{2} \quad \text { for } t \in[0, h]  \tag{5.5}\\
& \underline{L} t h \leq d_{H}\left(\Gamma_{t}, \Gamma_{t}^{h}\right) \leq \bar{L} t h \quad \text { for } t \in\left[h, T_{\delta}\right] \tag{5.6}
\end{align*}
$$

for all $h \in\left(0, h_{1}\right)$.
This corollary shows that in the case where $\left\{\Gamma_{t}\right\}_{t \geq 0}$ is a motion of a smooth and compact hypersurface by mean curvature, the linear rate in $h$ is optimal to the convergence of the BMO algorithm.

We prepare some functions which will be used in the following subsections. For $k=0,1,2, \ldots, m$, we define

$$
\begin{equation*}
\phi^{k}(t)=\sqrt{\left(R_{h}(k h)\right)^{2}-2 t}, \phi_{1}^{k}(t)=\frac{1}{3\left(\phi^{k}(t)\right)^{3}} \quad \text { for } t \in[0, h] \tag{5.7}
\end{equation*}
$$

Note that $\phi^{0}=\phi$ and $\left(\phi^{k}\right)^{\prime}=-1 / \phi^{k}$ in $(0, h)$. It is easily seen by (5.2) and these facts that, for any $\delta>0$, there exists an $h_{0}>0$ such that

$$
\begin{equation*}
\frac{1}{3(1+\delta)^{3}} \leq \phi_{1}^{k}(t) \leq \frac{1}{3 \cdot(3 \delta)^{3}}, \quad \frac{1}{(1+\delta)^{5}} \leq\left(\phi_{1}^{k}\right)^{\prime}(t) \leq \frac{1}{(3 \delta)^{5}} \tag{5.8}
\end{equation*}
$$

for all $t \in[0, h], k=0,1, \ldots, m$, and $h \in\left(0, h_{0}\right)$.
5.1. Short-time asymptotics of . In this subsection, we prove the following theorem suggested by Proposition 2.3.

Theorem 5.3. There exist $h_{3}>0$ and $L_{1}>0$ such that

$$
\left|R_{h}(t+k h)-\left(\phi^{k}(t)-t^{2} \phi_{1}^{k}(t)\right)\right| \leq L_{1} t^{5 / 2}
$$

for all $t \in[0, h), k=0,1, \ldots, m$, and $h \in\left(0, h_{3}\right)$.
Proof. Set $k=0$ and $u=u^{h}$ for simplicity. Define $\widetilde{\phi}(t)=\phi(t)-t^{2} \phi_{1}^{0}(t)$ and $\widetilde{d}(t, r)=\widetilde{\phi}(t)-r$. Let $\underline{u}$ and $\bar{u}$ be defined by (3.18) and (3.19), respectively. Let $h_{2}$ be given in Proposition 3.2. Since $\underline{u}(0, r)=\bar{u}(0, r)=u(0, r)$ on $\mathbb{R}^{1}$ by (3.20), applying Proposition 3.2 and the comparison principle for the heat equation, we get

$$
\begin{equation*}
\underline{u}(t, r) \leq u(t, r) \leq \bar{u}(t, r) \quad \text { in }[0, h) \times \mathbb{R}^{1} \tag{5.9}
\end{equation*}
$$

for all $h \in\left(0, h_{2}\right)$. Let $\underline{\phi}=\underline{\phi}(t)$ and $\bar{\phi}=\bar{\phi}(t)$ be the zero of $\underline{u}(t, \cdot)$ and $\bar{u}(t, \cdot)$, respectively. Then it follows from (5.9) and (5.12) that

$$
\begin{equation*}
\underline{\phi}(t) \leq R_{h}(t) \leq \bar{\phi}(t) \quad \text { for all } t \in[0, h) \text { and } h \in\left(0, h_{2}\right) \tag{5.10}
\end{equation*}
$$

for all $h \in\left(0, h_{2}\right)$.
We estimate $\phi$ and $\bar{\phi}$. At first, it is easily seen by (3.22) that there exists an $h_{3} \in\left(0, \delta^{2} / 4 \wedge h_{2}\right)$ such that

$$
\begin{align*}
& -t^{2} U_{4}=\underline{u}(t, \widetilde{\phi}(t))<0=\underline{u}(t, \underline{\phi}(t))<\underline{u}\left(t, \widetilde{\phi}(t)-2 t^{2}\right)  \tag{5.11}\\
& \underline{u}_{r}(t, r) \leq-\frac{U_{0, \rho}(1)}{2 \sqrt{t}}+K t \leq-\frac{U_{0, \rho}(1)}{4 \sqrt{t}}<0 \tag{5.12}
\end{align*}
$$

for all $t \in\left(0, h_{3}\right)$ and $r \in \mathbb{R}$ satisfying $|\widetilde{d}(t, r)| \leq 2 \sqrt{t}(\leq \delta)$. Here we have used (3.22) to derive these estimates. Thus we can observe from (5.11) and (5.12) that

$$
\begin{equation*}
\widetilde{\phi}(t)-K t^{5 / 2} \leq \underline{\phi}(t) \leq \widetilde{\phi}(t) \quad \text { for all } t \in(0, h) \text { and } h \in\left(0, h_{3}\right) \tag{5.13}
\end{equation*}
$$

We can also show similarly that

$$
\begin{equation*}
\widetilde{\phi}(t) \leq \bar{\phi}(t) \leq \widetilde{\phi}(t)+K t^{5 / 2} \quad \text { for all } t \in(0, h) \text { and } h \in\left(0, h_{3}\right) \tag{5.14}
\end{equation*}
$$

Combining (5.13), (5.14) with (5.10) and setting $L_{1}=K$, we obtain the result for $k=0$.

In the case $k \geq 1$, let $\eta$ be defined by (3.7) and set

$$
\widetilde{d}^{k}(t, r)=\phi^{k}(t)-t^{2} \phi_{1}^{k}(t)-r, \quad z^{k}(t, r)=\eta\left(\widetilde{d}^{k}(t, r)\right)
$$

We define $\underline{u}^{k}$ and $\bar{u}^{k}$ by (3.18)-(3.20) with replacing $\widetilde{d}, z$ with $\widetilde{d}^{k}, z^{k}$, respectively. Then we can check that Proposition 3.2 holds for these $\underline{u}^{k}$ and $\bar{u}^{k}$ for any $h \in\left(0, h_{2}\right)$ and small $h_{2}>0$. Since we can easily verify that the choices of $h_{2}$ and $h_{3}$ depend only on $\delta \in(0,1 / 5)$, we can apply the above argument to obtain the result.
5.2. Derivation of a corrector for . In this subsection we formally calculate $R_{h}(t)-\phi(t)$ and find a corrector for $R_{h}(t)$ on each time interval $[k h,(k+1) h)$ $(k \in \mathbb{N} \cup\{0\})$. By Theorem 5.3, we see that

$$
\begin{equation*}
\left|R_{h}(\bar{t})-\left(\phi(\bar{t})-\bar{t}^{2} \phi_{1}^{0}(\bar{t})\right)\right| \leq L_{1} \bar{t}^{5 / 2} \quad \text { for all } \bar{t} \in[0, h] \text { and } h \in\left(0, h_{3}\right) \tag{5.15}
\end{equation*}
$$

Next we compute $R_{h}(\bar{t}+h)-\phi(\bar{t}+h)$ for $\bar{t} \in[0, h]$. Theorem 5.3 yields that $\mid R_{h}(\bar{t}+$ $h)-\left(\phi^{1}(\bar{t})-\bar{t}^{2} \phi_{1}^{1}(\bar{t})\right) \mid \leq L_{1} \bar{t}^{5 / 2}$ for all $\bar{t} \in\left[0, h_{3}\right]$. From (5.15) and this estimate, we have

$$
\begin{align*}
& R_{h}(\bar{t}+h)-\phi(\bar{t}+h) \geq \phi^{1}(\bar{t})-\bar{t}^{2} \phi_{1}^{1}(\bar{t})-\phi(\bar{t}+h)-L_{1} \bar{t}^{5 / 2}  \tag{5.16}\\
& \quad=\sqrt{\left(R_{h}(h)\right)^{2}-2 \bar{t}}-\sqrt{1-2(\bar{t}+h)}-\bar{t}^{2} \phi_{1}^{1}(\bar{t})+L_{1} \bar{t}^{5 / 2} \\
& \quad \geq \sqrt{\left(\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)^{2}-2 \bar{t}}-\sqrt{(\phi(h))^{2}-2 \bar{t}}-\bar{t}^{2} \phi_{1}^{1}(\bar{t})-L_{1} \bar{t}^{5 / 2} \\
& \quad=: I_{1}-I_{2}-\bar{t}^{2} \phi_{1}^{1}(\bar{t})-L_{1} \bar{t}^{5 / 2}
\end{align*}
$$

We observe by Taylor expansion to $I_{1}$ and $I_{2}$ around $\bar{t}=0$ that

$$
\begin{align*}
I_{1} & -I_{2}=-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}-\frac{\left(h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}\right) \bar{t}}{\phi(h)\left(\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)}  \tag{5.17}\\
& -\int_{0}^{\bar{t}}\left(\frac{(\bar{t}-s)}{\left\{\left(\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)^{2}-2 s\right\}^{3 / 2}}-\frac{(\bar{t}-s)}{\left\{(\phi(h))^{2}-2 s\right\}^{3 / 2}}\right) d s
\end{align*}
$$

It follows from

$$
\begin{equation*}
\left(\frac{1}{1-r}\right)^{3} \leq 1+8 r \quad \text { for all }|r| \ll 1 \tag{5.18}
\end{equation*}
$$

that

$$
\begin{aligned}
& \frac{1}{\left\{\left(\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)^{2}-2 s\right\}^{3 / 2}} \\
& \quad \leq \frac{1}{\left\{(\phi(h))^{2}-2 s\right\}^{3 / 2}}\left(1+\frac{8\left(h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}\right)\left(2 \phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)}{(\phi(h))^{2}-2 s}\right)
\end{aligned}
$$

for any $s \in[0, h]$ and small $h>0$. By using this inequality, we have

$$
\begin{array}{r}
I_{1}-I_{2} \geq-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}-\frac{\bar{t}\left(h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}\right)}{\phi(h)\left(\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)} \\
-\frac{4 \bar{t}^{2}\left(h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}\right)\left(2 \phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}\right)}{\left\{(\phi(h))^{2}-2 \bar{t}\right\}^{5 / 2}}
\end{array}
$$

In addition, since we also see by (5.18) that

$$
\frac{1}{\phi(h)-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}} \leq \frac{1}{\phi(h)}\left(1+\frac{8\left(h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}\right)}{\phi(h)}\right)
$$

for any small $h>0$, noting that $h^{2} \phi_{1}^{0}(h)+L_{1} h^{5 / 2}>0$ and $(\phi(h))^{2}-2 \bar{t} \geq(\phi(2 h))^{2}$ on $[0, h]$, we get
(5.19) $I_{1}-I_{2} \geq-h^{2} \phi_{1}^{0}(h)-L_{1} h^{5 / 2}$

$$
\begin{aligned}
& -\bar{t} h^{2}\left\{\left(\frac{1}{(\phi(h))^{2}}+\frac{8 h \phi(h)}{(\phi(2 h))^{5}}\right) \phi_{1}^{0}(h)+\frac{8 h^{2}\left(\phi_{1}^{0}(h)\right)^{2}}{(\phi(h))^{3}}\right\} \\
& -\bar{t}\left\{\left(\frac{1}{(\phi(h))^{2}}+\frac{8 h \phi(h)}{(\phi(2 h))^{5}}+\frac{16 h^{2} \phi_{1}^{0}(h)}{(\phi(h))^{3}}\right) L_{1} h^{5 / 2}+\frac{8\left(L_{1} h^{5 / 2}\right)^{2}}{(\phi(h))^{3}}\right\}
\end{aligned}
$$

Setting

$$
\begin{aligned}
\phi_{1}^{1} & =\left(\frac{1}{(\phi(h))^{2}}+\frac{8 h \phi(h)}{(\phi(2 h))^{5}}\right) \phi_{1}^{0}(h)+\frac{8 h^{2}\left(\phi_{1}^{0}(h)\right)^{2}}{(\phi(h))^{3}} \\
\mathcal{L}^{1} & =\left(\frac{1}{(\phi(h))^{2}}+\frac{8 h \phi(h)}{(\phi(2 h))^{5}}+\frac{16 h^{2} \phi_{1}^{0}(h)}{(\phi(h))^{3}}\right) L_{1} h^{5 / 2}+\frac{8\left(L_{1} h^{5 / 2}\right)^{2}}{(\phi(h))^{3}}
\end{aligned}
$$

we obtain

$$
R_{h}(\bar{t}+h)-\phi(\bar{t}+h) \geq-h^{2} \phi_{1}^{0}(h)-\bar{t}^{2} \phi_{1}^{1}(\bar{t})-\bar{t} h^{2} \phi_{2}^{1}-L_{1} h^{5 / 2}-L_{1} \bar{t}^{5 / 2}-\mathcal{L}^{1} \bar{t}
$$

for all $\bar{t} \in[0, h]$ and small $h>0$.
To consider the case $k=2,3, \ldots, m$, we define

$$
\begin{align*}
\psi^{k} & =\psi_{1}^{k}+h \psi_{2}^{k}, \psi_{1}^{k}=\sum_{l=0}^{k} \phi_{1}^{l}(h), \psi_{2}^{k}=\sum_{l=0}^{k} \phi_{2}^{l}, L_{2}^{k}=h \sum_{l=0}^{k} \mathcal{L}^{l}  \tag{5.20}\\
& \left(\phi_{2}^{0}=0, \mathcal{L}^{0}=0\right) \\
\phi_{2}^{l} & =\left(\frac{1}{(\phi(l h))^{2}}+\frac{8 h \phi(l h)}{(\phi((l+1) h))^{5}}\right) \psi^{l-1}+\frac{8 h^{2}\left(\psi^{l-1}\right)^{2}}{(\phi(l h))^{3}}  \tag{5.21}\\
\mathcal{L}^{l} & =\left(\frac{1}{(\phi(l h))^{2}}+\frac{8 h \phi(l h)}{(\phi((l+1) h))^{5}}+\frac{16 h^{2} \psi^{l-1}}{(\phi(l h))^{3}}\right)\left(L_{1} l h^{5 / 2}+L_{2}^{l-1}\right)  \tag{5.22}\\
& \quad+\frac{8\left(L_{1} l h^{5 / 2}+L_{2}^{l-1}\right)^{2}}{(\phi(l h))^{3}}
\end{align*}
$$

Assume that for $k \geq 2$,

$$
\begin{aligned}
& R_{h}(\bar{t}+(k-1) h)-(\phi(\bar{t}+(k-1) h) \\
& \quad \geq-h^{2} \psi^{k-2}-\bar{t}^{2} \phi_{1}^{k-1}(\bar{t})-\bar{t} h^{2} \phi_{2}^{k-1}-L_{1}(k-1) h^{5 / 2}-L_{1} \bar{t}^{5 / 2}-L_{2}^{k-2}-\mathcal{L}^{k-1} \bar{t}
\end{aligned}
$$

for all $\bar{t} \in[0, h]$. Since by Theorem 5.3 we have $\left|R_{h}(\bar{t}+k h)-\left(\phi^{k}(\bar{t})-\bar{t}^{2} \phi_{1}^{k}(\bar{t})\right)\right| \leq L_{1} \bar{t}^{5 / 2}$ for all $\bar{t} \in\left[0, h_{2}\right]$, similar calculations to (5.16) yield

$$
\begin{aligned}
& R_{h}(\bar{t}+k h)-\phi(\bar{t}+k h) \\
& \quad \geq \sqrt{\left(\phi(k h)-h^{2} \psi^{k-1}-L_{1} k h^{5 / 2}-L_{2}^{k-1}\right)^{2}-2 \bar{t}}-\sqrt{(\phi(k h))^{2}-2 \bar{t}}-\bar{t}^{2} \phi_{1}^{k}(\bar{t})-L_{1} \bar{t}^{5 / 2} \\
& \quad=: I_{4}-\bar{t}^{2} \phi_{1}^{k}(\bar{t})-L_{1} \bar{t}^{5 / 2}
\end{aligned}
$$

Replacing $h^{2} \phi_{1}^{0}(h)$ and $L_{1} h^{5 / 2}$ with, respectively, $h^{2} \psi^{k-1}$ and $L_{1} k h^{5 / 2}+L_{2}^{k-1}$ in the case $k=1$, we get

$$
I_{4} \geq-h^{2} \psi^{k-1}-\bar{t}^{2} \phi_{1}^{k}(\bar{t})-\bar{t} h^{2} \phi_{2}^{k}-L_{1} k h^{5 / 2}-L_{1} \bar{t}^{5 / 2}-L_{2}^{k-1}-\mathcal{L}^{k} \bar{t}
$$

Thus we have

$$
\begin{aligned}
R_{h}(\bar{t}+k h)-\phi(\bar{t}+k h) \geq- & h^{2} \psi^{k-1}-\bar{t}^{2} \phi_{1}^{k}(\bar{t})-\bar{t} h^{2} \phi_{2}^{k} \\
& -k L_{1} h^{5 / 2}-L_{1} \bar{t}^{5 / 2}-L_{2}^{k-1}-\mathcal{L}^{k} \bar{t}
\end{aligned}
$$

for all $\bar{t} \in[0, h]$ and small $h>0$.
Similarly, we can observe that

$$
\begin{aligned}
R_{h}(\bar{t}+k h)-\phi(\bar{t}+k h) \leq- & h^{2} \psi^{k-1}-\bar{t}^{2} \phi_{1}^{k}(\bar{t})-\bar{t} h^{2} \phi_{2}^{k} \\
& +L_{1} k h^{5 / 2}+L_{1} \bar{t}^{5 / 2}+L_{2}^{k}+\mathcal{L}^{k} \bar{t}
\end{aligned}
$$

for all $\bar{t} \in[0, h], k \in \mathbb{N} \cup\{0\}$ and small $h>0$. Therefore we obtain

$$
\begin{align*}
& \left|R_{h}(\bar{t}+k h)-\left\{\phi(\bar{t}+k h)-\left(h^{2} \psi^{k-1}+\bar{t}^{2} \phi_{1}^{k}(\bar{t})+\bar{t} h^{2} \phi_{2}^{k}\right)\right\}\right|  \tag{5.23}\\
& \quad \leq L_{1} k h^{5 / 2}+L_{1} \bar{t}^{5 / 2}+L_{2}^{k}+\mathcal{L}^{k} \bar{t}
\end{align*}
$$

for all $t \in[0, h], k \in \mathbb{N} \cup\{0\}$ and small $h>0$. This inequality shows that the term $h^{2} \psi^{k-1}+\bar{t}^{2} \phi_{1}^{k}(\bar{t})+\bar{t} h^{2} \phi_{2}^{k}$ is a (formal) corrector for $R_{h}(t)$.
5.3. Proofs of Theorem 5.1 and Corollary 5.2. This subsection is devoted to the estimates and the limits of $\psi_{1}^{k}, \psi_{2}^{k}, L_{2}^{k}$, and $\mathcal{L}^{k}$ and the proofs of Theorem 5.1 and Corollary 5.2. Remember that we have taken $\delta \in(0,1 / 5)$ and set $T_{\max }, T_{\delta}$, and $m$ as in (5.1).

Proposition 5.4. Let $\varphi_{1}(t)=(1 / \phi(t)-1) / 3$. Then there exist $h_{3}>0$ and $M_{3}>0$ such that

$$
\sup _{t \in\left[0, T_{\delta}\right]}\left|\varphi_{1}(t)-h \psi_{1}^{[t / h]}\right| \leq M_{3} h \quad \text { for all } h \in\left(0, h_{3}\right)
$$

Proof. We remark that $\varphi_{1}(t)=\frac{1}{3} \int_{0}^{t} \frac{1}{(\phi(s))^{3}} d s$. Set $k=[t / h]$. It is easily seen by the definition of $\phi_{1}^{k}$ in (5.20) and $k h \leq T_{\max }$ that

$$
\begin{aligned}
\left|\varphi_{1}(t)-h \psi_{1}^{[t / h]}\right| \leq \frac{1}{3}\left|\int_{0}^{k h} \frac{1}{(\phi(s))^{3}} d s-h \sum_{l=0}^{k} \frac{1}{(\phi(l h))^{3}}\right| & +\frac{h}{3\left(\phi\left(T_{\delta}\right)\right)^{3}} \\
& +\frac{T_{\max }}{3} \max _{0 \leq l \leq k}\left|\frac{1}{(\phi(l h))^{3}}-\frac{1}{\left\{\left(R_{h}(l h)\right)^{2}-2 h\right\}^{3 / 2}}\right|
\end{aligned}
$$

Since $1 /(\phi(t))^{3}$ is increasing in $t$, we easily observe that

$$
\left|\int_{0}^{k h} \frac{1}{(\phi(s))^{3}} d s-h \sum_{l=0}^{k} \frac{1}{(\phi(l h))^{3}}\right| \leq\left(\frac{1}{\left(\phi\left(T_{\delta}\right)\right)^{3}}-\frac{1}{(\phi(0))^{3}}\right) h
$$

Combining (5.2) with this inequality, we have the result.
We obtain the estimates for $\psi_{2}^{k}$ by the following lemma.
Lemma 5.5. There exist $h_{4}>0, M_{4}>0$, and $M_{5}>0$ such that

$$
M_{4}(k h)^{2} \leq h^{2} \psi_{2}^{k} \leq M_{5}
$$

for $k=0,1, \ldots, m$ and $h \in\left(0, h_{4}\right)$.
Proof. The definition of $\psi_{1}^{k}$ in (5.20) yields that

$$
\begin{equation*}
0<\psi_{1}^{1} \leq \cdots \leq \psi_{1}^{m} \tag{5.24}
\end{equation*}
$$

Besides we easily see that

$$
\alpha:=\sup _{0 \leq l \leq m, h>0} \max \left\{\frac{1}{(\phi(l h))^{2}}, \frac{8 \phi(l h)}{(\phi((l+1) h))^{5}}, \frac{8}{(\phi(l h))^{3}}\right\}<+\infty
$$

Thus, for $l=1,2, \ldots, m, \phi_{2}^{l}$ satisfies

$$
\begin{equation*}
\phi_{2}^{l} \leq \alpha\left\{(1+h) \psi^{l-1}+h^{2}\left(\psi^{l-1}\right)^{2}\right\} . \tag{5.25}
\end{equation*}
$$

We estimate $\phi_{2}^{l}$ by using (5.21) and this inequality.
First, for sufficiently small $h>0$ we get $\psi_{2}^{0}(h)=\phi_{2}^{0}(h) \leq 1$ and

$$
\phi_{2}^{1} \leq \alpha(2+h) .
$$

Fix $k=2,3, \ldots, m$ and let $l=2,3, \ldots, k$. From the fact $m=\left[T_{\delta} / h\right]$ we remark that

$$
\begin{equation*}
(1+\alpha h(2+h))^{l} \leq(1+\alpha h(2+h))^{m} \leq e^{3 \alpha T_{\max }} \tag{5.26}
\end{equation*}
$$

for $l=2,3, \ldots, m$ and $h \in(0,1)$. Taking (5.24) and this estimate into account, we choose $h_{4} \in(0,1)$ such that for any $h \in\left(0, h_{4}\right)$,

$$
\begin{equation*}
h\left(\psi_{1}^{m}+h \psi_{1}^{1}\right) \leq M_{5,1}, \quad M_{5,1} h \leq M_{5,1} e^{3 \alpha T_{\max }} h \leq 1 \tag{5.27}
\end{equation*}
$$

where $M_{5,1}=\varphi_{1}\left(T_{\delta}\right)+1$.
It follows from (5.21) with $l=2$ and (5.25) that

$$
\phi_{2}^{2} \leq \alpha\left\{(1+h)\left(\psi_{1}^{1}+h \psi_{2}^{1}\right)+h^{2}\left(\psi_{1}^{1}+h \psi_{2}^{1}\right)^{2}\right\}
$$

We easily see by $(5.27)$ that $h^{2}\left(\psi_{1}^{1}+h \psi_{2}^{1}\right) \leq M_{5,1} h \leq 1$. Thus we get

$$
\begin{equation*}
\phi_{2}^{2} \leq \alpha(2+h)\left(\psi_{1}^{1}+h \psi_{2}^{1}\right) \tag{5.28}
\end{equation*}
$$

In the case of $l=3$, since $\psi^{2}=\psi_{1}^{2}+h \psi_{2}^{1}+h \phi_{2}^{2}$, we see by (5.24), (5.25), and (5.28) that

$$
\phi_{2}^{3} \leq \alpha\left[(1+h)(1+\alpha h(2+h))\left(\psi_{1}^{2}+h \psi_{2}^{1}\right)+h^{2}\left\{(1+\alpha h(2+h))\left(\psi_{1}^{2}+h \psi_{2}^{1}\right)\right\}^{2}\right] .
$$

Using (5.26) and (5.27), we get

$$
h^{2}(1+\alpha h(2+h))\left(\psi_{1}^{2}+h \psi_{2}^{1}\right) \leq M_{5,1} e^{3 \alpha T_{\max }} h \leq 1
$$

Therefore we have

$$
\begin{equation*}
\phi_{2}^{3} \leq \alpha(2+h)(1+\alpha h(2+h))\left(\psi_{1}^{2}+h \psi_{2}^{1}\right) \tag{5.29}
\end{equation*}
$$

As to the case of $l=4$, note that $\psi^{3}=\psi_{1}^{3}+h \psi_{2}^{1}+h\left(\phi_{2}^{2}+\phi_{2}^{3}\right)$. Hence it is observed by (5.25)-(5.29) and a similar argument that

$$
\phi_{2}^{4} \leq \alpha(2+h)(1+\alpha h(2+h))^{2}\left(\psi_{1}^{3}+h \psi_{2}^{1}\right)
$$

By repeating this procedure, we can show that

$$
\phi_{2}^{l} \leq \alpha(2+h)(1+\alpha h(2+h))^{l-2}\left(\psi_{1}^{l-1}+h \psi_{2}^{1}\right) \quad \text { for } l=4, \ldots, k .
$$

Summing up $l=0$ to $l=k$ and using (5.27), we get

$$
h^{2} \psi_{2}^{k}=h^{2} \sum_{l=0}^{k} \phi_{2}^{l} \leq 3 \alpha\left(1+M_{5,1} e^{3 \alpha T_{\max }}\right) \quad \text { for } h \in\left(0, h_{4}\right) .
$$

Setting $M_{5}=3 \alpha\left(1+M_{5,1} e^{3 \alpha T_{\max }}\right)$, we have an upper bound for $h^{2} \psi_{2}^{k}$.
As for a lower bound for $h^{2} \psi_{2}^{k}$, we observe from the definition of $\phi_{2}^{l}$ in (5.21) and (5.8) that

$$
\phi_{2}^{l} \geq \frac{\psi^{l}}{(\phi(l h))^{2}} \geq \frac{l \phi_{1}^{0}(0)}{(\phi(0))^{2}} \geq \frac{l}{3(1+\delta)^{3}}
$$

Thus, putting $M_{4}=1 / 6(1+\delta)^{3}$, we obtain $h^{2} \psi_{2}^{k} \geq M_{4}(k h)^{2}$.
We use this lemma to prove the following.
Proposition 5.6. Let $\varphi_{2}(t)=-\log \phi(t) / 3 \phi(t)-\varphi_{1}(t)$. Then there exist $h_{5}>0$ and $M_{6}>0$ such that

$$
\sup _{t \in\left[0, T_{\delta}\right]}\left|\varphi_{2}(t)-h^{2} \psi_{2}^{[t / h]}\right| \leq M_{6} h \quad \text { for all } h \in\left(0, h_{5}\right)
$$

Proof. We easily see that $\varphi_{2}$ is a unique solution of

$$
\varphi_{2}(t)=\int_{0}^{t} \frac{\varphi_{1}(s)+\varphi_{2}(s)}{(\phi(s))^{2}} d s
$$

For each $t \in\left[0, T_{\delta}\right]$, set $k=[t / h]$. It is easily observed from the definition of $\psi_{2}^{k}$ in (5.20) and Lemma 5.5 that

$$
\begin{aligned}
&\left|\varphi_{2}(t)-h^{2} \psi_{2}^{[t / h]}\right| \leq(1+K h)\left\{\left|\int_{0}^{t} \frac{\varphi_{1}(s)}{(\phi(s))^{2}} d s-h \sum_{l=0}^{k} \frac{h \psi_{1}^{l}}{(\phi(l h))^{2}}\right|\right. \\
&\left.+\left|\int_{0}^{t} \frac{\varphi_{2}(s)}{(\phi(s))^{2}} d s-h \sum_{l=0}^{k} \frac{h^{2} \psi_{2}^{l}}{(\phi(l h))^{2}}\right|\right\}+K h \\
&=(1+K h)\left(I_{1}+I_{2}\right)+K h .
\end{aligned}
$$

Since $1 /(\phi(t))^{2}$ (resp., $\psi^{k}$ ) is increasing with respect to $t$ (resp., $k$ ), we have

$$
\int_{l h}^{(l+1) h} \frac{h \psi_{1}^{[s / h]}}{(\phi(s))^{2}} d s \leq \frac{h^{2} \psi_{1}^{l+1}}{(\phi((l+1) h))^{2}}
$$

Using Proposition 5.4 and this inequality, we calculate

$$
\begin{aligned}
I_{1} & =\left|\int_{0}^{k h} \frac{\varphi_{1}(s)-h \psi_{1}^{[s / h]}+h \psi_{1}^{[s / h]}}{(\phi(s))^{2}} d s-h \sum_{l=0}^{k} \frac{h \psi_{1}^{l}}{(\phi(l h))^{2}}+\int_{k h}^{t} \frac{\varphi_{1}(s)}{(\phi(s))^{2}} d s\right| \\
& \leq K h \int_{0}^{k h} \frac{d s}{(\phi(s))^{2}}+h\left|\sum_{l=0}^{k} \frac{h \psi_{1}^{l+1}}{(\phi((l+1) h))^{2}}-\sum_{l=0}^{k} \frac{h \psi_{1}^{l}}{(\phi(l h))^{2}}\right|+K h \\
& \leq K h .
\end{aligned}
$$

Similarly we can show that

$$
I_{2} \leq \int_{0}^{t} \frac{\left|\varphi_{2}(s)-h^{2} \psi_{2}^{[s / h]}\right|}{(\phi(s))^{2}} d s+K h
$$

Therefore we obtain

$$
\left|\varphi_{2}(t)-h^{2} \psi_{2}^{[t / h]}\right| \leq K h+(1+K h) \int_{0}^{t} \frac{\left|\varphi_{2}(s)-h^{2} \psi_{2}^{[s / h]}\right|}{(\phi(s))^{2}} d s
$$

We apply the Gronwall inequality to get

$$
\left|\varphi_{2}(t)-h^{2} \psi_{2}^{[t / h]}\right| \leq K h \exp \left((1+K h) \int_{0}^{T_{\delta}} \frac{d s}{(\phi(s))^{2}}\right)
$$

for all $t \in\left[0, T_{\delta}\right]$ and small $h>0$. Thus we have the result.
Finally we obtain the bounds for $\mathcal{L}^{k}$ and $L_{2}^{k}$.
Proposition 5.7. There exist $h_{6}>0$ and $M_{7}>0$ such that

$$
\mathcal{L}^{k} \leq M_{7}(k h) h^{3 / 2}, \quad L_{2}^{k} \leq M_{7}(k h)^{2} h^{3 / 2}
$$

for all $k=1,2, \ldots, m$ and $h \in\left(0, h_{6}\right)$.

Proof. The proof is similar to that of Lemma 5.5.
It follows from (5.2) and Proposition 5.4 that

$$
\alpha:=\sup _{0 \leq l \leq m, h>0} \max \left\{\frac{1}{(\phi(l h))^{2}}, \frac{8 \phi(l h)}{\left(\phi((l+1) h)^{5}\right.}, \frac{16 h \psi^{l}}{(\phi(l h))^{3}}, \frac{8}{(\phi(l h))^{3}}\right\}<+\infty
$$

Thus, for $l=1,2, \ldots, m, \mathcal{L}^{l}$ satisfies

$$
\begin{equation*}
\mathcal{L}^{l} \leq \alpha\left\{(1+h)\left(L_{1} l h^{5 / 2}+L_{2}^{l-1}\right)+\left(L_{1} l h^{5 / 2}+L_{2}^{l-1}\right)^{2}\right\} . \tag{5.30}
\end{equation*}
$$

We estimate $\mathcal{L}^{l}$ by using (5.22) and this inequality.
First, for sufficiently small $h \in(0,1)$, we have

$$
\mathcal{L}^{1} \leq \alpha(2+h) L_{1} h^{5 / 2} \leq M_{7,1} h^{5 / 2}, M_{7,1}=3 \alpha L_{1} .
$$

Fix $k=2,3, \ldots, m$ and let $l=2,3, \ldots, k$. In view of

$$
\begin{equation*}
(1+\alpha h(2+h))^{l} \leq(1+\alpha h(2+h))^{m} \leq e^{3 \alpha T_{\max }} \tag{5.31}
\end{equation*}
$$

for $l=2,3, \ldots, m$ and $h \in(0,1)$, we can choose $h_{6} \in(0,1)$ such that for any $h \in$ $\left(0, h_{6}\right)$,

$$
\begin{equation*}
e^{3 \alpha T_{\max }}\left(T_{\max } L_{1}+M_{7,1} h\right) h^{3 / 2} \leq 1 \tag{5.32}
\end{equation*}
$$

It is easily seen from (5.20) that $L_{2}^{1}=h \mathcal{L}^{1} \leq M_{7,1} h^{7 / 2}$. Thus we get, by (5.30),

$$
\begin{equation*}
\mathcal{L}^{2} \leq \alpha\left\{(1+h)\left(2 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right)+\left(2 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right)^{2}\right\} \tag{5.33}
\end{equation*}
$$

We easily observe by (5.32) that $2 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2} \leq 1$. Hence we have

$$
\begin{equation*}
\mathcal{L}^{2} \leq \alpha(2+h)\left(2 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right) \leq 3 \alpha\left(L_{1}+M_{7,1} h\right)(2 h) h^{3 / 2} \tag{5.34}
\end{equation*}
$$

In the case of $l=3$, since $L_{2}^{2}=h\left(\mathcal{L}^{1}+\mathcal{L}^{2}\right)$, we see by (5.30) that

$$
\begin{aligned}
\mathcal{L}^{3} \leq \alpha[ & (1+h)(1+\alpha h(2+h))\left(3 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right) \\
& \left.+\left\{(1+\alpha h(2+h))\left(3 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right)\right\}^{2}\right]
\end{aligned}
$$

Using (5.31) and (5.32), we obtain

$$
(1+\alpha h(2+h))\left(3 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right) \leq e^{3 \alpha T_{\max }}\left(T_{\max }+1\right) L_{1} h^{3 / 2} \leq 1
$$

Thus we get
$\mathcal{L}^{3} \leq \alpha(2+h)(1+\alpha h(2+h))\left(3 L_{1} h^{5 / 2}+M_{7,1} h^{7 / 2}\right) \leq 3 \alpha e^{3 \alpha T_{\max }}\left(L_{1}+M_{7,1} h\right)(3 h) h^{3 / 2}$.
We repeat the above arguments to obtain

$$
\begin{equation*}
\mathcal{L}^{l} \leq \alpha(2+h)(1+\alpha h(2+h))^{l-2}\left(L_{1} l h^{5 / 2}+M_{7,1} h^{7 / 2}\right) \leq M_{7}(l h) h^{3 / 2} \tag{5.35}
\end{equation*}
$$

for $M_{7}=3 \alpha e^{3 \alpha T_{\max }}\left(L_{1}+M_{7,1}\right)$. From this estimate, we get

$$
L_{2}^{k}=h \sum_{l=1}^{k} \mathcal{L}^{l} \leq M_{7}(k h)^{2} h^{3 / 2}
$$

for all $k=0,1, \ldots, m$ and $h \in\left(0, h_{5}\right)$.

We observe from Propositions 5.4-5.7 that

$$
0 \leq h^{2} \psi^{k-1}+\bar{t}^{2} \phi_{1}^{k}(\bar{t})+\bar{t} h^{2} \phi_{2}^{k} \leq K h, 0 \leq L_{1} k h^{5 / 2}+L_{1} \bar{t}^{5 / 2}+L_{2}^{k}+\mathcal{L}^{k} \bar{t} \leq K h^{3 / 2}
$$

for all $\bar{t} \in[0, h), k=0,1, \ldots, m$. Thus (5.23) rigorously holds for sufficiently small $h>0$.

Proof of Theorem 5.1. In the case $k=0,(5.3)$ is obtained by Theorem 5.3. Thus we assume $k \geq 1$ and prove (5.4).

Noting that $\varphi=\varphi_{1}+\varphi_{2}$, in view of Propositions 5.4-5.7, we can find an $h_{0}>0$ so small that

$$
\begin{equation*}
\left|R_{h}(t)-(\phi(t)-h \varphi(t))\right| \leq K h^{2}+K h^{3 / 2} \leq L h^{3 / 2} \tag{5.36}
\end{equation*}
$$

for some large $L>0$ and all $t \in\left[0, T_{\delta}\right]$ and $h \in\left(0, h_{0}\right)$.
Proof of Corollary 5.2. In the case $k=0$, we have (5.5) by (5.3). Thus we may assume $k \geq 1$ and $k h \leq t<(k+1) h$. Let $h_{0}>0$ be given in Theorem 5.1.

Using (5.8), (5.23), Lemma 5.5, and Proposition 5.7, we have

$$
\begin{aligned}
R_{h}(t)-\phi(t) \leq & -k K h^{2}-M_{4}(k h)^{2} h-K(t-k h)^{2} \\
& +k L_{1} h^{5 / 2}+L_{1}(t-k h)^{5 / 2}+M_{7}(k h)^{2} h^{3 / 2}+M_{7}(t-k h)(k h) h^{3 / 2} \\
\leq & -\left(K-L_{1} h^{1 / 2}\right)\left(k h^{2}+(t-k h)^{2}\right)-\left(M_{4}-2 M_{7} h^{1 / 2}\right)(k h)^{2} h \\
\leq & -\left(K-L_{1} h^{1 / 2}\right)\left(k h^{2}+(t-k h)^{2}\right)
\end{aligned}
$$

for any $h \in\left(0, h_{0}\right)$ satisfying $M_{4} \geq 2 M_{7} h^{1 / 2}$. Take $h_{1} \in\left(0, h_{0}\right)$ such that $2 M_{7} h^{1 / 2} \leq$ $M_{4}$ and $L h^{1 / 2} \leq K / 2$. Since we get, from $k h \geq t-h$,

$$
k h^{2}+(t-k h)^{2} \geq \frac{1}{2} k h^{2}+\frac{1}{2} k h^{2} \geq \frac{1}{2}(t-h) h+\frac{1}{2} k h^{2} \geq \frac{1}{2} t h
$$

setting $\underline{L}=K / 4$, we obtain

$$
R_{h}(t)-\phi(t) \leq-\underline{L} t h
$$

Similarly we can show that

$$
R_{h}(t)-\phi(t) \geq-\bar{L} t h \quad \text { for all } t \in\left[h, T_{\delta}\right] \text { and } h \in\left(0, h_{1}\right)
$$

for some $\bar{L}>0$. From these two estimates, we have (5.6).
6. Appendix. We give the proof of Lemma 2.2.

Proof of Lemma 2.2. Put $\tilde{r}=v t$. Then it follows from Evans [5, Theorem 4.1] that $|v-(N-1) / R| \leq K t^{1 / 2}$ for any small $t>0$. Hence we estimate $v$ as $t \searrow 0$ more precisely. In the following we always assume that $t>0$ is sufficiently small.

To simplify our consideration, we treat the following problem instead of (2.1):

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=0 \quad \text { in }(0,+\infty) \times \mathbb{R}^{N}  \tag{6.1}\\
u(0, x)= \begin{cases}1, & x \in \overline{B\left(z_{0}, R\right)}, \\
0, & x \in \mathbb{R}^{N} \backslash \overline{B\left(z_{0}, R\right)}\end{cases}
\end{array}\right.
$$

where $z_{0}=(0, \ldots, 0, R) \in \mathbb{R}^{N}$. We note that, in this setting, $C_{t}^{h}=\left\{x \in \mathbb{R}^{N} \mid u(t, x) \geq\right.$ $1 / 2\}$. Then the solution $u$ of (6.1) can be represented as

$$
u(t, x)=\frac{1}{(4 \pi t)^{N / 2}} \int_{\overline{B\left(z_{0}, R\right)}} e^{-|y-x|^{2} / 4 t} d y
$$

Set $x_{0}=(0, \ldots, 0, v t)$ with $v \geq 0$ and assume that $u\left(t, x_{0}\right)=1 / 2$. Then

$$
\frac{1}{2}=\frac{1}{(4 \pi t)^{N / 2}} \int_{\frac{B\left(z_{0}, R\right)}{}} e^{-\left(\left|y^{\prime}\right|^{2}+\left|y_{N}-v t\right|^{2}\right) / 4 t} d y
$$

Since the lower hemisphere of $\partial B\left(z_{0}, R\right)$ can be written as

$$
y_{N}=R-\sqrt{R^{2}-\left|y^{\prime}\right|^{2}} \quad\left(y=\left(y^{\prime}, y_{N}\right) \in \partial B\left(z_{0}, R\right), y^{\prime} \in \overline{B^{\prime}(0, R)}\right)
$$

where $B^{\prime}(0, R)=\left\{x^{\prime} \in \mathbb{R}^{N-1}| | x^{\prime} \mid<R\right\}$, we observe that

$$
\frac{1}{2}=\frac{1}{(4 \pi t)^{N / 2}} \int_{\frac{B^{\prime}(0, R)}{}} e^{-\left|y^{\prime}\right|^{2} / 4 t} \int_{R-\sqrt{R^{2}-\left|y^{\prime}\right|^{2}}}^{+\infty} e^{-\left|y_{N}-v t\right|^{2} / 4 t} d y_{N} d y^{\prime}+O\left(e^{-K / t}\right)
$$

Changing the variable by setting $z^{\prime}=y^{\prime} / 2 \sqrt{t}, z_{N}=\left(y_{N}-v t\right) / 2 \sqrt{t}$, we compute that

$$
\frac{1}{2}=\frac{1}{\pi^{N / 2}} \int \frac{B^{\prime}(0, R / 2 \sqrt{t})}{} e^{-\left|z^{\prime}\right|^{2}}\left\{\int_{0}^{+\infty}-\int_{0}^{\sqrt{t}\left(g\left(t, z^{\prime}\right)-v / 2\right)}\right\} e^{-\left|z_{N}\right|^{2}} d z_{N} d z^{\prime}+O\left(e^{-K / t}\right)
$$

Here $g\left(t, z^{\prime}\right)$ is defined by

$$
\begin{equation*}
g\left(t, z^{\prime}\right)=\frac{1}{2 t}\left(R-\sqrt{R^{2}-4 t\left|z^{\prime}\right|^{2}}\right)=\frac{\left|z^{\prime}\right|^{2}}{R}+\frac{t\left|z^{\prime}\right|^{4}}{R^{3}}+O\left(\frac{t^{2}\left|z^{\prime}\right|^{6}}{R^{5}}\right) \tag{6.2}
\end{equation*}
$$

Since

$$
\frac{1}{\pi^{N / 2}} \int \frac{B^{\prime}(0, R / 2 \sqrt{t})}{} e^{-\left|z^{\prime}\right|^{2}} \int_{0}^{+\infty} e^{-\left|z_{N}\right|^{2}} d z_{N} d z^{\prime}=\frac{1}{2}-O\left(e^{-K / t}\right)
$$

we deduce that

$$
\frac{1}{\pi^{N / 2}} \int \frac{}{B^{\prime}(0, R / 2 \sqrt{t})} e^{-\left|z^{\prime}\right|^{2}} \int_{0}^{\sqrt{t}\left(g\left(t, z^{\prime}\right)-v / 2\right)} e^{-\left|z_{N}\right|^{2}} d z_{N} d z^{\prime}=O\left(e^{-K / t}\right)
$$

Using Taylor expansion to the function $\int_{0}^{s} e^{-\left|z_{N}\right|^{2}} d z_{N}$ around $s=0$, we can observe that

$$
\begin{equation*}
\frac{1}{\pi^{N / 2}} \int \frac{}{B^{\prime}(0, R / 2 \sqrt{t})} e^{-\left|z^{\prime}\right|^{2}}\left\{\left(2 g\left(t, z^{\prime}\right)-v\right)-\frac{t}{12}\left(2 g\left(t, z^{\prime}\right)-v\right)^{3}\right\}=O\left(t^{2}\right) \tag{6.3}
\end{equation*}
$$

By the way, lengthy calculations yield that

$$
\begin{equation*}
\int \frac{B^{\prime}(0, R / 2 \sqrt{t})}{} e^{-\left|z^{\prime}\right|^{2}}\left|z^{\prime}\right|^{2 k} d z^{\prime}=\pi^{(N-1) / 2} \prod_{l=1}^{k} \frac{N+2 l-3}{2}-O\left(e^{-K / t}\right) \tag{6.4}
\end{equation*}
$$

We use this estimate to compute the left-hand side of (6.3). Combining (6.2) with (6.4) with $k=1,2$, we get
$\frac{1}{\pi^{(N-1) / 2}} \int \frac{B^{\prime}(0, R / 2 \sqrt{t})}{} e^{-\left|z^{\prime}\right|^{2}}\left(2 g\left(t, z^{\prime}\right)-v\right) d z^{\prime}=\frac{N-1}{R}+\frac{\left(N^{2}-1\right) t}{2 R^{3}}-v+O\left(e^{-K / t}\right)$.
We note that

$$
\left(2 g\left(t, z^{\prime}\right)-v\right)^{3}=\frac{8\left|z^{\prime}\right|^{6}}{R^{3}}-\frac{12 v\left|z^{\prime}\right|^{4}}{R^{2}}+\frac{6 v^{2}\left|z^{\prime}\right|^{2}}{R}-v^{3}+t P\left(t,\left|z^{\prime}\right|\right)
$$

where $t P\left(t,\left|z^{\prime}\right|\right)$ is the remainder term satisfying

$$
\int_{\mathbb{R}^{N-1}} e^{-\left|z^{\prime}\right|^{2}} P\left(t,\left|z^{\prime}\right|\right) d z^{\prime}=O(1)
$$

We use (6.4) with $k=0,1,2,3$ and this estimate to obtain

$$
\begin{aligned}
& \frac{t}{12 \pi^{(N-1) / 2}} \int \frac{}{B^{\prime}(0, R / 2 \sqrt{t})}
\end{aligned} e^{-\left|z^{\prime}\right|^{2}}\left(2 g\left(t, z^{\prime}\right)-v\right)^{3} d z^{\prime} .
$$

Therefore we obtain the following:

$$
\frac{N-1}{R}-\frac{\left(N^{2}-1\right)(N-3) t}{12 R^{3}}-v+\frac{\left(N^{2}-1\right) t}{4 R^{2}} v-\frac{(N-1) t}{4 R} v^{2}+\frac{t}{12} v^{3}=O\left(t^{2}\right)
$$

Let $G(v)$ be the left-hand side of this estimate. We find a root $v^{*}$ of $G(v)=0$ near $v_{0}=(N-1) / R$ and consider $v^{*}-v_{0}$. We easily see that

$$
\begin{equation*}
G\left(v_{0}+s\right)=\frac{(N-1)(3 N-1) t}{6 R^{3}}-\left(1-\frac{(N-1) t}{2 R^{2}}\right) s+\frac{t}{12} s^{3} \tag{6.5}
\end{equation*}
$$

Set

$$
v_{1}=v_{1}(t):=\frac{(N-1)(3 N-1) t}{6 R^{3}-3 R(N-1) t}
$$

It is observed by (6.5) that

$$
G\left(v_{0}+2 v_{1}\right)<0<G\left(v_{0}+v_{1}\right) \leq K t^{4}, \quad-1 \leq \frac{d G}{d v}\left(v_{0}+s\right) \leq-\frac{1}{2} \text { for } s \in\left[0,2 v_{1}\right)
$$

Hence there exists a root $v^{*}$ of $G(v)=0$ satisfying $0<v^{*}-\left(v_{0}+v_{1}\right) \leq K t^{4}$. Thus we conclude that

$$
\left|v^{*}-\left(v_{0}+\frac{(N-1)(3 N-1) t}{6 R^{3}}\right)\right| \leq K t^{2}
$$

In the case of $G(v)=O\left(t^{2}\right)$, we can obtain the result of Lemma 2.2 by slightly modifying the above argument.
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#### Abstract

Underspread and overspread operators are Hilbert-Schmidt operators with strictly bandlimited Kohn-Nirenberg symbols. In this paper, we prove a classical conjecture concerning the necessity of the underspread condition for the identifiability of such operator classes, and, in doing so, we exhibit a new uncertainty principle phenomenon in the time-frequency analysis of operators.
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1. Introduction. Identification of incompletely known linear operators based on the observation of a restricted number of input and corresponding output signals is an important goal in many applied sciences. In communications engineering, for instance, identifying the transmission channel can help to adjust signal synthesis at the transmitter and signal analysis at the receiver. This is possible in wired communications, since a linear time-invariant system is a convolution operator and-leaving numerical instability of deconvolution aside - is completely determined by its action on a single function.

Underspread and overspread operators on the other hand are time-varying HilbertSchmidt operators. They act on a space of $d$-dimensional signals, but the corresponding kernels of time-varying operators are essentially $2 d$-dimensional so that a single observation of its action cannot uniquely determine the operator unless one has additional a priori knowledge of the operator class at hand in the form of certain constraints.

Hilbert-Schmidt operators can be represented as a weighted superposition of translation operators $T_{t}, t \in \mathbb{R}$, with $T_{t} f(x)=f(x-t), x \in \mathbb{R}^{d}$, and modulation operators $M_{\nu}, \nu \in \widehat{\mathbb{R}}$, with $M_{\nu} f(x)=f(x) e^{2 \pi i \nu \cdot x}, x \in \mathbb{R}^{d}$, i.e., as an operator valued integral

$$
\begin{equation*}
H=\iint \eta_{H}(t, \nu) T_{t} M_{\nu} d t d \nu \tag{1.1}
\end{equation*}
$$

Underspread and overspread operators are characterized by the property that the support of their spreading function $\eta_{H}$ in (1.1) is contained in a rectangular parallelepiped. Such an operator is called underspread if the volume of the rectangular parallelepiped does not exceed one, and it is overspread otherwise, conditions which are intimately related to uncertainty phenomena in time-frequency analysis. The Kohn-Nirenberg symbol of a Hilbert-Schmidt operator is the symplectic Fourier transformation of the

[^45]respective spreading function, and, consequently, it is bandlimited in the case of an underspread or overspread operator.

The identification of underspread and overspread operators is important in various areas of electrical engineering and applied mathematics, including radar/sonar measurements and mobile radio communications, which we now briefly describe.

The principle of radar/sonar measurements is to send out a signal modulated onto an electromagnetic/acoustic wave and to deduce information about a (generally) moving target from an echo of the signal [Sko80]. In simple range-Doppler estimation the target is modeled as a pure time-frequency shift and distance ("range") and velocity ("Doppler-shift") are estimated. A more precise model of the physical phenomenon is the doubly spread target model. Here, the reflection is described as a continuous superposition of time-frequency shifts which arise since the target causes different reflections whose distance and velocity vary over a certain interval of the real-line. Unambiguous identification of the target was realized to depend on the product of the range and Doppler uncertainty, a fact that led to the terminology of underspread and overspread targets [Gre68]. Qualitatively speaking, overspread targets are those where the inherent uncertainty of the model is larger than the amount of information gathered by observing the reflected signal [VT71].

In mobile radio communication, the transmitted signal typically undergoes multiple reflections with different time-delay (corresponding to translation operators) and Doppler-shift (corresponding to modulation operators). The action of such channels on the signal can be modeled by underspread and overspread operators [VT71]. In order to obtain reliable communication, it is necessary to gather knowledge about channels by means of observations of transmitted and received signals to identify the channel operator (channel sounding) $\left[\mathrm{MMH}^{+} 02\right.$, MGO03, LKS03].

Starting in the late 1950s, Thomas Kailath analyzed the identifiability of operators with restricted time and frequency spread [Kai59, Kai62, Kai63]. In engineering terms and without detailing a mathematical setup, Kailath proclaimed that a collection of communication channels which are characterized by having common maximum delay $a$ and common maximum Doppler spread $b$ would be identifiable by a single input signal if and only if $a b \leq 1$, i.e., if and only if the operator class is underspread. To prove the necessity of the underspread condition, Kailath provided ingenious arguments based on the comparison of the degrees of freedom of operators (which approximate underspread operators) and degrees of freedom of the output signal. To compare finite dimensions, Kailath used the theoretical construct of a bandlimited input signal with finite duration.

Being aware of the mathematical shortcomings of his approach, and understanding the work of Slepian, Landau, and Pollak on "the dimensions of the space of essentially time- and bandlimited functions" [SP61, LP61, LP62], Kailath conjectured that the underspread condition $a b \leq 1$ is necessary in general [Kai62].

We shall prove Kailath's conjecture in section 3 of this paper using the mathematical framework which is described in section 2 . In section 4, we shall describe connections between the critical density in Gabor theory and the critical spread ab=1 in the theory of operators with bandlimited symbols. We prove an identification result for Gabor frame operators in section 4.1 and relate this result and Kailath's conjecture to uncertainty principles in time-frequency analysis in section 4.2 .

In section 5, we shall extend our identifiability result to higher dimensions and include classes of operators which have restricted but not necessarily rectangular spreading support. These results are based on the representation theory of the re-


FIG. 2.1. The goal of operator identification: Find $f \in X$ such that $\Phi_{f}: \mathcal{H} \longrightarrow Y$ is bounded and stable.
duced Weyl-Heisenberg group, a fact which indicates close connections of our results to quantum mechanics.
2. Preliminaries. The goal of operator/system identification is to locate, for given normed linear spaces $X$ and $Y$ and a normed linear space of bounded linear operators $\mathcal{H} \subset \mathcal{L}(X, Y)$, an element $f \in X$ which induces a bounded and stable linear $\operatorname{map} \Phi_{f}: \mathcal{H} \longrightarrow Y, H \mapsto H f$ (see Figure 2.1). Consequently, we call $\mathcal{H}$ identifiable by $f \in X$ if there exist $A, B>0$ with $A\|H\|_{\mathcal{H}} \leq\|H f\|_{Y} \leq B\|H\|_{\mathcal{H}}$ for all $H \in \mathcal{H}$.

In sections 2.1 and 2.2, we shall describe the operator spaces $\mathcal{H}$, the domain spaces $X$, and the target spaces $Y$ that are considered in this paper. In section 2.3, we shall present some techniques from Gabor analysis which will be used in this paper.
2.1. Hilbert-Schmidt operators with bandlimited symbols. We shall use Hilbert-Schmidt operators which act on the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$ of complex valued and square integrable functions as a model of physical time-varying linear systems, as they appear in radar and in mobile communications [FL96, Yoo02, Str05].

A Hilbert-Schmidt operator $H: L^{2}\left(\mathbb{R}^{d}\right) \longrightarrow L^{2}\left(\mathbb{R}^{d}\right)$ is given by

$$
H f(x)=\int \kappa_{H}(x, t) f(t) d t=\int \kappa_{H}(x, x-t) f(x-t) d t \quad(\text { a.e. })
$$

with kernel $\kappa_{H} \in L^{2}\left(\mathbb{R}^{2 d}\right)$. The space of Hilbert-Schmidt operators $H S\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ is itself a Hilbert space with inner product $\left\langle H_{1}, H_{2}\right\rangle_{\mathrm{HS}}=\left\langle\kappa_{H_{1}}, \kappa_{H_{2}}\right\rangle_{L^{2}}$ [Die70, Gaa73].

Underspread and overspread operators are Hilbert-Schmidt operators which satisfy two constraints: First, they have restricted delay; i.e., $\kappa_{H}(x, x-t)$ vanishes for large $|t|$, say, for $|t|>\frac{a}{2}>0$. Consequently, if $f$ satisfies supp $f \subseteq[0, T]$, then supp $H f \subseteq\left[-\frac{a}{2}, T+\frac{a}{2}\right]$. Second, underspread and overspread operators have the property that they are almost time-invariant, i.e., that their characteristics change only slowly over time. A comparison to the time-invariant convolution operators $K$ given by $K f(x)=\int \kappa_{K}(t) f(x-t) d t$-whose kernel $\kappa_{K}$ is independent of the time variable $x$-leads us to quantify the slow variance of an operator $H$ by means of a Paley-Wiener-type support condition on its spreading function which is given by

$$
\eta_{H}(t, \nu)=\int \kappa_{H}(x, x-t) e^{-2 \pi i \nu x} d x \quad \text { (a.e.). }
$$

In fact, underspread and overspread operators have the property that $\eta_{H}(t, \nu)$ vanishes for large $|\nu|$, say, for $|\nu|>\frac{b}{2}>0$.

Combining the aforementioned time and frequency spread conditions on $H$ leads to the condition

$$
\begin{equation*}
\operatorname{supp} \eta_{H} \subseteq Q_{a, b}=\left[-\frac{a}{2}, \frac{a}{2}\right]^{d} \times\left[-\frac{b}{2}, \frac{b}{2}\right]^{d} \tag{2.1}
\end{equation*}
$$

for some $a, b>0$. An operator which satisfies (2.1) for $a, b>0$ is called underspread if $a b \leq 1$ and overspread if $a b>1$.

The spreading function $\eta_{H}$ of a Hilbert-Schmidt operator $H$ leads to a representation of $H$ as an operator valued integral by means of (1.1). Here and in the following, operator valued integrals shall be interpreted weakly, i.e., $\int H(z) d z f, f \in L^{2}(\mathbb{R})$, is given by means of

$$
\left\langle\int H(z) d z f, g\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}=\int\langle H(z) f, g\rangle_{L^{2}\left(\mathbb{R}^{d}\right)} d z \quad \text { for all } g \in L^{2}\left(\mathbb{R}^{d}\right)
$$

Equation (1.1) illustrates that support restrictions on $\eta_{H}$ reflect limitations on the maximal time and frequency shifts which the input signals undergo, a fact which emphasizes the usefulness of $\eta_{H}$ in the time-frequency analysis of operators.

Note that condition (2.1) on a Hilbert-Schmidt operator $H$ is a band-limitation on its Kohn-Nirenberg symbol $\sigma_{H}$ which is given by

$$
\begin{equation*}
\sigma_{H}(x, \xi)=\int \kappa_{H}(x, x-y) e^{-2 \pi i y \xi} d y=\iint \eta_{H}(t, \nu) e^{2 \pi i(x \nu-t \xi)} d t d \nu \quad \text { (a.e.) } \tag{2.2}
\end{equation*}
$$

[KN65, Fol89].
To prove that a class of Hilbert-Schmidt operators whose spreading functions satisfy (2.1) for fixed $a, b>0$ with $a b \leq 1$ is identifiable necessitates the use of Shah distributions (also called combfunctions or delta trains) $\Perp_{a}=\sum_{n \in \mathbb{Z}^{d}} \delta_{a n}$, $a>0$ as identifiers (see section 2.2). Since not all Hilbert-Schmidt operators in $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{d}\right), L^{2}\left(\mathbb{R}^{d}\right)\right)$ can be extended to a space of distributions containing the Shah distribution, we need to restrict ourselves to operators which satisfy a regularity condition on their kernels. Here, we choose Hilbert-Schmidt operators with kernels in the Feichtinger algebra $S_{0}\left(\mathbb{R}^{2 d}\right)$, a Banach algebra of test functions which is discussed in detail in section 2.2. In fact, if $\kappa_{H} \in S_{0}\left(\mathbb{R}^{2 d}\right)$, then the Hilbert-Schmidt operator $H$ extends to $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ with $\sqcup_{a} \in S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ [FZ98]. We set

$$
\begin{equation*}
\mathcal{H}=\left\{H \in H S\left(L^{2}\left(\mathbb{R}^{d}\right)\right): \kappa_{H} \in S_{0}\left(\mathbb{R}^{2 d}\right)\right\} \tag{2.3}
\end{equation*}
$$

and, as discussed above, we consider operator classes with restricted spreading; i.e., we consider operator classes of the form

$$
\begin{equation*}
\mathcal{H}_{M}=\left\{H \in \mathcal{H}: \operatorname{supp} \eta_{H} \subseteq M\right\}, \quad M \subset \mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d} \tag{2.4}
\end{equation*}
$$

Note that $\mathcal{H}$ and $\mathcal{H}_{M}, M \subset \mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d}$, are not closed as linear subspaces of the space of Hilbert-Schmidt operators, and that $\mathcal{H}_{M} \subseteq \mathcal{H}_{M^{\prime}}$ if $M \subseteq M^{\prime}$.
2.2. The Feichtinger algebra. Introduced in [Fei81], Feichtinger's Banach algebra $S_{0}\left(\mathbb{R}^{d}\right)$ of test functions gained popularity in the growing field of Gabor analysis, which is discussed in section 2.3. The usefulness of $S_{0}\left(\mathbb{R}^{d}\right)$ stems from the fact that it is the smallest Banach space allowing a meaningful time-frequency analysis, which,
as a consequence, extends to its respectively large dual Banach space $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$. In fact, the $L^{2}$-Fourier transform, the modulation operators $M_{\nu}, \nu \in \widehat{\mathbb{R}}^{d}$, and the translation operators $T_{t}, t \in \mathbb{R}^{d}$, which are all unitary on the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$, are isometric isomorphisms on the Feichtinger algebra $S_{0}\left(\mathbb{R}^{d}\right)$ and, therefore, on its dual $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$. The Feichtinger algebra $S_{0}\left(\mathbb{R}^{d}\right)$ can be continuously embedded in any Banach space with these properties and which contains at least one, and therefore all, nontrivial Schwartz function [FZ98].

Note that we chose to work with the Banach spaces $S_{0}\left(\mathbb{R}^{d}\right)$ and $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ rather than with the Fréchet space of Schwartz functions $\mathcal{S}\left(\mathbb{R}^{d}\right) \subset S_{0}\left(\mathbb{R}^{d}\right)$ and its dual $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) \supset S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ of tempered distributions for the convenience of expressing continuity (boundedness) and openness (stability) of linear operators by means of norm inequalities. We would like to point out that the results in this paper are consequences of the structure of the identification problem at hand and not of topological subtleties.

There exist various ways of defining $S_{0}\left(\mathbb{R}^{d}\right)$, and equally many different equivalent norms for $S_{0}\left(\mathbb{R}^{d}\right)$. Here, we shall give a definition based on the space of Lebesgue measurable and integrable functions $L^{1}\left(\mathbb{R}^{d}\right)$, the space of Fourier transforms of functions in $L^{1}\left(\mathbb{R}^{d}\right)$, which is denoted by $A\left(\mathbb{R}^{d}\right)$ and which is equipped with the Banach-space structure of $L^{1}\left(\mathbb{R}^{d}\right)$ by means of $\|\widehat{f}\|_{A}=\|f\|_{L^{1}}[\operatorname{Kat} 76]$, and the space of absolutely summable sequences $l^{1}\left(\mathbb{Z}^{d}\right)$.

The Feichtinger algebra $S_{0}\left(\mathbb{R}^{d}\right)$ coincides with the Wiener amalgam space $W\left(A\left(\mathbb{R}^{d}\right)\right.$, $l^{1}\left(\mathbb{Z}^{d}\right)$ ). Consequently, we have $f \in S_{0}\left(\mathbb{R}^{d}\right)$ if and only if $f$ is locally in $A\left(\mathbb{R}^{d}\right)$ with global decay of $l^{1}$-type; i.e., given any compactly supported $\psi \in A\left(\mathbb{R}^{d}\right)$ with $\sum_{n \in \mathbb{Z}^{d}} T_{n} \psi=1$ we have $f \in S_{0}\left(\mathbb{R}^{d}\right)$ if and only if $\sum_{n \in \mathbb{Z}^{d}}\left\|f \cdot T_{n} \psi\right\|_{A}<\infty$, and

$$
\|f\|_{S_{0}}=\sum_{n \in \mathbb{Z}^{d}}\left\|f \cdot T_{n} \psi\right\|_{A}
$$

is a norm on $S_{0}\left(\mathbb{R}^{d}\right)$. Moreover, $S_{0}\left(\mathbb{R}^{d}\right)$ is a Banach algebra under convolution and pointwise multiplication.

The dual space $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ of the Feichtinger algebra satisfies $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)=W\left(A^{\prime}\left(\mathbb{R}^{d}\right)\right.$, $\left.l^{\infty}\left(\mathbb{Z}^{d}\right)\right)$ since the class of compactly supported functions in $A\left(\mathbb{R}^{d}\right)$ is dense in $A\left(\mathbb{R}^{d}\right)$ [FG85]. Hence, $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ contains Dirac's delta $\delta: f \mapsto f(0)$ and Shah distributions $\sqcup_{a}=\sum_{n \in \mathbb{Z}^{d}} \delta_{a n}$, where $\delta_{n a}=T_{n a} \delta$ and $a>0$. We set $\amalg=\amalg_{1}$.
2.3. Gabor analysis. Most techniques applied in this paper originate from Gabor analysis.

Gabor introduced the concept of coherent states to electrical engineering independently of quantum theory [Gab46, Grö01]. Hence, we shall simply call the family

$$
(g, a, b)=\left\{M_{k b} T_{l a} g\right\}_{k, l \in \mathbb{Z}^{d}}
$$

of coherent states a Gabor system.
One of the basic results of Gabor analysis is the fact that there exists $g \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $(g, a, b)$ is an orthonormal basis for $L^{2}\left(\mathbb{R}^{d}\right)$ if and only if $a b=1$. For example, the Gabor system $\left(\mathbf{1}_{[0, a)}, a, b\right)$ is an orthonormal basis for $L^{2}\left(\mathbb{R}^{d}\right)$, where $\mathbf{1}_{A}(x)=1$ for $x \in A$ and $\mathbf{1}_{A}(x)=0$ else.

If $a b>1$, the system $(g, a, b)$ is not complete. However, if $a b>1$, then there exists $g \in L^{2}(\mathbb{R})$ such that the $(g, a, b)$-synthesis map $D_{g}: l^{2}\left(\mathbb{Z}^{2}\right) \longrightarrow L^{2}(\mathbb{R}),\left\{c_{k, l}\right\} \mapsto$ $\sum c_{k, l} M_{k b} T_{l a} g$ is well-defined, bounded, and stable; i.e., $(g, a, b)$ is a Riesz basis for
its closed linear span, $\overline{\operatorname{span}(g, a, b)}$, in $L^{2}\left(\mathbb{R}^{d}\right)$; hence, there exist $A, B>0$ such that

$$
\begin{equation*}
A\left\|\left\{c_{k, l}\right\}\right\|_{l^{2}} \leq\left\|\sum_{k, l \in \mathbb{Z}^{d}} c_{k, l} M_{k b} T_{l a} g\right\|_{L^{2}} \leq B\left\|\left\{c_{k, l}\right\}\right\|_{l^{2}} \text { for all }\left\{c_{k, l}\right\} \in l^{2}\left(\mathbb{Z}^{2 d}\right) \tag{2.5}
\end{equation*}
$$

For $a b<1$, the system $(g, a, b), g \in L^{2}(\mathbb{R})$, is overcomplete; i.e., there exists a nontrivial coefficient sequence $\left\{c_{k, l}\right\} \in l^{2}\left(\mathbb{Z}^{2 d}\right) \backslash\{0\}$ such that $\sum c_{k, l} M_{k b} T_{l a} g=0$ in $L^{2}\left(\mathbb{R}^{d}\right)$. Nevertheless, for an appropriate choice of $g$, e.g., $g$ being a Gaussian, the $(g, a, b)$-analysis operator $C_{g}=D_{g}^{*}: L^{2}(\mathbb{R}) \longrightarrow l^{2}\left(\mathbb{Z}^{2}\right), f \mapsto\left\{\left\langle f, M_{k b} T_{l a} g\right\rangle\right\}$ is well-defined, bounded, and stable; i.e., $(g, a, b)$ forms a frame for $L^{2}\left(\mathbb{R}^{d}\right)$; hence, there exist $A, B>0$ such that

$$
\begin{equation*}
A\|f\|_{L^{2}}^{2} \leq \sum\left|\left\langle f, M_{k b} T_{l a} g\right\rangle\right|^{2} \leq B\|f\|_{L^{2}}^{2} \quad \text { for all } f \in L^{2}\left(\mathbb{R}^{d}\right) \tag{2.6}
\end{equation*}
$$

As a consequence of $(2.6)$, every $f \in L^{2}\left(\mathbb{R}^{d}\right)$ has a stable representation

$$
f=\sum_{k} \sum_{l} c_{k, l} M_{k b} T_{l a} g \text { in } L^{2}\left(\mathbb{R}^{d}\right)
$$

in terms of the frame $(g, a, b)$, where the coefficients $\left\{c_{k, l}\right\} \in l^{2}\left(\mathbb{Z}^{2}\right)$ can be chosen by means of inner products, i.e., $c_{k, l}=\left\langle f, M_{k b} T_{l a} \gamma\right\rangle$, where $(\gamma, a, b)$ is a so-called dual frame of ( $g, a, b$ ).

More details on time-frequency analysis with some relevance to this paper can be found in [Grö01].

Operator-theoretic applications of Gabor theory as presented in this paper have drawn increasing interest in applied harmonic analysis; see, for example, [Dau88, HRT97, FK98, Koz98, RT98, Lab01, FN03, CG03, Hei03, GLM04].
3. Identification of underspread and overspread operators. We shall first prove Kailath's conjecture for operators acting on functions defined on the realline, i.e., we choose $d=1$. The identification problem is given by the operator space $\mathcal{H}_{Q_{a, b}}, a, b>0$, which is defined in (2.3) and (2.4), where $M=Q_{a, b}=$ $\left[-\frac{a}{2}, \frac{a}{2}\right] \times\left[-\frac{b}{2}, \frac{b}{2}\right]$. The linear space $\mathcal{H}_{Q_{a, b}}$ is equipped with the Hilbert-Schmidt norm and its elements map $X=S_{0}^{\prime}(\mathbb{R})$ to $Y=L^{2}(\mathbb{R})$ [FK98].

The Lebesgue measure $a \cdot b$ of the set $Q_{a, b}$ plays a crucial role in determining the identifiability of $\mathcal{H}_{Q_{a, b}}$. The main result of our paper is the following.

THEOREM 3.1. The set $\mathcal{H}_{Q_{a, b}}$ is identifiable; i.e., there is $f \in S_{0}^{\prime}(\mathbb{R})$ such that $\Phi_{f}: \mathcal{H}_{Q_{a, b}} \longrightarrow L^{2}(\mathbb{R})$ is bounded and stable, where $\mathcal{H}_{Q_{a, b}}$ is equipped with the HilbertSchmidt norm if and only if $a b \leq 1$.

First, we shall give a proof of the long-understood identifiability of $\mathcal{H}_{Q_{a, b}}$ for $a b \leq 1$.
3.1. Sufficiency of $\leq 1$ for the identifiability of $\mathcal{H}_{a, b}$. Our proof of the sufficiency of the underspread condition is based on the unitarity of the Zak transformations $Z_{c}: L^{2}(\mathbb{R}) \longrightarrow L^{2}\left(Q_{c, \frac{1}{c}}\right), c>0$, which are defined by

$$
Z_{c} f(t, \nu)=c^{\frac{1}{2}} \sum_{n \in \mathbb{Z}} f(t-c n) e^{2 \pi i c n \nu} \quad \text { (for almost every) }(t, \nu) \in Q_{c, \frac{1}{c}}
$$

and the following lemma.

Lemma 3.2. For $H \in \mathcal{H}$ we have

$$
Z_{c} \circ H 山_{c}(t, \nu)=c^{-\frac{1}{2}} \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \eta_{H}\left(t-c n, \nu-\frac{m}{c}\right) e^{2 \pi i\left(\nu-\frac{m}{c}\right) t}, \quad(t, \nu) \in Q_{c, \frac{1}{c}} .
$$

Proof. For $x \in \mathbb{R}$ we have $H \amalg_{c}(x)=\left\langle 山_{c}, \kappa_{H}(x, \cdot)\right\rangle=\sum_{k \in \mathbb{Z}} \kappa_{H}(x, c k)$. Using in succession the Tonelli-Fubini theorem, the formula

$$
\kappa_{H}(x, y)=\int \eta_{H}(x-y, \nu) e^{2 \pi i \nu x} d \nu, \quad(x, y) \in \mathbb{R}^{2}
$$

two substitutions, and the Poisson summation formula [Grö01, p. 250], we obtain for $(t, \nu) \in Q_{c, \frac{1}{c}}$ that

$$
\begin{aligned}
& Z_{c} \circ H \perp_{c}(t, \nu)=c^{\frac{1}{2}} \sum_{l \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \kappa_{H}(t-c l, c k) e^{2 \pi i c l \nu} \\
&=c^{\frac{1}{2}} \sum_{l \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \int \eta_{H}(t-c l-c k, \omega) e^{2 \pi i(c l \nu+\omega(t-c l))} d \omega \\
& \begin{array}{c}
\xi=\nu+\omega \\
n=k+l \\
=
\end{array} c^{\frac{1}{2}} \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \int \eta_{H}(t-c n, \xi+\nu) e^{2 \pi i(\xi+\nu) t} e^{-2 \pi i c l \xi} d \xi \\
&=c^{-\frac{1}{2}} \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \eta_{H}\left(t-c n, \nu-\frac{m}{c}\right) e^{2 \pi i\left(\nu-\frac{m}{c}\right) t} .
\end{aligned}
$$

A standard periodization argument leads to the sufficiency of $a b \leq 1$ for the identifiability of $\mathcal{H}_{Q_{a, b}}$. In fact, the following theorem shows that for $\bar{f}=\amalg_{a} \in$ $S_{0}^{\prime}(\mathbb{R})$ we have $\Phi_{f}: \mathcal{H}_{Q_{a, b}} \longrightarrow L^{2}(\mathbb{R})$, where $\mathcal{H}_{Q_{a, b}}$ is equipped with the HilbertSchmidt norm, is bounded, and is stable whenever $a b \leq 1$.

THEOREM 3.3. The operator family $\mathcal{H}_{M}=\left\{H \in \mathcal{H}: \operatorname{supp} \eta_{H} \subseteq M\right\}$ can be identified with the identifier $\amalg_{c}$ if and only if the interior $M^{\circ}$ of $M$ satisfies

$$
\begin{equation*}
M^{\circ} \cap \bigcup_{(m, n) \in \mathbb{Z}^{2} \backslash\{(0,0)\}}\left(M^{\circ}+\left(c n, \frac{m}{c}\right)\right)=\emptyset \tag{3.1}
\end{equation*}
$$

i.e., if and only if $M^{\circ}$ is contained in a fundamental domain of the lattice $c \mathbb{Z} \times \frac{1}{c} \mathbb{Z}$. In particular, $\mathcal{H}_{Q_{a, b}}, a, b>0$, is identifiable with $\amalg_{c}$ if and only if $a \leq c$ and $a b \leq 1$.

Note that Theorem 3.3 classifies all sets $M$ with the property that $\mathcal{H}_{M}$ can be identified using the tempered distribution $\amalg_{c}, c>0$. No result regarding the necessity of the underspread condition $a b \leq 1$ for the identifiability of $\mathcal{H}_{Q_{a, b}}$ by any other $f \in S_{0}^{\prime}(\mathbb{R})$ has been obtained.

Figure 3.1 is a picture proof of Theorem 3.3 for $M=Q_{c, \frac{1}{c}}, c>0$. Details in the case $c=1$ are given below.

Proof of Theorem 3.3. For ease of notation, we shall only provide a proof of Theorem 3.3 for $c=1$. The general case follows from Theorem 5.4.

First, we show that if (3.1) holds, then $\amalg$ identifies $\mathcal{H}_{M}$. Set $Q=Q_{1,1}$ and let $A_{m, n}=M^{\circ} \cap(Q+(m, n))$ and $B_{m, n}=A_{m, n}-(m, n) \subseteq Q$. Then $B_{m, n} \cap B_{m^{\prime}, n^{\prime}}=\emptyset$ for $(m, n) \neq\left(m^{\prime}, n^{\prime}\right)$, since else $M^{\circ} \cap\left(M^{\circ}+\left(m-m^{\prime}, n-n^{\prime}\right)\right) \neq \emptyset$. Further, the spreading function $\eta_{H}$ of each $H \in \mathcal{H}_{M}$ is continuous, and, therefore, $\eta_{H}(t, \nu)=0$ for all $(t, \nu) \notin \bigcup_{m, n} A_{m, n}$. We conclude that $\{(t, \nu) \in Q: Z \circ H \perp \perp(t, \nu) \neq 0\} \subseteq$


FIG. 3.1. Sketch of the proof of the identifiability of $\mathcal{H}_{Q_{c, \frac{1}{c}}}, c>0$, using as identifier $\Perp_{c}$. The Zak transform $Z_{c}$ is unitary and, therefore, bounded and stable, and $Z_{c} \circ \Phi \amalg_{c}$ maps $\mathcal{H}_{Q_{c, \frac{1}{c}}}$ into $L^{2}\left(Q_{c, \frac{1}{c}}\right)$ and is bounded and stable as well. We conclude that $\Phi_{\perp_{c}}$ is bounded and stable on $\mathcal{H}_{Q_{c, \frac{1}{c}}}$, i.e., $\amalg_{c}$ identifies $\mathcal{H}_{Q_{c, \frac{1}{c}}}$.
$\bigcup_{m, n} B_{m, n} \subseteq Q$. For $H \in \mathcal{H}_{M}$ we calculate

$$
\begin{align*}
\|H\|_{H S} & =\left\|\eta_{H}\right\|_{L^{2}(\mathbb{R} \times \widehat{\mathbb{R}})}=\sum_{m, n}\left\|\eta_{H}\right\|_{L^{2}\left(A_{m, n}\right)}=\sum_{m, n}\left\|T_{(-m,-n)} \eta_{H}\right\|_{L^{2}\left(B_{m, n}\right)} \\
& =\sum_{m, n}\|Z \circ H \perp \amalg\|_{L^{2}\left(B_{m, n}\right)}=\|Z \circ H \perp\|_{L^{2}(Q)}=\|H \perp\|_{L^{2}(\mathbb{R})} \\
& =\left\|\Phi_{\perp \amalg} H\right\|_{L^{2}(\mathbb{R})} ; \tag{3.2}
\end{align*}
$$

and, by definition, $\mathcal{H}_{M}$ allows identification with identifier $\amalg$.
Let us now assume that $M^{\circ} \cap \bigcup_{(m, n) \neq 0} M^{\circ}+(m, n) \neq \emptyset$ and show that $\mathcal{H}_{M}$ is not identifiable. In this case, there exists $\left(t_{0}, \nu_{0}\right) \in M^{\circ} \cap \bigcup_{(m, n) \neq 0}\left(M^{\circ}+(m, n)\right)$, $\frac{1}{2}>\epsilon>0$, and $\left(n_{0}, m_{0}\right) \in \mathbb{Z}^{2 d}$ with $B_{\epsilon}\left(t_{0}, \nu_{0}\right) \subset M^{\circ} \cap\left(M^{\circ}+\left(n_{0}, m_{0}\right)\right)$, where $B_{\epsilon}\left(t_{0}, \nu_{0}\right)=\left\{(t, \nu):\left\|(t, \nu)-\left(t_{0}, \nu_{0}\right)\right\|_{\infty}<\epsilon\right\}$. Hence $B_{\epsilon}\left(t_{0}-n_{0}, \nu_{0}-m_{0}\right) \subset M^{\circ}$. Choose $0 \neq \widetilde{\eta} \in A\left(\mathbb{R}^{2 d}\right) \subset S_{0}\left(\mathbb{R}^{2 d}\right)$ with supp $\widetilde{\eta} \subset B_{\epsilon}\left(t_{0}, \nu_{0}\right)$, and define $H \in \mathcal{H}_{M}$ by means of $\eta(t, \nu)=\widetilde{\eta}(t, \nu)-\widetilde{\eta}\left(t+n_{0}, \nu+m_{0}\right) e^{2 \pi i t m_{0}} \not \equiv 0,(t, \nu) \in \mathbb{R} \times \widehat{\mathbb{R}}$. We obtain

$$
\begin{aligned}
Z \circ H \perp(t, \nu)= & \sum_{m, n \in \mathbb{Z}} \eta(t-n, \nu-m) e^{2 \pi i(\nu-m) t} \\
= & \sum_{m, n \in \mathbb{Z}}\left(\widetilde{\eta}(t-n, \nu-m)-\widetilde{\eta}\left(t-n+n_{0}, \nu-m+m_{0}\right) e^{2 \pi i(t-n) m_{0}}\right) e^{2 \pi i(\nu-m) t} \\
= & \left(\sum_{m, n \in \mathbb{Z}} \widetilde{\eta}(t-n, \nu-m) e^{2 \pi i(\nu-m) t}\right) \\
& -\left(\sum_{m, n \in \mathbb{Z}} \widetilde{\eta}\left(t+n_{0}-n, \nu+m_{0}-m\right) e^{2 \pi i\left(t+n_{0}\right) m_{0}} e^{2 \pi i(\nu-m) t}\right)=0
\end{aligned}
$$

The injectivity of the Zak transformation implies $H \perp=0$, contradicting the injectivity of $\Phi_{\amalg}$ and therefore the identifiability of $\mathcal{H}_{M}$ by $山$.

Note that equation (3.2) implies that $\Phi_{\perp \perp}$, which is a priori defined on $\mathcal{H}_{M}=$ $\left\{H \in \mathcal{H}: \operatorname{supp} \eta_{H} \subseteq M\right\} \subset \mathcal{H} \subset H S\left(L^{2}(\mathbb{R})\right)$, where $M$ is a fundamental do-


FIG. 3.2. Sketch of the proof that $\mathcal{H}_{Q_{a, b}}$ is not identifiable if $a b>1$. We show that for all $f \in S_{0}^{\prime}(\mathbb{R})$, the bounded operator $C_{g} \circ \Phi_{f} \circ E$ is not stable. The synthesis operator $E$ and the analysis operator $C_{g}$ are stable, hence, stability of $C_{g} \circ \Phi_{f} \circ E$ must fail at $\Phi_{f}$.
main of $\mathbb{Z} \times \mathbb{Z}$, can be isometrically extended to its $H S$-closure $\overline{\mathcal{H}_{M}}=\left\{H \in H S\left(L^{2}(\mathbb{R})\right)\right.$ : $\left.\operatorname{supp} \eta_{H} \subseteq M\right\}$. Certainly, not all $H \in H S\left(L^{2}(\mathbb{R})\right)$ extend in this fashion to $S_{0}^{\prime}(\mathbb{R})$, and, hence, we must continue to focus our attention on operators with kernels in the Feichtinger algebra, i.e., on operator classes contained in $\mathcal{H}=\left\{H \in H S\left(L^{2}(\mathbb{R})\right)\right.$ : $\left.\kappa_{H} \in S_{0}\left(\mathbb{R}^{2}\right)\right\}$ 。
3.2. Necessity of $\leq 1$ for the identifiability of $\mathcal{H}_{a, b}$. We shall show that for $a b>1$ and every $f \in S_{0}^{\prime}(\mathbb{R})$, the well-defined operator $\Phi_{f}: \mathcal{H}_{Q_{a, b}} \longrightarrow L^{2}(\mathbb{R})$ is not stable.

To obtain this result, we shall equip $l_{0}\left(\mathbb{Z}^{2}\right)$ with the topology induced by the $l^{2}$-norm and use the fact that $a b>1$ to construct a bounded and stable synthesis operator $E: l_{0}\left(\mathbb{Z}^{2}\right) \rightarrow \mathcal{H}_{M}$ in Lemma 3.4, and a bounded and stable ( $g, a^{\prime}, b^{\prime}$ )-analysis operator $C_{g}: L^{2}(\mathbb{R}) \longrightarrow l^{2}\left(\mathbb{Z}^{2}\right)$ in the proof of Theorem 3.6 , with the property that the compositions

$$
C_{g} \circ \Phi_{f} \circ E: l_{0}\left(\mathbb{Z}^{2}\right) \longrightarrow l^{2}\left(\mathbb{Z}^{2}\right), \quad f \in S_{0}^{\prime}(\mathbb{R})
$$

are not stable. The stability of $E$ and $C_{g}$ implies that all operators $\Phi_{f}: \mathcal{H}_{Q_{a, b}} \longrightarrow$ $L^{2}(\mathbb{R}), f \in S_{0}^{\prime}(\mathbb{R})$, must not be stable, showing that $\mathcal{H}_{Q_{a, b}}$ is not identifiable for $a b>1$ (see Figure 3.2).

We shall now construct the aforementioned synthesis operator $E$. For $a b>1$, we choose $\lambda \in \mathbb{R}$ with $1<\lambda^{4}<a b$. Using a product-convolution operator $P: f \mapsto$ $\left(f * \eta_{1}\right) \check{\eta_{2}}$ as prototype operator, we define the embedding operator $E$ by means of

$$
E: l_{0}\left(\mathbb{Z}^{2}\right) \rightarrow \mathcal{H}_{M}, \quad\left\{\sigma_{k, l}\right\} \mapsto \sum_{k, l} \sigma_{k, l} M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha}
$$

where we chose $\alpha=\frac{1}{a}$ and $\beta=\frac{1}{b}$ for simplicity of notation. The choice of $\lambda$ allows us to construct $P \in \mathcal{H}_{Q_{a, b}}$ in Lemma 3.4 such that $\left\{M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha}\right\}_{k, l \in \mathbb{Z}}$ is a Riesz basis for its closed linear space in the Hilbert space of Hilbert-Schmidt operators, and, as consequence of (2.5), $E$ is stable. In addition to the Riesz property, $P$ is designed in Lemma 3.4 to satisfy a time-frequency localization property which will play a central role in the proof of our main result.

Lemma 3.4. Fix $\lambda>1$ with $1<\lambda^{4}<a b$ and choose $\eta_{1}, \eta_{2} \in \mathcal{S}(\mathbb{R})$ with values in $[0,1]$ and

$$
\eta_{1}(t)=\left\{\begin{array}{ll}
1 & \text { for }|t| \leq \frac{a}{2 \lambda}, \\
0 & \text { for }|t| \geq \frac{a}{2}
\end{array} \quad \text { and } \quad \eta_{2}(\nu)= \begin{cases}1 & \text { for }|\nu| \leq \frac{b}{2 \lambda} \\
0 & \text { for }|\nu| \geq \frac{b}{2}\end{cases}\right.
$$

The operator $P \in \mathcal{H}_{Q_{a, b}}$ defined by $\eta_{P}=\eta_{1} \otimes \eta_{2}$ has the following properties:
(a) The synthesis operator

$$
\begin{equation*}
E: l_{0}\left(\mathbb{Z}^{2}\right) \rightarrow \mathcal{H}_{M}, \quad\left\{\sigma_{k, l}\right\} \mapsto \sum_{k, l} \sigma_{k, l} M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha} \tag{3.3}
\end{equation*}
$$

is well-defined, bounded, and stable.
(b) The operator $P \in \mathcal{H}_{M}$ is a time-frequency localization operator in the following sense: There exist functions $d_{1}, d_{2}: \mathbb{R} \rightarrow \mathbb{R}_{0}^{+}$which decay rapidly at infinity and which have the property that for all $f \in S_{0}^{\prime}(\mathbb{R})$ we have $|P f(x)| \leq\|f\|_{S_{0}^{\prime}} d_{1}(x), x \in \mathbb{R}$, and $|\widehat{P f}(\xi)| \leq\|f\|_{S_{0}^{\prime}} d_{2}(\xi), \xi \in \widehat{\mathbb{R}}$.

Proof. (a) Observe that for any $(s, \omega) \in \mathbb{R} \times \widehat{\mathbb{R}}$ and $f \in S_{0}(\mathbb{R})$ we have

$$
\begin{aligned}
M_{\omega} T_{s} P T_{-s} M_{-\omega} f & =\iint \eta_{P}(t, \nu) M_{\omega} T_{s} T_{t} M_{\nu} T_{-s} M_{-\omega} f d t d \nu \\
& =\iint \eta_{P}(t, \nu) e^{2 \pi i(\omega t-s \nu)} T_{t} M_{\nu} f d t d \nu
\end{aligned}
$$

Hence, for $E$ defined in (3.3) and any $\left\{\sigma_{k, l}\right\} \in l_{0}\left(\mathbb{Z}^{2}\right)$, we have $E\left\{\sigma_{k, l}\right\} \in \mathcal{H}_{Q_{a, b}}$ with

$$
\begin{equation*}
\eta_{E\left\{\sigma_{k, l}\right\}}(t, \nu)=\eta_{P}(t, \nu) \sum_{k, l \in \mathbb{Z}} \sigma_{k, l} e^{2 \pi i(k \lambda \alpha t-l \lambda \beta \nu)}, \quad(t, \nu) \in \mathbb{R} \times \widehat{\mathbb{R}} \tag{3.4}
\end{equation*}
$$

We consider $l_{0}\left(\mathbb{Z}^{2}\right)$ as a subspace of $l^{2}\left(\mathbb{Z}^{2}\right)$ and observe that $E$ is stable, since

$$
\left\|E\left\{\sigma_{k, l}\right\}\right\|_{H S}=\left\|\eta_{E\left\{\sigma_{k, l}\right\}}\right\|_{L^{2}} \geq\left\|\eta_{E\left\{\sigma_{k, l}\right\}} \mathbf{1}_{\left[-\frac{a}{2 \lambda}, \frac{a}{2 \lambda}\right] \times\left[-\frac{b}{2 \lambda}, \frac{b}{2 \lambda}\right]}\right\|_{L^{2}}=\frac{a b}{\lambda^{2}}\left\|\left\{\sigma_{k, l}\right\}\right\|_{l^{2}}
$$

The boundedness of $E$ follows from a similar calculation.
(b) For $f \in S_{0}(\mathbb{R})$ and $x \in \mathbb{R}$ we have

$$
\begin{align*}
|P f(x)| & =\left|\iint \eta_{P}(t, \nu) e^{2 \pi i \nu x} f(x-t) d t d \nu\right| \\
& =\left|\int \eta_{2}(\nu) e^{2 \pi i \nu x} d \nu\right|\left|\int \eta_{1}(t) f(x-t) d t\right| \\
& \leq\left|\widehat{\eta}_{2}(-x)\right|\|f\|_{S_{0}^{\prime}}\left\|\eta_{1}\right\|_{S_{0}} . \tag{3.5}
\end{align*}
$$

The function $d_{1}(x)=\left|\widehat{\eta}_{2}(-x)\right|\left\|\eta_{1}\right\|_{S_{0}}$ decays rapidly at infinity, i.e., $d_{1}(x) \rightarrow 0$ as $|x| \rightarrow \infty$ faster than any power of $\frac{1}{x}$, since $\widehat{\eta}_{2} \in \mathcal{S}(\mathbb{R})$. Further, the inequality $|P f(x)| \leq\|f\|_{S_{0}^{\prime}} d_{1}(x), x \in \mathbb{R}$, extends to general $f \in S_{0}^{\prime}(\mathbb{R})$, since $S_{0}(\mathbb{R})$ is w*-dense in $S_{0}^{\prime}(\mathbb{R})$.

To establish a rapidly decaying bound on $|\widehat{P f}|, f \in S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$, we first assume $f \in S_{0}(\mathbb{R})$ and calculate for $\xi \in \widehat{\mathbb{R}}$

$$
\begin{align*}
|\widehat{P f}(\xi)| & =\left|\int \widehat{\eta}_{2}(-x) \int \eta_{1}(t) f(x-t) d t e^{-2 \pi i \xi x} d x\right| \\
& =\left|\int \widehat{\eta}_{2}(-x) \int \widehat{\eta}_{1}(\gamma) \widehat{f}(\gamma) e^{-2 \pi i x(\xi-\gamma)} d \gamma d x\right| \\
& =\left|\int \eta_{2}(\xi-\gamma) \widehat{\eta}_{1}(\gamma) \widehat{f}(\gamma) d \gamma\right|  \tag{3.6}\\
& \leq\|f\|_{S_{0}^{\prime}}\left\|\eta_{2}(\xi-\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{S_{0}} . \tag{3.7}
\end{align*}
$$

The application of the theorem of Tonelli and Fubini to obtain (3.6) is valid for $f \in S_{0}(\mathbb{R})$, and the validity of $(3.7)$ extends once more to general $f \in S_{0}^{\prime}(\mathbb{R})$.

We claim that $d_{2}(\xi)=\left\|\eta_{2}(\xi-\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{S_{0}}$ is rapidly decaying. Since the Feichtinger algebra $S_{0}(\mathbb{R})$ equals the Wiener amalgam space $W\left(A(\mathbb{R}), l^{1}(\mathbb{Z})\right)$, we choose $\widehat{\varphi} \in \mathcal{S}(\mathbb{R}) \subset A(\mathbb{R})$ with $\operatorname{supp} \widehat{\varphi} \subseteq[-1,+1]$, and $\sum_{n \in \mathbb{Z}} \mathrm{~T}_{n} \widehat{\varphi} \equiv 1$, and observe that $\left(\left\|\widehat{\eta}_{1} \cdot \mathrm{~T}_{n} \widehat{\varphi}\right\|_{A}\right)_{n \in \mathbb{Z}}$ decays rapidly, i.e., for any $k \in \mathbb{N}$ there exists $C_{k}>0$ such that

$$
\begin{equation*}
\left\|g \cdot \mathrm{~T}_{n} \widehat{\varphi}\right\|_{A}=\int\left|\int \eta_{1}(x) e^{-2 \pi i x n} \varphi(t-x) d x\right| d t \leq C_{k}\left(1+n^{2}\right)^{-k / 2}, n \in \mathbb{Z} \tag{3.8}
\end{equation*}
$$

[Grö01, p. 228]. For $k \in \mathbb{N}$ we choose $C_{k}$ satisfying (3.8) and calculate

$$
\begin{aligned}
d_{2}(\xi) & =\left\|\eta_{2}(\xi-\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{S_{0}} \leq C \sum_{n \in \mathbb{Z}}\left\|\mathrm{~T}_{n} \widehat{\varphi}(\cdot) \eta_{2}(\xi-\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{A} \\
& =C \sum_{\xi-1-\frac{b}{2}<n<\xi+1+\frac{b}{2}}\left\|\mathrm{~T}_{n} \widehat{\varphi}(\cdot) \eta_{2}(\xi-\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{A} \\
& \leq C\left\|\eta_{2}\right\|_{A} \sum_{\xi-1-\frac{b}{2}<n<\xi+1+\frac{b}{2}}\left\|\mathrm{~T}_{n} \widehat{\varphi}(\cdot) \widehat{\eta}_{1}(\cdot)\right\|_{A} \\
& \leq C C_{k}\left\|\eta_{2}\right\|_{A}\lceil 2+b\rceil\left(1+\min \left\{\left[\xi-1-\left.\frac{b}{2}\right|^{2},\left|\xi+1+\frac{b}{2}\right|^{2}\right\}\right)^{-k / 2}\right. \\
& \leq \widetilde{C}\left(1+\xi^{2}\right)^{-k / 2} .
\end{aligned}
$$

Lemma 3.5 is technical but of upmost importance in the proof of Theorem 3.6. It generalizes the fact that $m \times n$ matrices with $m<n$ have a nontrivial kernel and, therefore, are not stable, to operators acting on $l^{2}\left(\mathbb{Z}^{2}\right)$. In fact, the bi-infinite matrices $M=\left(m_{j^{\prime}, j}\right)_{j^{\prime}, j \in \mathbb{Z}^{2}}$ considered in Lemma 3.5 are not dominated by its diagonal $m_{j, j}$ which would correspond to square matrices-but by a skewdiagonal $m_{j, \lambda j}$, with $\lambda>1$.

Lemma 3.5. Given $M=\left(m_{j^{\prime}, j}\right): l^{2}\left(\mathbb{Z}^{2}\right) \rightarrow l^{2}\left(\mathbb{Z}^{2}\right)$. If there exists a monotonically decreasing function $w: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$with $w(x)=O\left(x^{-2-\delta}\right), \delta>0$, and constants $\lambda>1$ and $K_{0}>0$ with $\left|m_{i, j}\right|<w\left(\left\|\lambda j^{\prime}-j\right\|_{\infty}\right)$ for $\left\|\lambda j^{\prime}-j\right\|_{\infty}>K_{0}$, then $M$ is not stable.

Proof. First, we show that if $w: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$with $w(x)=O\left(x^{-2-\delta}\right)$ is monotonically decreasing, then

$$
\begin{equation*}
\sum_{K \geq 1} K \sum_{k \geq K} k w(k)^{2}<\infty \tag{3.9}
\end{equation*}
$$

Inequality (3.9) is proven using the Riemann integral criterium for sums. To this end, we pick continuous $v \in L^{\infty}\left(\mathbb{R}^{+}\right)$with $w(x) \leq v(x) x^{-2-\delta}$ and observe that

$$
\begin{aligned}
\sum_{K \geq 1} K \sum_{k \geq K} k w(k)^{2} & \leq \int_{0}^{\infty} x \int_{x}^{\infty} y w(y)^{2} d y d x \leq \int_{0}^{\infty} x \int_{x}^{\infty} v(y)^{2} y^{-3-2 \delta} d y d x \\
& \leq \frac{\|v\|_{\infty}^{2}}{2+2 \delta} \int_{0}^{\infty} x^{-1-2 \delta} d x<\infty
\end{aligned}
$$

Now, we shall use (3.9) to show that $\inf _{x \in l^{2}\left(\mathbb{Z}^{2}\right)}\left\{\frac{\|M x\|_{l^{2}}}{\|x\|_{l^{2}}}\right\}=0$. To this end, fix $\epsilon>0$ and pick $K_{1}>K_{0}$ with

$$
\sum_{K \geq K_{1}} K\left(\sum_{k \geq K} k w(k)^{2}\right) \leq 2^{-6} \epsilon^{2}
$$

Pick $N \in \mathbb{N}$ with $\widetilde{N}:=\left\lceil\frac{N}{\lambda}\right\rceil+K_{1}<N$ and define

$$
\widetilde{M}=\left(m_{j^{\prime}, j}\right)_{\left\|j^{\prime}\right\|_{\infty} \leq \widetilde{N},\|j\| \leq N}: \mathbb{C}^{(2 N+1)^{2}} \rightarrow \mathbb{C}^{(2 \widetilde{N}+1)^{2}}
$$

The matrix $\widetilde{M}$ has a nontrivial kernel since $(2 \widetilde{N}+1)^{2}<(2 N+1)^{2}$, so we can choose $\widetilde{x} \in \mathbb{C}^{(2 N+1)}$ with $\|\widetilde{x}\|_{2}=1$ and $\widetilde{M} \widetilde{x}=0$. Define $x \in l^{2}\left(\mathbb{Z}^{2}\right)$ according to $x_{j}=\widetilde{x}_{j}$ if $\|j\|_{\infty} \leq N$ and $x_{j}=0$ otherwise.

By construction we have $\|x\|_{l^{2}}=1$, and $(M x)_{j^{\prime}}=0$ for $\left\|j^{\prime}\right\|_{\infty} \leq \widetilde{N}$.
To estimate $(M x)_{j^{\prime}}$ for $\left\|j^{\prime}\right\|_{\infty}>\widetilde{N}$, we fix $K>K_{1}$ and $j^{\prime} \in \mathbb{Z}^{d}$ with $\left\|j^{\prime}\right\|_{\infty}=$ $\left\lceil\frac{N}{\lambda}\right\rceil+K$. We have $\left\|\lambda j^{\prime}\right\|_{\infty} \geq N+K \lambda$ and $\left\|\lambda j^{\prime}-j\right\|_{\infty} \geq K \lambda \geq K$ for all $j \in \mathbb{Z}^{d}$ with $\|j\|_{\infty} \leq N$, and, therefore,

$$
\begin{aligned}
\left|(M x)_{j}^{\prime}\right|^{2} & =\left|\sum_{\|j\|_{\infty} \leq N} m_{j^{\prime}, j} x_{j}\right|^{2} \leq\|x\|_{2}^{2} \sum_{\|j\|_{\infty} \leq N}\left|m_{j^{\prime}, j}\right|^{2} \\
& \leq \sum_{\|j\|_{\infty} \leq N} w\left(\left\|\lambda j^{\prime}-j\right\|_{\infty}\right)^{2} \leq \sum_{\|j\|_{\infty} \geq K} w\left(\|j\|_{\infty}\right)^{2} \\
& =2^{2} \sum_{k \geq K} 2 k w(k)^{2}=2^{3} \sum_{k \geq K} k w(k)^{2} .
\end{aligned}
$$

Finally, we can compute

$$
\begin{aligned}
\|M x\|_{l^{2}}^{2} & =\sum_{j^{\prime} \in \mathbb{Z}^{d}}\left|(M x)_{j}^{\prime}\right|^{2}=\sum_{\left\|j^{\prime}\right\|_{\infty} \geq\left\lceil\frac{N}{\lambda}\right\rceil+K_{1}}\left|(M x)_{j^{\prime}}\right|^{2} \\
& =2^{3} \sum_{\left\|j^{\prime}\right\|_{\infty} \geq\left\lceil\frac{N}{\lambda}\right\rceil+K_{1}} \sum_{k \geq\left\|j^{\prime}\right\|_{\infty}} k w(k)^{2} \leq 2^{6} \sum_{K \geq\left\lceil\frac{N}{\lambda}\right\rceil+K_{1}} K \sum_{k \geq K} k w(k)^{2} \leq \epsilon^{2}
\end{aligned}
$$

and obtain $\|M x\|_{l^{2}} \leq \epsilon$. Since $\epsilon$ was chosen arbitrarily and $\|x\|_{l^{2}}=1$, we have $\inf _{x \in l^{2}\left(\mathbb{Z}^{2}\right)}\left\{\frac{\|M x\|_{l^{2}}}{\|x\|_{l^{2}}}\right\}=0$ and $M$ is not stable.

Now all pieces are in place to state and prove the main contribution of this paper.
Theorem 3.6. For $a, b>0$ with $a b>1, \mathcal{H}_{Q_{a, b}}$ is not identifiable.

Proof. Fix $a, b>0$ with $a b>1$ and choose $\lambda, \eta_{1}, \eta_{2}, P$, and $E$ as in Lemma 3.4.
To construct the aforementioned stable $\left(g, a^{\prime}, b^{\prime}\right)$-analysis operator $C_{g}$, we choose as Gabor atom the Gaussian $g_{0}: \mathbb{R} \rightarrow \mathbb{R}^{+}, \quad x \mapsto e^{-\pi x^{2}}$. Lyubarskii [Lyu92], and Seip [Sei92], and Seip and Wallstén [SW92] have shown that $\left(g_{0}, a^{\prime}, b^{\prime}\right)=\left\{M_{k a^{\prime}} T_{l b^{\prime}} g_{0}\right\}$ is a frame for any $a^{\prime}, b^{\prime}>0$ with $a^{\prime} b^{\prime}<1$, and, hence, we conclude that the analysis map given by

$$
C_{g_{0}}: L^{2}(\mathbb{R}) \rightarrow l^{2}\left(\mathbb{Z}^{2}\right), \quad f \mapsto\left\{\left\langle f, M_{k \lambda^{2} \alpha} T_{l \lambda^{2} \beta} g_{0}\right\rangle\right\}_{k, l}
$$

is bounded and stable since $\lambda^{2} \beta \cdot \lambda^{2} \alpha=\frac{\lambda^{4}}{a b}<1$.
Let us now fix $f \in S_{0}^{\prime}(\mathbb{R})$ and consider the composition

$$
\begin{array}{rcccccc}
l_{0}\left(\mathbb{Z}^{2}\right) & \xrightarrow{E} & \mathcal{H}_{M} & \stackrel{\Phi_{f}}{\rightarrow} & L^{2} & \xrightarrow{C_{g_{0}}} & l^{2}\left(\mathbb{Z}^{2}\right) \\
\left\{\sigma_{k, l}\right\} & \mapsto & E\left\{\sigma_{k, l}\right\} & \mapsto & & E\left\{\sigma_{k, l}\right\} f & \stackrel{\mapsto}{\mapsto}
\end{array}\left\{\left\langle E\left\{\sigma_{k, l}\right\} f, M_{k^{\prime} \lambda^{2} \alpha} T_{l^{\prime} \lambda^{2} \beta} g_{0}\right\rangle\right\}_{k^{\prime}, l^{\prime}} .
$$

The bi-infinite matrix

$$
M=\left(m_{k^{\prime}, l^{\prime}, k, l}\right)=\left(\left\langle M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha} f, M_{k^{\prime} \lambda^{2} \alpha} T_{l^{\prime} \lambda^{2} \beta} g_{0}\right\rangle\right)
$$

represents the operator $C_{g_{0}} \circ \Phi_{f} \circ E$ with respect to the canonical basis of $l^{2}\left(\mathbb{Z}^{2}\right)$, since

$$
\begin{aligned}
\left(C_{g_{0}} \circ \Phi_{f} \circ E\left\{\sigma_{k, l}\right\}\right)_{k^{\prime}, l^{\prime}} & =\left\langle\sum_{k, l} \sigma_{k, l} M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha} f, M_{k^{\prime} \lambda^{2} \alpha} T_{l^{\prime} \lambda^{2} \beta} g_{0}\right\rangle \\
& =\sum_{k, l}\left\langle M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha} f, M_{k^{\prime} \lambda^{2} \alpha} T_{l^{\prime} \lambda^{2} \beta} g_{0}\right\rangle \sigma_{k, l} \\
& =\sum_{k, l} m_{k^{\prime}, l^{\prime}, k, l} \sigma_{k, l}
\end{aligned}
$$

In order to use Lemma 3.5 to show that $M$, and, therefore, $C_{g_{0}} \circ \Phi_{f} \circ E$, is not stable, we have to obtain bounds on the matrix entries of $M$. Lemma 3.4(b) will provide us with these bounds. In fact, for $k, l, k^{\prime}, l^{\prime} \in \mathbb{Z}$, we have

$$
\begin{aligned}
\left|m_{k^{\prime}, l^{\prime}, k, l}\right| & =\left|\left\langle M_{k \lambda \alpha} T_{l \lambda \beta} P T_{-l \lambda \beta} M_{-k \lambda \alpha} f, M_{k^{\prime} \lambda^{2} \alpha} T_{l^{\prime} \lambda^{2} \beta} g_{0}\right\rangle\right| \\
& \leq\left\langle T_{l \lambda \beta}\right| P T_{-l \lambda \beta} M_{-k \lambda \alpha} f\left|, T_{l^{\prime} \lambda^{2} \beta}\right| g_{0}| \rangle \\
& \leq\|f\|_{S_{0}^{\prime}} d_{1} * g_{0}\left(\lambda \beta\left(\lambda l^{\prime}-l\right)\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left|m_{k^{\prime}, l^{\prime}, k, l}\right| & =\left|\left\langle T_{k \lambda \alpha} M_{-l \lambda \beta}\left(P T_{-l \lambda \beta} M_{-k \lambda \alpha} f\right)^{\wedge}, T_{k^{\prime} \lambda^{2} \alpha} M_{-l^{\prime} \lambda^{2} \beta} \widehat{g_{0}}\right\rangle\right| \\
& \leq\left\langle T_{k \lambda \alpha}\right|\left(P T_{-l \lambda \beta} M_{-k \lambda \alpha} f\right)^{\wedge}\left|, T_{k^{\prime} \lambda^{2} \alpha}\right| g_{0}| \rangle \\
& \leq\|f\|_{S_{0}^{\prime}} d_{2} * g_{0}\left(\lambda \alpha\left(\lambda k^{\prime}-k\right)\right) .
\end{aligned}
$$

In these calculations, we used that $g_{0} \geq 0, \widehat{g_{0}}=g_{0}$, and $g_{0}(-x)=g_{0}(x)$, as well as the Parseval-Plancherel identity. Since $d_{1}, d_{2}$, and $g_{0}$ decay rapidly, so do $d_{1} * g_{0}$ and $d_{2} * g_{0}$. We set

$$
w(x)=\|f\|_{S_{0}^{\prime}} \max \left\{d_{1} * g_{0}(\lambda \beta x), d_{1} * g_{0}(-\lambda \beta x), d_{2} * g_{0}(\lambda \alpha x), d_{2} * g_{0}(-\lambda \alpha x)\right\}
$$

and obtain $\left|m_{k^{\prime}, l^{\prime}, k, l}\right| \leq w\left(\max \left\{\left|\lambda k^{\prime}-k\right|,\left|\lambda l^{\prime}-l\right|\right\}\right)$ with $w(x)=O\left(x^{-n}\right)$ for $n \in \mathbb{N}$. Lemma 3.5 implies that $M$ is not stable, and, by construction, we can conclude that $C_{g_{0}} \circ \Phi_{f} \circ E$, and thus $\Phi_{f}$ is not stable.

Note that Lemma 3.5 is crucial for the understanding of Theorem 3.6: For any $f \in S_{0}^{\prime}$, the operator $C_{g} \circ \Phi_{f} \circ E: l_{0}\left(\mathbb{Z}^{2}\right) \longrightarrow l^{2}\left(\mathbb{Z}^{2}\right)$, and, therefore, the operator $\Phi_{f}: \mathcal{H}_{Q_{a, b}} \longrightarrow L^{2}(\mathbb{R})$, is not stable as a result of the nonquadratic structure of the canonical matrix representation of $C_{g} \circ \Phi_{f} \circ E$. The validity of Lemma 3.5 does not depend on the choice of (reasonable) topologies on domain and range; in fact, a more general version of Lemma 3.5 can be found in [Pfa05].
4. Gabor frame operators, underspread operators, and uncertainty. The proof of Kailath's conjecture in section 3 relies strongly on the existence of a Schwartz function $g \in \mathcal{S}(\mathbb{R})$ such that $(g, a, b)$ is a Gabor frame for given $a, b>0$ with $a b<1$. In section 4.1 we shall discuss the role of the critical density $a b=1$ in the identification of Gabor frame operators and analogies of underspread and Gabor frame operators. Interpretations of the results in sections 3 and 4.1 as consequences of uncertainty in time-frequency analysis are given in section 4.2.

As in section 3 , we choose to work in section 4 in the one-dimensional setting.
4.1. Identification of Gabor frame operators. For appropriate $g, h \in L^{2}(\mathbb{R})$, e.g., for $g, h \in S_{0}(\mathbb{R})$, and $a, b>0$, the Gabor frame operator $S_{g, h}^{a, b}: L^{2}(\mathbb{R}) \longrightarrow L^{2}(\mathbb{R})$ is given by

$$
S_{g, h}^{a, b} f=D_{h} \circ C_{g} f=\sum_{k, l \in \mathbb{Z}}\left\langle f, M_{k b} T_{l a} g\right\rangle M_{k b} T_{l a} h, \quad f \in L^{2}(\mathbb{R})
$$

Let us compare the spreading function representation of Hilbert-Schmidt operators given in (1.1) with Janssen's representation of the Gabor frame operator, which is

$$
S_{g, h}^{a, b} f=(a b)^{-1} \sum_{m, n \in \mathbb{Z}}\left\langle h, M_{\frac{m}{a}} T_{\frac{n}{b}} g\right\rangle M_{\frac{m}{a}} T_{\frac{n}{b}} f, \quad f \in L^{2}(\mathbb{R})
$$

[Jan95, Grö01]. Both types of operators are superpositions of time-frequency shifts, and, hence, we shall refer to the tempered distribution

$$
(a b)^{-1} \sum_{m, n \in \mathbb{Z}}\left\langle h, M_{\frac{m}{a}} T_{\frac{n}{b}} g\right\rangle \delta_{\frac{n}{b}} \otimes \delta_{\frac{m}{a}} \in S_{0}^{\prime}(\mathbb{R} \times \widehat{\mathbb{R}})
$$

as spreading function of the Gabor frame operator $S_{g, h}^{a, b}$.
On a formal level, the relationship between Gabor frame operators and underspread and overspread operators is striking: the spreading functions of Gabor frame operators are supported (as distributions) on a full rank lattice $\frac{1}{b} \mathbb{Z} \times \frac{1}{a} \mathbb{Z}$ in the timefrequency plane $\mathbb{R} \times \widehat{\mathbb{R}}$, whereas the spreading functions of underspread and overspread operators are supported on a fundamental domain of such a lattice (see Figure 4.1). The duality of compact and discrete locally compact abelian groups suggests that results in the theory of underspread and overspread operators might lead to analogous results in Gabor analysis, and vice versa.

The correspondence of underspread and overspread operators to Gabor frame operators has not yet been fully explored. To initiate research in this direction, we shall show in Theorem 4.1 that identifiability of a canonically defined class of Gabor frame operators with fixed lattice $a \mathbb{Z} \times b \mathbb{Z}$ is equivalent to the existence of $f \in L^{2}(\mathbb{R})$ such that $(f, a, b)$ is a Gabor frame for $L^{2}(\mathbb{R})$. As in section 3 , we need to define a


Fig. 4.1. Support of the spreading symbol of an underspread or overspread operator and distributional support of the spreading symbol of a Gabor frame operator.
domain $X$ and classes of Gabor frame operators $\mathcal{S}^{a, b}$ with some care in order to have $X$ sufficiently large to allow identification for $a b \leq 1$, and $X$ small enough to allow for an easy proof of the nonidentifiability in case of $a b>1$.

We choose as domain the Wiener space $W(\mathbb{R})$, i.e.,

$$
X=W(\mathbb{R})=W\left(L^{\infty}(\mathbb{R}), l^{1}(\mathbb{Z})\right)=\left\{f \in L^{2}(\mathbb{R}):\|f\|_{W}=\sum_{k \in \mathbb{Z}}\left\|f \cdot 1_{[k, k+1)}\right\|_{\infty}<\infty\right\}
$$

as range, once more, $Y=L^{2}(\mathbb{R})$, and, for $a, b>0$, we consider the operator class

$$
\mathcal{S}^{a, b}=\left\{S_{g, h}^{a, b}: g \in L^{2}(\mathbb{R}), h \in W(\mathbb{R})\right\} \quad \text { with } \quad\left\|S_{g, h}^{a, b}\right\|_{\mathcal{S}^{a, b}}=\left\|\left\{\left\langle h, M_{\frac{m}{a}} T_{\frac{n}{b}} g\right\rangle\right\}\right\|_{l^{2}}
$$

We have

$$
\left\|S_{g, h}^{a, b} f\right\|_{L^{2}} \leq \sqrt{(a+1)(b+1)}\|f\|_{W}\left\|S_{g, h}^{a, b}\right\|_{\mathcal{S}^{a, b}}
$$

[Grö01, p. 107], and, therefore, $\mathcal{S}^{a, b} \subset \mathcal{L}\left(W(\mathbb{R}), L^{2}(\mathbb{R})\right)$ and $\left\{\Phi_{f}: f \in W(\mathbb{R})\right\} \subset$ $\mathcal{L}\left(\mathcal{S}^{a, b}, L^{2}\left(\mathbb{R}^{d}\right)\right)$, where $\Phi_{f}: S_{g, h}^{a, b} \mapsto S_{g, h}^{a, b} f$.

Theorem 4.1. $\mathcal{S}^{a, b}$ is identifiable if and only if $a b \leq 1$. Moreover, for any $a, b$ with $a b>1$ and any $f \in W(\mathbb{R})$ there exist $g \in L^{2}(\mathbb{R})$ and $h \in W(\mathbb{R})$ such that $S_{g, h}^{a, b} f=0$.

Note that identification of $\mathcal{S}^{a, b}$ does not require us to uncover $g$ and $h$ in $S_{g, h}^{a, b}$, but only to obtain the coefficients $\left\{\left\langle h, M_{\frac{n}{a}} T_{\frac{m}{b}} g\right\rangle\right\}$ in Janssen's representation of the Gabor frame operator $S_{g, h}^{a, b}$.

Proof of Theorem 4.1. To show the identifiability of $\mathcal{S}^{a, b}$ for $a b \leq 1$, we use the fact that for any $a b \leq 1$ there exists $f \in W(\mathbb{R})$ such that $(f, a, b)=\left\{M_{k b} T_{l a} f\right\}$ is a frame for $L^{2}(\mathbb{R})$. For example, if $a b<1$, we may choose the Gaussian $f=g_{0}$ : $\mathbb{R} \rightarrow \mathbb{R}^{+}, x \mapsto e^{-\pi x^{2}}$, with $g_{0} \in \mathcal{S}(\mathbb{R}) \subset W(\mathbb{R})$ and for $a b=1$ we could choose $f=\mathbf{1}_{[0, a)} \in W(\mathbb{R})$. The Ron-Shen duality principle implies that $(f, a, b)$ is a frame for $L^{2}(\mathbb{R})$ if and only if $\left(f, \frac{1}{b}, \frac{1}{a}\right)$ is a Riesz basis for its closed linear span in $L^{2}(\mathbb{R})$, i.e., if and only if there exist $A, B>0$ such that for all $\left\{d_{m, n}\right\} \in l^{2}\left(\mathbb{Z}^{2}\right)$ we have

$$
\begin{equation*}
A\left\|\left\{d_{m, n}\right\}\right\|_{l^{2}} \leq\left\|\sum_{m, n \in \mathbb{Z}} d_{m, n} M_{\frac{m}{a}} T_{\frac{n}{b}} f\right\|_{L^{2}} \leq B\left\|\left\{d_{m, n}\right\}\right\|_{l^{2}} \tag{4.1}
\end{equation*}
$$

[RS97, Grö01]. Replacing $\left\{d_{m, n}\right\}$ by $\left\{\left\langle h, M_{\frac{m}{a}} T_{\frac{n}{b}} g\right\rangle\right\} \in l^{2}\left(\mathbb{Z}^{2}\right)$ in (4.1) shows that any $f$ with $(f, a, b)$ is a frame for $L^{2}(\mathbb{R})$ identifies $\mathcal{S}^{a, b}$.

We shall now show that for any $a, b>0$ with $a b>1$ and any $f \in W(\mathbb{R})$ there exist $g \in L^{2}(\mathbb{R})$ and $h \in W(\mathbb{R})$ such that $S_{g, h}^{a, b} \in \mathcal{S}^{a, b} \backslash\{0\}$ and $S_{g, h}^{a, b} f=0$, contradicting that $f$ identifies $\mathcal{S}^{a, b}$. Fix $a, b>0$ with $a b>1$ and $f \in W(\mathbb{R})$ and pick $g \in L^{2}(\mathbb{R})$ such that $g \perp \overline{\operatorname{span}(f, a, b)}$, and, therefore, $f \perp \overline{\operatorname{span}(g, a, b)}$. Let $h=g_{0} \in W(\mathbb{R})$ be the Gaussian defined above and observe that $\left(g_{0}, \frac{1}{b}, \frac{1}{a}\right)$ is a frame for $L^{2}(\mathbb{R})$ since $\frac{1}{a b}<1$. Hence, $\left\{\left\langle h, M_{\frac{m}{a}} T_{\frac{n}{b}} g\right\rangle\right\}=\left\{e^{2 \pi i \frac{m n}{a b}} \overline{\left\langle g, M_{-\frac{m}{a}} T_{-\frac{n}{b}} h\right\rangle}\right\} \in l^{2}\left(\mathbb{Z}^{2}\right) \backslash\{0\}$, i.e., $S_{g, h}^{a, b} \in \mathcal{S}^{a, b}$, $\left\|S_{g, h}^{a, b}\right\| \neq 0$, but $S_{g, h}^{a, b} f=\sum\left\langle f, T_{a m} M_{b n} g\right\rangle T_{a m} M_{b n} h=0$.
4.2. Uncertainty. Theorem 4.1 illustrates a strong relationship of critical density in Gabor analysis to the identification of canonically defined classes of Gabor frame operators. The critical density phenomenon in Gabor analysis is well known to be rooted in uncertainty in time-frequency analysis:

- functions cannot be arbitrarily well localized simultaneously in time and frequency, i.e., in phase space, and we can therefore exclude the possibility that there exist Gabor systems $(g, a, b)$ which are Riesz bases for $L^{2}(\mathbb{R})$ if $a b<1$, and
- functions cannot represent an area in phase space of volume larger than one in the sense that one cannot construct complete Gabor frames $(g, a, b)$ for $L^{2}(\mathbb{R})$ if $a b>1$.
Due to the first of the two limitations described above, Folland refers to a rectangle of volume one in phase space as a "minimal rectangle in phase space" [FS97].

Theorem 3.1 describes a new interpretation of minimal rectangles which plays a role in the time-frequency analysis of operators: an operator, whose spreading symbol is known to be supported in a rectangle in the time-frequency plane, can be identified if the rectangle has volume less than or equal to one, and cannot be identified if the rectangle has volume greater than one. Note that this phenomenon is not a direct consequence of the fact that we cannot construct functions which are arbitrarily well localized in phase space, since, in fact, there exist no support restrictions for the construction of operator symbols or spreading functions in phase space.

Theorems 3.1 and 4.1 can also be viewed as pull-backs of the critical density phenomenon of "phase space expansions" as described in [Lan93] to operator theory. Any operator output signal can carry only a restricted amount of time-frequency structured information, and therefore any output signal can be used only to resolve a limited amount of information from an operator. Theorem 3.1 illustrates that this amount of information corresponds to a minimal rectangle in the spreading domain. Theorem 4.1 shows that the resolvable amount of information of operators, whose spreading functions have discrete distributional support contained in a lattice $\frac{1}{b} \mathbb{Z} \times \frac{1}{a} \mathbb{Z}$, is connected to the sparsity of the lattice. In fact, all information inherent in such an operator can be resolved using a single test signal if and only if $a b \leq 1$. Note that in the latter case, the Kohn-Nirenberg symbol, which is the symplectic Fourier transformation of the spreading function, is $a \times b$ periodic, i.e., is the periodization of a function supported on a minimal rectangle of size $a b \leq 1$ in phase space.

We would like to add that the physical interpretation of the uncertainty principle as a limit to the achievable precision when measuring position and momentum of quantum mechanical objects parallels the identifiability result for underspread and overspread operators nicely, since the latter tells us that we will not be able to identify an overspread operator no matter how smartly a signal is chosen to test the system.

The uncertainty principle phenomena discussed above, among others, can be found in [Fef83, Dau92, Lan93, BHW98, Grö01, Grö03].
5. Generalized spreading constraints. We shall now extend the results stated in section 3 to higher dimensions and to nonrectangular spreading support sets.

Similarly to the one-dimensional case, we have

$$
\mathcal{H}=\mathcal{H}\left(\mathbb{R}^{d}\right)=\left\{H \in H S\left(L^{2}\left(\mathbb{R}^{d}\right)\right): \kappa_{H} \in S_{0}\left(\mathbb{R}^{2 d}\right)\right\} \subset \mathcal{L}\left(S_{0}^{\prime}\left(\mathbb{R}^{d}\right), L^{2}\left(\mathbb{R}^{d}\right)\right)
$$

Once more, we shall use a Zak transformation, namely, $Z: L^{2}\left(\mathbb{R}^{d}\right) \longrightarrow L^{2}\left(\mathbb{R}^{d} \times \widehat{R}^{d}\right)$, $Z f(t, \nu)=\sum_{n \in \mathbb{Z}^{d}} f(t-n) e^{2 \pi i n \cdot \nu}$ for almost every $(t, \nu) \in Q=Q_{1,1}$, and the Shah distribution $\amalg=\amalg_{1}$. Adjusting Lemma 3.2 accordingly, we obtain

$$
\begin{equation*}
Z \circ H \perp(t, \nu)=\sum_{n, m \in \mathbb{Z}^{d}} \eta_{H}(t-n, \nu-m) e^{2 \pi i(\nu-m) \cdot t} \quad \text { for all }(t, \nu) \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{2 d}, \tag{5.1}
\end{equation*}
$$

an identity which leads immediately to the following.
Theorem 5.1. $\mathcal{H}_{M}=\left\{H \in \mathcal{H}: \operatorname{supp} \eta_{H} \subseteq M\right\}$ is identifiable with identifier $\amalg$ if and only if $M^{\circ} \cap \bigcup_{(m, n) \in \mathbb{Z}^{2 d} \backslash(0,0)}\left(M^{\circ}+(m, n)\right)=\emptyset$.

The proof of Theorem 5.1 is similar to the proof of Theorem 3.3 and is therefore omitted.

A straightforward generalization of either Theorem 3.3 or Theorem 5.1 leads to the identifiability of $\mathcal{H}_{\mathcal{D} Q}, Q=Q_{1,1}=\left[-\frac{1}{2}, \frac{1}{2}\right]^{2 d}$ in the case that $\mathcal{D}$ is a diagonal matrix with diagonal $\left(a_{1}, \ldots, a_{d}, \frac{1}{a_{1}}, \ldots, \frac{1}{a_{d}}\right) \in\left(\mathbb{R}^{+}\right)^{2 d}$. This observation leads us to the question for which general diagonal or nondiagonal, volume preserving matrices $\mathcal{A} \in S L(2 d, \mathbb{R})$ is the operator space $\mathcal{H}_{\mathcal{A} Q}$ identifiable.

The underlying idea of obtaining identifiability results on $\mathcal{H}_{\mathcal{A} Q}$ for nondiagonal matrices $\mathcal{A} \in S L(2 d, \mathbb{R})$ is to use the canonical correspondence of elements in $\mathcal{H}_{\mathcal{A} Q}$ with elements in $\mathcal{H}_{Q}$ given by a coordinate transformation in the spreading domain. Theorem 5.3 states that for symplectic $\mathcal{A}$, there exist unitary operators $O_{\mathcal{A}}$ on $L^{2}\left(\mathbb{R}^{d}\right)$, such that the following formal calculation of operator valued integrals holds for all $H \in \mathcal{H}_{\mathcal{A} Q}$. Note that here we set $\mu(t, \nu)=M_{\nu} T_{t}$ to obtain

$$
\begin{align*}
H & =\iint \eta_{H}(t, \nu) M_{\nu} T_{t} d t d \nu=\iint \eta_{H}(t, \nu) \mu(t, \nu) d t d \nu \\
& =\iint \eta_{H}(\mathcal{A}(t, \nu)) \mu(\mathcal{A}(t, \nu)) d t d \nu=\iint \eta_{H}(\mathcal{A}(t, \nu)) O_{\mathcal{A}} \mu(t, \nu) O_{\mathcal{A}}^{*} d t d \nu \\
& =O_{\mathcal{A}} \iint \eta_{H_{\mathcal{A}}}(t, \nu) \mu(t, \nu) d t d \nu O_{\mathcal{A}}^{*}=O_{\mathcal{A}} H_{\mathcal{A}} O_{\mathcal{A}}{ }^{*} \tag{5.2}
\end{align*}
$$

where $\eta_{H_{\mathcal{A}}}=\eta_{H} \circ \mathcal{A}$ and $H_{\mathcal{A}} \in \mathcal{H}_{Q}$. We shall see that the intertwining operators $O_{\mathcal{A}} \in U\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ in (5.2) extend to $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ and act isomorphically on $S_{0}\left(\mathbb{R}^{d}\right)$. The identifiability of $\mathcal{H}_{Q}$ leads therefore to the identifiability of $\mathcal{H}_{\mathcal{A} Q}$ using as identifier the tempered distribution $O_{\mathcal{A}} \amalg \in S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$. See Figure 5.1 for an illustration of this approach.

To gather all $\mathcal{A} \in S L(2 d, \mathbb{R})$ which allow for calculations similar to those in (5.2), we turn to the representation theory of the reduced Weyl-Heisenberg group $\mathbb{H}_{d}^{r e d}$, which is identical to $\mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d} \times \mathbb{T}$ in topology and Haar measure. The group operation on the reduced Weyl-Heisenberg group is

$$
\left(t, \nu, e^{2 \pi i s}\right) \cdot\left(t^{\prime}, \nu^{\prime}, e^{2 \pi i s^{\prime}}\right)=\left(t+t^{\prime}, \nu+\nu^{\prime}, e^{2 \pi i\left(s+s^{\prime}+\frac{1}{2}\left(t^{\prime} \cdot \nu-t \cdot \nu^{\prime}\right)\right)}\right)
$$



Fig. 5.1. Identifiability of $\mathcal{H}_{\mathcal{A} Q}, \mathcal{A} \in S p(d, \mathbb{R})$, based on the existence of an intertwining operator $O_{\mathcal{A}}$.
and its Schrödinger representation on the space of unitary operators on $L^{2}\left(\mathbb{R}^{d}\right)$ is given by

$$
\begin{array}{rlcccc}
\rho: \quad \mathbb{H}_{d}^{r e d} & \rightarrow U\left(L^{2}\left(\mathbb{R}^{d}\right)\right) \\
(t, \nu, s) & \mapsto \rho(t, \nu, s): L^{2}(\mathbb{R}) & \rightarrow & L^{2}(\mathbb{R}) & & \\
& & & f & \mapsto \rho\left(t, \nu, e^{2 \pi i s}\right) f: \mathbb{R}^{d} & \rightarrow \\
& & & \mapsto & e^{2 \pi i(\nu \cdot x)+s} f(x+t) .
\end{array}
$$

Representing $H$ once more as operator valued integral, we obtain

$$
\begin{aligned}
H & =\iint \eta_{H}(t, \nu) M_{\nu} T_{t} d t d \nu=\int_{\mathbb{R}^{d}} \int_{\widehat{\mathbb{R}}^{d}} \int_{0}^{1} \eta_{H}(t, \nu) \rho(-t, \nu, 0) d t d \nu d s \\
& =\int_{\mathbb{H}_{d}^{r e d}} e^{-2 \pi i s} \eta_{H}(-t, \nu) \rho\left(t, \nu, e^{2 \pi i s}\right) d \mu(t, \nu, s)=\rho\left(\eta_{H}^{\circ}\right)
\end{aligned}
$$

where $\eta_{H}^{\circ}\left(t, \nu, e^{2 \pi i s}\right)=e^{-2 \pi i s} \eta_{H}(-t, \nu)$. In other words, a Hilbert-Schmidt operator $H$ with $\eta_{H} \in L^{1}\left(\mathbb{R}^{2 d}\right)$ is the integrated Schrödinger representations of $\eta_{H}^{\circ}$ with respect to the reduced Weyl-Heisenberg group $\mathbb{H}_{d}^{r e d}$ [Fol89, Grö01].

Before listing the relevant results from representation theory in Theorem 5.3, it is now time to define the symplectic group.

Definition 5.2. The symplectic group $\operatorname{Sp}(d, \mathbb{R})$ consists of those matrices $\mathcal{A} \in$ $S L(2 d, \mathbb{R})$ that satisfy $\mathcal{A}^{\star}\left(\begin{array}{cc}0 & -I_{d} \\ I_{d} & 0\end{array}\right) \mathcal{A}=\left(\begin{array}{cc}0 & -I_{d} \\ I_{d} & 0\end{array}\right)$, where $I_{d}$ is the $d \times d$ identity matrix.

Theorem 5.3(a) outlines the scope of our approach [Fol89]. Part (c) delivers intertwining operators for equivalent representations $\rho \circ \mathcal{A}$ and $\rho$. Parts (d), (e), (f), and (g) describe these operators as products of some elementary operators. This characterization shows us that the a priori Hilbert space theory applies to the Feichtinger algebra setup used in this paper (see part (h)). Part (i) covers shifts of the spreading support which allow us to extend Theorem 5.4 to affine linear coordinate transformations.

For ease of notation we shall not distinguish between the matrix $\mathcal{A}$ and the corresponding linear map; i.e., we have $\mathcal{A}(t, \nu)=\left((t, \nu) \cdot \mathcal{A}^{t}\right)^{t}$.

Theorem 5.3.
(a) Let $S$ operate on $\mathbb{H}_{d}^{r e d}$. The induced map $\rho_{S}=\rho \circ S: \mathbb{H}_{d}^{\text {red }} \longrightarrow U\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ is an unitary representation of $\mathbb{H}_{d}^{r e d}$ which is unitarily equivalent to the irre-
ducible Schrödinger representation $\rho$; i.e., there exists an unitary intertwining operator $O$ such that $O \rho(g) O^{*}=\rho_{\mathcal{A}}(g)$ for all $g \in H W_{d}^{\text {red }}$ if and only if there exists $\mathcal{A} \in S p(d, \mathbb{R})$ with $S=\widetilde{\mathcal{A}}$, where $\widetilde{\mathcal{A}}$ is given by $\widetilde{\mathcal{A}}: \mathbb{H}_{d}^{\text {red }} \longrightarrow$ $\mathbb{H}_{d}^{r e d},\left(t, \nu, e^{2 \pi i s}\right) \mapsto\left(\mathcal{A}(t, \nu), e^{2 \pi i s}\right)$.
(b) Let $\mathcal{A} \in S p(d, \mathbb{R})$ and let $\rho_{\mathcal{A}}=\rho \circ \widetilde{\mathcal{A}}$. Then $\rho_{\mathcal{A}}(f)=\rho\left(f \circ \mathcal{A}^{-1}\right)$ for $f \in$ $L^{1}\left(\mathbb{H}_{d}^{r e d}\right)$.
(c) For $\mathcal{A} \in S p(d, \mathbb{R})$ there exists a unitary operator $O_{\mathcal{A}}$ on $L^{2}\left(\mathbb{R}^{d}\right)$, with $O_{\mathcal{A}} H O_{\mathcal{A}}^{*}=$ $\rho\left(\eta(H)^{\circ} \circ \widetilde{\mathcal{A}}^{-1}\right)$ for all $H \in H S\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ with $\eta(H) \in L^{1}\left(\mathbb{R}^{2 d}\right)$.
(d) The matrix $\mathcal{I}=\left(\begin{array}{cc}0 & I_{d} \\ -I_{d} & 0\end{array}\right)$ together with the subgroups

$$
N=\left\{\left(\begin{array}{cc}
I_{d} & 0 \\
A & I_{d}
\end{array}\right), A=A^{*}\right\} \quad \text { and } \quad D=\left\{\left(\begin{array}{cc}
A & 0 \\
0 & A^{*-1}
\end{array}\right), A \in G L(n, \mathbb{R})\right\}
$$

of $S p(d, \mathbb{R})$ generate $\operatorname{Sp}(d, \mathbb{R})$.
(e) For $\mathcal{A}=\left(\begin{array}{cc}0 & I_{d} \\ -I_{d} & 0\end{array}\right)$ we have $\mu \circ \mathcal{A}(t, \nu)=\mu(\mathcal{A}(t, \nu))=\mathcal{F}^{-1} \mu(t, \nu) \mathcal{F}$.
(f) For $\mathcal{A}=\left(\begin{array}{cc}I_{d} & 0 \\ A & I_{d}\end{array}\right)$ with $A=A^{*}$ define $C_{A}$ through $C_{A} f(x)=e^{-\pi i x^{T} A x} f(x)$. Then we have $\mu \circ \mathcal{A}(t, \nu)=\mu(\mathcal{A}(t, \nu))=C_{A} \circ \mu(t, \nu) \circ C_{A}^{*}$.
(g) For $\mathcal{A}=\left(\begin{array}{cc}A & 0 \\ 0 & A^{*-1}\end{array}\right)$ let $U_{A}$ be defined by setting $U_{A} f(x)=|\operatorname{det} A|^{-\frac{1}{2}} f\left(A^{-1} x\right)$. Then $\mu \circ \mathcal{A}(t, \nu)=\mu(\mathcal{A}(t, \nu))=U_{A} \circ \mu(t, \nu) \circ U_{A}^{*}$.
(h) The unitary operators $\mathcal{F}, C_{A}$, and $U_{A}$ restrict and extend to $S_{0}(\mathbb{R})$ and $S_{0}^{\prime}(\mathbb{R})$, respectively.
(i) Set $L_{(a, b)}: \mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d} \longrightarrow \mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d},(t, \nu) \mapsto(a+t, b+\nu)$. Then

$$
\mu \circ L_{(a, b)}(t, \nu)=e^{2 \pi i \nu a} \mu(a, b) \mu(t, \nu)=e^{2 \pi i b t} \mu(t, \nu) \mu(a, b) .
$$

For details on representation theoretic background, see [Fol89, FK98, Grö01]. Using Theorem 5.3, we obtain the following.

Theorem 5.4. Let $S=L_{(a, b)} \circ \mathcal{A}, \mathcal{A} \in S p(d, \mathbb{R})$. Then $\mathcal{H}_{M}$ is identifiable if and only if $\mathcal{H}_{S M}$ is identifiable.

Proof. Assume that $\mathcal{H}_{M}$ is identifiable with $f_{M} \in S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$. Theorem 5.3 provides us with an unitary operator $O_{\mathcal{A}}$ on $L^{2}\left(\mathbb{R}^{d}\right)$ which extends to $S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$. We claim that $O_{\mathcal{A}} f_{M} \in S_{0}^{\prime}\left(\mathbb{R}^{d}\right)$ identifies $\mathcal{H}_{S M}$. To see this, observe that for all $H \in \mathcal{H}_{S M}$ we have

$$
\begin{aligned}
H & =\iint \eta_{H}(t, \nu) \mu(t, \nu) d t d \nu \\
& =\iint \eta_{H}(\mathcal{A}(t, \nu)+(a, b)) \mu(\mathcal{A}(t, \nu)+(a, b)) d t d \nu \\
& =\iint \eta_{H}(\mathcal{A}(t, \nu)+(a, b)) e^{2 \pi i a(C t+D \nu)} \mu(a, b) \mu(\mathcal{A}(t, \nu)) d t d \nu \\
& =\iint \eta_{H}(\mathcal{A}(t, \nu)+(a, b)) e^{2 \pi i a(C t+D \nu)} \mu(a, b) O_{\mathcal{A}} \mu(t, \nu) O_{\mathcal{A}}^{*} d t d \nu \\
& =\mu(a, b) O_{\mathcal{A}} \iint \eta_{H_{\mathcal{A},(a, b)}}(t, \nu) \mu(t, \nu) d t d \nu O_{\mathcal{A}}^{*} \\
& =\mu(a, b) O_{\mathcal{A}} H_{\mathcal{A},(a, b)} O_{\mathcal{A}}{ }^{*}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|H O_{\mathcal{A}} f_{M}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & =\left\|O_{\mathcal{A}}{ }^{*} \mu(a, b)^{*} H O_{\mathcal{A}} f_{M}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
=\left\|H_{\mathcal{A},(a, b)} f_{M}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & =\left\|\eta_{H_{\mathcal{A},(a, b)}}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}=\left\|\eta_{H}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \equiv\|H\|_{H S}
\end{aligned}
$$



Fig. 5.2. Examples of sets $M$ such that $H_{M}$ is identifiable.

Theorems 3.3 and 5.4 imply that the exemplary spreading support sets $M$ given Figure 5.2 define identifiable operator classes $H_{M}$.

For $M=Q$, we can identify $\mathcal{H}_{S Q}$ using the identity in the following.
Corollary 5.5. Let $S=L_{(a, b)} \circ \mathcal{A}$ for some $(a, b) \in \mathbb{R}^{d} \times \widehat{\mathbb{R}}^{d}$ and $\mathcal{A}=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in$ $S p(d, \mathbb{R})$. Then for $H \in \mathcal{H}_{S Q}$ and for $(t, \nu) \in \operatorname{supp}\left(\eta_{H}\right)$

$$
\left.e^{2 \pi i a \cdot(C t+D v)+\nu t} Z \circ O_{S} \circ H \circ O_{S}^{*}\right\lrcorner(t, \nu)=\eta_{H}\left(\mathcal{A}^{-1}(t-a, \nu-b)\right) .
$$

We have shown that identifiability is robust with respect to symplectic coordinate transformations in the spreading domain. This result is rooted in the representation theory of the Weyl-Heisenberg group. Theorem 5.3(i) shows that this approach can not be extended to obtain insights on nonsymplectic coordinate transformations.

Nevertheless, we should note that for $\mathcal{A} \in S L(2 d, \mathbb{R})$ the condition $\mathcal{A} \in S p(d, \mathbb{R})$ is not necessary for $\mathcal{H}_{\mathcal{A Q}}$ to be identifiable. In fact, the diagonal matrix $\mathcal{D}$ with diagonal $\left(2, \frac{1}{2}, 1,1\right)$ has the property $\mathcal{D} \in S L(4, \mathbb{R}) \backslash S p(2, \mathbb{R})$, but $\mathcal{H}_{\mathcal{D} Q}$ is identifiable since $\mathcal{D} Q$ is a fundamental domain of the symplectic lattice $\left(\begin{array}{cc}A & 0 \\ 0 & A^{*-1}\end{array}\right) \mathbb{Z}^{4}$ with $A=\left(\begin{array}{cc}1 & 0 \\ \frac{1}{2} & 1\end{array}\right)$, and therefore an application of Theorems 5.1 and 5.4 is permissible.

For similar results on nonsymplectic lattices in Gabor theory see [Bek04, HW01, HW04].
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# STABILITY OF LARGE-AMPLITUDE SHOCK PROFILES OF GENERAL RELAXATION SYSTEMS* 
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#### Abstract

Building on previous analyses carried out in [Mascia and Zumbrun, Indiana Univ. Math. J., 51 (2002), pp. 773-904] and [Mascia and Zumbrun, Arch. Ration. Mech. Anal., 172 (2004), pp. 93-131], we establish $L^{1} \cap H^{2} \rightarrow L^{p}$ nonlinear orbital stability, $1 \leq p \leq \infty$, with sharp rates of decay, of large-amplitude Lax-type shock profiles for a general class of relaxation systems that includes most models in common use, under the necessary conditions of strong spectral stability, i.e., stable point spectrum of the linearized operator about the wave, transversality of the profile, and hyperbolic stability of the associated ideal shock. In particular, our results apply to standard moment-closure systems, answering a question left open in Mascia and Zumbrun (2002). The argument combines the basic nonlinear stability argument introduced in Mascia and Zumbrun (2002) with an improved "Goodman-style" weighted energy estimate similar to but substantially more delicate than that used in Mascia and Zumbrun (2004) to treat large-amplitude profiles of systems with real viscosity.
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1. Introduction. In [24], a detailed study was carried out on linearized and nonlinear stability of traveling front solutions, or shock profiles

$$
\begin{equation*}
(u, v)(x, t)=(\bar{u}, \bar{v})(x-s t), \quad \lim _{z \rightarrow \pm \infty}(\bar{u}, \bar{v})=\left(u_{ \pm}, v_{ \pm}\right)=\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right) \tag{1.1}
\end{equation*}
$$

of relaxation systems

$$
\left\{\begin{align*}
u_{t}+f(u, v)_{x} & =0  \tag{1.2}\\
v_{t}+g(u, v)_{x} & =q(u, v)
\end{align*}\right.
$$

$u, f \in \mathbb{R}^{n}, v, g, q \in \mathbb{R}^{r}$, where

$$
\operatorname{Re} \sigma\left(q_{v}\left(u, v^{*}(u)\right)\right)<0
$$

along a smooth equilibrium manifold $v=v^{*}(u)$ defined by $q\left(u, v^{*}(u)\right)=0$.
The linearized results obtained in [24] are extremely general and appear to be optimal. However, the nonlinear results are restricted to arbitrary-amplitude profiles of special, discrete kinetic models, defined as systems (1.2) for which $f$ and $g$ are linear, and small-amplitude profiles of general, simultaneously symmetrizable models, defined as systems (1.2) for which there exists a smooth, symmetric positive definite matrix function $A^{0}=A^{0}(u, v)$ for which $A^{0} A$ and $A^{0} Q$ are symmetric, where $A:=\left(d f^{t}, d g^{t}\right)^{t}$ and $Q:=\left(0, d q^{t}\right)^{t}$.

[^46]The first result is quite satisfactory and has important applications to the physically interesting class of systems obtained by discretization of kinetic models such as Boltzmann or Vlasov-Poisson equations. On the other hand, the equally important class of systems obtained by moment-closure approximation of kinetic models is not contained in the class of discrete kinetic models, and so the question of largeamplitude stability for these models was left open in [24]; indeed, as discussed in Remark 1.16 of [24], it was not at all clear from the analysis of [24] whether this was a technical artifact or represented a true qualitative difference in behavior between these two types of approximation. Moreover, even the requirement of simultaneous symmetrizability appears to be overly restrictive in the large-amplitude case. As described in [33], many systems of physical interest are simultaneously symmetrizable along the equilibrium manifold $v=v^{*}(u)$, including (standard versions of) both discrete and moment-closure approximations of kinetic models; however, so far as we can see, simultaneous symmetrizability does not typically hold away from equilibrium, in particular along a shock profile, as assumed in [24]. ${ }^{1}$ This distinction is unimportant in the small-amplitude case, for which the argument of [24] goes through by continuity assuming only simultaneous symmetrizability at the endstates $\left(u_{-}, v^{*}\left(u_{-}\right)\right) ;^{2}$ however, it becomes significant in the large-amplitude case, for which profiles may feature arbitrarily large excursions from equilibrium.

The difficulty in the analysis of the general case was control of higher-derivative source terms arising in the nonlinear iteration through Taylor expansion of the variable coefficient matrix $A=\left(d f^{t}, d g^{t}\right)^{t}$. Such terms do not arise in the case of discrete kinetic models, for which $A$ is constant, and this made it possible to carry out the entire nonlinear stability analysis using linearized (i.e., Green function) estimates alone. In the general case, we found it necessary to augment these bounds with coupled energy estimates in order to close the iteration, and these estimates, as implemented in [24], used both global symmetrizability and the small-amplitude assumption in important ways. In particular, these assumptions were used to guarantee that the perturbation equations be locally dissipative everywhere along the shock profile, whereas, in the present, large-amplitude case, the perturbation equations are in general dissipative only near plus or minus spatial infinity.

Similar difficulties arose in the closely related study [25] of stability of shock profiles for real viscosity models, initially limiting this analysis also to the small-amplitude, globally symmetrizable case. Recently, however, these obstacles were overcome and the corresponding restrictions removed in [27] by the introduction of a modified energy estimate incorporating "Goodman-type" weighted norms in the style of [12]. As discussed in $[39,40]$, these quantify the observation that transverse convection relative to the shock profile already yields a complementary type of dissipation near the inner shock layer by rapidly sweeping signals to plus or minus spatial infinity, where they then decay under the effects of the local dissipativity guaranteed by (A1)-(A2).

In this paper, we show that a similar approach can be applied in the relaxation case to yield a satisfactory nonlinear stability theory applying to large-amplitude profiles of the physically correct class of systems that are simultaneously symmetrizable at equilibrium-indeed, to the considerably more general class of equations that was considered in the linearized analysis of [24].

[^47]This brings the analysis of [24] to a satisfying conclusion, putting under a common framework most of the relaxation models typically studied, and in particular resolving in the negative the question posed in [24] of whether there might be a true qualitative difference in behavior between discrete and moment-closure approximations of kinetic models. We point out that our results yield new information even in the case of (non-globally-symmetrizable) discrete kinetic models, since we require significantly less regularity on the data ( $L^{1} \cap H^{2}$ vs. $W^{3,1} \cap W^{3, \infty}$ ). Also, the low norm decay rates, $L^{p}$ for $1 \leq p<2$, are new for general models even in the small-amplitude case.

A substantial new difficulty in the relaxation as compared to the real viscosity case is that the hyperbolic characteristic speeds corresponding to eigenvalues of $\left(d f^{t}, d g^{t}\right)^{t}$ are by the subcharacteristic condition (a necessary condition for dissipativity condition (A2); see $[24,32]$ ) necessarily of both positive and negative signs, whereas in the case of real viscosity, hyperbolic modes were assumed to be all of one sign, i.e., strictly upwind or strictly downwind. Since weights are chosen to decay exponentially in the direction of propagation, this means that a single scalar weight no longer suffices in the relaxation case, and the introduction of a matrix of distinct diagonal weights leads to off-diagonal error terms that grow exponentially in both the amplitude of the shock and in an arbitrary constant $C_{*}$ determining the amount of dissipation on the inner layer with respect to the chosen weight.

At first sight, it is hard to see how such an argument could ever close, since good terms of order $C_{*}$ generate bad terms of exponential order in $C_{*}$. Remarkably, the energy estimates can close by a refinement of the hyperbolic compensation argument of [17, 30]: namely, the observation (Lemma 2.3 below) that the same "compensating matrix" $K$ used to complete the partial dissipation provided by the semiparabolic matrix $B$ may be used at the same time to eliminate off-diagonal terms of essentially arbitrary size. The details of this argument may be found in sections 2 and 3 .

We now describe our results in more detail. Of system (1.2), we assume the following structural properties:
(A1) Symmetrizability of $A(u, v)=\left(d f^{t}, d g^{t}\right)^{t}$ : there exists a $C^{3}$ positive definite matrix-valued function $A^{0}(u, v)$ such that $A^{0} A$ is symmetric.
(A2) Dissipativity at the equilibrium states $\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right)$: for some $\theta>0$,

$$
\operatorname{Re} \sigma\left(i \xi A_{ \pm}+Q_{ \pm}\right) \leq \frac{-\theta|\xi|^{2}}{1+|\xi|^{2}} \quad \forall \xi \in \mathbb{R},
$$

where $A_{ \pm}:=A\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right), Q_{ \pm}:=Q\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right)$, and $Q(u, v):=(0, d q(u, v))^{t}$.
Condition (A1) is connected with well-posedness of (1.2), while (A2) is connected with time-asymptotic stability of equilibrium states $\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right)$[17]. As discussed variously in [5, 17, 33, 35], sufficient conditions for (A2) are either simultaneous symmetrizability, $A^{0} Q$ symmetric, or else weak dissipativity, $Q\left(A^{0}\right)^{-1} \leq 0$ and $\left(Q\left(A^{0}\right)^{-1}\right)_{22}<0,{ }^{3}$ together with genuine coupling:

$$
\begin{equation*}
\text { No eigenvector of } A_{ \pm} \text {lies in the kernel of } Q_{ \pm} \text {. } \tag{1.3}
\end{equation*}
$$

Hereafter, set $s=0$ (changing to coordinates moving with the shock), so that (1.1) becomes a standing-wave solution. Regarding the profile ( $\bar{u}, \bar{v}$ ), we assume the following:

[^48](H0) $f, g, q \in C^{3}$.
(H1) The eigenvalues of $A(x):=\left(d f^{t}, d g^{t}\right)^{t}(\bar{u}, \bar{v})(x)$ are (i) different from 0 and (ii) of constant multiplicity.
(H2) (i) The eigenvalues $a_{j}^{* \pm}$ of $A_{ \pm}^{*}:=d f^{*}\left(u_{ \pm}\right), f^{*}(u):=f\left(u, v^{*}(u)\right)$, are real and different from $0 ;{ }^{4}$ moreover, (ii) when ordered with increasing size, they satisfy the strict Lax characteristic conditions [19]
$$
a_{p-1}^{*-}<0<a_{p}^{*-}, \quad a_{p}^{*+}<0<a_{p+1}^{*+}
$$
for some $1 \leq p \leq n$ (the principal characteristic field of the shock).
(H3) Dynamical stability: the Liu-Majda determinant condition [20, 21, 22, 23]
\[

$$
\begin{equation*}
\Delta:=\operatorname{det}\left(r_{1}^{*-}, \ldots, r_{p-1}^{*-},[u], r_{p+1}^{*+}, r_{n}^{*+}\right) \neq 0 \tag{1.4}
\end{equation*}
$$

\]

is satisfied, where $r_{j}^{* \pm}$ denote the eigenvectors of $A_{ \pm}^{*}$ associated with $a_{j}^{* \pm}$, and $[u]:=u_{+}-u_{-}$denotes the jump in $u$ across the shock.
(H4) Structural stability: the profile $(\bar{u}, \bar{v})(\cdot)$ is a transverse connection of the associated standing-wave ODE, in particular, therefore, locally unique up to translation.
(H5) Strong spectral stability: the point spectrum of the linearized operator $\mathcal{L}$ about the wave is contained in $\{\lambda: \operatorname{Re} \lambda<0\} \cup\{0\}$.
Condition (H0) gives the regularity needed both for our analysis here and in order to apply the linearized bounds of [24]. Condition (H1)(i) is a standard assumption $[34,38,24]$ ensuring that the standing-wave ODE be of nondegenerate type [24]. It is not clearly necessary, however, and at least for discrete kinetic models it can be relaxed, as we discuss in section 4 ; indeed, in that setting it is rather unnatural. Condition (H1)(ii) is a technical assumption that was used in the pointwise Green function analysis of [24]; at the expense of some detail in the pointwise description of linearized behavior, it may be removed altogether [39]. Constant multiplicity holds automatically for discrete kinetic models, but for moment-closure models may be difficult to verify. Together, (A1) and (H1)(ii) are equivalent to semisimplicity plus constant multiplicity of $\sigma(A)$. Condition (H2)(i) expresses hyperbolicity and noncharacteristicity of the associated "equilibrium system"

$$
\begin{equation*}
u_{t}+f^{*}(u)_{x}=0 \tag{1.5}
\end{equation*}
$$

obtained from (1.2) by formal Chapman-Enskog expansion at the endstates $u_{-}, u_{+}$ with respect to the corresponding ideal shock $\left(u_{-}, u_{+}\right)$of (1.5). Note that hyperbolicity of the equilibrium system is not required along the profile, thus allowing applications to interesting nonhyperbolic situations as discussed in [16, 1, 2]. Condition (H2)(ii) restricts attention for simplicity to the standard case of a classical, Lax-type

[^49]shock $\left(u_{-}, u_{+}\right)$of (1.5); the treatment of nonclassical over- and undercompressive shocks we leave for the future. ${ }^{5}$

Conditions (H3)-(H5) are together equivalent to the Evans function condition:
$(\mathcal{D})$ The Evans function $D(\cdot)$ associated with $\mathcal{L}$ has precisely one zero on $\{\lambda$ : $\operatorname{Re} \lambda \geq 0\}$ (necessarily at $\lambda=0$ ). ${ }^{6}$

The generalized spectral stability condition $(\mathcal{D})$ was shown in [24] to be necessary and sufficient for linearized stability under assumptions (A1)-(A2) and (H0)-(H2); the main point of this paper is to show that these conditions are sufficient also for nonlinear stability. The conditions (H3) and (H4) correspond to the classical physical notions of dynamical and structural stability (see, e.g., [3]), whereas (H5) encodes heretofore neglected relaxation effects; for further discussion in the closely related viscous case, see [38] and especially [27]. All three of conditions (H3)-(H5) hold automatically in the small-amplitude case; see [21, 22, 23, 34, 24, 28], respectively.

Definition 1.1. For a profile $\bar{U}=(\bar{u}, \bar{v})$ that is (as in the Lax case) unique up to translation, we define nonlinear orbital stability as convergence of $U=(u, v)(\cdot, t)$ as $t \rightarrow \infty$ to a translate $\bar{U}(\cdot-\delta(t))$, where $\delta(\cdot)$ is an appropriately chosen function describing shock location, for any solution $U$ of (1.2) with initial data sufficiently close in some norm to the original profile $\bar{U}$.

Then the main result of this paper is as follows.
THEOREM 1.2. Let $\bar{U}=(\bar{u}, \bar{v})$ be a profile (1.1) of a relaxation system (1.2), under assumptions (A1)-(A2) and (H0)-(H5). Then $\bar{U}$ is nonlinearly orbitally stable from $L^{1} \cap H^{2}$ to $L^{p}$ for all $p \geq 2$.

More precisely, for initial perturbations $U_{0}:=\tilde{U}_{0}-\bar{U}$ with $\left|U_{0}\right|_{L^{1} \cap H^{2}}$ sufficiently small, the solution $\tilde{U}=(\tilde{u}, \tilde{v})(x, t)$ of (1.2) with initial data $\tilde{U}_{0}$ satisfies

$$
\begin{equation*}
|\tilde{U}(x, t)-\bar{U}(x-\delta(t))|_{L^{p}} \leq C\left|U_{0}\right|_{L^{1} \cap H^{2}}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)} \tag{1.6}
\end{equation*}
$$

for all $1 \leq p \leq \infty$, for some $\delta(t)$ satisfying

$$
|\dot{\delta}(t)| \leq C\left|U_{0}\right|_{L^{1} \cap H^{2}}(1+t)^{-\frac{1}{2}} \quad \text { and } \quad|\delta(t)| \leq C\left|U_{0}\right|_{L^{1} \cap H^{2}}
$$

Remark 1.3. Useful geometric necessary conditions for viscous stability have been obtained in $[36,38,11]$ in the simultaneously symmetrizable case $A^{0} Q$ symmetric using the stability index of [10, 4]. Strengthened, signed versions $\Delta>0$ (under appropriate normalization) of the dynamical stability condition (1.4), these readily yield examples of spectrally unstable large-amplitude profiles, similarly to the strictly parabolic case (see, e.g., $[7,10,38,42]$ ). This shows that the stability conditions assumed in Theorem 1.2 are not vacuous in the large-amplitude case. Moreover, as discussed in [38, section 6.2], the signed version of the Majda condition can serve as a physical selection principle in situations, for neither of the classical criteria of structural or dynamical stability suffice. As discussed further in [27, 38], it is an extremely interesting open problem which of the stability conditions (H3) and (H5) is in practice most restrictive.

Similarly, as in the small-amplitude case, Theorem 1.2 is obtained by a nonlinear iteration combining the linearized decay rates of [24] with an appropriate auxiliary

[^50]energy estimate controlling higher derivatives. Following [24], define the nonlinear perturbation $U=(u, v)$ by
\[

$$
\begin{equation*}
U(x, t):=\tilde{U}(x+\delta(t), t)-\bar{U}(x) \tag{1.7}
\end{equation*}
$$

\]

where $\tilde{U}=(\tilde{u}, \tilde{v})$ is a solution of (1.2) and the "shock location" $\delta$ is to be determined later. Evidently, decay of $U$ is equivalent to nonlinear orbital stability, as described in (1.6). Then the key energy estimate, and the main technical contribution of the paper, is as follows.

Proposition 1.4. Under the hypotheses of Theorem 1.2, let $U_{0} \in H^{2}$, and suppose that, for $0 \leq t \leq T$, both the supremum of $|\dot{\delta}|$ and the $H^{1} \cap W^{1, \infty}$ norm of the perturbation $U=(u, v)^{t}$ defined by (1.7) remain bounded by a sufficiently small constant $\zeta>0$. Then, for all $0 \leq t \leq T$ and some $\theta>0$,

$$
\begin{equation*}
|U|_{H^{2}}^{2}(t) \leq C e^{-\theta t}\left|U_{0}\right|_{H^{2}}^{2}+C \int_{0}^{t} e^{-\theta(t-s)}\left(|U|_{L^{2}}^{2}+\dot{\delta}^{2}\right)(s) d s \tag{1.8}
\end{equation*}
$$

Inequality (1.8), expressing exponential damping of high frequencies, improves the weaker bound

$$
\begin{equation*}
|U|_{H^{2}}^{2}(t)+\int_{0}^{t}\left|U_{x}\right|_{H^{1}}^{2}(s) d s \leq C\left(\zeta^{2}+\left|U_{0}\right|_{H^{2}}^{2}\right)+C \int_{0}^{t}\left(|U|_{H^{1}}^{2}+\dot{\delta}^{2}\right)(s) d s \tag{1.9}
\end{equation*}
$$

stated for the small-amplitude case in [24]. As discussed in [39, 40] in the context of real viscosity systems, both bounds follow from the same string of energy estimates; similar inequalities hold in the real viscosity case.

With estimate (1.9), Theorem 1.2 follows for high norms $L^{p}, 2 \leq p \leq \infty$, by exactly the same argument used in [24] to treat the small-amplitude case, for the proof of (1.9) was the single place in [24] where the small-amplitude assumption was actually used. See [24, section 7], or [27, section 4] in the real viscosity case. For completeness, we give in section 4 a simplified version of this argument based on the improved estimate (1.8) of Proposition 1.4, which suffices for low norms $L^{p}, 1 \leq p<2$, as well.

Remark 1.5. We have here restricted our attention for simplicity to the study of Lax-type shocks. Nonclassical over- and undercompressive shocks may be treated similarly under further restrictions on the initial data; see [14, 29] for analyses in the parabolic (resp., hyperbolic-parabolic) case.

The paper is outlined as follows. In section 2, we give the preliminary lemmas needed in the analysis. In section 3, we carry out the proof of Proposition 1.4, and in section 4 we prove Theorem 1.2. Finally, in section 5, we discuss the complementary characteristic case.
2. Preliminaries. As in [27], our starting point consists of the following two lemmas.

Lemma 2.1 (see [26]). Under assumptions (A1)-(A2), (H0)-(H2), standing wave solutions (1.1) satisfy

$$
\begin{equation*}
\left|(d / d x)^{k} \bar{U}-U_{ \pm}\right| \leq C\left|\bar{U}_{x}\right| \leq C e^{-\theta|x|}, \quad k=0, \ldots, 4 \tag{2.1}
\end{equation*}
$$

as $x \rightarrow \pm \infty$, for some $\theta>0, U_{ \pm}=\left(u_{ \pm}, v_{ \pm}\right)=\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right)$.
Proof. Equivalently, the standing-wave equations may be expressed as a nondegenerate ODE with hyperbolic rest points; see [24, proof of Lemma 1.2].

Lemma 2.2 (see [30]). Let $A$ and $Q$ denote simultaneously symmetrizable matrices and $A^{0}$ their symmetrizer, with $A^{0} Q \leq 0$.

Then genuine coupling (1.3) is equivalent to one of the following conditions:
(K0) There exists $\theta>0$ such that $\operatorname{Re} \sigma(i \xi A+Q) \leq \frac{-\theta|\xi|^{2}}{1+|\xi|^{2}}$ for all $\xi \in \mathbb{R}$;
(K1) There exists a smooth skew-symmetric matrix-valued function $K\left(A, Q, A^{0}\right)$ such that $\operatorname{Re}\left(A^{0} Q-K A\right)<0$;
(K2) block-diag $L Q R<0$, where $L:=O^{t}\left(A^{0}\right)^{\frac{1}{2}}$ and $R:=L^{-1}=\left(A^{0}\right)^{-\frac{1}{2}} O$ are matrices of left and right eigenvectors of $A$ block-diagonalizing $L A R$, with $O$ orthonormal. Here, block-diag $M$ denotes the matrix formed from the diagonal blocks of $M$, with each block of dimension equal to the multiplicity of corresponding eigenvalues of $L A R$.
Note that strictly dissipativity assumption (A2) corresponds to condition (K0) at the asymptotic states $\left(u_{ \pm}, v^{*}\left(u_{ \pm}\right)\right)$with respect to the matrices $A_{ \pm}$and $Q_{ \pm}$.

Proof. These and other useful equivalent formulations are established in [30]. The main implication for our purposes, $(\mathrm{K} 2) \Rightarrow(\mathrm{K} 1)$, follows readily from Lemma 2.3, below, by first converting to the case of symmetric $A, Q$ by the transformations $A \rightarrow\left(\left(A^{0}\right)^{\frac{1}{2}} A A^{0}\right)^{-\frac{1}{2}}, Q \rightarrow\left(\left(A^{0}\right)^{\frac{1}{2}} Q A^{0}\right)^{-\frac{1}{2}}$, from which the original result follows by the fact that $M>0 \Leftrightarrow\left(A^{0}\right)^{\frac{1}{2}} M\left(A^{0}\right)^{\frac{1}{2}}>0$, then converting by an orthonormal change of coordinates to the case that $A$ is diagonal and $Q$ symmetric. Variable multiplicity eigenvalues may be handled by partition of unity/interpolation, noting that $\operatorname{Re}(Q-K A)<0$ persists under perturbation.

Under the assumed symmetry of $L Q R,(\mathrm{~K} 0) \Rightarrow(\mathrm{K} 2)$ follows by Taylor expansion at infinity of the spectrum of the symbol $i \xi A+Q$, from which we may deduce

$$
\operatorname{Re} \sigma(\text { block-diag } L Q R)<0
$$

see, e.g., $[24$, Appendix B]. That $(\mathrm{K} 1) \Rightarrow(\mathrm{K} 0)$ follows upon rearrangement of energy estimate

$$
\left\langle\left(A^{0}+|\xi|^{2} A^{0}-i \xi K\right) w,\left(\lambda+i \xi A+|\xi|^{2} B\right) w\right\rangle=0
$$

Finally, $(\mathrm{K} 2) \Leftrightarrow(1.3)$ is clear.
For our purposes, we shall require the following slight extension of Lemma 2.2, whose proof gives at the same time an explicit description of $K$ of which we shall later make important use. We note that an equivalent version of this result was obtained independently and previously to ours by Humpherys [15].

Lemma 2.3. Let $D$ be diagonal, with real entries appearing with prescribed multiplicity in order of increasing size, and let $Q$ be arbitrary. Then there exists a smooth skew-symmetric matrix-valued function $K(D, Q)$ such that

$$
\operatorname{Re}(Q-K D)=\operatorname{Re} \text { block-diag } Q
$$

where block-diag $Q$ denotes the block-diagonal part of $Q$, with blocks of dimension equal to the multiplicity of the corresponding eigenvalues of $D$.

Proof. It is straightforward to check that the symmetric matrix $\operatorname{Re} K D=\left(\frac{1}{2}\right)(K D$ $\left.-D^{t} K\right)$ may be prescribed arbitrarily on off-diagonal blocks by setting $K_{i j}:=\left(a_{i}-\right.$ $\left.a_{j}\right)^{-1} M_{i j}$, where $M_{i j}$ is the desired block, $i \neq j$. Choosing $M=\operatorname{Re} Q$, we obtain $\operatorname{Re}(Q-K D)=\operatorname{Re}$ block-diag $(Q)$ as claimed.

We shall also need the following two elementary results.

Lemma 2.4. Given (A2), there exist block-diagonalizing matrices $L_{ \pm}, R_{ \pm}, L A R_{ \pm}$ block-diagonal, $L R_{ \pm}=I$, such that

$$
\text { block-diag } L Q R_{ \pm}<0
$$

(Note: $A$ and $Q$ are not assumed simultaneously symmetrizable as in Lemma 2.2.)

Proof. Again, $\operatorname{Re} \sigma\left(\right.$ block- $\left.\operatorname{diag} \tilde{L} Q \tilde{R}_{ \pm}\right)<0$ follows from (A2) by Taylor expansion at infinity of the spectrum of the symbol $i \xi A_{ \pm}+Q_{ \pm}$for any block-diagonalizing transformations $\tilde{L}_{ \pm}, \tilde{R}_{ \pm}$; see [24, Appendix B]. By a standard linear-algebraic lemma (see, e.g., [31, Proposition A.9, p. 361]), block-diag $S^{-1} \tilde{L} Q \tilde{R} S_{ \pm}<0, S_{ \pm}:=$ block-diag $\left\{S_{1}, \ldots, S_{k}\right\}_{ \pm}$for some choice of nonsingular $S_{j}^{ \pm}$. Taking $L_{ \pm}:=S^{-1} \tilde{L}_{ \pm}$, $R_{ \pm}:=\tilde{R} S_{ \pm}$, and we are done.

Lemma 2.5. There is a correspondence between symmetric positive definite symmetrizers $A^{0}, A^{0} A$ symmetric, and diagonalizing transformations $L, R, L A R$ diagonal, given by $A^{0}=L^{*} L$, or equivalently $L=O^{*}\left(A^{0}\right)^{\frac{1}{2}}$, where $O$ is an orthonormal matrix diagonalizing the symmetric matrix $\left(A^{0}\right)^{\frac{1}{2}} A\left(A^{0}\right)^{-\frac{1}{2}}$.

Moreover, the matrix $O$ (or equivalently $L$ ) may be chosen with the same degree of smoothness as $A^{0}$ on any simply connected domain.

Proof. The first assertion follows by direct calculation. The second is clear in the strictly hyperbolic case, for which the correspondence is also one-to-one; in the general (constant-multiplicity) case, it follows by a standard lemma of Kato [18].

Remark 2.6. Lemma 2.5 hints at the strategy we shall follow in carrying out energy estimates, which is to "effectively diagonalize" by the use of a symmetrizer. That is, rather than working with $L A R$ as we should like, we work with $A^{0} A=$ $L^{*} L A=L^{*}(L A R) L$, thereby avoiding the problem that there may exist a nonlinear change of coordinates with Jacobian $L$. Conjugation by $L$ of course does not affect the energy estimates.

Finally, for convenience of the reader, we recall the standard relations

$$
\begin{equation*}
\left\langle W, S W_{x}\right\rangle=-\frac{1}{2}\left\langle W, S_{x} W\right\rangle \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}\left\langle W_{x}, K W\right\rangle_{t}=\left\langle W_{x}, K W_{t}\right\rangle+\frac{1}{2}\left\langle W_{x}, K_{t} W\right\rangle+\frac{1}{2}\left\langle W, K_{x} W_{t}\right\rangle \tag{2.3}
\end{equation*}
$$

valid, respectively, for symmetric $S$ and skew-symmetric $K$.
3. Energy estimates. In this section, we carry out the main work of the paper, establishing Proposition 1.4.

Perturbation equation. Define the nonlinear perturbation $U(x, t):=\tilde{U}(x+\delta(t), t)-$ $\bar{U}(x)$ as in (1.7), where $\delta(t)$ (estimating shock location) is to be determined later; for definiteness, fix $\delta(0)=0$. Substituting (1.7) into (1.2), we obtain

$$
\tilde{U}_{t}+\tilde{A} \tilde{U}_{x}-\binom{0}{q}(\tilde{U})=\dot{\delta} \tilde{U}_{x}
$$

where $\tilde{A}:=(d f, d g)^{t}(\tilde{u}, \tilde{v})$, and thereby

$$
(\tilde{U}-\bar{U})_{t}+\left(\tilde{A} \tilde{U}_{x}-\bar{A} \bar{U}_{x}\right)-\left(\binom{0}{q}(\tilde{U})-\binom{0}{q}(\bar{U})\right)=\dot{\delta}(t) \tilde{U}_{x}
$$

where $\tilde{U}$ now denotes $\tilde{U}(x+\delta(t), t)$ and $\bar{U}$ denotes $\bar{U}(x)$.

Expanding $\left(\tilde{A} \tilde{U}_{x}-\bar{A} \bar{U}_{x}\right)$ using the quadratic Leibniz relation

$$
\tilde{A} \tilde{U}_{x}-\bar{A} \bar{U}_{x}=\tilde{A}\left(\tilde{U}_{x}-\bar{U}_{x}\right)+(\tilde{A}-\bar{A}) \bar{U}_{x}
$$

and Taylor expanding $\left(\binom{0}{q}(\tilde{U})-\binom{0}{q}(\tilde{U})\right)$ about $\tilde{U}$, we obtain the basic nonlinear perturbation equation

$$
\begin{equation*}
U_{t}-\tilde{A} U_{x}-\tilde{Q} U=M_{1}(U) \bar{U}_{x}+\left(0, I_{r}\right)^{t} M_{2}(U)+\dot{\delta}(t)\left(\bar{U}_{x}+U_{x}\right) \tag{3.1}
\end{equation*}
$$

where $\tilde{Q}:=(0, d q)^{t}(\tilde{u}, \tilde{v})$ and

$$
\begin{aligned}
& M_{1}(U)=\mathcal{O}(|U|):=\tilde{A}(x, t)-\bar{A}(x) \\
& M_{2}(U)=\mathcal{O}\left(|U|^{2}\right):=\binom{0}{q}(\tilde{U})-\binom{0}{q}(\bar{U})-\tilde{Q}(\tilde{U}-\bar{U})
\end{aligned}
$$

Weighting matrix. Let $\tilde{A}^{0}:=A^{0}(\tilde{U})$ denote the symmetrizer of $\tilde{A}$ guaranteed by (A1), and factor $\tilde{A}^{0} \tilde{A}=\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}$, or, equivalently,

$$
\begin{equation*}
\tilde{A}=\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O} \tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}, \tag{3.2}
\end{equation*}
$$

where $\tilde{O}$ is orthogonal, $\tilde{O}^{t}=\tilde{O}^{-1}$, and $C^{3}$ is a function of $(u, v)$ (see Lemma 2.5) and $\tilde{D}=$ block-diag $\left\{\tilde{a}_{1}, \ldots, \tilde{a}_{l}\right\}$, where $\tilde{a}_{j}$ denote the eigenvalues of $\tilde{A}$, indexed in increasing order

$$
\tilde{a}_{1} \leq \cdots \leq \tilde{a}_{k}<0<\tilde{a}_{k+1} \leq \cdots \leq \tilde{a}_{l} .
$$

Define the "Goodman-type" [12] weighting matrix $\alpha(x):=\operatorname{block-diag}\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$, where $\alpha_{j}>0$ are defined by ODE

$$
\alpha_{x}=C_{*} \operatorname{sgn} a_{j}\left|\bar{U}_{x}\right| \alpha, \quad \alpha(0)=1,
$$

with $C_{*}>0$ a sufficiently large constant to be determined later. This definition, together with $\left|a_{j}\right|>0$, (H2)(i), gives the key inequality

$$
\begin{equation*}
\alpha_{x} \bar{D} \geq \theta_{1} C_{*}\left|\bar{U}_{x}\right| \alpha \tag{3.3}
\end{equation*}
$$

where $\bar{D}=$ block-diag $\left\{\bar{a}_{1}, \ldots, \bar{a}_{l}\right\}$ and $\bar{a}_{j}$ are the eigenvalues of $\bar{A}$.
Setting

$$
\begin{equation*}
\tilde{A}_{\alpha}^{0}:=\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tag{3.4}
\end{equation*}
$$

we have by factorization (3.2) that

$$
\begin{equation*}
\tilde{A}_{\alpha}^{0} \tilde{A}=\left[\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right] \tilde{A}=\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}(\alpha \tilde{D}) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Hence, $\tilde{A}_{\alpha}^{0} \tilde{A}$ is symmetric and the symmetric positive definite matrix $\tilde{A}_{\alpha}^{0}$ is also a viable symmetrizer for $\tilde{A}$.

Moreover, setting $L:=\tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}$ and $R:=\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}$, by Lemma 2.5 and constant multiplicity of eigenvalues of $A$, we have the freedom to smoothly $\left(C^{3}\right)$ redefine $L$ and $R$ so that they take on prescribed values at $x \rightarrow \pm \infty$. Thus, by Lemma 2.4 , we may assume without loss of generality that

$$
\text { Re block-diag }\left(\alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}\right)_{ \pm} \leq-\theta\left(C_{*}\right)<0
$$

and thereby, appealing to (2.1), $k=0$,

$$
\begin{equation*}
\text { Re block-diag }\left(\alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}\right) \leq-\theta\left(C_{*}\right)+C\left(C_{*}\right) \zeta+C\left|\bar{U}_{x}\right| \alpha, \tag{3.6}
\end{equation*}
$$

where

$$
\tilde{A}_{\alpha}^{0} \tilde{Q}=\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left[\alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}\right] \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}},
$$

and the exponent $\theta$ now refers to the minimum of the constants used elsewhere in the argument and that appear in (2.1). The constants $\theta\left(C_{*}\right)$ and $C\left(C_{*}\right)$ measure the conditioning of matrices $\alpha$ and in fact decay (resp., grow) exponentially with respect to $C_{*}$; however, this is unimportant for our argument.

Define

$$
K_{1}:=K\left(\tilde{D}, \alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}+N\right)
$$

where $K(\cdot)$ is as in Lemma 2.3, and $N$ is an arbitrary matrix with $|N|_{C_{x, t}^{1}} \leq C\left(C_{*}\right)$ and vanishing on diagonal blocks, to be determined later. Moreover, let $\tilde{K}_{\alpha}$ be the skew-symmetric matrix obtained from $K_{1}$ after conjugation by $\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}$, i.e.,

$$
\tilde{K}_{\alpha}:=\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} K_{1} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} .
$$

For later use, note that, through smooth dependence on $\tilde{U}=\bar{U}+U$ and $N$,

$$
\begin{equation*}
\left|\tilde{K}_{\alpha, x}\right|,\left|\tilde{K}_{\alpha, t}\right| \leq C\left(C_{*}\right) . \tag{3.7}
\end{equation*}
$$

We have, therefore,

$$
\begin{align*}
& \operatorname{Re}\left(-\tilde{K}_{\alpha} \tilde{A}+\tilde{A}_{\alpha}^{0} \tilde{Q}+\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} N \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right) \\
&=\operatorname{Re}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(-K_{1} \tilde{D}+\alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}+N\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \\
&=\operatorname{Re}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \text { block-diag }\left(\alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{Q}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}  \tag{3.8}\\
& \leq-\theta\left(C_{*}\right)+C\left(C_{*}\right) \zeta+C\left|\bar{U}_{x}\right| \tilde{A}_{\alpha}^{0}
\end{align*}
$$

by (3.6) together with Lemma 2.3. By (3.3), we have also

$$
\begin{align*}
\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} & \geq\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \bar{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}-C\left(C_{*}\right) \zeta \\
& \geq \theta C_{*}\left|\bar{U}_{x}\right| \tilde{A}_{\alpha}^{0}-C\left(C_{*}\right) \zeta \tag{3.9}
\end{align*}
$$

for possibly still smaller $\theta>0$ (with $\zeta$ as defined in the statement of Proposition 1.4).
Friedrichs-type estimate. As in [24], we first perform a standard "Friedrichstype" estimate for symmetric hyperbolic systems (see $[8,9]$ ), now incorporating the weight $\alpha$.

Differentiating (3.1) twice with respect to $x$, we obtain

$$
\begin{equation*}
U_{x x t}-\left(\tilde{A} U_{x}\right)_{x x}-(\tilde{Q} U)_{x x}=\left(M(U) \bar{U}_{x}\right)_{x x}+\left(0, I_{r}\right)^{t} M_{2}(U)_{x x}+\dot{\delta}(t)\left(\bar{U}_{x x x}+U_{x x x}\right) . \tag{3.10}
\end{equation*}
$$

Taking the $L^{2}$ inner product $\tilde{A}_{\alpha}^{0} U_{x x}$ against $U_{x x t}$, we get

$$
\begin{equation*}
\frac{1}{2}\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x}\right\rangle_{t}=\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x t}\right\rangle+\frac{1}{2}\left\langle\left(\tilde{A}_{\alpha}^{0}\right)_{t} U_{x x}, U_{x x}\right\rangle \tag{3.11}
\end{equation*}
$$

where $\tilde{A}_{\alpha}^{0}$ is defined in (3.4).

The second term can be easily bounded: indeed, using (3.1),

$$
\left|\left(\tilde{A}_{\alpha}^{0}\right)_{t}\right|_{L^{\infty}}=\left|\frac{d A_{\alpha}^{0}}{d \tilde{U}}\right|\left|\tilde{U}_{t}\right|=\left|\frac{d A_{\alpha}^{0}}{d \tilde{U}}\right|\left|U_{t}\right| \leq C\left(C_{*}\right)\left[|U|_{W^{1, \infty}}+|\dot{\delta}(t)|\left(\left|\bar{U}_{x}\right|_{L^{\infty}}+\left|U_{x}\right|_{L^{\infty}}\right)\right]
$$

and hence

$$
\begin{equation*}
\frac{1}{2}\left\langle\left(\tilde{A}_{\alpha}^{0}\right)_{t} U_{x x}, U_{x x}\right\rangle \leq C\left(C_{*}\right) \zeta\left|U_{x x}\right|_{L^{2}}^{2} \tag{3.12}
\end{equation*}
$$

(with $\zeta$ as defined in the statement of Proposition 1.4).
Let us consider the first term on the right-hand side of (3.11)

$$
\begin{align*}
& \left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x t}\right\rangle=\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(\tilde{A} U_{x}\right)_{x x}\right\rangle+\left\langle\tilde{A}_{\alpha}^{0} U_{x x},(\tilde{Q} U)_{x x}\right\rangle \\
& \quad+\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(M_{1}(U) \bar{U}_{x}\right)_{x x}\right\rangle+\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(0, I_{r}\right)^{t} M_{2}(U)_{x x}\right\rangle  \tag{3.13}\\
& \quad+\dot{\delta}(t)\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \bar{U}_{x x x}+U_{x x x}\right\rangle
\end{align*}
$$

Differentiating the first of the terms in (3.13), we get

$$
\begin{equation*}
\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(\tilde{A} U_{x}\right)_{x x}\right\rangle=\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A}_{x x} U_{x}\right\rangle+2\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A}_{x} U_{x x}\right\rangle+\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A} U_{x x x}\right\rangle \tag{3.14}
\end{equation*}
$$

Since

$$
\begin{aligned}
\tilde{A}_{x} & =\frac{d \tilde{A}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right) \\
\tilde{A}_{x x} & =\frac{d^{2} \tilde{A}}{d \tilde{U}^{2}}\left(\bar{U}_{x} \bar{U}_{x}+\bar{U}_{x} U_{x}+U_{x} \bar{U}_{x}+U_{x} U_{x}\right)+\frac{d \tilde{A}}{d \tilde{U}}\left(\bar{U}_{x x}+U_{x x}\right)
\end{aligned}
$$

the first two terms of (3.14) are bounded by

$$
\begin{align*}
& \left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A}_{x x} U_{x}\right\rangle+2\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A}_{x} U_{x x}\right\rangle \leq C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2} \\
& \quad+C\left(C_{*}, \bar{\zeta}\right)\left|U_{x}\right|_{L^{2}}^{2}+\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \frac{d \tilde{A}}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle \tag{3.15}
\end{align*}
$$

here, we have used Young's inequality to bound $\left\langle U_{x}, U_{x x}\right\rangle$ with $\bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left|U_{x}\right|_{L^{2}}^{2}$, with $\bar{\zeta}>0$ chosen such that $\zeta \ll \bar{\zeta} \ll 1$.

Using the symmetry of $\tilde{A}_{\alpha}^{0}$ and (2.2) with $S=\tilde{A}_{\alpha}^{0} \tilde{A}$, we find that the last term of (3.14) takes the form

$$
\begin{equation*}
\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A} U_{x x x}\right\rangle=\left\langle U_{x x}, \tilde{A}_{\alpha}^{0} \tilde{A} U_{x x x}\right\rangle=-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)_{x} U_{x x}\right\rangle \tag{3.16}
\end{equation*}
$$

Recalling (3.5), we have

$$
\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)_{x}=\frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right)+\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}
$$

where, with slight abuse of notation,

$$
\begin{equation*}
\frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}} W=\frac{d\left(\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\right)}{d \tilde{U}} W \alpha \tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}+\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha \frac{d\left(\tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right)}{d \tilde{U}} W \tag{3.17}
\end{equation*}
$$

Hence, we get

$$
\begin{align*}
& \left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{A} U_{x x x}\right\rangle \leq-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle \\
& \quad+C\left(C_{*}\right) \zeta\left|U_{x x}\right|_{L^{2}}^{2}-\frac{1}{2}\left\langle U_{x x}, \frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle \tag{3.18}
\end{align*}
$$

Summarizing, the first term on the right-hand side of (3.13) can be estimated by

$$
\begin{align*}
& \left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(\tilde{A} U_{x}\right)_{x x}\right\rangle \leq C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left|U_{x}\right|_{L^{2}}^{2} \\
& \quad+\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \frac{d \tilde{A}}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle  \tag{3.19}\\
& \quad-\frac{1}{2}\left\langle U_{x x}, \frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle
\end{align*}
$$

The second term in (3.13) can be dealt with similarly: since
$\tilde{Q}_{x}=\frac{d \tilde{Q}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right), \quad \tilde{Q}_{x x}=\frac{d^{2} \tilde{Q}}{d \tilde{U}^{2}}\left(\bar{U}_{x} \bar{U}_{x}+\bar{U}_{x} U_{x}+U_{x} \bar{U}_{x}+U_{x} U_{x}\right)+\frac{d \tilde{Q}}{d \tilde{U}}\left(\bar{U}_{x x}+U_{x x}\right)$,
we have

$$
\begin{align*}
\left\langle\tilde{A}_{\alpha}^{0} U_{x x},(\tilde{Q} U)_{x x}\right\rangle & =\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{Q}_{x x} U\right\rangle+2\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{Q}_{x} U_{x}\right\rangle+\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{Q} U_{x x}\right\rangle  \tag{3.20}\\
& \leq C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)|U|_{H^{1}}^{2}+\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \tilde{Q} U_{x x}\right\rangle
\end{align*}
$$

with $\bar{\zeta}$ as in the previous case.
The third term in (3.13) can be estimated by

$$
\begin{align*}
\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(M_{1}(U) \bar{U}_{x}\right)_{x x}\right\rangle \leq & C\left(C_{*}\right) \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)|U|_{H^{1}}^{2} \\
& +\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \frac{d M_{1}}{d U} U_{x x} \bar{U}_{x}\right\rangle \tag{3.21}
\end{align*}
$$

The fourth term in (3.13) is easier: since

$$
M_{2}(U)_{x x}=\frac{d^{2} M_{2}}{d U^{2}} U_{x} U_{x}+\frac{d M_{2}}{d U} U_{x x}
$$

we have (recall that $M_{2}(U)=\mathcal{O}\left(|U|^{2}\right)$ )

$$
\begin{equation*}
\left\langle\tilde{A}_{\alpha}^{0} U_{x x},\left(0, I_{r}\right)^{t} M_{2}(U)_{x x}\right\rangle \leq C\left(C_{*}\right) \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left|U_{x}\right|_{L^{2}}^{2} \tag{3.22}
\end{equation*}
$$

Finally, we estimate the last term in (3.13): $\dot{\delta}(t)\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \bar{U}_{x x x}+U_{x x x}\right\rangle$. Since

$$
\dot{\delta}(t)\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \bar{U}_{x x x}\right\rangle \leq C\left(C_{*}\right)|\dot{\delta}(t)|\left|U_{x x}\right|_{L^{2}} \leq C\left(C_{*}\right) \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)|\dot{\delta}(t)|^{2}
$$

and, using (2.2) with $S=\tilde{A}_{\alpha}^{0}$,

$$
\dot{\delta}(t)\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x x}\right\rangle=-\frac{1}{2} \dot{\delta}(t)\left\langle U_{x x},\left(\tilde{A}_{\alpha}^{0}\right)_{x} U_{x x}\right\rangle \leq C\left(C_{*}\right) \zeta\left|U_{x x}\right|_{L^{2}}^{2}
$$

we have

$$
\begin{equation*}
\dot{\delta}(t)\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, \bar{U}_{x x x}+U_{x x x}\right\rangle \leq C\left(C_{*}\right) \zeta\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}\right)|\dot{\delta}(t)| . \tag{3.23}
\end{equation*}
$$

Collecting (3.12), (3.19), (3.20), (3.21), (3.22), and (3.23), we get

$$
\begin{aligned}
& \frac{1}{2}\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x}\right\rangle_{t} \leq-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle+\left\langle U_{x x}, \tilde{A}_{\alpha}^{0} \tilde{Q} U_{x x}\right\rangle \\
& \quad-\frac{1}{2}\left\langle U_{x x}, \frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle+\left\langle U_{x x}, \tilde{A}_{\alpha}^{0}\left(\frac{d \tilde{A}}{d \tilde{U}} \bar{U}_{x} U_{x x}+\frac{d M_{1}}{d U} U_{x x} \bar{U}_{x}\right)\right\rangle \\
& \quad+C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right) .
\end{aligned}
$$

Let us consider the term in (3.24) containing $\frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}}$. By (3.17),

$$
\begin{aligned}
\left\langle U_{x x}, \frac{d\left(\tilde{A}_{\alpha}^{0} \tilde{A}\right)}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle= & s\left\langle U_{x x}, \frac{d\left(\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\right)}{d \tilde{U}} \bar{U}_{x} \alpha \tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle \\
& +\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha \frac{d\left(\tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right)}{d \tilde{U}} \bar{U}_{x} U_{x x}\right\rangle \\
= & \left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} P_{1} \alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle \\
& +\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha P_{2} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle,
\end{aligned}
$$

where

$$
P_{1}=\tilde{O}^{t}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \frac{d\left(\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\right)}{d \tilde{U}} \bar{U}_{x} \tilde{D} \quad \text { and } \quad P_{2}=\frac{d\left(\tilde{D} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right)}{d \tilde{U}} \bar{U}_{x}\left(\tilde{A}^{0}\right)^{-\frac{1}{2}} \tilde{O}
$$

Similarly,

$$
\left\langle U_{x x}, \tilde{A}_{\alpha}^{0}\left(\frac{d \tilde{A}}{d \tilde{U}} \bar{U}_{x} U_{x x}+\frac{d M_{1}}{d U} U_{x x} \bar{U}_{x}\right)\right\rangle=\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha P_{3} \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle,
$$

where

$$
P_{3}=\tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\left(\frac{d \tilde{A}}{d \tilde{U}}+\frac{d M_{1}}{d U}\right) \bar{U}_{x} .
$$

The terms

$$
-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} P_{1} \alpha \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle+\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} \alpha\left(P_{3}-\frac{1}{2} P_{2}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle
$$

can be rewritten as the sum of two terms, one taking into account "off-block-diagonal" parts (meaning off-block-diagonal after conjugation by $\left.\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\right)$ and the other taking into account "block-diagonal" parts. We denote the first one as

$$
\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} N \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle,
$$

where $|N|_{C^{1}(x, t} \leq C\left(C_{*}\right)$ indeed holds, since $N$ by definition is of form $J\left(\tilde{U}, \alpha, \bar{U}_{x}\right)$ with $J(\cdot)$ smooth, and $|\tilde{U}|_{C^{1}(x, t)} \leq C \zeta,|\alpha|_{C^{1}(x, t)} \leq C_{*} \sup |\alpha| \leq C\left(C_{*}\right)$. The "blockdiagonal" parts (meaning block-diagonal after conjugation by $\left.\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\right)$ of these error
terms may be estimated by $C\left\langle U_{x x},\right| \bar{U}_{x}\left|\tilde{A}_{\alpha}^{0} U_{x x}\right\rangle$ for some constant $C>0$ (independent of $\alpha, C_{*}$ ).

Hence, we get the final form of the Friedrichs-type estimate:

$$
\begin{align*}
\frac{1}{2}\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x}\right\rangle_{t} \leq & -\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle+\left\langle U_{x x}, \tilde{A}_{\alpha}^{0} \tilde{Q} U_{x x}\right\rangle \\
& +\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} N \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle+C\left\langle U_{x x},\right| \bar{U}_{x}\left|\tilde{A}_{\alpha}^{0} U_{x x}\right\rangle  \tag{3.25}\\
& +C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)
\end{align*}
$$

Remark 3.1. The treatment of error term $N$, above, we regard as the most delicate and novel aspect of our argument. Without complete cancellation of offdiagonal terms, we see no way that such a "Goodman-type" estimate can close, due to exponential growth in $C_{*}$ of $\sup |\alpha|$.

Kawashima-type estimate. Next, we perform a "Kawashima-type" estimate of the type formalized in [17]. Applying (2.3) to $W=U_{x}$ and $K=\tilde{K}_{\alpha}$,

$$
\begin{equation*}
\frac{1}{2}\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle_{t}=\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x t}\right\rangle+\frac{1}{2}\left\langle U_{x x},\left(\tilde{K}_{\alpha}\right)_{t} U_{x}\right\rangle+\frac{1}{2}\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} U_{x t}\right\rangle \tag{3.26}
\end{equation*}
$$

Thanks to (3.7) and to Young's inequality, the second term is easily bounded by

$$
\begin{equation*}
\frac{1}{2}\left\langle U_{x x},\left(\tilde{K}_{\alpha}\right)_{t} U_{x}\right\rangle \leq C \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(\bar{\zeta}, C_{*}\right)\left|U_{x}\right|_{L^{2}}^{2} \tag{3.27}
\end{equation*}
$$

with $\bar{\zeta}$ as previously chosen.
Differentiating (3.1) with respect to $x$, we obtain

$$
\begin{equation*}
U_{x t}+\left(\tilde{A} U_{x}\right)_{x}-(\tilde{Q} U)_{x}=\left(M_{1}(U) \bar{U}_{x}\right)_{x}+\left(0, I_{r}\right)^{t} M_{2}(U)_{x}+\dot{\delta}(t)\left(\bar{U}_{x x}+U_{x x}\right) \tag{3.28}
\end{equation*}
$$

and hence (twice) the last term in (3.26) can be rewritten as

$$
\begin{aligned}
\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} U_{x t}\right\rangle= & -\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \frac{d \tilde{A}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right) U_{x}\right\rangle-\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \tilde{A} U_{x x}\right\rangle \\
& +\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \frac{d \tilde{Q}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right) U_{x}\right\rangle+\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \tilde{Q} U_{x}\right\rangle \\
& +\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \frac{d M_{1}}{d U} U_{x} \bar{U}_{x}\right\rangle+\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} M_{1}(U) \bar{U}_{x x}\right\rangle \\
& +\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x}\left(0, I_{r}\right)^{t} \frac{d M_{2}}{d U} U_{x}\right\rangle+\dot{\delta}(t)\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x}\left(\bar{U}_{x x}+U_{x x}\right)\right\rangle
\end{aligned}
$$

All of the terms not containing $U_{x x}$ can be estimated by $C\left(C_{*}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)$ (having used once more (3.7)). For the remaining terms,

$$
-\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} \tilde{A} U_{x x}\right\rangle+\dot{\delta}(t)\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} U_{x x}\right\rangle \leq C \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left|U_{x}\right|_{L^{2}}^{2}
$$

Hence,

$$
\begin{equation*}
\frac{1}{2}\left\langle U_{x},\left(\tilde{K}_{\alpha}\right)_{x} U_{x t}\right\rangle \leq C \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right) \tag{3.29}
\end{equation*}
$$

Inserting (3.28), the first term on the right-hand side of (3.26) becomes

$$
\begin{aligned}
\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x t}\right\rangle= & -\left\langle U_{x x}, \tilde{K}_{\alpha} \frac{d \tilde{A}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right) U_{x}\right\rangle-\left\langle U_{x x}, \tilde{K}_{\alpha} \tilde{A} U_{x x}\right\rangle \\
& +\left\langle U_{x x}, \tilde{K}_{\alpha} \frac{d \tilde{Q}}{d \tilde{U}}\left(\bar{U}_{x}+U_{x}\right) U_{x}\right\rangle+\left\langle U_{x x}, \tilde{K}_{\alpha} \tilde{Q} U_{x}\right\rangle \\
& +\left\langle U_{x x}, \tilde{K}_{\alpha} \frac{d M_{1}}{d U} U_{x} \bar{U}_{x}\right\rangle+\left\langle U_{x x}, \tilde{K}_{\alpha} M_{1}(U) \bar{U}_{x x}\right\rangle \\
& +\left\langle U_{x x}, \tilde{K}_{\alpha}\left(0, I_{r}\right)^{t} \frac{d M_{2}}{d U} U_{x}\right\rangle+\dot{\delta}(t)\left\langle U_{x x},\left(\tilde{K}_{\alpha}\right)_{x}\left(\bar{U}_{x x}+U_{x x}\right)\right\rangle
\end{aligned}
$$

The terms containing at least one of $U_{x}, U, \dot{\delta}$ can be estimated (applying Young's inequality) by $C(\bar{\zeta}+\zeta)\left|U_{x x}\right|_{L^{2}}^{2}+C\left(\bar{\zeta}, C_{*}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)$; hence,

$$
\begin{align*}
\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x t}\right\rangle \leq & -\left\langle U_{x x}, \tilde{K}_{\alpha} \tilde{A} U_{x x}\right\rangle+C(\bar{\zeta}+\zeta)\left|U_{x x}\right|_{L^{2}}^{2} \\
& +C\left(\bar{\zeta}, C_{*}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right) \tag{3.30}
\end{align*}
$$

Finally, (3.26), (3.27), (3.29), and (3.30) give

$$
\begin{align*}
\frac{1}{2}\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle_{t} \leq & -\left\langle U_{x x}, \tilde{K}_{\alpha} \tilde{A} U_{x x}\right\rangle+C(\bar{\zeta}+\zeta)\left|U_{x x}\right|_{L^{2}}^{2}  \tag{3.31}\\
& +C\left(C_{*}, \bar{\zeta}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right) .
\end{align*}
$$

Adding (3.25) and (3.31), we obtain

$$
\begin{align*}
& \frac{1}{2}\left(\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x}\right\rangle_{t}+\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle\right)_{t} \leq-\frac{1}{2}\left\langle U_{x x},\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O}\left(\alpha_{x} \tilde{D}\right) \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}} U_{x x}\right\rangle \\
& \quad+C\left\langle U_{x x}\right| \bar{U}_{x}\left|\tilde{A}_{\alpha}^{0} U_{x x}\right\rangle+\left\langle U_{x x},\left(-\tilde{K}_{\alpha} \tilde{A}+\tilde{A}_{\alpha}^{0} \tilde{Q}+\left(\tilde{A}^{0}\right)^{\frac{1}{2}} \tilde{O} N \tilde{O}^{t}\left(\tilde{A}^{0}\right)^{\frac{1}{2}}\right) U_{x x}\right\rangle  \tag{3.32}\\
& \quad+C\left(C_{*}\right)(\zeta+\bar{\zeta})\left|U_{x x}\right|_{L^{2}}^{2}+C\left(C_{*}, \bar{\zeta}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right) .
\end{align*}
$$

Recalling (3.8) and (3.9), we obtain, finally,

$$
\begin{align*}
& \left(\left\langle\tilde{A}^{0} U_{x x}, U_{x x}\right\rangle+\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle\right)_{t} \leq-\left(\theta C_{*}-C\right)\left\langle U_{x x},\right| \bar{U}_{x}\left|\tilde{A}_{\alpha}^{0} U_{x x}\right\rangle \\
& \quad+\left(-\theta\left(C_{*}\right)+C\left(C_{*}\right)(\zeta+\bar{\zeta})\right)\left|U_{x x}\right|_{L^{2}}^{2}+C\left(\bar{\zeta}, C_{*}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)  \tag{3.33}\\
& \quad \leq-\frac{1}{2} \theta\left(C_{*}\right)\left|U_{x x}\right|_{L^{2}}^{2}+C\left(\bar{\zeta}, C_{*}\right)\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)
\end{align*}
$$

provided that $C_{*}$ is taken sufficiently large and $\bar{\zeta}$, $\zeta$ sufficiently small that $C \leq \theta C_{*}$ and $-\theta\left(C_{*}\right)+C\left(C_{*}\right)(\zeta+\bar{\zeta}) \leq-\theta\left(C_{*}\right) / 2$.

Given $M>0$, let us set

$$
\begin{equation*}
\mathcal{E}(U):=\left\langle\tilde{A}^{0} U_{x x}, U_{x x}\right\rangle+\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle+M|U|_{L^{2}}^{2} . \tag{3.34}
\end{equation*}
$$

Since, for $U \in H^{2},\left|U_{x}\right|_{L^{2}}$ can be bounded by $C\left(|U|_{L^{2}}+\left|U_{x x}\right|_{L^{2}}\right)$ for some $C>0$, then the functional defined in (3.34) is equivalent to $|U|_{H^{2}}^{2}$ if $M$ is large enough. Moreover, from (3.1) it follows that

$$
\frac{d|U|_{L^{2}}^{2}}{d t} \leq C\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)
$$

Therefore,

$$
\frac{d \mathcal{E}}{d t} \leq-\frac{1}{2} \theta\left(C_{*}\right)\left|U_{x x}\right|_{L^{2}}^{2}+C\left(|U|_{H^{1}}^{2}+|\dot{\delta}(t)|^{2}\right)
$$

for some $C>0$. Passing through the Fourier transform, it is easy to see that for $U \in H^{2}$ there holds

$$
\begin{equation*}
\left|U_{x}\right|_{L^{2}}^{2} \leq C|U|_{L^{2}}^{2}+\frac{1}{C}\left|U_{x x}\right|_{L^{2}}^{2} \quad \forall C>0 \tag{3.35}
\end{equation*}
$$

Hence, using $\mathcal{E} \geq C\left|U_{x x}\right|_{L^{2}}^{2}$ and choosing $C$ big enough in (3.35), we get

$$
\frac{d \mathcal{E}}{d t} \leq-\theta \mathcal{E}+C\left(|U|_{L^{2}}^{2}+|\dot{\delta}(t)|^{2}\right)
$$

for some $C, \theta>0$. Multiplying by $e^{\theta t}$ and integrating in time from 0 to $t$, we get (1.8), and the proof of Proposition 1.4 is complete.

Remark 3.2. The energy estimate (1.9) can be deduced from (3.33) as follows. Integrating (3.33) from 0 to $t$ yields

$$
\begin{aligned}
\left(\left\langle\tilde{A}_{\alpha}^{0} U_{x x}, U_{x x}\right\rangle\right. & \left.+\left\langle U_{x x}, \tilde{K}_{\alpha} U_{x}\right\rangle\right)\left.\right|_{0} ^{t}+\theta\left(C_{*}\right) \int_{0}^{t}\left|U_{x x}\right|_{L^{2}}^{2}(s) d s \\
& \leq C\left(C_{*}, \bar{\zeta}\right) \int_{0}^{t}\left(|U|_{H^{1}}^{2}+|\dot{\delta}|^{2}\right)(s) d s
\end{aligned}
$$

Rearranging, using positive definiteness of $\tilde{A}_{\alpha}^{0}$, using Young's inequality to bound

$$
\left\langle U_{x x}, K_{\alpha} U_{x}\right\rangle(t) \leq \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}(t)+C \bar{\zeta}^{-1}\left|U_{x}\right|_{L^{2}}^{2}(t) \leq \bar{\zeta}\left|U_{x x}\right|_{L^{2}}^{2}(t)+C \bar{\zeta}^{-1} \zeta^{2}
$$

and recalling, by assumption, that $\left(\left\langle\tilde{A}_{\alpha}^{0} U_{x}, U_{x}\right\rangle+\left\langle U_{x}, \tilde{K}_{\alpha} U\right\rangle\right)(0) \leq C \zeta^{2}$, we obtain (1.9) as claimed.
4. Nonlinear stability. We now establish Theorem 1.2 on nonlinear stability.

Linearized estimates. Linearizing (1.2) about the stationary solution $(\bar{u}, \bar{v})$, we obtain the linearized equations

$$
\begin{equation*}
U_{t}=\mathcal{L} U:=-(A U)_{x}+Q U \tag{4.1}
\end{equation*}
$$

where

$$
A:=\binom{d f}{d g}(\bar{u}, \bar{v}), \quad Q:=\binom{0}{d q(\bar{u}, \bar{v})}, \quad \text { and } \quad U:=\binom{u}{v} \quad\left(u \in \mathbb{R}^{n}, v \in \mathbb{R}^{r}\right)
$$

Define the associated Green distribution $G(x, t ; y)$ by

$$
\left(\partial_{t}-\mathcal{L}\right) G(x, t ; y)=\delta_{(y, 0)}(x, t)
$$

We have the following bounds established in [24, Proposition 1.11] and [24, Lemmas $7.1-7.5]$. (See also the "notes" below (7.22) of [24], which is used in the short-time estimate for $\left.\left|e_{y}(\cdot, t)\right|_{L^{p}}.\right)$

Proposition 4.1 (see [24]). Assuming (A1)-(A2) and (H0)-(H5), the Green distribution $G$ may be decomposed as

$$
\begin{equation*}
G=E+\tilde{G}+H \tag{4.2}
\end{equation*}
$$

where $E(x, t ; y)=e(y, t) \bar{U}_{x}(x)$, with

$$
\begin{aligned}
\left|e_{y}(\cdot, t)\right|_{L^{p}} & \leq C t^{\frac{1}{2}}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{2}}, \quad\left|e_{t}(\cdot, t)\right|_{L^{p}} \leq C t^{-\frac{1}{2}\left(1-\frac{1}{p}\right)}, \\
\left|e_{t y}(\cdot, t)\right|_{L^{p}} & \leq C t^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{2}}, \\
\left|\int_{\mathbb{R}} \tilde{G}(\cdot, t ; y) f(y) d y\right|_{L^{p}} & \leq C(1+t)^{-\frac{1}{2}\left(1-\frac{1}{r}\right)}|f|_{L^{q}} \\
\left|\int_{\mathbb{R}} \tilde{G}(\cdot, t ; y)\left(0, I_{r}\right)^{t} f(y) d y\right|_{L^{p}} & \leq C(1+t)^{-\frac{1}{2}\left(1-\frac{1}{r}\right)-\frac{1}{2}}|f|_{L^{q}} \\
\left|\int_{\mathbb{R}} \tilde{G}_{y}(\cdot, t ; y) f(y) d y\right|_{L^{p}} & \leq C(1+t)^{-\frac{1}{2}\left(1-\frac{1}{r}\right)-\frac{1}{2}}|f|_{L^{q}}+C e^{-\eta t}|f|_{L^{p}}
\end{aligned}
$$

and

$$
\left|\int_{\mathbb{R}} H(\cdot, t ; y) f(y) d y\right|_{L^{p}} \leq C e^{-\eta t}|f|_{L^{p}}
$$

for all $t \geq 0$, some $C, \eta>0$, for any $1 \leq r \leq p$ and $f \in L^{q}$ (resp., $L^{p}$ ), where $1 / r+1 / q=1+1 / p$.

Here, the "excited" component $E$ accounts for contributions in the direction of the translational zero eigenfunction $\bar{U}_{x}$, while the "hyperbolic" component $H$ accounts for propagation of signals along hyperbolic characteristics, its time-exponential damping a consequence of the genuine coupling condition (1.3). The reduced Green distribution $\tilde{G}$, accounting for long-time behavior in the far fields, is approximately a sum of Gaussian signals scattered by the shock layer. For further discussion, see [24].

Proof of Theorem 1.2. We first treat the case $p \geq 2$, afterward extending to $p \leq 2$ by a bootstrap argument.
stability, $2 \leq \leq \infty$. Define the nonlinear perturbation

$$
U(x, t):=\binom{u}{v}(x+\delta(t), t)-\binom{\bar{u}}{\bar{v}}(x)=\tilde{U}(x+\delta(t), t)-\bar{U}(x)
$$

where $\delta(t)$ (estimating shock location) is to be determined later; for definiteness, fix $\delta(0)=0$. Then

$$
U_{t}-\mathcal{L} U=N_{1}(U)_{x}+\left(0, I_{r}\right)^{t} N_{2}(U)+\dot{\delta}(t)\left(\bar{U}_{x}+U_{x}\right)
$$

where

$$
N_{j}(U, U)=\mathcal{O}\left(|U|^{2}\right) \quad \text { and } \quad N_{j}(U, U)_{x}=\mathcal{O}\left(|U|\left|U_{x}\right|\right)
$$

so long as $|U|$ remains bounded. By Duhamel's principle, and the fact that

$$
\int_{\mathbb{R}} G(x, t ; y) \bar{U}_{x}(y) d y=e^{\mathcal{L} t} \bar{U}_{x}(x)=\bar{U}_{x}(x)
$$

we have

$$
\begin{aligned}
U(x, t)= & \int_{\mathbb{R}} G(x, t ; y) U_{0}(y) d y-\int_{0}^{t} \int_{\mathbb{R}} G_{y}(x, t-s ; y)\left(N_{1}(U)+\dot{\delta} U\right)(y, s) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}} G(x, t-s ; y)\left(0, I_{r}\right)^{t} N_{2}(U)(y, s) d y d s+\delta(t) \bar{U}_{x}
\end{aligned}
$$

Defining the instantaneous shock location

$$
\begin{equation*}
\delta(t)=-\int_{\mathbb{R}} e(y, t) U_{0}(y) d y+\int_{0}^{t} \int_{\mathbb{R}} e_{y}(y, t-s)\left(N_{1}(U)+\dot{\delta} U\right)(y, s) d y d s \tag{4.3}
\end{equation*}
$$

where $E, e$ are defined as in Proposition 4.1, and recalling decomposition (4.2), we thus obtain the reduced equations

$$
\begin{align*}
U(x, t)= & \int_{\mathbb{R}}(H+\tilde{G})(x, t ; y) U_{0}(y) d y \\
& +\int_{0}^{t} \int_{\mathbb{R}} H(x, t-s ; y)\left(N_{1}(U)_{x}+\left(0, I_{r}\right)^{t} N_{2}(U)+\dot{\delta} U_{x}\right)(y, s) d y d s \\
& -\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}_{y}(x, t-s ; y)\left(N_{1}(U)+\dot{\delta} U\right)(y, s) d y d s  \tag{4.4}\\
& +\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}(x, t-s ; y)\left(0, I_{r}\right)^{t} N_{2}(U) d y d s
\end{align*}
$$

and differentiating (4.3) with respect to $t$ and using $\left|e_{y}(\cdot, s)\right|_{L^{1}} \rightarrow 0$ as $t \rightarrow 0$,

$$
\begin{equation*}
\dot{\delta}(t)=-\int_{\mathbb{R}} e_{t}(y, t) U_{0}(y) d y+\int_{0}^{t} \int_{\mathbb{R}} e_{y t}(y, t-s)\left(N_{1}(U)+\dot{\delta} U\right)(y, s) d y d s \tag{4.5}
\end{equation*}
$$

Define

$$
\begin{equation*}
\zeta(t):=\sup _{0 \leq s \leq t, 2 \leq p \leq \infty}\left[|U(\cdot, s)|_{L^{p}}(1+s)^{\frac{1}{2}\left(1-\frac{1}{p}\right)}+|\dot{\delta}(s)|(1+s)^{\frac{1}{2}}+|\delta(s)|\right] . \tag{4.6}
\end{equation*}
$$

We shall establish the following claim.
Claim. For all $t \geq 0$ for which a solution exists with $\zeta$ uniformly bounded by some fixed, sufficiently small constant, there holds

$$
\zeta(t) \leq C_{2}\left(\left|U_{0}\right|_{L^{1} \cap H^{2}}+\zeta(t)^{2}\right)
$$

From this result, it follows by continuous induction that, provided $\left|U_{0}\right|_{L^{1} \cap H^{2}}<$ $1 / 4 C_{2}^{2}$, there holds

$$
\begin{equation*}
\zeta(t) \leq 2 C_{2}\left|U_{0}\right|_{L^{1} \cap H^{2}} \tag{4.7}
\end{equation*}
$$

for all $t \geq 0$ such that $\zeta$ remains small. By standard short-time theory/local wellposedness in $H^{2}$, and the standard principle of continuation, there exists a solution $U(\cdot, t) \in H^{2}$ on the open time-interval for which $|U|_{H^{2}}$ remains bounded, and on this interval $\zeta$ is well-defined and continuous. Now, let $[0, T)$ be the maximal interval on which $|U|_{H^{2}}$ remains strictly bounded by some fixed, sufficiently small constant $\delta>0$. By Proposition 1.4 and the one-dimensional Sobolev bound $|U|_{W^{1, \infty}} \leq C|U|_{H^{2}}$, we have

$$
\begin{align*}
|U(t)|_{H^{2}}^{2} & \leq C|U(0)|_{H^{2}}^{2} e^{-\theta t}+C \int_{0}^{t} e^{-\theta_{2}(t-\tau)}\left(|U|_{L^{2}}^{2}+|\dot{\delta}|^{2}\right)(\tau) d \tau  \tag{4.8}\\
& \leq C_{2}\left(|U(0)|_{H^{2}}^{2}+\zeta(t)^{2}\right)(1+t)^{-\frac{1}{2}}
\end{align*}
$$

and so the solution continues so long as $\zeta$ remains small, with bound (4.7), at once yielding existence and the claimed sharp $L^{p} \cap H^{2}$ bounds, $2 \leq p \leq \infty$.

Thus, it remains only to establish the claim above.
Proof of claim. We must show that each of the quantities $|U|_{L^{p}}(1+s)^{\frac{1}{2}\left(1-\frac{1}{p}\right)}$, $|\dot{\delta}|(1+s)^{\frac{1}{2}}$, and $|\delta|$ is separately bounded by

$$
C\left(\left|U_{0}\right|_{L^{1} \cap H^{2}}+\zeta(t)^{2}\right)
$$

for some $C>0$, all $0 \leq s \leq t$, so long as $\zeta$ remains sufficiently small. By (4.4)-(4.5), we have

$$
\begin{align*}
|U|_{L^{p}}(t) \leq & \left|\int_{\mathbb{R}}(H+\tilde{G})(x, t ; y) U_{0}(y) d y\right|_{L^{p}} \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} H(x, t-s ; y) N_{1}(U)_{y}(y, s) d y d s\right|_{L^{p}} \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} H(x, t-s ; y)\left(0, I_{r}\right)^{t} N_{2}(U)(y, s) d y d s\right|_{L^{p}} \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} H(x, t-s ; y) \dot{\delta} U_{x}(y, s) d y d s\right|_{L^{p}}  \tag{4.9}\\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}_{y}(x, t-s ; y) N_{1}(U)(y, s) d y d s\right|_{L^{p}} \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}(x, t-s ; y)\left(0, I_{r}\right)^{t} N_{2}(U)(y, s) d y d s\right|_{L^{p}} \\
& +\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}_{y}(x, t-s ; y) \dot{\delta} U(y, s) d y d s\right|_{L^{p}} \\
= & I_{a}+I_{b}+I_{c}+I_{d}+I_{e}+I_{f}+I_{g}
\end{align*}
$$

$$
\begin{equation*}
|\dot{\delta}|(t) \leq\left|\int_{\mathbb{R}} e_{t}(y, t) U_{0}(y) d y\right|+\left|\int_{0}^{t} \int_{\mathbb{R}} e_{y t}(y, t-s) \dot{\delta} U(y, s) d y d s\right|=: I I_{a}+I I_{b} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
|\delta|(t) \leq\left|\int_{\mathbb{R}} e(y, t) U_{0}(y) d y\right|+\left|\int_{0}^{t} \int_{\mathbb{R}} e_{y}(y, t-s) \dot{\delta} U(y, s) d y d s\right|=: I I I_{a}+I I I_{b} \tag{4.11}
\end{equation*}
$$

We estimate each term in turn, following the approach of [24, 25, 27, 37]. Applying the bounds of Proposition 4.1, we find that the linear term $I_{a}$ satisfies

$$
\begin{align*}
I_{a} & \leq|U|_{L^{p}}(t)\left|\int_{\mathbb{R}} H U_{0} d y\right|_{L^{p}}+\left|\int_{\mathbb{R}} \tilde{G} U_{0} d y\right|_{L^{p}}  \tag{4.12}\\
& \leq C e^{-\theta t}\left|U_{0}\right|_{L^{p}}+C(1+t)^{-\frac{1}{4}}\left|U_{0}\right|_{L^{1}} \leq C\left|U_{0}\right|_{L^{1} \cap H^{2}}(1+t)^{-\frac{1}{4}}
\end{align*}
$$

Likewise, applying the bounds of Proposition 4.1 together with definition (4.6) and
energy estimate (4.8), we have

$$
\begin{align*}
& I_{b}=\left|\int_{0}^{t} \int_{\mathbb{R}} H N_{1}(U)_{y} d y d s\right|_{L^{p}} \leq C \int_{0}^{t} e^{-\eta(t-s)}|U|_{L^{\infty}}\left|U_{x}\right|_{L^{p}}(s) d s \\
& \leq C \int_{0}^{t} e^{-\eta(t-s)}|U|_{L^{\infty}}|U|_{H^{2}}(s) d s \leq C \zeta(t)^{2} \int_{0}^{t} e^{-\eta(t-s)}(1+s)^{-\frac{3}{4}} d s  \tag{4.13}\\
& \leq C \zeta(t)^{2}(1+t)^{-\frac{3}{4}} \\
& I_{c}=\left|\int_{0}^{t} \int_{\mathbb{R}} H\left(0, I_{r}\right)^{t} N_{2}(U) d y d s\right|_{L^{p}} \leq C \int_{0}^{t} e^{-\eta(t-s)}|U|_{L^{\infty}}|U|_{L^{p}}(s) d s  \tag{4.14}\\
& \leq C \zeta(t)^{2} \int_{0}^{t} e^{-\eta(t-s)}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{3}{4}} \\
& I_{d}=\left|\int_{0}^{t} \int_{\mathbb{R}} H \dot{\delta} U_{x} d y d s\right|_{L^{p}} \leq C \int_{0}^{t} e^{-\eta(t-s)}|\dot{\delta}|\left|U_{x}\right|_{L^{p}}(s) d s  \tag{4.15}\\
& \leq C \zeta(t)^{2} \int_{0}^{t} e^{-\eta(t-s)}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{3}{4}}
\end{align*}
$$

(Proposition 4.1, $2 \leq p=q \leq \infty, r=1$ ) and

$$
\begin{align*}
I_{e} & =\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}_{y} N_{1}(U) d y d s\right|_{L^{p}} \leq C \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}|U|_{L^{\infty}}|U|_{L^{2}}(s) d s  \tag{4.16}\\
& \leq C \zeta(t)^{2} \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)}
\end{align*}
$$

$$
\begin{align*}
I_{f} & =\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}\left(0, I_{r}\right)^{t} N_{2}(U) d y d s\right|_{L^{p}} \leq C \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}|U|_{L^{\infty}}|U|_{L^{2}}(s) d s  \tag{4.17}\\
& \leq C \zeta(t)^{2} \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)}
\end{align*}
$$

$$
\begin{align*}
I_{g} & =\left|\int_{0}^{t} \int_{\mathbb{R}} \tilde{G}_{y} \dot{\delta} U d y d s\right|_{L^{p}} \leq C \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}|\dot{\delta} \| U|_{L^{2}}(s) d s  \tag{4.18}\\
& \leq C \zeta(t)^{2} \int_{0}^{t}(1+(t-s))^{-\frac{1}{2}\left(1-\frac{1}{p}\right)-\frac{1}{4}}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{1}{2}\left(1-\frac{1}{p}\right)}
\end{align*}
$$

(Proposition 4.1, $2 \leq p \leq \infty, q=2$ ). Summing bounds (4.12)-(4.18), we obtain the desired bound on $|U|_{L^{p}}$.

Similarly, applying the bounds of Proposition 4.1 together with definition (4.6), we find that

$$
\begin{equation*}
I I_{a}=\left|\int_{\mathbb{R}} e_{t} U_{0} d y\right| \leq\left|e_{t}(y, t)\right|_{L^{\infty}}(t)\left|U_{0}\right|_{L^{1}} \leq C\left|U_{0}\right|_{L^{1}}(1+t)^{-\frac{1}{2}} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{align*}
I I_{b}=\left|\int_{0}^{t} \int_{\mathbb{R}} e_{y t} \dot{\delta} U d y d s\right| & \leq \int_{0}^{t}\left|e_{y t}\right|_{L^{2}}(t-s)|\dot{\delta}||U|_{L^{2}}(s) d s  \tag{4.20}\\
& \leq C \zeta(t)^{2} \int_{0}^{t}(t-s)^{-3 / 4}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}(1+t)^{-\frac{1}{2}}
\end{align*}
$$

while

$$
\begin{equation*}
I I I_{a}=\left|\int_{\mathbb{R}} e U_{0} d y\right| \leq|e(y, t)|_{L^{\infty}}(t)\left|U_{0}\right|_{L^{1}} \leq C\left|U_{0}\right|_{L^{1}} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{align*}
I I I_{b}=\left|\int_{0}^{t} \int_{\mathbb{R}} e_{y} \dot{\delta} U d y d s\right| & \leq \int_{0}^{t}\left|e_{y}\right|_{L^{2}}(t-s)|\dot{\delta}||U|_{L^{2}}(s) d s  \tag{4.22}\\
& \leq C \zeta(t)^{2} \int_{0}^{t}(t-s)^{-\frac{1}{4}}(1+s)^{-\frac{3}{4}} d s \leq C \zeta(t)^{2}
\end{align*}
$$

Summing (4.19)-(4.20) and (4.21)-(4.22), we obtain the desired bounds on $\dot{\delta}$ and $\delta$.
This completes the proof of the claim, giving the result for $2 \leq p \leq \infty$.
stability, $\mathbf{1} \leq \leq \mathbf{2}$. The source term $\dot{\delta} U_{x}$ appearing in the reduced equations is convenient for high norm estimates $L^{p}, p \geq 2$, but (since it would lead to a source term involving higher derivative factor $\left|U_{x}\right|_{L^{p}}$ not controlled by energy estimates) not for low norm estimates $L^{p}, 1 \leq p<2$. To treat low norms, we redefine

$$
U:=\tilde{U}(x, t)-\bar{U}(x-\delta(t))
$$

following [40], which has the effect of replacing $\dot{\delta} U_{x}$ in the reduced equations with "centering errors"

$$
\begin{aligned}
S_{1}(\delta, \dot{\delta}, U)_{x}+\binom{0}{I_{r}} S_{2}(\delta):= & -((A(\bar{U}(x-\delta))-A(\bar{U}(x))) U+\dot{\delta}(\bar{U}(x-\delta)-\bar{U}(x)))_{x} \\
& +\delta(Q(\bar{U}(x-\delta))-Q(\bar{U}(x))) U
\end{aligned}
$$

satisfying

$$
\begin{aligned}
\left|S_{1}(\delta, \dot{\delta}, U)(y, s)\right| & \leq|\delta|(|U|+|\dot{\delta}|) e^{-\theta|y|} \\
\left|S_{1}(\delta, \dot{\delta}, U)_{x}(y, s)\right| & \leq|\delta|\left(|U|+|\dot{\delta}|+\left|U_{x}\right|\right) e^{-\theta|y|} \\
\left|S_{2}(\delta)(y, s)\right| & \leq|\delta||U| e^{-\theta|y|}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\left|S_{1}\right|_{L^{1}} & \leq\left(|U|_{L^{\infty}}+|\dot{\delta}|\right) \leq C(1+t)^{-\frac{1}{2}}\left|U_{0}\right|_{L^{1} \cap H^{2}} \\
\left|\left(S_{1}\right)_{x}\right|_{L^{1}} & \leq\left(|U|_{L^{\infty}}+|U|_{H^{1}}+|\dot{\delta}|\right) \leq C(1+t)^{-\frac{1}{4}}\left|U_{0}\right|_{L^{1} \cap H^{2}}
\end{aligned}
$$

and

$$
\left|S_{2}\right|_{L^{1}} \leq|U|_{L^{\infty}}|\delta| \leq C(1+t)^{-\frac{1}{2}}\left|U_{0}\right|_{L^{1} \cap H^{2}}
$$

by the previously obtained $L^{\infty}$ and $H^{1}$ estimates, which are unaffected by a spatial shift. Likewise,

$$
\left|N_{1}(U)\right|_{W^{1,1}},\left|N_{2}(U)\right|_{L^{1}} \leq|U|_{H^{1}}^{2} \leq C(1+t)^{-\frac{1}{2}}\left|U_{0}\right|_{L^{1} \cap H^{2}}
$$

Thus, expressing $U$ by Duhamel's formula similarly to (4.9)-(4.11) and estimating nonlinear terms using the bounds of Proposition 4.1 with $p=1, q=1$, we readily obtain the $\operatorname{sharp} L^{1}$ decay estimate

$$
|U|_{L^{1}} \leq C\left|U_{0}\right|_{L^{1} \cap H^{2}}
$$

and, by interpolation with the previously obtained $L^{2}$ bound, the sharp $L^{p}$ estimate, $1 \leq p \leq 2$ of $|U|_{L^{p}} \leq C(1+t)^{\frac{1}{2}\left(1-\frac{1}{p}\right)}\left|U_{0}\right|_{L^{1} \cap H^{2}}$, as claimed. We omit the details, which are entirely similar to those already carried out.
5. The characteristic case. Finally, we briefly discuss the uniformly characteristic case in which (H1)(i) is violated for a shock profile of a discrete kinetic model. This cannot occur for the simplest examples of the Broadwell or Jin-Xin models, for the reason that it would violate the subcharacteristic condition

$$
\begin{equation*}
a_{j}<a_{j}^{* \pm}<a_{j+r} \tag{5.1}
\end{equation*}
$$

which is in turn necessary for strict dissipativity, (A2); see, e.g., [24, 26, 33]. Indeed, this holds in general for models with the property that $r+1$ consecutive characteristics take on only two values $(r+1=2$ for Broadwell; $r+1=(n / 2)+1 \geq 2$ for Jin-Xin, but the total number of characteristic values is 2 ), for the subcharacteristic condition (5.1) then implies that $a_{p}^{* \pm}$ lie between the neighboring characteristic values $a_{p}$ and $a_{p+r}$, whence, by the Lax condition $a_{p}^{*-}>0>a_{p}^{*+}$, the speed $s=0$ does as well.

This is clearly an accident of low dimension, however, and for general models there is no physical reason that $(\mathrm{H} 1)(\mathrm{i})$ should be satisfied. Indeed, though it is evidently satisfied generically, there is ample reason to discard this hypothesis, for, discretizing the Boltzmann equations

$$
f_{t}+\xi f_{x}=\mathcal{Q}(\xi, f), \quad \xi \in \mathbb{R}^{1}
$$

by velocity $\xi$, where $\xi$ denotes velocity, $f(\xi, x)$ the probability distribution of speeds at spatial location $x$, and $\mathcal{Q}(\xi, f)$ a collision term (local in $x$ but nonlocal in $\xi$ ), we find as the velocity mesh goes to zero that (H1)(i) is more and more poorly satisfied, so that uniformity of our estimates (or even the ball for which small-amplitude profiles are guaranteed to exist) is lost.

This is hardly the main difficulty in proceeding to the Boltzmann limit, which is rather the reverse problem of unboundedness of the multiplication operator $f \rightarrow \xi f$ (in our notation, blowup of the spectrum of $A$ ) and the associated lack of spectral gap between zero and the essential spectrum of the operator $A^{-1} Q$ appearing in the standing-wave and eigenvalue ODE; see, e.g., [6]. Nonetheless, it is an issue that arises and should be addressed.

Fortunately, there is a simple fix, at least for discrete kinetic models. Namely, in case characteristics $a_{j}, \ldots, a_{k}$ coincide with shock speed $s=0$, we may substitute for (H1)(i) the more general hypotheses

$$
\operatorname{Re}\left(L_{j} \cdots L_{k}\right) d \mathcal{Q}\left(\begin{array}{c}
R_{j}  \tag{5.2}\\
\vdots \\
R_{k}
\end{array}\right) \leq-\theta<0
$$

for some fixed left and right zero eigenbases $L_{i}$ and $R_{i}$, and

$$
\begin{equation*}
\operatorname{ker} A \cap \operatorname{ker} d \mathcal{Q}=\emptyset \tag{5.3}
\end{equation*}
$$

where without loss of generality $A$ is taken to be diagonal. This holds necessarily at $x= \pm \infty$ for some choice of diagonalizing transformation, by strict dissipativity, (A2) (recall that $\operatorname{Re} \sigma$ (block-diag $\left.\tilde{L} Q \tilde{R}_{ \pm}\right)<0$ follows from (A2) by Taylor expansion at infinity of the spectrum of the symbol $i \xi A_{ \pm}+Q_{ \pm}$; likewise, (A2) implies genuine coupling, (1.3), of which (5.3) is a weakened form), hence (H1)(i) is always satisfied in the small-amplitude case. Whether or not it holds globally for physically interesting examples we do not know.

Review of the argument of section 3 shows that auxiliary energy estimate (1.9) goes through under this hypothesis with constant weights $\alpha_{j}=\alpha_{j+1}=\cdots=\alpha_{k} \equiv 1$ in the zero-speed modes, since there are no error terms in these modes to be overcome and there is a uniformly good contribution by (5.2). Likewise, review of the arguments of [24] shows that the results obtained there carry through as well, with appropriate modification of the proofs. Namely, (5.2) and (5.3) together imply that

$$
\left(\begin{array}{c}
d f \\
d Q_{j} \\
\vdots \\
d Q_{k} \\
d g_{2}
\end{array}\right), \quad g=:\binom{g_{1}}{g_{2}}, \quad g_{1} \in \mathbb{R}^{k-j+1}
$$

is full rank under some choice of coordinate system, whence we can again rewrite both traveling-wave and eigenvalue/resolvent equations as nondegenerate first-order systems and proceed as before. We omit the details, as this diverges from our main purpose.

Note in particular that we obtain small-amplitude existence for fixed speed $s$ by a minor adjustment of the argument of [24] (namely, fixing the speed, without loss of generality, $s=0$, and letting endstates vary), without any assumption on the base state other than simplicity of the principal eigenvalue and strong dissipativity; this generalizes earlier results of [34, 24].

For $a_{j}, \ldots, a_{k}$ close to $s=0$, we may recover our previous results with uniform estimates by a singular perturbation version of the same argument. It would be interesting to extend this approach to more general relaxation models for which the speeds $a_{i}$ are not constant, in particular the case for which they are sometimes but not always characteristic.
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#### Abstract

We consider a coupled Ginzburg-Landau system, the so-called Lawrence-Doniach system, which models layered superconductors as a stack of nonlinearly coupled, parallel twodimensional superconducting layers, separated by an insulating material or vacuum, in an applied magnetic field. We prove that weak solutions (e.g., energy minimizers) in an appropriate divergencefree gauge are uniformly bounded and continuous and satisfy a priori estimates based on elliptic theory and single layer potentials. Moreover, we show the existence of an upper critical field $h$ such that when the modulus of a constant applied magnetic field $\vec{H}=h \vec{v}$ in a direction $\vec{v}$ nontangential to the layers (where $|\vec{v}|=1$ ) is greater than $\bar{h}$, the normal (nonsuperconducting) state is the only solution to the Lawrence-Doniach system. It follows from these results and methods developed earlier by Chapman, Du, and Gunzburger [SIAM J. Appl. Math., 55 (1995), pp. 156-174] that under certain assumptions on the relative values of parameters in the model, minimizers of the Lawrence-Doniach energy converge, as the interlayer spacing tends to zero, to minimizers of an appropriate anisotropic Ginzburg-Landau energy in three dimensions. Finally, we derive that $\bar{h} \leq C \kappa / \mu$ for all $\kappa$ sufficiently large and all unit vectors $\vec{v}$ satisfying $\vec{v} \cdot \overrightarrow{e_{3}} \geq \mu>0$ for the Lawrence-Doniach system, where $\kappa$ is the Ginzburg-Landau constant for the superconducting material and $C$ is independent of $\kappa$ and $\mu$.
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## 1. Introduction and statement of main results.

1.1. Background on the Lawrence-Doniach model. The standard GinzburgLandau model (cf. [7]) has been well accepted as a macroscopic model for isotropic (and homogeneous) superconductors for temperatures near the critical temperature $T_{c}$ of the material. However, this model cannot account for the anisotropy of layered or high temperature superconductors. (See [3], [18].) Therefore, alternative models have been developed. One of these is the Lawrence-Doniach model proposed by Lawrence and Doniach [15], whose solutions are analyzed here. Their model describes a layered superconductor as a finite number of infinitely thin parallel superconducting layers, each pair of which is separated by an insulating material or vacuum, occupying a bounded domain in $\mathbb{R}^{3}$. The model includes Josephson coupling in adjacent superconducting layers and is described by an energy which includes two-dimensional (isotropic) Ginzburg-Landau-type integrals in terms of an order parameter and magnetic potential on each layer, and a three-dimensional integral which includes the global effect of the applied magnetic field on the layered superconductor. The class of layered superconductors includes low-temperature layered superconductors and copper oxide high temperature superconductors (which are composed of layered Perovskite structures).

[^51]The scaling parameters most important for characterizing superconducting materials are the coherence length $\xi$ (representing the length scale for spatial variation of the superconducting order parameter $\psi(x)$, whose modulus is the density of superconducting electrons at position $x$ in the reference configuration) and the penetration depth $\lambda$ (which sets the length scale for electromagnetic response). In layered superconductors with uniaxial symmetry, these quantities are isotropic within the plane of the layers (which we assume is oriented so that it is parallel to the horizontal ( $x_{1} x_{2}$ ) plane), and they take different values along the perpendicular ( $x_{3}$ axis) direction (namely $\xi_{\|}, \lambda_{\|}, \xi_{\perp}, \lambda_{\perp}$ ). The degree of anisotropy, referred to in the physics literature as "quasi-two-dimensionality" varies over a wide range for different layered superconducting materials, depending on the strength of coupling between the adjacent two-dimensional superconducting layers. (A table of these values for various types of layered and high temperature superconducting materials can be found in [11].)

The Lawrence-Doniach model is widely accepted as a model for layered superconductors at temperatures close to the critical temperature $T_{C}$ and is considered qualitatively correct even for lower temperatures. It is considered a more complete theory than the competing three-dimensional anisotropic Ginzburg-Landau model (described in section 6 of this paper). The latter model occurs as a limit of the Lawrence-Doniach model for layered superconductors in the case in which the coherence length perpendicular to the layers, $\xi_{\perp}$, is much larger than the layer separation, $d$, by letting $d / \xi_{\perp} \rightarrow 0$. This limiting process course-grains the layered structure into a continuum in which the anisotropy is incorporated into an effective mass tensor in the three-dimensional reference configuration of the material. The resulting three-dimensional anisotropic Ginzburg-Landau model is physically relevant for layered superconductors in which the coherence length perpendicular to the layers is much less than the interlayer spacing, and it is not expected to be even qualitatively correct at lower temperatures, where this coherence length can become less than or comparable to the layer separation. (See [13].) For layered superconductors in which $\xi_{\perp}$ is much less than $d$ (as is the case in many high temperature superconductors), it is necessary to take the discrete nature of the layered structure into account. An example of a high temperature superconducting material in which this is the case is $\mathrm{BiSr}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{2} \mathrm{O}_{8+y}$. Thus, the Lawrence-Doniach model is more appropriate for describing $\mathrm{BiSr}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{2} \mathrm{O}_{8+y}$ than the three-dimensional anisotropic Ginzburg-Landau model. (See [11].)

A detailed study comparing the phenomenological Lawrence-Doniach model for layered superconductors to a full-fledged microscopic treatment was done by Klemm, Luther, and Beasley in [13]. An extensive description of experimental results on highly anisotropic layered high temperature superconductors described by the LawrenceDoniach model can be found in [11]. The experimental observations and physical predictions in these papers motivate a careful study of solutions to the LawrenceDoniach system (described below) in regimes in which the applied magnetic field $\vec{H}=h \vec{v}$ is allowed to take various directions. To understand why this is important, we note that in standard (isotropic) Ginzburg-Landau models in three dimensions, it is expected that vortices (i.e., superconducting defects) occur in filaments whose cross sections form an Abrikosov triangular lattice, and the qualitative behavior of solutions is similar as we vary the direction of the applied magnetic field. However, in layered superconductors of the type in which the discrete layers must be taken into account, the situation is different: experiments suggest that when the applied magnetic field $\vec{H}=h \vec{v}$ is perpendicular to the horizontal $\left(x_{1} x_{2}\right)$ plane of the layers, the lateral distance between two vortices of a single flux line in adjacent layers increases on the
order of $\cot \theta$, where $\theta=\arcsin \left(\vec{v} \cdot \overrightarrow{e_{3}}\right)$. As long as $\theta$ is not too small, the vortices of single flux lines in adjacent layers have sufficient overlap to form a three-dimensional supercurrent flow pattern that is not very different from the usual Abrikosov vortex. As $\theta$ is reduced, there occurs a crossover from Abrikosov-like to staircase-like flux lines at a critical angle. As $\theta$ is further reduced, there may be a second critical angle below which the whole length of a flux line is locked into the region between the superconducting layers. Moreover, when $\theta$ is zero (so that the applied magnetic field is parallel to the layers), shielding current flows only within individual layers and not between them. (See [11].) The phenomena described above may be related to an interesting conjecture by Beasley, Klemm, and Luther, which we describe later in the introduction, asserting that when $\vec{H}=h \vec{v}$ is parallel to the $x_{x} x_{2}$ plane of the layers and the temperature $T$ of the superconductor is sufficiently low, the upper critical modulus $H_{c_{3}}(v)$ for the Lawrence-Doniach model should be infinite. (See [13].) Physically, this means that no matter how strong the parallel applied magnetic field is, the superconducting material never becomes normal; i.e., it never reaches a state in which superconductivity is completely destroyed and the applied magnetic field has completely penetrated the superconducting layers. It is interesting to note that this kind of behavior is impossible for the three-dimensional anisotropic Ginzburg-Landau model, since methods developed in [9] for the standard isotropic three-dimensional Ginzburg-Landau model can be used to show easily that upper critical fields are uniformly bounded above independent of the direction $\vec{v}$, since the anisotropy governed by the effective mass tensor is not so different qualitatively from the isotropic case in which this tensor is the identity.

Before stating our results, let us introduce the Lawrence-Doniach model and the Euler-Lagrange equations and gauge invariance associated with the model. In the (nondimensionalized) Lawrence-Doniach model, a layered superconductor occupies a bounded domain $\mathcal{D}=\Omega \times(0, S)$ in $\mathbb{R}^{3}$, where $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^{2}$ and $S>0$. The superconducting layers are perpendicular to the $x_{3}$ axis and occupy $N+1$ equally spaced planar regions, $\Omega_{n}=\Omega \times\{n s\}$, in $\mathcal{D}$ for $n=0,1, \ldots, N$, where $S=N s$ and $N$ is a positive integer. Thus, the distance $s$ between adjacent superconducting planes is equal to $\frac{S}{N}$.

We assume throughout this paper that $\vec{H}=\left(h_{1}, h_{2}, h_{3}\right)$ is a given constant applied magnetic field, and we write $\vec{H}=h \vec{v}$, where $\vec{v}$ is a unit vector in $\mathbb{R}^{3}$ and $h \equiv|\vec{H}| \geq 0$. We say that $\vec{H}$ is nontangential if it is nontangential to the layers, i.e., $h>0$ and $\vec{v} \cdot \overrightarrow{e_{3}} \neq 0$. For each unit vector $\vec{v}$ in $\mathbb{R}^{3}$, we assume that a fixed smooth divergencefree vector field $\vec{a}: \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}$ has been chosen such that $\nabla \times \vec{a}=\vec{v}$ in $\mathbb{R}^{3}$. For example, if $\vec{v}=\left(v_{1}, v_{2}, v_{3}\right)$, one can choose $a \overrightarrow{(x)}=\left(v_{2} x_{3}, v_{3} x_{1}-v_{1} x_{3}, 0\right)$, and any other choice differs from this by the gradient of a harmonic function on $\mathbb{R}^{3}$. Thus, $\nabla \times h \vec{a}=h \vec{v}=\vec{H}$ in $\mathbb{R}^{3}$.

The Lawrence-Doniach energy functional for a layered superconductor in an applied magnetic field $\vec{H}$ in nondimensionalized form (see [4], [6], [13], and [15]) is given by

$$
\begin{align*}
\mathcal{G}_{L D}^{s}\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) & =s \sum_{n=0}^{N} \int_{\Omega}\left(\frac{1}{2}\left(\left|\psi_{n}\right|^{2}-1\right)^{2}+\left|\left(\frac{\imath}{\kappa} \operatorname{grad}+\mathbf{A}_{n}\right) \psi_{n}\right|^{2}\right) d \mathbf{x}  \tag{1.1}\\
& +s \sum_{n=0}^{N-1} \int_{\Omega} \sigma\left|\psi_{n+1} \exp \left(-\imath \kappa \int_{n s}^{(n+1) s} A^{3} d x_{3}\right)-\psi_{n}\right|^{2} d \mathbf{x} \\
& +\int_{\mathbb{R}^{3}}|(\nabla \times \vec{A})-\vec{H}|^{2} d \vec{x}
\end{align*}
$$

where $\mathbf{x}=\left(x_{1}, x_{2}\right)$ so that $\vec{x}=\left(x_{1}, x_{2}, x_{3}\right)=\left(\mathbf{x}, x_{3}\right)$, grad denotes the gradient operator with respect to the $x_{1}$ and $x_{2}$ coordinates, $\imath$ is the imaginary unit, and $\sigma$ and $\kappa$ are positive constants. Here, $\psi_{n}$ is a complex-valued function defined on $\Omega$, called the order parameter for the $n$th superconducting layer occupying $\Omega_{n} \equiv \Omega \times\{n s\}$; $\vec{A}=\vec{A}(\vec{x})=\left(A^{1}, A^{2}, A^{3}\right)=\left(\mathbf{A}, A^{3}\right)$ is a vector field defined on $\mathbb{R}^{3}$, called the magnetic potential; and $\mathbf{A}_{n}=\mathbf{A}_{n}(\mathbf{x})=\left(A_{n}^{1}(\mathbf{x}), A_{n}^{2}(\mathbf{x})\right)$ is a function from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ defined by $\mathbf{A}_{n}(\mathbf{x})=\mathbf{A}(\mathbf{x}, n s)=\left(A^{1}\left(x_{1}, x_{2}, n s\right), A^{2}\left(x_{1}, x_{2}, n s\right)\right)$. More precisely, $\mathbf{A}_{n}(\mathbf{x})$ and $A_{n}^{i}(\mathbf{x})$ for $i=1,2$ are the traces of $\mathbf{A}$ and $A^{i}$, respectively, at ( $\left.\mathbf{x}, n s\right)$ on the plane $\left\{x_{3}=n s\right\}$ for $n=0,1, \ldots, N$. Note that $\psi_{n}$ is a function whose domain is $\Omega$, even though it represents a physical quantity (the $n$th order parameter) corresponding to $\Omega_{n}$. Similarly, $\mathbf{A}_{n}$ is a function whose domain is $\mathbb{R}^{2}$, though it corresponds to the trace of $\mathbf{A}$ on the plane $\left\{x_{3}=n s\right\}$.

Given $\vec{H}$, the Lawrence-Doniach energy is defined on pairs $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ such that

$$
\left\{\begin{array}{l}
\left\{\psi_{n}\right\}_{n=0}^{N} \in\left[H^{1}(\Omega ; \mathbb{C})\right]^{N+1}=\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \text { and }  \tag{1.2}\\
\vec{A} \in E \equiv\left\{\vec{C} \in H_{l o c}^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right):(\nabla \times \vec{C})-\vec{H} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)\right\}
\end{array}\right.
$$

Note that for these pairs it follows from the trace theorem that $\mathbf{A}_{n} \in H_{l o c}^{\frac{1}{2}}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right) \hookrightarrow$ $L_{l o c}^{4}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$, so that $\mathcal{G}_{L D}^{s}\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ is well defined and finite. According to the Lawrence-Doniach model, a minimizer or stable equilibrium $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ of the Lawrence-Doniach energy, $\mathcal{G}_{L D}^{s}$, in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$ corresponds to a physically realistic state of the layered superconductor: $\left|\psi_{n}(\mathbf{x})\right|^{2}$ is the density of superconducting electron pairs at position $(\mathbf{x}, n s)$ in the $n$th superconducting layer $\Omega_{n} ;(\nabla \times \vec{A})(\vec{x})$ is the induced magnetic field at position $\vec{x}$ in $\mathbb{R}^{3}$; and $(\nabla \times(\nabla \times \vec{A}))(\vec{x})$ is the induced current at position $\vec{x}$ in $\mathbb{R}^{3}$. We note that in the above nondimensionalized model, several dimensional constants have been "nondimensionalized" or scaled from their original values. Thus, $\kappa=\lambda / \xi$, the ratio of the penetration depth and coherence length in the superconducting layers. Also, the nondimensionalized interlayer spacing, $s$, equals $d / \lambda$, where $d$ is the original (dimensionalized) interlayer spacing. (See [4] for more details on the nondimensionalized formulation.) The constant $\sigma$ is a parameter related to the strength of the interlayer coupling (Josephson coupling) of the layers in the superconducting material.

The Euler-Lagrange equations and natural boundary conditions associated with minimizers or equilibria of the Lawrence-Doniach energy $\mathcal{G}_{L D}^{s}$, called the LawrenceDoniach system, are given by

$$
\begin{cases}\text { (a) }\left(\frac{\imath}{\kappa} \operatorname{grad}+\mathbf{A}_{n}\right)^{2} \psi_{n}+\left(\left|\psi_{n}\right|^{2}-1\right) \psi_{n}+\mathrm{P}_{n}=0 & \text { on } \Omega, \\ \text { (b) } \nabla \times(\nabla \times \vec{A})=\left(j_{1}, j_{2}, j_{3}\right) & \text { in } \mathbb{R}^{3},  \tag{1.3}\\ \text { (c) }\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right) \cdot \mathbf{n}=0 & \text { on } \partial \Omega, \\ \text { (d) }(\nabla \times \vec{A})-\vec{H} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right) & \end{cases}
$$

for all $n=0,1, \ldots, N$, where

$$
\begin{aligned}
& \mathrm{P}_{n}= \begin{cases}\sigma\left(\psi_{0}-\psi_{1} e^{-\imath \phi_{0}^{1}}\right) & \text { if } n=0 \\
\sigma\left(2 \psi_{n}-\psi_{n-1} e^{\imath \phi_{n-1}^{n}}-\psi_{n+1} e^{-\imath \phi_{n}^{n+1}}\right) & \text { if } 0<n<N \\
\sigma\left(\psi_{N}-\psi_{N-1} e^{\imath \phi_{N-1}^{N}}\right) & \text { if } n=N,\end{cases} \\
& \phi_{n}^{n+1}=\kappa \int_{n s}^{(n+1) s} A^{3} d x_{3} \quad \text { for } n=0,1, \ldots, N-1, \\
& j_{i}=s \sum_{n=0}^{N}\left[\frac{\imath}{2 \kappa}\left(\psi_{n} \frac{\partial \psi_{n}^{*}}{\partial x_{i}}-c . c .\right)-\left|\psi_{n}\right|^{2} A_{n}^{i}\right] \chi_{\Omega}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \delta_{n s}\left(x_{3}\right) \quad \text { for } i=1,2, \\
& j_{3}=\frac{1}{2} s \sigma \kappa \imath \sum_{n=0}^{N-1}\left[\psi_{n} \psi_{n+1}^{*} e^{\imath \phi_{n}^{n+1}}-\text { c.c. }\right] \chi_{\Omega}\left(x_{1}, x_{2}\right) \chi_{[n s,(n+1) s]}\left(x_{3}\right) .
\end{aligned}
$$

Here $\mathbf{n}$ is the outward normal to $\partial \Omega,^{*}$ means the complex conjugate, c.c. denotes the complex conjugate of the previous term, $\chi_{\Omega}$ is the characteristic function for $\Omega$, and $\delta_{n s} \in \mathcal{D}^{\prime}(\mathbb{R})$ is the delta distribution supported at the point $n s$. The LawrenceDoniach system (1.3) is to be interpreted in the weak sense defined by (2.3). Note that $j_{1}$ and $j_{2}$ are real measures in $\mathbb{R}^{3}$ supported in $\bigcup_{n=0}^{N} \bar{\Omega}_{n}$.

The Lawrence-Doniach energy, $\mathcal{G}_{L D}^{s}$, in (1.1) and the family of weak solutions of (1.2) and (1.3) are invariant in $\left[H^{1}(\Omega)\right]^{N+1} \times E$ under the gauge transformation

$$
\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \longrightarrow\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right)
$$

where

$$
\left\{\begin{array}{l}
\xi_{n}(\mathbf{x})=\psi_{n}(\mathbf{x}) e^{\imath \kappa g(\mathbf{x}, n s)} \quad \text { in } \Omega  \tag{1.4}\\
\vec{Q}=\vec{A}+\nabla g \quad \text { in } R^{3}
\end{array}\right.
$$

for all $n=0,1, \ldots, N$ and any $g \in H_{l o c}^{2}\left(\mathbb{R}^{3}\right)$. If $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[H^{1}(\Omega)\right]^{N+1} \times E$ and (1.4) holds for a function $g \in H_{l o c}^{2}\left(\mathbb{R}^{3}\right)$, we say that $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ and $\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right)$ are gauge-equivalent. Note that the Lawrence-Doniach energy and the physical properties of a solution are invariant under this transformation: the density of superconducting electron pairs is $\left|\psi_{n}\right|^{2}=\left|\xi_{n}\right|^{2}$, the induced magnetic field is $\nabla \times \vec{A}=\nabla \times \vec{Q}$, and the current is $\nabla \times(\nabla \times \vec{A})=\nabla \times(\nabla \times \vec{Q})$.

We prove in section 2 that every pair in $\left[H^{1}(\Omega)\right]^{N+1} \times E$ is gauge-equivalent to a pair $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$, satisfying

$$
\begin{align*}
& \left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[H^{1}(\Omega)\right]^{N+1} \times K, \\
& \text { where } K=\left\{\vec{C} \in E: \nabla \cdot \vec{C}=0 \text { and } \vec{C}-h \vec{a} \in \check{H}^{1}\left(\mathbb{R}^{3}\right) \cap L^{6}\left(R^{3} ; R^{3}\right)\right\}, \tag{1.5}
\end{align*}
$$

which is unique up to uniform rotations: $\psi_{n} \rightarrow \psi_{n} e^{i \kappa c}$ for $n=0, \ldots, N$, where $c \in R$. (See Lemma 2.1.) Here $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ denotes the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with respect to the norm

$$
\|\vec{C}\|_{\check{H}^{1}\left(\mathbb{R}^{3}\right)}=\left(\int_{\mathbb{R}^{3}}|\nabla \vec{C}|^{2} d \vec{x}\right)^{\frac{1}{2}}
$$

where

$$
\nabla \vec{C}=\left(\frac{\partial C_{j}}{\partial x_{i}}\right) \text { and }|\nabla \vec{C}|^{2}=\operatorname{tr}\left[(\nabla \vec{C})^{t}(\nabla \vec{C})\right]
$$

It follows easily that minimizers of $\mathcal{G}_{L D}^{s}$ (and hence weak solutions) of (1.3) in $\left[H^{1}(\Omega)\right]^{N+1} \times E$ exist. Moreover, for any weak solution of $(1.3)$ in $\left[H^{1}(\Omega)\right]^{N+1} \times E$, $g$ can be chosen so as to obtain a new gauge-equivalent weak solution of (1.3) in $\left[H^{1}(\Omega)\right]^{N+1} \times K$. (This process is called "choosing a gauge.")

The layered superconductor is said to be in a perfect superconducting state if $\left|\psi_{n}\right|^{2}=1$ in $\Omega$ for all $n$, and in the normal (nonsuperconducting) state if $\left|\psi_{n}\right|^{2}=0$ in $\Omega$ for all $n$ and $\nabla \times \vec{A} \equiv \vec{H}$ in $\mathbb{R}^{3}$. In general, it is expected that $\left|\psi_{n}\right| \leq 1$ in $\Omega$ for each $n$; this was proved for a weak solution of (1.2) and (1.3) by Chapman, Du, and Gunzburger in [4] under the assumption that $\Omega$ is a smooth simply connected domain, and that the solution is gauge-equivalent to some $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ whose restriction to $\bar{\Omega}^{N+1} \times \overline{\mathcal{D}}$ is continuous, and satisfies $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[H^{1}(\Omega)\right]^{N+1} \times \check{H}^{1}\left(\mathbb{R}^{3}\right)$,

$$
\begin{align*}
& \nabla \cdot \vec{A}=0 \text { in } R^{3} \\
& \vec{A} \cdot \vec{n}=0 \text { on } \partial D \text { and } \nabla \psi \cdot \vec{n}=0 \text { on } \partial \Omega \tag{1.6}
\end{align*}
$$

where $\vec{n}$ is the outer unit normal on $\partial D$. (See [4, sections 1 and 4].) In addition, they proved that if $\gamma$ and $S$ are fixed positive numbers, with $\sigma \kappa^{2} s^{2}=\gamma^{-1}$ and $S=N s$, and if minimizers of (1.1) satisfy $\left|\psi_{n}\right| \leq 1$ for all $n=0,1, \ldots, N$, then there is an extension of $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$, denoted by $\left(\psi^{s}, \vec{A}^{s}\right)$, to $H^{1}(D) \times E$, such that $\left(\psi^{s}, \vec{A}^{s}\right)$ forms a minimizing sequence, as $s=s_{j} \equiv \frac{S}{N_{j}} \rightarrow 0$, for an appropriate anisotropic GinzburgLandau energy (which involves the parameters $\gamma$ and $\kappa$ ) defined on $H^{1}(D) \times E$. (See (6.1) of section 6 for the definition of this anisotropic Ginzburg-Landau energy.) The proof of this result involved an intricate analysis in which the minimum LawrenceDoniach energy was shown to converge (as $s \rightarrow 0$ ) to the minimum energy for the anisotropic Ginzburg-Landau model, assuming the above relationship between $\sigma, \kappa, s$, and $\gamma$. This result explains why, under certain assumptions on the relative sizes of the parameters $\sigma, \kappa$, and $s$, the Lawrence-Doniach system "homogenizes" to an anisotropic version of the classical three-dimensional Ginzburg-Landau model as the interlayer spacing $s$ tends to 0 .

We remark that the "gauge" (1.6) used in [4] is overdetermined. This is easily adjusted, however, by choosing the gauge (1.5), for example, instead of (1.6), and when this is done, it follows from the work of Chapman, Du, and Gunzburger in [4] that if weak solutions in the gauge (1.5) satisfy $\left|\psi_{n}\right| \leq 1$ in $\Omega$ for each $n$, the convergence result described above as $s \rightarrow 0$ holds in the gauge (1.5).

The question of whether minimizers of (1.1) or weak solutions to the LawrenceDoniach system are gauge-equivalent to a pair whose restriction to $\bar{\Omega}^{N+1} \times \overline{\mathcal{D}}$ is continuous was left open in [4]. This question is nontrivial, since the magnetic potential $\vec{A}=\left(A^{1}, A^{2}, A^{3}\right)$ has the property that $\nabla \times \nabla \times \vec{A}$ is given by a measure supported in the layers, for $i=1,2$, and thus analysis of the regularity of the trace of $A^{i}$ on $\Omega_{n}$, and hence of $\psi_{n}$, is nontrivial. This question is of independent interest, since defects in superconductivity (known as vortices) in the $n$th layer are described by points $\mathbf{x}$ in $\Omega$ satisfying $\psi_{n}(\mathbf{x})=0\left(\right.$ since $\left|\psi_{n}(\mathbf{x})\right|^{2}$ is the density of superconducting electron pairs in the $n$th layer at position $(\mathbf{x}, n s)$ ). This definition of defects makes sense only if higher regularity, such as continuity, of the order parameter $\psi_{n}$ is proved. In addition,
jump discontinuities in the induced magnetic field, $(\nabla \times \vec{A})(\vec{x})$, across the layers (corresponding to bending of the induced magnetic field across the layers) are expected for solutions of the Lawrence-Doniach system. (See [1] and [2].) A rigorous analysis of such properties cannot be done without results on the regularity of $(\nabla \times \vec{A})(\vec{x})$ that identifies how and where jumps will occur across each layer for solutions of the Lawrence-Doniach system.
1.2. Main results and outline of the paper. In this paper, assuming that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^{2}$, we prove that $\left|\psi_{n}\right| \leq 1$ almost everywhere in $\Omega$ for $n=0,1, \ldots, N$ for all weak solutions, without assuming continuity of solutions of the Lawrence-Doniach system. In addition, we prove a priori estimates, which imply that all weak solutions (and in particular, minimizers of the Lawrence-Doniach energy) are gauge-equivalent to a pair satisfying (1.5), whose restriction to $\bar{\Omega}^{N+1} \times \overline{\mathcal{D}}$ is continuous, with $\vec{A}$ piecewise $C^{1}$ in $\Omega \times \mathbb{R}$, such that all discontinuities of $\nabla \vec{A}$ in $\Omega \times \mathbb{R}$ occur as jump discontinuities in $\frac{\partial A^{i}}{\partial x_{3}}$ for $i=1,2$ from above and below at points in $\Omega_{n}$. Our methods of proof involve elliptic regularity and a priori estimates of single layer potentials. The latter arise because $A^{1}$ and $A^{2}$ in this gauge have Laplacians given by measures supported in the layers, and hence can be represented as single layer potentials in $\mathbb{R}^{3}$. A consequence of these results and the methods of Chapman, Du , and Gunzburger is that minimizers of the Lawrence-Doniach energy converge, as the nondimensionalized interlayer spacing $s$ tends to zero, to minimizers of an appropriate anisotropic Ginzburg-Landau energy in three dimensions (provided that $\sigma \kappa^{2} s^{2}=\gamma^{-1}$ for some $\gamma>0$ ). (See section 6.) Another consequence is the existence of a smallest nonnegative number, $\bar{h}=\bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega)=\frac{1}{\mu} O(\kappa)$, called the upper critical modulus, such that if $h>\bar{h}$ and $\vec{H}=h \vec{v}$, where $\vec{v}$ is a nontangential unit vector in $\mathbb{R}^{3}$ and $0<\mu \leq\left|\vec{v} \cdot \overrightarrow{e_{3}}\right|$, the only weak solution to the Lawrence-Doniach system is the normal (nonsuperconducting) state, defined by $\psi_{n} \equiv 0$ for $n=0,1, \ldots, N$ and $\nabla \times \vec{A} \equiv \vec{H}$ in $\mathbb{R}^{3}$. (See (5.1) for a formal definition of $\bar{h}$.)

The infimum of the values $h^{\prime \prime}>0$ such that all normal states are stable for $h>h^{\prime \prime}$ in an applied magnetic field $\vec{H}=h \vec{v}$ is denoted by $H_{c_{3}}=H_{c_{3}}(\vec{v}, \kappa, s, \sigma, S, \Omega)$. (If there are no such values $h^{\prime \prime}$, one defines $H_{c_{3}}=\infty$.) Here, a weak solution is called stable if the Lawrence-Doniach energy has nonnegative second variation at the solution. From our result on the finiteness of $\bar{h}<\infty$ and the fact that the Lawrence-Doniach energy has a minimizer in $\left[H^{1}(\Omega)\right]^{N+1} \times E$, it follows that $H_{c_{3}} \leq \bar{h}=\frac{1}{\mu} O(\kappa)$ (for each fixed $\vec{v}, \kappa, s, \sigma, S$, and $\Omega$ as above), for nontangential applied magnetic fields $\vec{H}=h \vec{v}$. This proves a result conjectured by physicists (see [13] and the references cited there). Note that since $\mu$ is the sine of the angle between $\vec{H}=h \vec{v}$ and the $x_{1} x_{2}$ plane when $\vec{v} \cdot \overrightarrow{e_{3}}=\mu$, our upper bound on $H_{c_{3}}$ blows up as $\mu \rightarrow 0$. Moreover, an examination of the proof of this estimate (based on the inequality (5.6) of Lemma 5.4, which involves integral estimates on the two-dimensional layers) shows that our proof of this result does not allow a finite upper bound on $H_{c_{3}}$ as $\vec{v}$ approaches a direction parallel to the layers.

We remark that Klemm, Luther, and Beasley have predicted that $H_{c_{3}}=\infty$ at a sufficiently low temperature $T<T_{c}$ for applied magnetic fields $\vec{H}=h \vec{v}$ in directions $\vec{v}$ that are parallel to the layers, based on a theory that the normal cores in these materials can effectively fit between the layers (so that $\left|\psi_{n}\right|>0$ in $\Omega_{n}$ for each $n$ ) in this case. The behavior of solutions in this regime has been studied recently by Alama, Berlinsky, and Bronsard in [1] for layered superconductors occupying a finite number of parallel infinite strips, under some assumptions on the spatial dependence
of the order parameter in each layer and on the magnetic potential $\vec{A}$ in $\mathbb{R}^{3}$. Since the constants in the Lawrence-Doniach model are temperature dependent, an interesting open problem (that will require a different approach from the one we develop here in Lemma 5.4 and Theorem 5.5) is to compute $H_{c_{3}}=H_{c_{3}}(T, \vec{v}, \kappa, s, \sigma, S, \Omega)$ when $\vec{v}$ is parallel to the $x_{1} x_{2}$ plane. We conjecture that $H_{c_{3}}(v)$ is finite in certain regimes depending on the constants in the Lawrence-Doniach model in parallel fields $\vec{v}$ (since it converges to the three-dimensional Ginzburg-Landau anisotropic model under certain assumptions on these constants), but it may be infinite for parallel fields at certain temperatures (i.e., in other regimes depending on the constants in the LawrenceDoniach model).

As far as we know, our results on the existence and bounds of the upper critical moduli $H_{c_{3}}$ and $\bar{h}$ for nontangential applied magnetic fields, $\vec{H}=h \vec{v}$, are the first rigorous results on upper critical moduli for the Lawrence-Doniach system, even in the case of a perpendicular applied magnetic field, $\vec{H}=h \overrightarrow{e_{3}}$.

A detailed summary of our results and the organization of our paper is as follows. In section 2 we prove the maximum principle, $\left|\psi_{n}\right|^{2} \leq 1$ on $\Omega$, for all solutions of (1.2) and (1.3), without assuming any continuity of solutions. (See Theorem 2.4.) In addition, we observe that for a solution $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ in the "Coulomb gauge" (1.5), it follows from elliptic regularity theory (since $\nabla \times(\nabla \times \vec{A})=-\Delta \vec{A}$ for divergence-free fields in $\mathbb{R}^{3}$ ) that $A^{3}$ is in $W_{\text {loc }}^{2, q}\left(\mathbb{R}^{3}\right)$ for all $q \in(1, \infty)$, and thus $A^{3}$ is in $C_{l o c}^{1, \beta}\left(R^{3}\right)$ for all $\beta \in(0,1)$. (See Theorem 2.6.)

Unlike the case of $A^{3}$, the Laplacians of $A^{1}$ and $A^{2}$ are singular measures rather than $L^{p}$ functions. In addition, $\psi_{n}$ satisfies a nonlinear elliptic equation in $\Omega$ involving $\mathbf{A}_{n}$ for each $n$, where $\mathbf{A}_{n}(\cdot)$ is the trace of $\left(A^{1}, A^{2}\right)$ on $\left\{x_{3}=n s\right\}$. Therefore, techniques for obtaining higher regularity for the standard Ginzburg-Landau system do not apply. In section 3 we find explicit integral representations of $A^{1}, A^{2}, A_{n}^{1}$, and $A_{n}^{2}$ involving single layer potentials, and using results from the theory of single layer potentials, we improve the regularity of $A_{n}^{1}$ and $A_{n}^{2}$ from $H_{l o c}^{\frac{1}{2}}\left(\mathbb{R}^{2}\right)$ to $H_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$.

In section 4, we use the above result and a bootstrapping method (combining results from the theory of single layer potentials and elliptic theory) to obtain a regularity result, Theorem 4.6 , which states that there exist constants $p>2$ and $\alpha$ in $(0,1)$ such that in the gauge (1.5), all weak solutions of the Lawrence-Doniach system satisfy

$$
\begin{aligned}
& \psi_{n} \in W^{1, p}(\Omega) \cap C^{\alpha}(\bar{\Omega}) \cap C^{2, \alpha}(\Omega), \\
& A_{n}^{1}, A_{n}^{2} \in W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right) \cap C^{1}(\Omega) \cap C^{\infty}\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right) \text { for all } n=0,1, \ldots, N, \\
& A^{1}, A^{2} \in W_{l o c}^{1, p}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{3}\right) \cap C^{\infty}\left(\mathbb{R}^{3} \backslash \bigcup_{i=o}^{N} \bar{\Omega}_{n}\right), \\
& \frac{\partial A^{i}}{\partial x_{1}} \text { and } \frac{\partial A^{i}}{\partial x_{2}} \in C(\Omega \times \mathbb{R}) \text { for } i=1,2, \\
& A^{3} \in W_{l o c}^{2, q}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{1, \beta}\left(\mathbb{R}^{3}\right) \text { for all } q \in(1, \infty) \text { and } \beta \in(0,1) .
\end{aligned}
$$

In addition, for $i=1,2$ we prove that $A^{i}$ is piecewise $C^{1}$ in $\Omega \times \mathbb{R}$, with all discontinuities of $\nabla A^{i}$ in $\Omega \times \mathbb{R}$ occurring as jump discontinuities in $\frac{\partial A^{i}}{\partial x_{3}}$ from above and below at points in $\Omega_{n}$ where the $i$ th component of the current density in $R^{2} \times\{n s\}$, namely, $g_{n}^{i}(\mathbf{x}, n s)$ (defined by (3.4)), is nonzero. If $\Omega$ is a $C^{1,1}$ domain, we prove that the above results hold for all $p \in(1, \infty)$ and all $\alpha \in(0,1)$, with additional regularity
up to the boundary of $\Omega$. (See Theorems 4.4 and 4.6.) Thus $\psi_{n}$ is continuous in $\Omega$ for each $n$, and the induced magnetic field $\nabla \times \vec{A}$ is continuous in $\Omega \times \mathbb{R}^{3}$ except at points in $\Omega_{n}$, where it has jump discontinuities.

In section 5, we prove the existence of $\bar{h}=\bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega)<\infty$ such that if $h>$ $\bar{h}, \vec{v}$ is a nontangential unit vector, and $\vec{H}=h \vec{v}$, any weak solution to the LawrenceDoniach system is normal (nonsuperconducting). We also prove that $H_{c_{3}} \leq \bar{h} \leq C \kappa / \mu$ for all $\kappa$ sufficiently large if $\left|\vec{v} \cdot \overrightarrow{e_{3}}\right| \geq \mu>0$, where $C$ is a positive constant depending only on $S$ and $\Omega$. (See Theorem 5.5 and Corollary 5.6.) The above result generalizes a theorem of Giorgi and Phillips in [9] for the standard Ginzburg-Landau model with $\vec{v}=\overrightarrow{e_{3}}$ as $\kappa \rightarrow \infty$ in two and three dimensions.

Finally, in section 6 , we describe the three-dimensional anisotropic GinzburgLandau model, and conclude as a consequence of Theorem 2.4 and the results of Chapman, Du, and Gunzburger in [4], that if $\sigma \kappa^{2} s^{2}=\gamma^{-1}$, where $\gamma>0$ is fixed, then minimizers of the Lawrence-Doniach energy in the gauge (1.5) have an extension to $H^{1}(D) \times E$ in a divergence-free gauge in $\mathbb{R}^{3}$ and form a minimizing sequence as $s \rightarrow 0$ of the anisotropic Ginzburg-Landau energy. (See Theorem 6.1.)
2. Preliminary results. Throughout this paper, we assume that $\Omega$ is a given bounded Lipschitz domain in $\mathbb{R}^{2}$ and $\vec{H}=h \vec{v}$ is a constant applied magnetic field on $\mathbb{R}^{3}$ with $h, \vec{v}$, and $\vec{a}=\vec{a}(\vec{x})$ as described in the introduction.

In this section we prove preliminary results on weak solutions of (1.3) and minimizers of the Lawrence-Doniach energy in the gauge $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$ defined by (1.5). Recall that $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with respect to the norm

$$
\|\vec{C}\|_{\check{H}^{1}\left(\mathbb{R}^{3}\right)}=\left(\int_{\mathbb{R}^{3}}|\nabla \vec{C}|^{2} d \vec{x}\right)^{\frac{1}{2}} .
$$

It follows from the Sobolev inequality that each $\vec{C} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ has a representative in $L^{6}\left(R^{3} ; R^{3}\right)$ such that

$$
\begin{equation*}
\|\vec{C}\|_{L^{6}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)} \leq 2\|\vec{C}\|_{\check{H}^{1}\left(\mathbb{R}^{3}\right)} \tag{2.1}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\|\vec{C}\|_{\tilde{H}^{1}\left(\mathbb{R}^{3}\right)}^{2}=\int_{\mathbb{R}^{3}}\left(|\nabla \cdot \vec{C}|^{2}+|\nabla \times \vec{C}|^{2}\right) d \vec{x} . \tag{2.2}
\end{equation*}
$$

(See [14].) We need the following lemma to prove that the "Coulomb gauge" (1.5) is an appropriate gauge for weak solutions of (1.3) in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$.

Lemma 2.1. Let $\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$. Then there exists a gaugeequivalent pair $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ satisfying (1.5). Moreover, if $\left(\left\{\tilde{\psi}_{n}\right\}_{n=0}^{N}, \tilde{A}\right)$ is another such pair, then $\tilde{A}=\vec{A}$ and there is a constant $c \in \mathbb{R}$ such that $\tilde{\psi}_{n}=\psi_{n} e^{\text {eкc }}$ for all $n=$ $0,1, \ldots, N$.

Proof. Let $\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$ be given. Then $\vec{Q} \in H_{\text {loc }}^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ and $\nabla \times \vec{Q}-\vec{H}=\nabla \times(\vec{Q}-h \vec{a}) \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$. Set $\vec{u}=\nabla \times(\vec{Q}-h \vec{a})$. Since $\vec{u} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ and $\nabla \cdot \vec{u}=0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$, Lemma 3.1 of $[9]$ states that there is a unique $\vec{C} \in \check{H}^{1}\left(\mathbb{R}^{3}\right) \cap L^{6}\left(R^{3} ; R^{3}\right)$ such that $\nabla \times \vec{C}=\vec{u}$ and $\nabla \cdot \vec{C}=0$. Set $\vec{A}=\vec{C}+h \vec{a}$. Then $\vec{A} \in H_{l o c}^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right), \vec{A}-h \vec{a}=\vec{C} \in \check{H}^{1}\left(\mathbb{R}^{3}\right) \cap L^{6}\left(R^{3} ; R^{3}\right)$, and $\nabla \cdot \vec{A}=\nabla \cdot \vec{C}+h \nabla \cdot \vec{a}=0$
in $\mathbb{R}^{3}$. Since

$$
\begin{aligned}
\nabla \times(\vec{A}-\vec{Q}) & =\nabla \times(\vec{A}-h \vec{a})-\nabla \times(\vec{Q}-h \vec{a}) \\
& =\nabla \times \vec{C}-\vec{u}=\overrightarrow{0}
\end{aligned}
$$

and $\vec{A}-\vec{Q} \in H_{l o c}^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$, there exists a function $g$ in $H_{l o c}^{2}\left(\mathbb{R}^{3}\right)$ such that $\vec{A}=\vec{Q}+\nabla g$. Set $\psi_{n}(\mathbf{x})=\xi_{n}(\mathbf{x}) e^{\imath \kappa g(\mathbf{x}, n s)}$ for all $\mathbf{x}$ in $\Omega$ and for all $n=0,1, \ldots, N$. Then the pair $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ is gauge-equivalent to $\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right)$ and $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times$ $K$.

Now assume that there is another pair $\left(\left\{\tilde{\psi}_{n}\right\}_{n=0}^{N}, \tilde{A}\right)$ in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$, which is gauge-equivalent to $\left(\left\{\xi_{n}\right\}_{n=0}^{N}, \vec{Q}\right)$; i.e., there is a function $\tilde{g}$ in $H_{l o c}^{2}\left(\mathbb{R}^{3}\right)$ such that $\tilde{A}=\vec{Q}+\nabla \tilde{g}$ and $\tilde{\psi}_{n}(\mathbf{x})=\xi_{n}(\mathbf{x}) e^{\imath \kappa \tilde{g}(\mathbf{x}, n s)}$ for each $n$. To show that $\vec{A}=\tilde{A}$ and that there is a constant $c \in \mathbb{R}$ such that $\tilde{\psi}_{n}=\psi_{n} e^{\imath \kappa c}$ for each $n$, it is sufficient to prove that $\tilde{g}-g=c$ for some constant $c \in \mathbb{R}$. Set $\tilde{C}=\tilde{A}-h \vec{a}$. Then $\vec{C}, \tilde{C} \in \check{H}^{1}\left(\mathbb{R}^{3}\right) \cap L^{6}\left(R^{3} ; R^{3}\right)$, $\nabla \times \vec{C}=\nabla \times \tilde{C}=\nabla \times(\vec{Q}-h \vec{a}) \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$, and $\nabla \cdot \vec{C}=\nabla \cdot \tilde{C}=0$. By Lemma 3.1 in [9], such a vector field is unique, and hence $\vec{C}=\tilde{C}$. Thus, $\vec{A}=\tilde{A}$ and we have $\nabla g=\nabla \tilde{g}$, so that $\tilde{g}=g+c$ for some constant $c \in \mathbb{R}$.

By Lemma 2.1 and the invariance of the Lawrence-Doniach energy under gauge transformations, the existence of minimizers in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$ is equivalent to the existence of minimizers in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$. Thus we have the following theorem.

Theorem 2.2. There exists $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$, which minimizes $\mathcal{G}_{L D}^{s}$ in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$.

Proof. Let $\left\{\left(\left\{\psi_{n}^{j}\right\}_{n=0}^{N}, \vec{A}^{j}\right)\right\} \subset\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$ be a minimizing sequence for $\mathcal{G}_{L D}^{s}$. By Lemma 2.1, we may assume that $\vec{A}^{j} \in K$ for all $j$ without loss of generality. Using (2.1), (2.2), and $\nabla \cdot \vec{A}^{j}=0$ for all $j$, it follows that $\left(\left\{\psi_{n}^{j}\right\}_{n=0}^{N}, \vec{A}^{j}-h \vec{a}\right)$ is bounded in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times\left[\check{H}^{1}\left(\mathbb{R}^{3}\right) \cap L^{6}\left(R^{3} ; R^{3}\right)\right]$ so that there is a weakly convergent subsequence. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}-h \vec{a}\right)$ be the weak limit of the subsequence. Since the integrands in (1.1) are each weakly lower semicontinuous in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K, \mathcal{G}_{L D}^{s}$ is weakly lower semicontinuous, and thus $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ is a minimizer in the gauge $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$.

The weak formulation of (1.3) is
(a) $s \sum_{n=0}^{N} \int_{\Omega}\left[\left(\left|\psi_{n}\right|^{2}-1\right) \psi_{n} \varphi_{n}^{*}+\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right) \cdot\left(\frac{\imath}{\kappa} \operatorname{grad} \varphi_{n}+\mathbf{A}_{n} \varphi_{n}\right)^{*}\right] d \mathbf{x}$ $+s \sigma \sum_{n=0}^{N-1} \int_{\Omega}\left[\left(\psi_{n+1}-\psi_{n} e^{\imath \phi_{n}^{n+1}}\right) \varphi_{n+1}^{*}+\left(\psi_{n}-\psi_{n+1} e^{-\imath \phi_{n}^{n+1}}\right) \varphi_{n}^{*}\right] d \mathbf{x}=0$,
(b) $2 \int_{\mathbb{R}^{3}} \nabla \times(\vec{A}-h \vec{a}) \cdot \nabla \times \vec{B} d \vec{x}+s \sigma \int_{\mathbb{R}^{3}} \mathrm{I} \cdot B^{3} d \vec{x}$

$$
+s \sum_{n=0}^{N} \int_{\mathbb{R}^{2}} \chi_{[\Omega \times\{n s\}]}\left(\mathbf{x}, x_{3}\right)\left[\frac{\imath}{\kappa}\left(\psi_{n}^{*} \operatorname{grad} \psi_{n}-c . c .\right)+2 \mathbf{A}_{n}\left|\psi_{n}\right|^{2}\right] \cdot \mathbf{B}_{n} d \mathbf{x}=0
$$

for any $\left\{\varphi_{n}\right\}_{n=0}^{N} \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1}$ and $\vec{B}=\left(B^{1}, B^{2}, B^{3}\right) \in H^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with bounded
support. Here,

$$
\begin{align*}
\mathrm{I} & =\imath \kappa \sum_{n=0}^{N-1} \chi_{\Omega}(\mathbf{x}) \chi_{[n s,(n+1) s]}\left(x_{3}\right)\left(\psi_{n+1} \psi_{n}^{*} e^{-\imath \phi_{n}^{n+1}}-c . c .\right)  \tag{2.4}\\
& =2 \kappa \sum_{n=0}^{N-1} \chi_{\Omega}(\mathbf{x}) \chi_{[n s,(n+1) s]}\left(x_{3}\right) \Im\left(\psi_{n+1}^{*} \psi_{n} e^{\imath \phi_{n}^{n+1}}\right),
\end{align*}
$$

where $\Im$ denotes the imaginary part of the argument and c.c. denotes the complex conjugate of the previous term. By a weak solution of (1.3) we mean a pair, $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$, satisfying (2.3). From Theorem 2.2, we have the following.

Corollary 2.3. There exists $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$, which is a weak solution to the Lawrence-Doniach system (1.3).

Next we prove that the magnitude of the order parameters of weak solutions to (1.3) is uniformly bounded by 1 , which is the density of the perfectly superconducting state. This result generalizes Proposition 4.5 in [4], in which the maximum principle was established under the assumption that $\psi_{n}$ and $\vec{A}$ are continuous on $\bar{\Omega}$ and $\overline{\mathcal{D}}$ for all $n=0,1, \ldots, N$.

THEOREM 2.4. If $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ is a weak solution to (1.3), then $\left|\psi_{n}\right| \leq 1$ almost everywhere in $\Omega$ for all $n=0,1, \ldots, N$.

Proof. Set $\varphi_{n}=\left(\left|\psi_{n}\right|-1\right)_{+} d_{n}$, where $d_{n}=\frac{\psi_{n}}{\left|\psi_{n}\right|}$ and where $q_{+}=q$ if $q \geq 0$ and $q_{+}=0$ if $q<0$. Since $\psi_{n} \in H^{1}(\Omega ; \mathbb{C})$, we have $\left|\psi_{n}\right|$ and $\left(\left|\psi_{n}\right|-1\right)_{+}$in $H^{1}(\Omega)$ (see $[10$, Chapter 7$])$, and it follows that $\varphi_{n} \in H^{1}(\Omega, \mathbb{C})$ for each $n$. Let $O_{n}=\{x \in \Omega$ : $\left.\left|\psi_{n}(x)\right|>1\right\}$. Then almost everywhere in $O_{n}$, we have

$$
\begin{aligned}
& \frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}=\frac{\imath}{\kappa} d_{n}\left(\operatorname{grad}\left|\psi_{n}\right|\right)+\left|\psi_{n}\right|\left(\frac{\imath}{\kappa} \operatorname{grad} d_{n}+\mathbf{A}_{n} d_{n}\right) \\
& \left(\frac{\imath}{\kappa} \operatorname{grad} \varphi_{n}+\mathbf{A}_{n} \varphi_{n}\right)^{*}=-\frac{\imath}{\kappa} d_{n}^{*}\left(\operatorname{grad}\left|\psi_{n}\right|\right)+\left(\left|\psi_{n}\right|-1\right)\left(-\frac{\imath}{\kappa} \operatorname{grad} d_{n}^{*}+\mathbf{A}_{n} d_{n}^{*}\right)
\end{aligned}
$$

and

$$
\left(\left|\psi_{n}\right|^{2}-1\right) \psi_{n} \varphi_{n}^{*}=\left|\psi_{n}\right|\left(\left|\psi_{n}\right|+1\right)\left(\left|\psi_{n}\right|-1\right)^{2}
$$

so that

$$
\begin{aligned}
& \Re\left\{\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right)\left(\frac{\imath}{\kappa} \operatorname{grad} \varphi_{n}+\mathbf{A}_{n} \varphi_{n}\right)^{*}\right\} \\
& \quad=\frac{1}{\kappa^{2}}|\operatorname{grad}| \psi_{n}| |^{2}+\left|\psi_{n}\right|\left(\left|\psi_{n}\right|-1\right)\left|\frac{\imath}{\kappa} \operatorname{grad} d_{n}+\mathbf{A}_{n} d_{n}\right|^{2}
\end{aligned}
$$

Taking the real part of (2.3a), we obtain

$$
\begin{aligned}
& s \sum_{n=0}^{N} \int_{O_{n}}\left(\left.\frac{1}{\kappa^{2}}|\operatorname{grad}| \psi_{n}\right|^{2}+\left|\psi_{n}\right|\left(\left|\psi_{n}\right|-1\right)\left|\frac{\imath}{\kappa} \operatorname{grad} d_{n}+\mathbf{A}_{n} d_{n}\right|^{2}\right) d \mathbf{x} \\
& +s \sum_{n=0}^{N} \int_{O_{n}}\left|\psi_{n}\right|\left(\left|\psi_{n}\right|+1\right)\left(\left|\psi_{n}\right|-1\right)^{2} d \mathbf{x} \\
& +s \sigma \sum_{n=0}^{N-1} \Re\left\{\int_{\Omega}\left(\left(\psi_{n}-\psi_{n+1} e^{-i \phi_{n}^{n+1}}\right) \varphi_{n}^{*}+\left(\psi_{n+1}-\psi_{n} e^{i \phi_{n}^{n+1}}\right) \varphi_{n+1}^{*}\right) d \mathbf{x}\right\}=0
\end{aligned}
$$

We write this as $\mathrm{I}+\mathrm{II}+\mathrm{III}=0$. Note that $\mathrm{I} \geq 0$ and $\mathrm{II} \geq 0$. Rewriting III, we have

$$
\begin{aligned}
\mathrm{III}=s \sigma \sum_{n=0}^{N-1} & {\left[\int_{\Omega} \Re\left\{\left(\psi_{n}-\psi_{n+1} e^{-i \phi_{n}^{n+1}}\right) \psi_{n}^{*} \frac{\left|\psi_{n}\right|-1}{\left|\psi_{n}\right|} \chi_{O_{n}}\right\}\right.} \\
& \left.+\Re\left\{\left(\psi_{n+1}-\psi_{n} e^{i \phi_{n}^{n+1}}\right) \psi_{n+1}^{*} \frac{\left|\psi_{n+1}\right|-1}{\left|\psi_{n+1}\right|} \chi_{O_{n+1}}\right\} d \mathbf{x}\right]
\end{aligned}
$$

so that

$$
\begin{aligned}
\text { III }=s \sigma \sum_{n=0}^{N-1}[ & \int_{O_{n}}\left(\left|\psi_{n}\right|^{2}-\Re\left\{\psi_{n}^{*} \psi_{n+1} e^{-i \phi_{n}^{n+1}}\right\}\right) \frac{\left|\psi_{n}\right|-1}{\left|\psi_{n}\right|} d \mathbf{x} \\
& \left.+\int_{O_{n+1}}\left(\left|\psi_{n+1}\right|^{2}-\Re\left\{\psi_{n+1}^{*} \psi_{n} e^{i \phi_{n}^{n+1}}\right\}\right) \frac{\left|\psi_{n+1}\right|-1}{\left|\psi_{n+1}\right|} d \mathbf{x}\right]
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\text { III } \geq s \sigma \sum_{n=0}^{N-1}[ & \int_{O_{n}}\left(\left|\psi_{n}\right|-\left|\psi_{n+1}\right|\right)\left(\left|\psi_{n}\right|-1\right) d \mathbf{x} \\
& \left.+\int_{O_{n+1}}\left(\left|\psi_{n+1}\right|-\left|\psi_{n}\right|\right)\left(\left|\psi_{n+1}\right|-1\right) d \mathbf{x}\right]
\end{aligned}
$$

Splitting the domains of integration appropriately, we have

$$
\begin{aligned}
\mathrm{III} \geq s \sigma \sum_{n=0}^{N-1} & {\left[\left(\int_{O_{n} \cap O_{n+1}}+\int_{O_{n} \backslash O_{n+1}}\right)\left(\left|\psi_{n}\right|-\left|\psi_{n+1}\right|\right)\left(\left|\psi_{n}\right|-1\right) d \mathbf{x}\right.} \\
& \left.+\left(\int_{O_{n+1} \cap O_{n}}+\int_{O_{n+1} \backslash O_{n}}\right)\left(\left|\psi_{n+1}\right|-\left|\psi_{n}\right|\right)\left(\left|\psi_{n+1}\right|-1\right) d \mathbf{x}\right]
\end{aligned}
$$

Rearranging the terms in the integrand of the above, we get

$$
\begin{aligned}
\mathrm{III} \geq s \sigma \sum_{n=0}^{N-1}[ & \int_{O_{n} \cap O_{n+1}}\left(\left|\psi_{n}\right|^{2}-2\left|\psi_{n}\right|\left|\psi_{n+1}\right|+\left|\psi_{n+1}\right|^{2}\right) d \mathbf{x} \\
& +\int_{O_{n} \backslash O_{n+1}}\left(\left|\psi_{n}\right|-\left|\psi_{n+1}\right|\right)\left(\left|\psi_{n}\right|-1\right) d \mathbf{x} \\
& \left.+\int_{O_{n+1} \backslash O_{n}}\left(\left|\psi_{n+1}\right|-\left|\psi_{n}\right|\right)\left(\left|\psi_{n+1}\right|-1\right) d \mathbf{x}\right] .
\end{aligned}
$$

Since $\left|\psi_{n}\right|-\left|\psi_{n+1}\right| \geq\left|\psi_{n}\right|-1 \geq 0$ on $O_{n} \backslash O_{n+1}$ and $\left|\psi_{n+1}\right|-\left|\psi_{n}\right| \geq\left|\psi_{n+1}\right|-1 \geq 0$ on $O_{n+1} \backslash O_{n}$, we have

$$
\begin{align*}
\mathrm{III} \geq s \sigma \sum_{n=0}^{N-1} & {\left[\int_{O_{n} \cap O_{n+1}}\left(\left|\psi_{n}\right|-\left|\psi_{n+1}\right|\right)^{2}\right.}  \tag{2.5}\\
& \left.+\int_{O_{n} \backslash O_{n+1}}\left(\left|\psi_{n}\right|-1\right)^{2}+\int_{O_{n+1} \backslash O_{n}}\left(\left|\psi_{n+1}\right|-1\right)^{2}\right] \geq 0
\end{align*}
$$

Using (2.5) and the fact that $\mathrm{I} \geq 0, \mathrm{II} \geq 0$, and $\mathrm{I}+\mathrm{II}+\mathrm{III}=0$, we obtain $\mathrm{I}=\mathrm{II}=$ $\mathrm{III}=0$ so that

$$
\sum_{n=0}^{N} \int_{O_{n}}\left|\psi_{n}\right|\left(\left|\psi_{n}\right|+1\right)\left(\left|\psi_{n}\right|-1\right)^{2} d \mathbf{x}=0
$$

Therefore, the measure of $O_{n}$ is zero, i.e., $\left|\psi_{n}\right| \leq 1$ almost everywhere in $\Omega$ for all $n=$ $0,1, \ldots, N$.

The above result, namely, $\left|\psi_{n}\right| \leq 1$ for all $n=0,1, \ldots, N$, was assumed as a hypothesis in a result of Chapman, Du, and Gunzburger in [4], in which case it was shown that if the parameters in the Lawrence-Doniach system are related by the equation $\gamma \sigma s^{2}=\kappa^{-2}$, then minimizers of the Lawrence-Doniach energy (with $S$ fixed and $s=S / N \rightarrow 0$ ), after extending $\left\{\psi_{n}\right\}$ to be defined on $D=\Omega \times(0, S)$ by linear interpolation in $x_{3}$ between consecutive layers, form a minimizing sequence for an appropriate anisotropic Ginzburg-Landau energy. (See Lemma 5.5, Theorem 5.1, and Corollary 5.6 of [4].) Thus, our Theorem 2.4 and the results in [4] can be combined to obtain this limiting result without the added hypothesis $\left|\psi_{n}\right| \leq 1$ in $\Omega$ for all $n=0,1, \ldots, N$. For completeness, we describe the anisotropic GinzburgLandau energy and state this consequence in section 6 of this paper.

We need the following lemma, which follows by approximation with smooth functions.

Lemma 2.5. Let $\vec{C}=\left(C^{1}, C^{2}, C^{3}\right) \in H_{\text {loc }}^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ such that $\nabla \cdot \vec{C}=0$ and let $\vec{B}=\left(B^{1}, B^{2}, B^{3}\right) \in H^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with bounded support. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}(\nabla \times \vec{C}) \cdot(\nabla \times \vec{B}) d \vec{x}=\int_{\mathbb{R}^{3}}(\nabla \vec{C}) \cdot(\nabla \vec{B}) d \vec{x} \tag{2.6}
\end{equation*}
$$

where

$$
(\nabla \vec{C}) \cdot(\nabla \vec{B})=\sum_{i=1}^{3} \nabla C^{i} \cdot \nabla B^{i}
$$

We can now improve the regularity of $A^{3}$, the third component of $\vec{A}$, for weak solutions in the gauge (1.5).

THEOREM 2.6. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of $(1.3)$ in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$. Then $A^{3} \in W_{l o c}^{2, q}\left(\mathbb{R}^{3}\right)$ for all $1<q<\infty$, and thus $A^{3} \in C_{\text {loc }}^{1, \beta}\left(\mathbb{R}^{3}\right)$ for all $0<\beta<1$.

Proof. Let $\vec{B}=\left(0,0, B^{3}\right)$ in (2.3b), where $B^{3} \in H^{1}\left(\mathbb{R}^{3}\right)$ with bounded support. Using Lemma 2.5, we have

$$
\Delta\left(A^{3}-h a^{3}\right)=\Delta A^{3}=\frac{s \sigma}{2} \mathrm{I} \text { in } \mathbb{R}^{3}
$$

where I is the function defined in (2.4). By Theorem 2.4, we have $\frac{s \sigma}{2} \mathrm{I} \in L^{\infty}\left(\mathbb{R}^{3}\right)$. Since $\mathrm{I}=0$ in $\mathbb{R}^{3} \backslash \bar{D}$ and $A \in K$, it follows from this and (1.3) that $A^{3}-h a^{3}$ is the Newtonian potential of $\frac{s \sigma}{2} \mathrm{I}$ in $\mathbb{R}^{3}$. The proof now follows from standard elliptic regularity results and the Sobolev imbedding theorem; see, e.g., [10].
3. Integral representations of $\quad \mathbf{1} \quad \mathbf{2}$, and $\quad \mathbf{2}$. Throughout this section, let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ denote a weak solution of (1.3) in the gauge (1.5) so that

$$
\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K
$$

Thus,

$$
\begin{equation*}
\vec{A}-h \vec{a} \in \check{H}^{1}\left(\mathbb{R}^{3}\right), \quad \nabla \cdot(\vec{A}-h \vec{a})=0 \quad \text { in } \mathbb{R}^{3} \tag{3.1}
\end{equation*}
$$

By choosing an appropriate $\vec{B}=\left(B^{1}, B^{2}, B^{3}\right)$ in $(2.3 \mathrm{~b})$, we obtain

$$
\begin{equation*}
\Delta\left(A^{i}-h a^{i}\right)=j_{i} \quad \text { in } \mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right) \tag{3.2}
\end{equation*}
$$

for $i=1,2$. Here $j_{i}$ is the measure defined in (1.3), i.e.,

$$
\begin{equation*}
j_{i}(\varphi)=\sum_{n=0}^{N} \int_{\mathbb{R}^{2}} g_{n}^{i}(\mathbf{x}, n s) \varphi(\mathbf{x}, n s) d \mathbf{x} \tag{3.3}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ and $i=1,2$, where

$$
\begin{equation*}
g_{n}^{i}(\mathbf{x}, n s) \equiv h_{n}^{i}(\mathbf{x})=s \chi_{\Omega}(\mathbf{x})\left[\frac{\imath}{2 \kappa}\left(\psi_{n}^{*} \frac{\partial \psi_{n}}{\partial x_{i}}-c . c .\right)+A_{n}^{i}\left|\psi_{n}\right|^{2}\right](\mathbf{x}) \tag{3.4}
\end{equation*}
$$

for all $\mathbf{x} \in \mathbb{R}^{2}, n=0,1, \ldots, N$, and $i=1,2$. Note that $A_{n}^{i} \in H_{l o c}^{\frac{1}{2}}\left(\mathbb{R}^{2}\right)$ by the trace theorem and that $h_{n}^{i}$ is real valued. By Theorem $2.4, h_{n}^{i} \in L^{2}\left(\mathbb{R}^{2}\right)$ (with support in $\bar{\Omega}$ ), and hence $g_{n}^{i} \in L^{2}\left(\mathbb{R}^{2} \times\{n s\}\right)$ (with support in $\bar{\Omega}_{n}$ ) for all $n=0,1, \ldots, N$ and $i=1,2$. Thus $j_{i} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{3}\right)$ for $i=1,2$, where $\mathcal{E}^{\prime}\left(\mathbb{R}^{3}\right)$ is the class of tempered distributions in $\mathbb{R}^{3}$.

One can extend $j_{i}$ to be defined in $C_{c}\left(\mathbb{R}^{3}\right)$ by formula (3.3), where $C_{c}\left(\mathbb{R}^{3}\right)$ is the set of continuous functions defined in $\mathbb{R}^{3}$ with compact support. Let us denote the extension again by $j_{i}$. Thus, $j_{i}$ is a measure in $\mathbb{R}^{3}$ with support in $\bigcup_{n=0}^{N} \bar{\Omega}_{n}$.

For $\vec{x}$ in $\mathbb{R}^{3}$, let $\Gamma_{3}(\vec{x})=\frac{c}{|\vec{x}|}$ be the fundamental solution of $\Delta$ in $\mathbb{R}^{3}$ (so that $\left.c=-\frac{1}{4 \pi}\right)$. Define

$$
\begin{align*}
{\left[S\left(g_{n}^{i}\right)\right](\vec{x}) } & =\int_{\mathbb{R}^{2} \times\{n s\}} \frac{c}{|\vec{x}-\vec{Q}|} g_{n}^{i}(\vec{Q}) d \sigma(\vec{Q})  \tag{3.5}\\
& =\int_{\mathbb{R}^{2}} \frac{c}{|\vec{x}-(\mathbf{y}, n s)|} h_{n}^{i}(\mathbf{y}) d \mathbf{y}
\end{align*}
$$

where $d \sigma$ denotes surface measure on $\mathbb{R}^{2} \times\{n s\}$. Note that $S\left(g_{n}^{i}\right)$ is the single layer potential of $g_{n}^{i}$ on $\mathbb{R}^{2} \times\{n s\}$. By the $L^{2}$ theory of single layer potentials on smooth domains (see [8]), $S\left(g_{n}^{i}\right) \in W_{l o c}^{1,2}\left(\mathbb{R}^{3}\right) \cap C^{\infty}\left(\mathbb{R}^{3} \backslash \overline{\Omega_{n}}\right)$.

Our analysis of the regularity of $A^{i}-h a^{i}$ for $i=1,2$ is based on the following observations.

LEMMA 3.1. $A^{i}-h a^{i}=\Gamma_{3} * j_{i}=\sum_{n=0}^{N} S\left(g_{n}^{i}\right)$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$.
Proof. Let $\hat{A}=\vec{A}-h \vec{a}$. By (2.3), we have $\Delta \hat{A}^{i}=j_{i}$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$ for $i=1,2$. Thus for all $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$,

$$
\begin{aligned}
\left\langle\hat{A}^{i}, \varphi\right\rangle & =\left\langle\Delta \Gamma_{3} * \hat{A}^{i}, \varphi\right\rangle \\
& =\left\langle\Gamma_{3} * \Delta \hat{A}^{i}, \varphi\right\rangle=\left\langle\Gamma_{3} * j_{i}, \varphi\right\rangle
\end{aligned}
$$

and hence $\hat{A}^{i}=\Gamma_{3} * j_{i}$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$. On the other hand,

$$
\begin{aligned}
\left\langle S\left(g_{n}^{i}\right), \varphi\right\rangle & =\int_{\mathbb{R}^{3}} S\left(g_{n}^{i}\right)(\vec{x}) \varphi(\vec{x}) d \vec{x} \\
& =\int_{\mathbb{R}^{3}} \varphi(\vec{x}) \int_{\mathbb{R}^{2}} \frac{c}{|\vec{x}-(\mathbf{y}, n s)|} h_{n}^{i}(\mathbf{y}) d \mathbf{y} d \vec{x}
\end{aligned}
$$

Thus (by Fubini's theorem)

$$
\begin{aligned}
\left\langle\Gamma_{3} * j_{i}, \varphi\right\rangle & =\left\langle j_{i} * \Gamma_{3}, \varphi\right\rangle \\
& =\sum_{n=0}^{N} \int_{\mathbb{R}^{2}} h_{n}^{i}(\mathbf{y}) \int_{\mathbb{R}^{3}} \frac{c}{|\vec{x}-(\mathbf{y}, n s)|} \varphi(\vec{x}) d \vec{x} d \mathbf{y} \\
& =\sum_{n=0}^{N} \int_{\mathbb{R}^{3}} \varphi(\vec{x}) \int_{\mathbb{R}^{2}} \frac{c}{|\vec{x}-(\mathbf{y}, n s)|} h_{n}^{i}(\mathbf{y}) d \mathbf{y} d \vec{x} \\
& =\sum_{n=0}^{N} \int_{\mathbb{R}^{3}} \varphi(\vec{x})\left[S\left(g_{n}^{i}\right)\right](\vec{x}) d \vec{x},
\end{aligned}
$$

and we conclude that $\hat{A}^{i}=\Gamma_{3} * j_{i}=\sum_{n=0}^{N} S\left(g_{n}^{i}\right)$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$ for $i=1,2$. Since $\hat{A}^{i}$ and $S\left(g_{n}^{i}\right)$ are in $L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$ for all $n=0,1, \ldots, N$ and $i=1,2$, it follows that $\hat{A}^{i}=\sum_{n=0}^{N} S\left(g_{n}^{i}\right)$ in $L_{l o c}^{2}\left(\mathbb{R}^{3}\right)$.

Define $t_{n}^{i} \in L_{l o c}^{2}\left(\mathbb{R}^{2} \times\{n s\}\right)$ for all $n=0,1, \ldots, N$ and $i=1,2$ by

$$
\begin{align*}
t_{n}^{i}(\mathbf{x}, n s) & =\int_{\mathbb{R}^{2} \times\{n s\}} \frac{c}{|(\mathbf{x}, n s)-\vec{Q}|} g_{n}^{i}(\vec{Q}) d \sigma(\vec{Q})  \tag{3.6}\\
& =\int_{\mathbb{R}^{2}} \frac{c}{|\mathbf{x}-\mathbf{y}|} h_{n}^{i}(\mathbf{y}) d \mathbf{y}
\end{align*}
$$

We shall need the following notation concerning nontangential limits and nontangential maximal functions on the plane $\left\{x_{3}=n s\right\}$ for $n=0,1, \ldots, N$ in order to state our next result. Fix any $R>0$ and assume that $0<\theta<\frac{\pi}{2}$. Let

$$
\Gamma \equiv \Gamma_{R, \theta}=\left\{\vec{x} \in \mathbb{R}^{3}:|\vec{x}|<R \text { and }\left|\vec{x} \cdot \overrightarrow{e_{3}}\right|>|\vec{x}| \cdot \cos \theta\right\} .
$$

Let $\Gamma^{+}=\left\{\vec{x} \in \Gamma: x_{3}>0\right\}$ and $\Gamma^{-}=\left\{\vec{x} \in \Gamma: x_{3}<0\right\}$. For each $\mathbf{x} \in \mathbb{R}^{2}$ and $n \in\{0,1, \ldots, N\}$, let

$$
\Gamma(\mathbf{x}, n s)=\left\{\vec{y} \in \mathbb{R}^{3}: \vec{y}-(\mathbf{x}, n s) \in \Gamma\right\}
$$

Similarly, let $\Gamma^{+}(\mathbf{x}, n s)=\left\{\vec{y} \in \mathbb{R}^{3}: \vec{y}-(\mathbf{x}, n s) \in \Gamma^{+}\right\}$and $\Gamma^{-}(\mathbf{x}, n s)=\left\{\vec{y} \in \mathbb{R}^{3}\right.$ : $\left.\vec{y}-(\mathbf{x}, n s) \in \Gamma^{-}\right\}$. Note that $\Gamma(\mathbf{x}, n s)$ is a cone which is nontangential to the plane $\mathbb{R}^{2} \times\{n s\}$ at $(\mathbf{x}, n s)$, since $\overline{\Gamma(\mathbf{x}, n s)} \bigcap\left[\mathbb{R}^{2} \times\{n s\}\right]=\{(\mathbf{x}, n s)\}$.

For a function $u$ defined at all points $\vec{y}$ in $\Gamma(\mathbf{x}, n s)$ with $0<\left|y_{3}-n s\right|$ sufficiently small, we define the nontangential limit (n.t. lim) of $u(\vec{y})$ as $\vec{y} \rightarrow(\mathbf{x}, n s)$ by

$$
\underset{\vec{y} \rightarrow(\mathbf{x}, n s)}{\mathrm{n} . t . \lim _{x}} u(\vec{y})=\lim _{\vec{y} \rightarrow(\mathbf{x}, n s)}\{u(\vec{y}): \vec{y} \in \Gamma(\mathbf{x}, n s)\}
$$

provided that the limit exists for each $\Gamma=\Gamma_{R, \theta}$ with $0<\theta<\frac{\pi}{2}$. Similarly, we define

$$
\underset{\vec{y} \rightarrow\left(\mathbf{x}, n s^{+}\right)}{\text {n.t. } \lim ^{\prime}} u(\vec{y}) \text { and } \underset{\vec{y} \rightarrow\left(\mathbf{x}, n s^{-}\right)}{n . t . \lim ^{-}} u(\vec{y})
$$

by replacing $\Gamma(\mathbf{x}, n s)$ in the above definition with $\Gamma^{+}(\mathbf{x}, n s)$ and $\Gamma^{-}(\mathbf{x}, n s)$, respectively.

Finally, we define the nontangential maximal function of $u$ at $(\mathbf{x}, n s)$, denoted $u^{*}(\mathbf{x}, n s)=u_{R, \theta}^{*}(\mathbf{x}, n s)$, by

$$
u^{*}(\mathbf{x}, n s)=\sup \{|u(\vec{y})|: \vec{y} \in \Gamma(\mathbf{x}, n s)\}
$$

for a fixed $R>0$ and $0<\theta<\frac{\pi}{2}$.
By standard results on single layer potentials (see [8] and [19]), we have the following.

THEOREM 3.2. For all $n=0,1, \ldots, N$ and $i=1,2, S\left(g_{n}^{i}\right) \in W_{l o c}^{1,2}\left(\mathbb{R}^{3}\right) \cap$ $C^{\infty}\left(\mathbb{R}^{3} \backslash \bar{\Omega}_{n}\right)$, $t_{n}^{i} \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{2} \times\{n s\}\right)$, and $t_{n}^{i}$ is the trace of $S\left(g_{n}^{i}\right)$ on $\mathbb{R}^{2} \times\{n s\}$. The nontangential maximal functions of $S\left(g_{n}^{i}\right)$ and $\nabla S\left(g_{n}^{i}\right)$ from above and below $\mathbb{R}^{2} \times\{n s\}$ are in $L_{\text {loc }}^{2}\left(\mathbb{R}^{2} \times\{n s\}\right)$. In addition, $t_{n}^{i}$ and $\operatorname{grad} t_{n}^{i}$ are the nontangential limits of $S\left(g_{n}^{i}\right)$ and $\operatorname{grad} S\left(g_{n}^{i}\right)$, respectively, pointwise almost everywhere in $\mathbb{R}^{2} \times\{n s\}$, and in $L_{\text {loc }}^{2}\left(\mathbb{R}^{2} \times\{n s\}\right)$ via the translation $(\mathbf{x}, n s+\epsilon) \rightarrow(\mathbf{x}, n s)$ as $\epsilon \rightarrow 0$. The gradients of $S\left(g_{n}^{i}\right)$ and $t_{n}^{i}$ satisfy

$$
\begin{aligned}
\nabla S\left(g_{n}^{i}\right)(\vec{x}) & =\int_{\mathbb{R}^{2} \times\{n s\}} \frac{-c(\vec{x}-\vec{Q})}{|\vec{x}-\vec{Q}|^{3}} g_{n}^{i}(\vec{Q}) d \sigma(\vec{Q}) \\
& =\int_{\mathbb{R}^{2}} \frac{-c(\vec{x}-(\mathbf{y}, n s))}{|\vec{x}-(\mathbf{y}, n s)|^{3}} h_{n}^{i}(\mathbf{y}) d \mathbf{y} \text { a.e. in } \mathbb{R}^{3} \\
\left(\operatorname{grad} t_{n}^{i}\right)(\mathbf{x}, n s) & =P . V . \int_{\mathbb{R}^{2} \times\{n s\}} \frac{-c((\mathbf{x}, n s)-\vec{Q})}{|(\mathbf{x}, n s)-\vec{Q}|^{3}} g_{n}^{i}(\vec{Q}) d \sigma(\vec{Q}) \\
& =P . V . \int_{\mathbb{R}^{2}} \frac{-c(\mathbf{x}-\mathbf{y})}{|\mathbf{x}-\mathbf{y}|^{3}} h_{n}^{i}(\mathbf{y}) d \mathbf{y} \text { a.e. in } \mathbb{R}^{2} \times\{n s\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \underset{\vec{y} \rightarrow(\mathbf{x}, n s)}{\text { n.t. } \lim _{n}} \operatorname{grad} S\left(g_{n}^{i}\right)(\vec{y})=\operatorname{grad} t_{n}^{i}(\mathbf{x}, n s) \\
& \underset{\vec{y} \rightarrow\left(\mathbf{x}, n s^{+}\right)}{\text {n.t. } \lim }\left(\frac{\partial S\left(g_{n}^{i}\right)}{\partial x_{3}}\right)(\vec{y})=\frac{1}{2} g_{n}^{i}(\mathbf{x}, n s)=\frac{1}{2} h_{n}^{i}(\mathbf{x}) \\
& \underset{\vec{y} \rightarrow\left(\mathbf{x}, n s^{-}\right)}{\text {n.t.lim }}\left(\frac{\partial S\left(g_{n}^{i}\right)}{\partial x_{3}}\right)(\vec{y})=-\frac{1}{2} g_{n}^{i}(\mathbf{x}, n s)=-\frac{1}{2} h_{n}^{i}(\mathbf{x})
\end{aligned}
$$

pointwise a.e. in $\mathbb{R}^{2} \times\{n s\}$, and in $L_{\text {loc }}^{2}\left(\mathbb{R}^{2} \times\{n s\}\right)$ via the translation $(\mathbf{x}, n s+\epsilon) \rightarrow$ $(\mathbf{x}, n s)$, as $\epsilon \rightarrow 0$ (or $\epsilon \rightarrow 0^{+}$or $\epsilon \rightarrow 0^{-}$, respectively). Here P.V. denotes the principal-valued integral.

Define $\mathbf{a}_{n}(\mathbf{x})=\left(a_{n}^{1}(\mathbf{x}), a_{n}^{2}(\mathbf{x})\right)=\left(a^{1}(\mathbf{x}, n s), a^{2}(\mathbf{x}, n s)\right)$. A consequence of Lemma 3.1, Theorem 3.2, and the fact that $S\left(g_{n}^{i}\right) \in C^{\infty}\left(\mathbb{R}^{3} \backslash \bigcup_{n=0}^{N} \bar{\Omega}_{n}\right)$ is Corollary 3.3.

Corollary 3.3. For all $n=0,1, \ldots, N$ and $i=1$, 2, we have

$$
\begin{aligned}
A_{n}^{i}(\mathbf{x})-h a_{n}^{i}(\mathbf{x}) & =t_{n}^{i}(\mathbf{x}, n s)+\sum_{\substack{k=0 \\
k \neq n}}^{N} S\left(g_{k}^{i}\right)(\mathbf{x}, n s) \\
& =\sum_{k=0}^{N} \int_{\mathbb{R}^{2}} \frac{c}{|(\mathbf{x}, n s)-(\mathbf{y}, k s)|} h_{k}^{i}(\mathbf{y}) d \mathbf{y}
\end{aligned}
$$

for almost every $\mathbf{x}$ in $\mathbb{R}^{2}$. Thus, $A_{n}^{i} \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{2}\right)$ for all $n$ and $i$ as above.
Proof. Fix $i$ and $n$. The formula for $A_{n}^{i}-h a_{n}^{i}$ follows from Lemma 3.1 and Theorem 3.2. Since $a_{n}^{i}$ is smooth, we have $A_{n}^{i} \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{2}\right)$.

Remark 3.4. We remark that if $g_{n}^{i} \in L^{p}\left(\Omega_{n}\right)$ for $2<p<\infty$, the $L^{p}$ theory of single layer potentials on $C^{1}$ domains gives the results of Theorem 3.2 and Corollary 3.3 with $L_{l o c}^{2}$ and $W_{l o c}^{1,2}$ replaced by $L_{l o c}^{p}$ and $W_{l o c}^{1, p}$ throughout. (See [8].)
4. Higher regularity of solutions to the Lawrence-Doniach system. Throughout this section, let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ denote a weak solution of (1.3) in the Coulomb gauge (1.5). In Corollary 3.3, we improved the regularity of $A_{n}^{i}$ for $i=1,2$ from $H_{l o c}^{\frac{1}{2}}\left(\mathbb{R}^{2}\right)$ to $W_{l o c}^{1,2}\left(\mathbb{R}^{2}\right)$. In this section, we use this improved regularity together with the $L^{p}$ theory of single layer potentials and elliptic estimates to prove higher regularity of $\psi_{n}, \mathbf{A}_{n}$, and $\vec{A}$. In particular, we prove that $\psi_{n}$ and $\mathbf{A}_{n}$ are $C^{1}$ in $\Omega$ for each $n, A^{1}$ and $A^{2}$ are continuous in $\mathbb{R}^{3}$ and piecewise $C^{1}$ in $\Omega \times \mathbb{R}$, and all discontinuities in the gradient of $A^{i}$ for $i=1,2$ occur as jump discontinuities in $\frac{\partial A^{i}}{\partial x_{3}}$ at those points of $\Omega_{n}$ at which $g_{n}^{i} \neq 0$.

Although our only assumption on $\Omega$ throughout this paper is that it is a bounded Lipschitz domain, we also state the regularity results, which hold when $\Omega$ is a bounded $C^{1,1}$ domain, and which are of independent interest, since most of the literature on Ginzburg-Landau equations has been written for the case of bounded smooth domains.

LEMMA 4.1. $\psi_{n} \in W_{\text {loc }}^{2,2}(\Omega) \cap W^{1, p}(\Omega) \cap C^{\alpha}(\bar{\Omega})$ for some $2<p<\infty, 0<\alpha<1$, and for all $n=0,1, \ldots, N$. Moreover, if $\Omega$ is a $C^{1,1}$ domain, then $\psi_{n} \in W^{2,2}(\Omega) \cap$ $W^{1, q}(\Omega) \cap C^{\beta}(\bar{\Omega})$ for all $1<q<\infty$ and $0<\beta<1$.

Proof. Let div denote the divergence operator with respect to the $x_{1}$ and $x_{2}$ coordinates. By (1.5), Theorem 2.6, and Corollary 3.3, $\operatorname{div} \mathbf{A}_{n}=\frac{\partial A_{n}^{1}}{\partial x_{1}}+\frac{\partial A_{n}^{2}}{\partial x_{2}}$ is well defined and is in $C_{l o c}^{\beta}\left(\mathbb{R}^{2}\right)$ for all $0<\beta<1$. Using this result, we can rewrite (1.3a) and (1.3c) as follows:

$$
\begin{cases}\frac{1}{\kappa^{2}} \Delta \psi_{n}=F_{n} & \text { in } \Omega  \tag{4.1}\\ \frac{\partial \psi_{n}}{\partial \mathbf{n}}=G_{n} & \text { in } \partial \Omega\end{cases}
$$

for all $n=0,1, \ldots, N$, where

$$
\left\{\begin{array}{l}
F_{n}=\left(\left|\psi_{n}\right|^{2}-1\right) \psi_{n}+\frac{2 i}{\kappa} \mathbf{A}_{n} \cdot \operatorname{grad} \psi_{n}+\frac{\imath}{\kappa} \psi_{n} \operatorname{div} \mathbf{A}_{n}+\left|\mathbf{A}_{n}\right|^{2} \psi_{n}+P_{n}  \tag{4.2}\\
G_{n}=i \kappa\left(\psi_{n} \mathbf{A}_{n}\right) \cdot \mathbf{n}
\end{array}\right.
$$

for all $n=0,1, \ldots, N$, and where $P_{n}$ is the bounded function defined in (1.3). By Theorem 2.4 and Corollary 3.3, $F_{n} \in L^{2-\varepsilon}(\Omega)$ for all $0<\epsilon<1$, and thus $\psi_{n} \in$ $W_{l o c}^{2,2-\epsilon}(\Omega)$ by interior elliptic estimates. It follows that $F_{n} \in L_{l o c}^{2}(\Omega)$ and $\psi_{n} \in$ $W_{l o c}^{2,2}(\Omega) \cap W^{1,2}(\Omega) \cap L^{\infty}(\Omega)$ for all $n=0,1, \ldots, N$.

Set $w=\Gamma_{2} * \chi_{\Omega} F_{n}$, where $\Gamma_{2}$ is the fundamental solution for the Laplacian in $\mathbb{R}^{2}$. By interior elliptic estimates, $w \in W_{l o c}^{2,2-\varepsilon}\left(\mathbb{R}^{2}\right) \bigcap W_{l o c}^{2,2}(\Omega)$ for all $0<\epsilon<1$. Hence $\frac{\partial w}{\partial x_{j}} \in W_{l o c}^{1,2-\epsilon}\left(\mathbb{R}^{2}\right) \cap L_{l o c}^{q}\left(\mathbb{R}^{2}\right)$ for all $0<\epsilon<1$ and $1<q<\infty$, and $w \in C_{l o c}^{\beta}\left(\mathbb{R}^{2}\right)$ for all $0<\beta<1$ by Sobolev imbedding. Since $\nabla\left[\left(\frac{\partial w}{\partial x_{j}}\right)^{q}\right]=q\left(\frac{\partial w}{\partial x_{j}}\right)^{q-1} \cdot \nabla\left(\frac{\partial w}{\partial x_{j}}\right) \in L_{l o c}^{2-\epsilon}\left(\mathbb{R}^{2}\right)$ by Holder's inequality, we have $\left(\frac{\partial w}{\partial x_{j}}\right)^{q} \in W_{l o c}^{1,2-\epsilon}\left(\mathbb{R}^{2}\right)$ for all $1<q<\infty$ and $0<\epsilon<1$. Similarly, since $A_{n}^{i} \in W_{l o c}^{1,2}\left(\mathbb{R}^{2}\right) \subset L_{l o c}^{q}\left(\mathbb{R}^{2}\right)$ for all $1<q<\infty, 0<\epsilon<1$, and $i=1,2, \nabla\left[\left(A_{n}^{i}\right)^{q}\right]=q\left(A_{n}^{i}\right)^{q-1} \cdot \nabla A_{n}^{i} \in L_{l o c}^{2-\epsilon}\left(\mathbb{R}^{2}\right)$, and hence $\left(A_{n}^{i}\right)^{q} \in W_{l o c}^{1,2-\epsilon}\left(\mathbb{R}^{2}\right)$ for all $1<q<\infty$ and $0<\epsilon<1$. Thus the traces of $\nabla w$ and $A_{n}^{i}$ are in $L^{q}(\partial \Omega)$ for all $1<q<\infty$ and $G_{n} \in L^{q}(\partial \Omega)$ for all $1<q<\infty$.

Now set $U=\psi_{n}-w$. Then $U \in W^{1,2}(\Omega) \cap W_{l o c}^{2,2}(\Omega), \Delta U=0$ in $\Omega$, and $\nabla U \cdot \mathbf{n}=$ $G_{n}-\nabla w \cdot \mathbf{n} \equiv \tilde{G}_{n} \in L^{q}(\partial \Omega)$ for all $1<q<\infty$. By existence-uniqueness results (up to an additive constant) on the Neumann problem in $W^{1, r}(\Omega)$ with compatible $L^{r}$

Neumann data in bounded Lipschitz domains for $1<r<2+\epsilon_{0}$, where $\epsilon_{0}$ is a positive constant depending only on the domain (see [5], [12], [16], and [19]), we conclude that $U \in W^{1, p}(\Omega)$ for some $p \in\left(2,2+\epsilon_{0}\right)$, and thus $\psi_{n} \in W_{l o c}^{2,2}(\Omega) \cap W^{1, p}(\Omega) \cap C^{\alpha}(\bar{\Omega})$ for $\alpha=1-\frac{2}{p}$ by Sobolev imbedding.

If $\Omega$ is a $C^{1,1}$ domain, since $\tilde{G}_{n}$ is in $L^{q}(\partial \Omega)$, existence-uniqueness results for the Neumann problem in $C^{1}$ domains with $L^{q}$ Neumann data imply that $U \in W^{1, q}(\Omega)$ for all $1<q<\infty$. (See [8].) Thus $\psi_{n} \in W^{1, q}(\Omega)$ for all $1<q<\infty$, and it follows from this and Corollary 3.3 that $G_{n} \in H^{\frac{1}{2}}(\partial \Omega)$ and $F_{n} \in L^{2}(\Omega)$. Thus, $\psi_{n} \in W^{2,2}(\Omega)$ by the elliptic regularity theory for $C^{1,1}$ domains. The desired result in this case now follows by Sobolev imbedding.

For the remainder of this section, let $p \in(2, \infty)$ and $\alpha \in(0,1)$ denote the constants of Lemma 4.1.

LEMMA 4.2. For all $n=0,1, \ldots, N$ and $i=1,2, A_{n}^{i} \in W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right)$. Moreover, if $\Omega$ is a $C^{1,1}$ domain, then $A_{n}^{i} \in W_{\text {loc }}^{1, q}\left(\mathbb{R}^{2}\right) \cap C_{\text {loc }}^{\beta}\left(\mathbb{R}^{2}\right)$ for all $1<q<\infty$ and $0<\beta<1$.

Proof. Fix $n$ and $i$ as above. By (3.4), Theorem 2.4, Corollary 3.3, Lemma 4.1, and the Sobolev imbedding theorem, we have $g_{n}^{i} \in L^{p}\left(\mathbb{R}^{2} \times\{n s\}\right)$ with suppt $g_{n}^{i} \in \bar{\Omega}_{n}$. Since $t_{n}^{i}$ is the trace of $S\left(g_{n}^{i}\right)$ on $\mathbb{R}^{2} \times\{n s\}$, it follows from Remark 3.4 that $t_{n}^{i} \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2} \times\{n s\}\right)$. By Corollary 3.3, we have $A_{n}^{i} \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$ and thus $A_{n}^{i} \in C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right)$.

If $\Omega$ is a $C^{1,1}$ domain, then Lemma 4.1 implies that $g_{n}^{i} \in L^{q}\left(\mathbb{R}^{2} \times\{n s\}\right)$ for all $1<q<\infty$, and thus $A_{n}^{i} \in W_{l o c}^{1, q}\left(\mathbb{R}^{2}\right) \cap C_{l o c}^{\beta}\left(\mathbb{R}^{2}\right)$ in this case.

The additional regularity obtained for $A_{n}^{i}$ and $\psi_{n}$ in Lemma 4.2 yields additional regularity on $A^{i}$ for $i=1,2$.

LEMMA 4.3. For $i=1,2$, $A^{i} \in W_{l o c}^{1, p}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{3}\right)$. Moreover, if $\Omega$ is a $C^{1,1}$ domain, then $A^{i} \in W_{\text {loc }}^{1, q}\left(\mathbb{R}^{3}\right) \cap C_{\text {loc }}^{\beta}\left(\mathbb{R}^{3}\right)$ for all $1<q<\infty$ and $0<\beta<1$.

Proof. Fix $i$ as above. Since $A^{i} \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{3}\right)$ and $h a^{i}$ is harmonic in $\mathbb{R}^{3}$ for $i=1,2$, it follows from (1.3) and (1.5) that $A^{i}$ is harmonic in $\mathbb{R}^{3} \backslash \bigcup_{n=0}^{N} \bar{\Omega}_{n}$ and the trace of $A^{i}$ on $\mathbb{R}^{2} \times\{n s\}$ is in $W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right)$ by Lemma 4.2. Thus elliptic regularity in $C^{1}$ domains implies that $A^{i} \in W_{l o c}^{1, p}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{3}\right)$. (See [8].)

If $\Omega$ is a $C^{1,1}$ domain, the above holds with $p$ and $\alpha$ replaced by $q$ and $\beta$ for any $1<q<\infty$ and $0<\beta<1$.

ThEOREM 4.4. $\psi_{n} \in C^{2, \alpha}(\Omega)$ and, if $\Omega$ is a $C^{1,1}$ domain, $\psi_{n} \in W^{2, q}(\Omega) \cap$ $C^{1, \beta}(\bar{\Omega}) \cap C^{2, \beta}(\Omega)$ for all $1<q<\infty$ and $0<\beta<1$. Moreover, if $\Omega$ is a $C^{2, \delta}$ domain with $0<\delta<1, \psi_{n} \in C^{2, \delta}(\bar{\Omega})$.

Proof. By Lemma 4.1, $\psi_{n} \in W^{1, p}(\Omega) \cap C^{\alpha}(\bar{\Omega})$. By Lemma 4.2 and the Sobolev imbedding theorem, $F_{n} \in L^{p}(\Omega)$. It follows from interior elliptic estimates that $\psi_{n} \in W_{l o c}^{2, p}(\Omega)$, and thus $\psi_{n} \in C^{1, \alpha}(\Omega)$. By this and Theorem 2.6, we have $F_{n} \in C^{\alpha}(\Omega)$ and thus $\psi_{n} \in C^{2, \alpha}(\Omega)$.

If $\Omega$ is a $C^{1,1}$ domain, then, arguing as above, we have $F_{n} \in L^{q}(\Omega)$. By the trace theorem, Lemma 4.1, and Lemma 4.2, we have $G_{n} \in W^{1-\frac{1}{q}, q}(\partial \Omega) \cap C^{\beta}(\partial \Omega)$ for all $1<q<\infty, 0<\beta<1$, and $n=0, \ldots, N$. Thus $\psi_{n} \in W^{2, q}(\Omega) \cap C^{1, \beta}(\bar{\Omega})$ for all $1<q<\infty$ and $0<\beta<1$ by the elliptic regularity theory. It follows that $F_{n} \in C^{\beta}(\bar{\Omega})$ for all $0<\beta<1$ and $\psi_{n} \in C^{2, \beta}(\Omega)$. Moreover, if $\partial \Omega$ is $C^{2, \delta}$, then $\psi_{n} \in C^{2, \delta}(\bar{\Omega})$.

Corollary 4.5. $A_{n}^{i} \in C^{1}(\Omega)$ for all $n=0,1, \ldots, n$ and $i=1,2$.
Proof. Fix $n$ and $i$ as above. By Corollary 3.3, it suffices to show that $t_{n}^{i}(\cdot, n s) \in$ $C^{1}(\Omega)$. By (3.4), Lemmas 4.1 and 4.2 , and Theorem $4.4, h_{n}^{i} \in L^{p}\left(\mathbb{R}^{2}\right) \cap C^{\alpha}(\Omega)$. Thus, by Theorem 3.2 and Remark 3.4, $t_{n}^{i}(\cdot, n s) \in W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right) \subset C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right)$. In addition, for
each open set $\Omega^{\prime}$ such that $\overline{\Omega^{\prime}} \subset \subset \Omega$, there is a constant $C=C\left(\Omega^{\prime}, \Omega\right)$ such that

$$
\left|h_{n}^{i}(\mathbf{y})-h_{n}^{i}(\mathbf{x})\right| \leq C|\mathbf{x}-\mathbf{y}|^{\alpha} \text { for all } \mathbf{x}, \mathbf{y} \in \Omega^{\prime}
$$

Recall that

$$
t_{n}^{i}(\mathbf{x}, n s)=\int_{\mathbb{R}^{2}} \frac{c}{|\mathbf{x}-\mathbf{y}|} h_{n}^{i}(\mathbf{y}) d \mathbf{y}=\int_{\Omega} \frac{c}{|\mathbf{x}-\mathbf{y}|} h_{n}^{i}(\mathbf{y}) d \mathbf{y}
$$

To show that $t_{n}^{i}(\cdot, n s)$ is $C^{1}$ in $\Omega$, we use an argument similar to that found in Lemma 4.2 of [10]. Let $\zeta(\mathbf{x})$ denote $\frac{c}{|\mathbf{x}|}$ and $\eta(t)$ denote a continuously differentiable function such that $0 \leq \eta \leq 1,0 \leq \eta^{\prime} \leq 2, \eta(t)=0$ if $t \leq 1$, and $\eta(t)=1$ if $t \geq 2$. For $\epsilon>0$, define $\eta_{\epsilon}(t)$ to be $\eta\left(\frac{t}{\epsilon}\right)$. Let

$$
t_{n, \epsilon}^{i}(\mathbf{x}, n s)=\int_{\Omega} \zeta(\mathbf{x}-\mathbf{y}) \cdot \eta_{\epsilon}(|\mathbf{x}-\mathbf{y}|) \cdot h_{n}^{i}(\mathbf{y}) d \mathbf{y}
$$

Note that $t_{n, \epsilon}^{i} \in C^{1}\left(\mathbb{R}^{2}\right)$, and $t_{n, \epsilon}^{i}(\cdot, n s)$ converges uniformly in compact subsets of $\Omega$ to $t_{n}^{i}(\cdot, n s)$. For $j=1,2, \mathbf{x} \in \Omega$, and $\epsilon<\frac{1}{2} \operatorname{dist}(\mathbf{x}, \partial \Omega)$, we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{j}}\left(t_{n, \epsilon}^{i}\right)(\mathbf{x}, n s) & =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\zeta \eta_{\epsilon}\right) h_{n}^{i}(\mathbf{y}) d \mathbf{y} \\
& =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\zeta \eta_{\epsilon}\right)\left[h_{n}^{i}(\mathbf{y})-h_{n}^{i}(\mathbf{x})\right] d \mathbf{y}+h_{n}^{i}(\mathbf{x}) \int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\zeta \eta_{\epsilon}\right) d \mathbf{y} \\
& =\int_{\Omega} \frac{\partial}{\partial x_{j}}\left(\zeta \eta_{\epsilon}\right)\left[h_{n}^{i}(\mathbf{y})-h_{n}^{i}(\mathbf{x})\right] d \mathbf{y}-h_{n}^{i}(\mathbf{x}) \int_{\partial \Omega} \zeta(\mathbf{x}-\mathbf{y}) n_{j} d l(\mathbf{y})
\end{aligned}
$$

Here, $\zeta=\zeta(\mathbf{x}-\mathbf{y}), \eta_{\epsilon}=\eta_{\epsilon}(\mathbf{x}-\mathbf{y}), n_{j}$ is the $j$ th component of the outward unit normal to $\partial \Omega$, and $d l(\mathbf{y})$ is the arclength measure on $\partial \Omega$. Define

$$
u_{n}^{i j}(\mathbf{x})=\int_{\Omega} \frac{\partial}{\partial x_{j}}(\zeta(\mathbf{x}-\mathbf{y}))\left(h_{n}^{i}(\mathbf{y})-h_{n}^{i}(\mathbf{x})\right) d \mathbf{y}-h_{n}^{i}(\mathbf{x}) \int_{\partial \Omega} \zeta(\mathbf{x}-\mathbf{y}) n_{j} d l(\mathbf{y})
$$

Since $h_{n}^{i} \in C^{\alpha}(\Omega)$, it follows that $u_{n}^{i j}$ is well defined in $\Omega$, and for each subdomain $\Omega^{\prime}$ as above,

$$
\sup \left\{\left|\frac{\partial}{\partial x_{j}}\left(t_{n, \epsilon}^{i}\right)(\mathbf{x}, n s)-u_{n}^{i j}(\mathbf{x})\right|: \mathbf{x} \in \overline{\Omega^{\prime}}\right\} \rightarrow 0
$$

as $\epsilon \rightarrow 0$ and thus $u_{n}^{i j} \in C(\Omega)$ for all $i$ and $j$ in $\{1,2\}$. We have shown that $t_{n, \epsilon}^{i} \rightarrow t_{n}^{i}$ and $\frac{\partial t_{n, \epsilon}^{i}}{\partial x_{j}}(\cdot, n s) \rightarrow u_{n}^{i j}$ uniformly on compact subsets of $\Omega, u_{n}^{i j} \in C(\Omega)$, and $t_{n}^{i}(\cdot, n s) \in$ $W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right) \subset C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right)$. It follows that $\frac{\partial t_{n}^{i}}{\partial x_{j}}(\cdot, n s)=u_{n}^{i j}$ in the sense of distributions in $\Omega$, and thus $t_{n}^{i}(\cdot, n s) \in C^{1}(\Omega)$.

Since $A^{i}$ and $\nabla A^{i}$ are harmonic in $\mathbb{R}^{3} \backslash \bigcup_{n=0}^{N} \bar{\Omega}_{n}$ for $i=1,2$, the continuity of $\operatorname{grad} A_{n}^{i}$ in $\Omega$ and $g_{n}^{i}$ in $\Omega_{n}$ implies that $\frac{\partial A^{i}}{\partial x_{j}}$ is continuous up to the boundary in the subdomains of $\Omega^{\prime} \times \mathbb{R}$ located between two adjacent layers $\Omega_{n}$, below $\Omega_{0}$, or above $\Omega_{n}$, where $\overline{\Omega^{\prime}} \subset \subset \Omega$. From this and the regularity results proved in sections 3 and 4 , we obtain the following.

THEOREM 4.6. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of (1.3) satisfying (1.5). There exist constants $p>2$ and $0<\alpha<1$ such that for all $n=0, \ldots, N$,

$$
\begin{aligned}
& \psi_{n} \in W^{1, p}(\Omega) \cap C^{2, \alpha}(\Omega) \cap C^{\alpha}(\bar{\Omega}) \\
& A_{n}^{1}, A_{n}^{2} \in W_{l o c}^{1, p}\left(\mathbb{R}^{2}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{2}\right) \cap C^{1}(\Omega) \cap C^{\infty}\left(\mathbb{R}^{2} \backslash \bar{\Omega}\right) \\
& A^{1}, A^{2} \in W_{l o c}^{1, p}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{\alpha}\left(\mathbb{R}^{3}\right) \cap C^{\infty}\left(\mathbb{R}^{3} \backslash \bigcup_{i=o}^{N} \bar{\Omega}_{n}\right) \\
& \frac{\partial A^{i}}{\partial x_{1}} \text { and } \frac{\partial A^{i}}{\partial x_{2}} \in C(\Omega \times \mathbb{R}) \text { for } i=1,2, \\
& A^{3} \in W_{l o c}^{2, q}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{1, \beta}\left(\mathbb{R}^{3}\right) \text { for all } q \in(1, \infty) \text { and } \beta \in(0,1)
\end{aligned}
$$

In addition, for $i=1,2, A^{i}$ is piecewise $C^{1}$ in $\overline{\Omega^{\prime}} \times \mathbb{R}$ for all domains $\Omega^{\prime} \subset \overline{\Omega^{\prime}} \subset \subset \Omega$, with all discontinuities of $\nabla A^{i}$ in $\Omega \times \mathbb{R}$ occurring as jump discontinuities in $\frac{\partial A^{i}}{\partial x_{3}}$ from above and below at points in $\Omega_{n}$ at which $g_{n}^{i}(\mathbf{x}, n s)$ is nonzero. Moreover, if $\Omega$ is a $C^{1,1}$ domain, the above results hold for all $1<p<\infty$ and $0<\alpha<1$, and we have, in addition,

$$
\begin{aligned}
& \psi_{n} \in W^{2, q}(\Omega) \cap C^{2, \beta}(\Omega) \cap C^{1, \beta}(\bar{\Omega}) \\
& A_{n}^{1}, A_{n}^{2} \in W_{l o c}^{1, q}\left(\mathbb{R}^{2}\right) \cap C_{l o c}^{\beta}\left(\mathbb{R}^{2}\right) \\
& A^{1}, A^{2} \in W_{l o c}^{1, q}\left(\mathbb{R}^{3}\right) \cap C_{l o c}^{\beta}\left(\mathbb{R}^{3}\right)
\end{aligned}
$$

for all $1<q<\infty$ and $0<\beta<1$.
Proof. The proof follows immediately from elliptic regularity and Theorem 3.2, Lemmas 4.1-4.3, Theorem 4.4, and Corollary 4.5, since $\Delta A^{i}=\overrightarrow{0}$ in $\mathbb{R}^{3} \backslash \bigcup_{n=0}^{N} \bar{\Omega}_{n}$ for $i=1,2$.
5. Breakdown of superconductivity due to strong magnetic fields. In this section we prove various a priori estimates for solutions of the Lawrence-Doniach system in the gauge (1.5), which generalize results of Giorgi and Phillips (cf. [9]) for the standard (isotropic) Ginzburg-Landau model predicted by physicists (cf. [17]). Using our a priori estimates, we show that the upper critical modulus, $\bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega)$, is finite when $\vec{v}$ is nontangential to the layers.

Recall that we have assumed $\vec{H}$ is a constant applied magnetic field in $\mathbb{R}^{3}$ and $\vec{H}=h \vec{v}$, where $|\vec{v}|=1$ and $h \geq 0$. The vector $\vec{v}$ is called nontangential if $\vec{v} \cdot \overrightarrow{e_{3}} \neq 0$.

We define $\bar{h}=\bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega)$ by

$$
\begin{gather*}
\bar{h}=\inf \left\{h^{\prime}>0:\right. \text { normal states are the only solutions of (1.3) }  \tag{5.1}\\
\text { for all } \left.h>h^{\prime} \text { with } \vec{H}=h \vec{v}\right\},
\end{gather*}
$$

with $\bar{h}=\infty$ if there are no such $h^{\prime}$.
We begin with the following observation: Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of (1.3). Computing real and imaginary parts of $\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right) \psi_{n}^{*}$, we have

$$
\begin{aligned}
& \Re\left[\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right) \psi_{n}^{*}\right]=\frac{\imath}{2 \kappa}\left(\psi_{n}^{*} \operatorname{grad} \psi_{n}-c . c .\right)+\mathbf{A}_{n}\left|\psi_{n}\right|^{2} \\
& \Im\left[\left(\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right) \psi_{n}^{*}\right]=\frac{1}{2 \kappa} \operatorname{grad}\left(\left|\psi_{n}\right|^{2}\right)=\frac{\left|\psi_{n}\right|}{\kappa} \operatorname{grad}\left(\left|\psi_{n}\right|\right) .
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n} \\
& =\left\{\left[\frac{\imath}{2 \kappa}\left(\psi_{n}^{*} \operatorname{grad} \psi_{n}-\text { c.c. }\right)+\mathbf{A}_{n}\left|\psi_{n}\right|^{2}\right]\left|\psi_{n}\right|^{-1}+\Im\left[\frac{1}{\kappa} \operatorname{grad}\left|\psi_{n}\right|\right]\right\} \frac{\psi_{n}}{\left|\psi_{n}\right|} \tag{5.2}
\end{align*}
$$

for almost all $\mathbf{x}$ in $\left\{\mathbf{x} \in \Omega: \psi_{n}(\mathbf{x}) \neq 0\right\}$, which we denote by $\left\{\psi_{n} \neq 0\right\}$. Since $\psi_{n} \in H^{1}(\Omega), \operatorname{grad} \psi_{n}=0$ almost everywhere in $\left\{\psi_{n}=0\right\}$. (See [10, Lemma 7.7].) Therefore, (5.2) holds almost everywhere in $\Omega$. Now, letting $\varphi_{n}=\psi_{n}$ in (2.3a), using (5.2), Theorem 2.4, and the fact that $\left|\psi_{n+1}\right|^{2}+\left|\psi_{n}\right|^{2}-\left(\psi_{n} \psi_{n+1}^{*} e^{\imath \phi_{n}^{n+1}}+\right.$ c.c. $)=$ $\left|\psi_{n+1} e^{-\imath \phi_{n}^{n+1}}-\psi_{n}\right|^{2}$, we get the following.

Lemma 5.1. If $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ is a weak solution of (1.3), then

$$
\begin{aligned}
& \sum_{n=0}^{N} \int_{\Omega}\left(\left|\frac{1}{\kappa} \operatorname{grad}\right| \psi_{n}| |^{2}+\left.\left.\left|\left[\frac{\imath}{2 \kappa}\left(\psi_{n}^{*} \mathbf{g r a d} \psi_{n}-c . c .\right)+\mathbf{A}_{n}\left|\psi_{n}\right|^{2}\right]\right| \psi_{n}\right|^{-1}\right|^{2}\right) d \mathbf{x} \\
& =\sum_{n=0}^{N} \int_{\Omega}\left|\frac{\imath}{\kappa} \operatorname{grad} \psi_{n}+\mathbf{A}_{n} \psi_{n}\right|^{2} d \mathbf{x} \\
& =\sum_{n=0}^{N} \int_{\Omega}\left(1-\left|\psi_{n}\right|^{2}\right)\left|\psi_{n}\right|^{2}-\sigma \sum_{n=0}^{N-1} \int_{\Omega}\left|\psi_{n+1} e^{-\imath \phi_{n}^{n+1}}-\psi_{n}\right|^{2} d \mathbf{x} \\
& \leq \sum_{n=0}^{N} \int_{\Omega}\left(1-\left|\psi_{n}\right|^{2}\right)\left|\psi_{n}\right|^{2} d \mathbf{x} \\
& \leq \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x} .
\end{aligned}
$$

Recall that $\mathbf{a}_{n}(\mathbf{x})=\left(a_{n}^{1}(\mathbf{x}), a_{n}^{2}(\mathbf{x})\right)$ denotes the trace of the first two components of $\vec{a}(\mathbf{x}, n s)$ on $\mathbb{R}^{2}$. We need the following lemma.

Lemma 5.2. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of (1.3) satisfying (1.5). There exists a constant $M$ depending only on $\Omega$ and $S$ (and hence depending only on $\mathcal{D}$ ) such that

$$
\sum_{n=0}^{N} \int_{\Omega}\left|\mathbf{A}_{n}-h \mathbf{a}_{n}\right|^{2} d \mathbf{x} \leq M \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x}
$$

Proof. By Corollary 3.3,

$$
A_{n}^{i}(\mathbf{x})-h a_{n}^{i}(\mathbf{x})=\sum_{k=0}^{N} \int_{\mathbb{R}^{2}} \frac{c}{|(\mathbf{x}, n s)-(\mathbf{y}, k s)|} h_{k}^{i}(\mathbf{y}) d \mathbf{y}
$$

for $i=1,2$. Thus

$$
\begin{align*}
\int_{\Omega}\left|A_{n}^{i}-h a_{n}^{i}\right|^{2} d \mathbf{x} & \leq \tilde{C} N \sum_{k=0}^{N} \int_{\Omega}\left|h_{k}^{i}\right|^{2} d \mathbf{x} \\
& =\tilde{C} N \sum_{k=0}^{N} \int_{\Omega \times\{k s\}}\left|g_{k}^{i}(\mathbf{x}, k s)\right|^{2} d \mathbf{x} \tag{5.3}
\end{align*}
$$

where $\tilde{C}$ is a constant depending only on $\Omega$. Since $\left|\psi_{n}\right| \leq 1$, it follows from formula (3.4) and Lemma 5.1 that

$$
\begin{align*}
\sum_{k=0}^{N} \int_{\Omega \times\{k s\}}\left|g_{k}^{i}(\mathbf{x}, k s)\right|^{2} d \mathbf{x} & \leq s^{2} \sum_{k=0}^{N} \int_{\Omega \times\{k s\}}\left|\psi_{k}\right|^{2} d \mathbf{x}  \tag{5.4}\\
& =S^{2} N^{-2} \sum_{k=0}^{N} \int_{\Omega \times\{k s\}}\left|\psi_{k}\right|^{2} d \mathbf{x}
\end{align*}
$$

Summing over $i=1,2$ and $n=0,1, \ldots, N$ in (5.3) and using (5.4), we obtain

$$
\sum_{n=0}^{N} \int_{\Omega}\left|\mathbf{A}_{n}-h \mathbf{a}_{n}\right|^{2} d \mathbf{x} \leq \tilde{C} S^{2} \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x}
$$

The theorem follows with $M=\tilde{C} S^{2}$.
Lemma 5.3. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of (1.3) satisfying (1.5). Then

$$
\sum_{n=0}^{N} \int_{\Omega}\left|\left(\imath \operatorname{grad}+\kappa h \mathbf{a}_{n}\right) \psi_{n}\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{2} \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x}
$$

where $C_{1}$ is a positive constant depending only on $\mathcal{D}$.
Proof. We write

$$
\begin{equation*}
\left(\frac{\imath}{\kappa} \operatorname{grad}+h \mathbf{a}_{n}\right) \psi_{n}=\left(\frac{\imath}{\kappa} \operatorname{grad}+\mathbf{A}_{n}\right) \psi_{n}-\left(\mathbf{A}_{n}-h \mathbf{a}_{n}\right) \psi_{n} \tag{5.5}
\end{equation*}
$$

Thus, we have

$$
\begin{aligned}
& \sum_{n=0}^{N} \int_{\Omega}\left|\left(\frac{\imath}{\kappa} \operatorname{grad}+h \mathbf{a}_{n}\right) \psi_{n}\right|^{2} d \mathbf{x} \\
& \leq 2 \sum_{n=0}^{N}\left[\int_{\Omega}\left|\left(\frac{\imath}{\kappa} \operatorname{grad}+\mathbf{A}_{n}\right) \psi_{n}\right|^{2} d \mathbf{x}+\int_{\Omega}\left|\mathbf{A}_{n}-h \mathbf{a}_{n}\right|^{2}\left|\psi_{n}\right|^{2} d \mathbf{x}\right]
\end{aligned}
$$

Using this inequality, Theorem 2.4, Lemma 5.1, and Lemma 5.2, we obtain

$$
\sum_{n=0}^{N} \int_{\Omega}\left|\left(\frac{\imath}{\kappa} \operatorname{grad}+h \mathbf{a}_{n}\right) \psi_{n}\right|^{2} d \mathbf{x} \leq 2(1+M) \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x}
$$

The lemma follows with $C_{1}=2(1+M)=C_{1}(\mathcal{D})$.
We shall need the following result, which is an extension of Lemma 2.8 of [9]. Note that when $\theta=0$ in the statement of this result, no positive lower bound on the right-hand side of (5.6) is obtained. This is the reason that our estimate from above on $h_{c_{3}}(\vec{v})$ (proved on Theorem 5.5) applies only to the case in which $\vec{H}=h \vec{v}$ is nontangential to the layers $\Omega \times\{n s\}$.

Lemma 5.4. Given $m>0$, there is a constant $C_{2}=C_{2}(m, \Omega)$ satisfying $0<$ $C_{2} \leq 1$ such that if $\theta \in \mathbb{R}, w$ is a nonzero real number, $\vec{b}=\left(b^{1}, b^{2}, b^{3}\right)=\left(\mathbf{b}, b^{3}\right)$ is a vector field in $H^{1}\left(\Omega, \mathbb{R}^{3}\right)$ satisfying $(\nabla \times \vec{b}) \cdot \overrightarrow{e_{3}} \equiv\left(\frac{\partial b_{2}}{\partial x_{1}}-\frac{\partial b_{1}}{\partial x_{2}}\right) \equiv \theta$ in $\Omega$, and $w^{2}|\theta| \geq m$, then

$$
\begin{equation*}
C_{2} w^{2}|\theta| \int_{\Omega}|\zeta|^{2} d \mathbf{x} \leq \int_{\Omega}\left|\left(\imath \mathbf{g r a d}+w^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} \tag{5.6}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}^{1}(\Omega ; \mathbb{C})$.
Proof. If $\theta=0$, the inequality is trivial. Assume that $\theta \neq 0$.
It was shown by Giorgi and Phillips (see [9, Lemma 2.8]) that, given $m>0$, there exists $\left.C_{2}=C_{2}(m, \Omega)\right), 0<C_{2} \leq 1$, such that if $\lambda^{2} \geq m$, then

$$
C_{2} \lambda^{2} \int_{\Omega}|\zeta|^{2} d \mathbf{x} \leq \int_{\Omega}\left|\left(2 \operatorname{grad}+\lambda^{2} \mathbf{c}\right) \zeta\right|^{2} d \mathbf{x}
$$

for all $\zeta \in H^{1}(\Omega ; \mathbb{C})$ and $\mathbf{c}=\left(c_{1}, c_{2}\right) \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ such that $\frac{\partial c_{2}}{\partial x_{1}}-\frac{\partial c_{1}}{\partial x_{2}} \equiv 1$ in $\Omega$. Since $\frac{1}{\theta}\left(\frac{\partial b_{2}}{\partial x_{1}}-\frac{\partial b_{1}}{\partial x_{1}}\right)=1$ in $\Omega$, if $\theta>0$, we can apply the result of Giorgi and Phillips with $\mathbf{c}=\frac{1}{\theta} \mathbf{b}=\frac{1}{\theta}\left(b_{1}, b_{2}\right)$ and $\lambda^{2}=\theta w^{2}$ to obtain (5.6). If $\theta<0$, the result follows from (5.6) for the case just proved, applied to $\theta^{\prime}=|\theta|=-\theta, \overrightarrow{b^{\prime}}=-\vec{b}$, and $\zeta^{\prime}=-(\operatorname{Re} \zeta)+i(\operatorname{Im} \zeta)$ in $\mathcal{H}^{1}(\Omega ; \mathbb{C})$.

We can now prove the existence of a finite upper critical modulus, assuming that $\vec{H}=h \vec{v}$, where $\vec{v}$ is a unit vector in $\mathbb{R}^{3}$ which is nontangential to the superconducting layers, $\Omega \times\{n s\}$.

Theorem 5.5. Given $m>0$ and $0<\mu<1$, there exists a positive constant $\phi=\phi(m, \mathcal{D})$ so that if $\vec{H}=h \vec{v}$ with $|\vec{v}| \equiv 1$ and $\left|\vec{v} \cdot \vec{e}_{3}\right| \geq \mu$ and if $h>\frac{1}{\mu} \max \left(\frac{m}{\kappa}, \phi \kappa\right)$, then any weak solution to (1.3) is a normal state. Thus

$$
\begin{aligned}
H_{c_{3}}(\vec{v}, \kappa, s, \sigma, S, \Omega) & \leq \bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega) \\
& \leq \frac{1}{\mu} \max \left(\frac{m}{\kappa}, \phi \kappa\right) .
\end{aligned}
$$

Moreover, the constant $\phi$ can be chosen to satisfy $\phi=\frac{C_{1}}{C_{2}}$, where $C_{1}=C_{1}(\mathcal{D})$ and $C_{2}=C_{2}(m, \Omega)$ are the constants of Lemmas 5.3 and 5.4, respectively.

Proof. Let $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ be a weak solution of (1.3) and assume that $h>$ $\frac{1}{\mu} \max \left(\frac{m}{\kappa}, \phi \kappa\right)$. Note that a weak solution is a normal state if and only if its entire gauge-equivalence class consists of normal states. Thus we may assume without loss of generality that $\left(\left\{\psi_{n}\right\}_{n=0}^{N}, \vec{A}\right)$ satisfies (1.5). Set $w^{2}=h \kappa$. Then, by hypothesis, we have $w^{2}\left|\vec{v} \cdot \vec{e}_{3}\right| \geq w^{2} \mu \geq m$. Since $\left[\nabla \times\left(\vec{a}\left(x_{1}, x_{2}, n s\right)\right)\right] \cdot \vec{e}_{3}=\vec{v} \cdot \vec{e}_{3}$ is constant in $\Omega$ for each $n$, we may apply (5.6) of Lemma 5.4 with $\zeta=\psi_{n}, \vec{b}\left(x_{1}, x_{2}\right)=\vec{a}\left(x_{1}, x_{2}, n s\right)$, $\mathbf{b}=\mathbf{a}_{n}$, and $\theta=\vec{v} \cdot \overrightarrow{e_{3}}$, to get

$$
C_{2} h \kappa \mu \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x} \leq \sum_{n=0}^{N} \int_{\Omega}\left|\left(i \mathbf{g r a d}+h \kappa \mathbf{a}_{n}\right) \psi_{n}\right|^{2} d \mathbf{x} .
$$

Using this inequality, Lemma 5.3 , and setting $\phi=\frac{C_{1}}{C_{2}}$, we have

$$
h \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x} \leq \frac{\phi \kappa}{\mu} \sum_{n=0}^{N} \int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x} .
$$

By hypothesis, $h>\frac{\phi \kappa}{\mu}$. Therefore we have $\int_{\Omega}\left|\psi_{n}\right|^{2} d \mathbf{x}=0$ for all $n=0,1, \ldots, N$, and $\psi_{n}=0$ almost everywhere in $\Omega$ for all $n$. Using this result and (1.3), we have $\Delta(\vec{A}-h \vec{a})=-\nabla \times \nabla \times(\vec{A}-h \vec{a})=0$. Since $\vec{A}-h \vec{a} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$, we conclude that $\vec{A}=h \vec{a}$, and thus $\nabla \times \vec{A}=h \vec{v}=\vec{H}$.

Corollary 5.6. Assume that $|\vec{v}|=1$ and $\left|\vec{v} \cdot \overrightarrow{e_{3}}\right| \geq \mu>0$. There exist positive constants $\kappa_{0}$ and $C_{0}$ depending only on $\mathcal{D}$ such that for all $\kappa \geq \kappa_{0}$, we have

$$
H_{c_{3}}(\vec{v}, \kappa, s, \sigma, S, \Omega) \leq \bar{h}(\vec{v}, \kappa, s, \sigma, S, \Omega) \leq C_{0} \cdot \frac{\kappa}{\mu} .
$$

Proof. Set $m=1$ in Theorem 5.5 and let $C_{0}=\phi(1, \mathcal{D})=C_{1}(\mathcal{D}) / C_{2}(1, \mathcal{D})$. The result follows from Theorem 5.5 if $\kappa \geq \kappa_{0}=\phi(1, \mathcal{D})^{-\frac{1}{2}}$.
6. Homogenization of the Lawrence-Doniach model. For completeness, we conclude this paper by stating a result on the homogenization of solutions of the Lawrence-Doniach system (in the gauge (1.5)) to solutions of a three-dimensional anisotropic Ginzburg-Landau system, which follows from the maximum principle (Theorem 2.4) and results proved by Chapman, Du, and Gunzburger in [4] under the assumption that solutions of the Lawrence-Doniach system satisfy $\left|\psi_{n}\right| \leq 1$ for all $n$.

The three-dimensional anisotropic Ginzburg-Landau energy (in nondimensionalized form) is given by

$$
\begin{align*}
\mathcal{G}_{A G L}(\psi, \vec{A})= & \int_{\mathcal{D}} \frac{1}{2}\left(|\psi|^{2}-1\right)^{2} d \vec{x}+\int_{\mathbb{R}^{3}}|\nabla \times(\vec{A}-h \vec{a})|^{2} d \vec{x} \\
& +\int_{\mathcal{D}}\left(\left|\left(\frac{\imath}{\kappa} \mathbf{g r a d}+\mathbf{A}\right) \psi\right|^{2}+\frac{1}{\gamma}\left|\left(\frac{\imath}{\kappa} \frac{\partial}{\partial x_{3}}+A^{3}\right) \psi\right|^{2}\right) d \vec{x} \tag{6.1}
\end{align*}
$$

where $\kappa$ is the Ginzburg-Landau constant and $\gamma$ is an anisotropy constant. Here, the order parameter $\psi$ is defined in $\mathcal{D}=\Omega \times(0, S)$ and $(\psi, \vec{A}) \in H^{1}(\mathcal{D}) \times E$, where E is defined as in (1.2). We remark that the anisotropic Ginzburg-Landau energy $\mathcal{G}_{A G L}$ is invariant under the gauge transformation

$$
(\psi, \vec{A}) \longrightarrow(\xi, \vec{Q})
$$

where

$$
\left\{\begin{array}{l}
\xi(\vec{x})=\psi(\vec{x}) e^{\imath \kappa g(\vec{x})}, \\
\vec{Q}=\vec{A}+\nabla g,
\end{array}\right.
$$

which maps $H^{1}(\mathcal{D}) \times E$ to itself whenever $g \in H_{l o c}^{2}\left(\mathbb{R}^{3}\right)$. By choosing $g$ appropriately, one obtains $(\xi, \vec{Q}) \in H^{1}(\mathcal{D}) \times K$, where K is defined as in (1.5), and it follows that minimizers of $\mathcal{G}_{A G L}$ in $H^{1}(\mathcal{D}) \times E$ exist and are gauge-equivalent to some $(\psi, \vec{A})$ in $H^{1}(\mathcal{D}) \times K$. Moreover, minimizers are weak solutions of the Euler-Lagrange equations (called the anisotropic equations)

$$
\left\{\begin{array}{l}
\left(\frac{\imath}{\kappa} \operatorname{grad}+\mathbf{A}\right)^{2} \psi+\frac{1}{\gamma}\left(\frac{\imath}{\kappa} \frac{\partial}{\partial x_{3}}+A^{3}\right)^{2} \psi+\left(|\psi|^{2}-1\right) \psi=0 \quad \text { in } \mathcal{D}  \tag{6.2}\\
\nabla \times(\nabla \times \vec{A})=\left(J_{1}, J_{2}, J_{3}\right) \quad \text { in } \mathbb{R}^{3} \\
\left(\frac{\imath}{\kappa} \nabla \psi+\vec{A} \psi\right) \cdot \hat{n}=0 \quad \text { on } \partial \mathcal{D} \\
\nabla \times(\vec{A}-h \vec{a}) \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)
\end{array}\right.
$$

where

$$
J_{i}=\frac{1}{\gamma_{i}}\left[\frac{\imath}{2 \kappa}\left(\psi \frac{\partial \psi^{*}}{\partial x_{i}}-\text { c.c. }\right)-|\psi|^{2} A^{i}\right] \chi_{\mathcal{D}}
$$

for $i=1,2,3$, and where $\gamma_{1}=\gamma_{2}=1$ and $\gamma_{3}=\gamma$. Here, $\hat{n}$ is the outward normal to $\partial \mathcal{D}$. More precisely, a minimizer of $\mathcal{G}_{A G L}$ in $H^{1}(\mathcal{D}) \times K$ satisfies

$$
\begin{align*}
& \int_{\mathcal{D}}\left[\left(|\psi|^{2}-1\right) \psi \varphi^{*}+\left(\frac{\imath}{\kappa} \operatorname{grad} \psi+\mathbf{A} \psi\right) \cdot\left(\frac{\imath}{\kappa} \operatorname{grad} \varphi+\mathbf{A} \varphi\right)^{*}\right.  \tag{6.3}\\
& \left.\quad+\frac{1}{\gamma}\left(\frac{\imath}{\kappa} \frac{\partial \psi}{\partial x_{3}}+A^{3} \psi\right)\left(\frac{\imath}{\kappa} \frac{\partial \varphi}{\partial x_{3}}+A^{3} \varphi\right)^{*}\right] d \vec{x}=0 \\
& 2 \int_{\mathbb{R}^{3}} \nabla \times(\vec{A}-h \vec{a}) \cdot \nabla \times \vec{B} d \vec{x}+\int_{\mathbb{R}^{3}} \chi_{\mathcal{D}}\left[\frac{\imath}{\kappa}\left(\psi^{*} \operatorname{grad} \psi-c . c .\right)+2 \mathbf{A}|\psi|^{2}\right] \cdot \mathbf{B} d \mathbf{x} \\
& \\
& \quad+\int_{\mathbb{R}^{3}} \chi_{\mathcal{D}} \frac{1}{\gamma}\left[\frac{\imath}{\kappa}\left(\psi^{*} \frac{\partial \psi}{\partial x_{3}}-c . c .\right)+2 A^{3}|\psi|^{2}\right] B^{3} d \vec{x}=0
\end{align*}
$$

for any $\varphi \in \mathcal{H}^{1}(\mathcal{D})$ and $\vec{B} \in H^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with bounded support.
As in the case of the Lawrence-Doniach system, one can prove that weak solutions satisfy $|\psi| \leq 1$ almost everywhere in $\mathcal{D}$ by choosing an appropriate test function in (6.3).

Assume that the parameters $\sigma, \kappa, s$, and $\gamma$ are related by

$$
\begin{equation*}
\frac{1}{\gamma}=\sigma \kappa^{2} s^{2} \tag{6.4}
\end{equation*}
$$

(See [4] and [13] for details on the physical meaning of these relationships.) Briefly, the above equation allows one to define $m_{\perp}, \lambda_{\perp}$, and $\xi_{\perp}$, the mass of superconducting charge carriers, penetration depth, and coherence length in directions perpendicular to the layers in the dimensionalized Lawrence-Doniach model by

$$
\gamma=\frac{m_{\perp}}{m_{\|}}=\left(\frac{\lambda_{\perp}}{\lambda_{\|}}\right)^{2}=\left(\frac{\xi_{\perp}}{\xi_{\|}}\right)^{2}
$$

(where $m_{\|}, \lambda_{\|}$, and $\xi_{\|}$are defined to be their values within the layers for the LawrenceDoniach model) in such a way that

$$
\sigma=\left(\frac{\xi_{\perp}}{d}\right)^{2}
$$

and it can be shown that $s \rightarrow 0$ in the nondimensionalized Lawrence-Doniach model corresponds to $d / \xi_{\perp} \rightarrow 0$ in the dimensionalized Lawrence-Doniach model. (See [4].) The homogenization of the Lawrence-Doniach model is achieved by fixing the domain $\mathcal{D}=\Omega \times[0, S]$ and letting $N$ go to $\infty$. Since $s N=S$, there is a set $\mathcal{A}$ of the available values for $s$, i.e., $\mathcal{A}=\left\{\frac{S}{N}: N=1,2, \ldots\right\}$. Thus, letting $s \rightarrow 0^{+}$means that $s \in \mathcal{A}$ and $s \rightarrow 0$ by letting $N \rightarrow \infty$.

Now let $\xi^{s}$ denote $\left\{\xi_{n}\right\}_{n=0}^{N}$ if $s \in \mathcal{A}$ and $\left\{\xi_{n}\right\}_{n=0}^{N} \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1}$. Define $I_{s} \xi^{s}$ to be the linear interpolant of $\xi^{s}$ in the $x_{3}$ direction in $\mathcal{D}$ with respect to the superconducting layers $\left\{\Omega_{n}\right\}_{n=0}^{N}$, i.e.,

$$
\begin{equation*}
\left(I_{s} \xi^{s}\right)\left(\mathbf{x}, x_{3}\right)=\left(1-\frac{x_{3}-n s}{s}\right) \xi_{n}(\mathbf{x})+\frac{x_{3}-n s}{s} \xi_{n+1}(\mathbf{x}) \tag{6.5}
\end{equation*}
$$

if $\left(\mathbf{x}, x_{3}\right) \in \Omega \times[n s,(n+1) s]$ for all $n=0,1, \ldots, N-1$. Thus, we have

$$
\begin{align*}
& \nabla\left(I_{s} \xi^{s}\right)=\left(\operatorname{grad}\left(I_{s} \xi^{s}\right), \frac{\partial I_{s} \xi^{s}}{\partial x_{3}}\right)  \tag{6.6}\\
& =\left(\left(1-\frac{x_{3}-n s}{s}\right) \operatorname{grad} \xi_{n}+\frac{x_{3}-n s}{s} \operatorname{grad} \xi_{n+1}, \frac{\xi_{n+1}-\xi_{n}}{s}\right)
\end{align*}
$$

It is easy to show that if $\xi^{s} \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1}$, then $I_{s} \xi^{s} \in \mathcal{H}^{1}(\mathcal{D})$.
From Theorem 2.4 of this paper and Theorem 5.1, Lemma 5.5, and Corollary 5.6 of [4] (using the Coulomb gauge (1.5)), we have the following.

Theorem 6.1. Let $\left(\psi^{s}, \vec{A}^{s}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times K$ denote a minimizer of $\mathcal{G}_{L D}^{s}$ in $\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E$ for each $s \in \mathcal{A}$. If (6.4) is satisfied, then as $s \rightarrow 0^{+},\left\{\left(I_{s} \psi^{s}, \vec{A}^{s}\right)\right\}_{s \in \mathcal{A}}$ forms a minimizing sequence of $\mathcal{G}_{A G L}$ in $H^{1}(\mathcal{D}) \times E$. Moreover, if $l$ and $l_{s}$ denote the minimum values of $\mathcal{G}_{A G L}$ and $\mathcal{G}_{L D}^{s}$, respectively, i.e.,

$$
\begin{aligned}
& l=\min \left\{\mathcal{G}_{A G L}(\xi, \vec{Q}):(\xi, \vec{Q}) \in \mathcal{H}^{1}(\mathcal{D}) \times E\right\} \\
& l_{s}=\min \left\{\mathcal{G}_{L D}^{s}\left(\xi^{s}, \vec{Q}\right):\left(\xi^{s}, \vec{Q}\right) \in\left[\mathcal{H}^{1}(\Omega)\right]^{N+1} \times E\right\}
\end{aligned}
$$

for $s \in \mathcal{A}$, we have $l=\lim _{s \rightarrow 0^{+}} l_{s}=\lim _{s \rightarrow 0^{+}} \mathcal{G}_{A G L}\left(I_{s} \psi^{s}, \vec{A}^{s}\right)$.
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#### Abstract

A one-dimensional coupled drift-diffusion dissipative Schrödinger model (hybrid model) is mathematically analyzed. The device domain is split into two parts: one in which the transport is well described by the drift-diffusion equations (classical zone) and another in which a quantum description via dissipative Schrödinger equations (quantum zone) is used. Both system are coupled such that the continuity of the current densities is guaranteed. The electrostatic potential is self-consistently determined by Poisson's equation on the whole device domain. We show that the hybrid model is well posed, and we prove existence of solutions and show their uniform boundedness, provided the distribution functions satisfy a so-called balance condition. The current densities are different from zero in the nonequilibrium case and are uniformly bounded.
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1. Introduction. A basic model for carrier transport in semiconductors was created in 1950 by van Roosbroeck [51]. It describes the transport of electrons and holes by drift and diffusion processes in a self-consistent electrical field. This so-called driftdiffusion model was first used by Gummel [27] to calculate diodes. Since that time, drift-diffusion models have been intensively studied, and there exists extensive literature on them; see $[23,44,52]$ and references therein. However, modern semiconductor devices inherently employ quantum effects in their operations, such as tunneling [15, $18,54]$, which are well described by stationary or transient Wigner- or SchrödingerPoisson systems $[1,9,10,12,19,20,29,30,31,36,37,38,39,41,42,46,47,48,49,53]$. Unfortunately, the numerical treatment of a Wigner- or Schrödinger-Poisson system is fairly expensive compared to classical models, such as the drift-diffusion model. However, for several devices, such as resonant tunneling diodes [13, 14, 22, 45], the quantum effects occur only in some small spatial parts, while other parts admit a quite reasonable description by approved "classical models," such as drift-diffusion models, etc. Thus one looks for a model that combines a quantum description in parts where it is necessary with a classical description in other parts. The aim is to obtain a model which allows an effective and fast numerical treatment but describes the transport of electrons and holes in the semiconductor device with sufficient accuracy. Models of that type are usually called hybrid models; cf. [2, 6, 7, 16]. In [2, 16] coupled Schrödinger drift-diffusion models are used to simulate the current voltage

[^52]characteristic of a resonant tunneling diode. In the following we are interested in an analytical treatment of such models under quite general assumptions, but in a dissipative approximation.

In particular, we consider a one-dimensional stationary hybrid model which consists of a drift-diffusion model in the so-called "classical zone" and a dissipative Schrödinger model in the "quantum zone." Both systems are coupled by the conditions that the Fermi energies of the quantum zone are given by the electrochemical potentials of the classical zone, and the current densities are continuous at the interface points. Moreover, the electrostatic potential is determined self-consistently by a Poisson equation on the whole device domain.

The hybrid model approach, however, evokes several problems. In fact, if one is interested in a current density which is continuous over the whole device, then one has to consider an open quantum system. Indeed, for Schrödinger operators with self-adjoint boundary conditions, the current density is always zero since such operators commute with the complex conjugation. Thus, a continuous nontrivial net current flow through the interface between quantum and classical zones is impossible in this case. Consequently, hybrid models enforce at least non-self-adjoint boundary conditions for the Schrödinger operator to describe the particles in the quantum zone. Such models are introduced in [33, 34, 35]. Further, a nontrivial current density arises in the quantum zone only if the statistical behavior of the quantum system is described by a density matrix, which is different from those of the thermodynamical equilibrium. Hence, one has to find suitable nonequilibrium density matrices.

In more detail, we divide the one-dimensional device domain $\Omega=\left(a_{0}, b_{0}\right) \subseteq \mathbb{R}$ into a quantum zone $\Omega_{q}=(a, b), a_{0}<a<b<b_{0}$, and a classical region $\Omega_{c}=\Omega \backslash \Omega_{q}$. In the classical region the densities of electrons $U^{-}$and holes $U^{+}$, as well as the current densities for electrons $J^{-}$and holes $J^{+}$, respectively, are determined by means of the stationary drift-diffusion equations without generation or recombination [43] (temperature, elementary charge, and Boltzmann's constant scaled to one):

$$
\begin{align*}
U^{ \pm}(x) & :=N_{0}(x)^{ \pm} \exp \left(-V^{ \pm}(x) \pm \phi^{ \pm}(x)\right) & & \text { (density relations), }  \tag{1.1}\\
J^{ \pm}(x) & :=\mp \mu^{ \pm}(x) U^{ \pm}(x) \frac{d}{d x} \phi^{ \pm}(x) & & \text { (current relations) }  \tag{1.2}\\
\frac{d}{d x} J^{ \pm} & =0 & & \text { (continuity equations), } \tag{1.3}
\end{align*}
$$

$x \in \Omega_{c}$. Here and in what follows, the superscript "+" refers to hole quantities and "-" to electron quantities. $N_{0}^{ \pm}$denotes the densities of states, $\mu^{ \pm}$the carrier mobilities, and $\phi^{ \pm}$the electrochemical potentials. The potentials $V^{ \pm}$contain the electrostatic potential $\varphi$ and the band edge-offset potentials $V_{h}^{ \pm}$, i.e.,

$$
\begin{equation*}
V^{ \pm}:=V_{h}^{ \pm} \pm \varphi \tag{1.4}
\end{equation*}
$$

At the device boundary we impose inhomogeneous Dirichlet boundary conditions on the system (1.1)-(1.3), i.e.,

$$
\begin{equation*}
\phi^{ \pm}\left(a_{0}\right)=\phi_{a_{0}}^{ \pm} \quad \text { and } \quad \phi^{ \pm}\left(b_{0}\right)=\phi_{b_{0}}^{ \pm} \tag{1.5}
\end{equation*}
$$

To have a mathematically meaningful description, the system (1.1)-(1.3) requires boundary conditions at the end points $a$ and $b$ of the classical zones $\left(a_{0}, a\right)$ and $\left(b, b_{0}\right)$, too. However, for the hybrid model, $a$ and $b$ are not boundary points but interface
points at which the coupling of the drift-diffusion system with the quantum subsystem is realized. Hence, the coupling conditions have to replace the boundary conditions at these interface points. We will develop these interface conditions later in the text.

In the quantum zone a dissipative Schrödinger system is adopted (cf. [3, 33]), which is derived from a quantum transmitting Schrödinger system; see [4, 8] and section B. 1 in Appendix B. A dissipative Schrödinger model consists of two dissipative Schrödinger-type operators $H^{ \pm}$(cf. [34, 35] and section A. 1 in Appendix A), arising from the differential expressions

$$
\begin{equation*}
H^{ \pm} f=\left(-\frac{1}{2} \frac{d}{d x} \frac{1}{m^{ \pm}} \frac{d}{d x}+V^{ \pm}\right) f \tag{1.6}
\end{equation*}
$$

where $m^{ \pm}$denotes the effective mass of the particle under consideration and $V^{ \pm}$ contain the band edge-offsets and the electrostatic potential; see (1.4). Supplemented by the boundary conditions

$$
\begin{equation*}
\frac{1}{2 m^{ \pm}(a)} f^{\prime}(a)=-\varkappa_{a}^{ \pm} f(a) \quad \text { and } \quad \frac{1}{2 m^{ \pm}(b)} f^{\prime}(b)=\varkappa_{b}^{ \pm} f(b) \tag{1.7}
\end{equation*}
$$

$H^{ \pm}$are maximal dissipative, and completely non-self-adjoint operators on the Hilbert space $L^{2}\left(\Omega_{q}\right)$ if $\operatorname{Im}\left(\varkappa_{a}^{ \pm}\right), \operatorname{Im}\left(\varkappa_{b}^{ \pm}\right)>0$. The coupling constants $\varkappa_{a}^{ \pm}$and $\varkappa_{b}^{ \pm}$are given by means of the potentials $V^{ \pm}$at the quantum-classical interface boundaries $a$ and $b$ by

$$
\begin{equation*}
\varkappa_{a}^{ \pm}:=i \sqrt{\frac{s^{ \pm}-V^{ \pm}(a)}{2 m_{a}^{ \pm}}} \quad \text { and } \quad \varkappa_{b}^{ \pm}:=i \sqrt{\frac{s^{ \pm}-V^{ \pm}(b)}{2 m_{b}^{ \pm}}} \tag{1.8}
\end{equation*}
$$

where $i$ denotes the imaginary unit, i.e., $i^{2}=-1$, and

$$
\begin{equation*}
s^{ \pm}:=V_{\max }^{ \pm}+\delta_{0}^{ \pm}, \quad \delta_{0}^{ \pm}>0 \tag{1.9}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\max }^{ \pm}:=\max \left\{V^{ \pm}(a), V^{ \pm}(b)\right\} \tag{1.10}
\end{equation*}
$$

where $\delta_{0}^{ \pm}$are given positive constants. Note that $\operatorname{Im}\left(\varkappa_{a}^{ \pm}\right)>0$ and $\operatorname{Im}\left(\varkappa_{b}^{ \pm}\right)>0$. The operators $H^{ \pm}$are maximal dissipative, and the multiplicity of their minimal selfadjoint dilations is 2 ; cf. [35]. Moreover, the spectrum of minimal self-adjoint dilations coincides with the real line and is purely absolutely continuous. Thus, there exist two generalized eigenfunctions, denoted by $\psi_{a}^{ \pm}(\lambda, x), \psi_{b}^{ \pm}(\lambda, x)$, for each dilation operator; see [33] and section A. 2 in Appendix A. The particle densities $u^{ \pm}$and current densities $j^{ \pm}$are then given by means of the generalized eigenfunctions $\psi_{a}^{ \pm}(\lambda, x), \psi_{b}^{ \pm}(\lambda, x)$, assuming Boltzmann distribution, by

$$
\begin{align*}
u^{ \pm}(x) & =\sum_{\nu=a, b} \int_{\Lambda^{ \pm}} d \lambda n_{0}^{ \pm} \exp \left(-\lambda \pm \epsilon_{\nu}\right)\left|\psi_{\nu}(\lambda, x)\right|^{2}, \quad x \in \Omega_{q}  \tag{1.11}\\
j^{ \pm} & =\sum_{\nu=a, b} \int_{\Lambda^{ \pm}} d \lambda n_{0}^{ \pm} \exp \left(-\lambda \pm \epsilon_{\nu}\right) \operatorname{Im}\left(\frac{1}{m(x)} \frac{\partial \psi_{\nu}(\lambda, x)}{\partial x} \overline{\psi_{\nu}(\lambda, x)}\right) \tag{1.12}
\end{align*}
$$

(see $[33,5]$ ), where $n_{0}^{ \pm}$are the integrated density of states and

$$
\begin{equation*}
\Lambda^{ \pm}:=\left[V_{\max }^{ \pm}, V_{\max }^{ \pm}+\delta^{ \pm}\right), \quad 0<\delta_{0}^{ \pm}<\delta^{ \pm} \leq \infty \tag{1.13}
\end{equation*}
$$

The real parameters $\mathfrak{A}:=\left\{\delta_{0}^{ \pm}, \delta^{ \pm}\right\}, 0<\delta_{0}^{ \pm}<\delta^{ \pm} \leq \infty$, are called the approximation parameters; see section B. 2 in Appendix B.

The construction of the Schrödinger model in the quantum zone is to some extent artificial, since the physical interpretation of the generalized eigenfunctions $\psi_{a}, \psi_{b}$ corresponding to the self-adjoint dilations of $H^{ \pm}$is not a priori clear. However, as pointed out in [4], the dissipative Schrödinger model can be seen as an approximation of the usual Schrödinger scattering model considered elsewhere (see, e.g., [8, 22]), with approximation parameters $\mathfrak{A}$. We will briefly outline this feature in section B. 2 of Appendix B.

The Fermi levels $\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}$in (1.11), (1.12) are determined by the drift-diffusion model by

$$
\begin{equation*}
\phi^{ \pm}(a)=\epsilon_{a}^{ \pm} \quad \text { and } \quad \phi^{ \pm}(b)=\epsilon_{b}^{ \pm} \tag{1.14}
\end{equation*}
$$

Thus, the conditions (1.14) couple the drift-diffusion equations (1.1)-(1.3) and the dissipative Schrödinger operators (1.6)-(1.12). This coupling will be called the Fermi coupling. Moreover, we impose the continuity of the drift-diffusion currents $J^{ \pm}$and the quantum current $j^{ \pm}$, i.e.,

$$
\begin{equation*}
J^{ \pm}(a)=j^{ \pm}=J^{ \pm}(b) \tag{1.15}
\end{equation*}
$$

This condition is necessary in order to obtain a physically meaningful model.
In order to have a meaningful description of the semiconductor device, the electrostatic potential $\varphi$ has to be computed self-consistently by a Poisson equation, i.e.,

$$
\begin{equation*}
-\frac{d}{d x} \varepsilon \frac{d}{d x} \varphi(x)=C(x)+\mathcal{U}^{+}(x)-\mathcal{U}^{-}(x), \quad x \in \Omega \tag{1.16}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
\varphi\left(a_{0}\right)=\varphi_{a_{0}} \quad \text { and } \quad \varphi\left(b_{0}\right)=\varphi_{b_{0}} \tag{1.17}
\end{equation*}
$$

where the carrier densities $\mathcal{U}^{ \pm}$are given by

$$
\mathcal{U}^{ \pm}(x):= \begin{cases}U^{ \pm}(x) & \text { for } x \in \Omega_{c}  \tag{1.18}\\ u^{ \pm}(x) & \text { for } x \in \Omega_{q}\end{cases}
$$

and $\varepsilon, C$ denote the dielectric permittivity and the doping profile, respectively.
The coupled dissipative Schrödinger (1.6)-(1.12) and drift-diffusion model (1.1)(1.3) with the coupling conditions (1.14)-(1.18) is called the dissipative hybrid model.

The aim of this paper is to show that the proposed dissipative hybrid model is well posed and admits a solution under natural assumptions for any choice of the approximation parameters $\mathfrak{A}$. The paper is organized as follows. In section 2 we investigate the stationary drift-diffusion system on the disconnected set $\Omega_{c}=$ $\left(a_{0}, a\right) \cup\left(b, b_{0}\right)$, provided the current densities are given and equal on the different intervals $\left(a_{0}, a\right)$ and $\left(b, b_{0}\right)$. This leads to certain restrictions on the current densities; cf. Lemma 2.2. Section 3 is devoted to the rigorous setup of the dissipative Schrödinger system used in the quantum zone. The dissipative hybrid model is defined in section 4. In section 4.1 the so-called Fermi coupling is explained. Using the Fermi coupling, we show in section 4.2 that the stationary drift-diffusion and the dissipative Schrödinger models admit a current coupling. This result is in fact nontrivial and is based on Proposition 4.1. Using the results of section 4.2 , in section 4.3 we rigorously introduce
the dissipative hybrid model. Finally, in section 4.4 we consider the coupling with the Poisson equation. The problem of finding a solution to the dissipative hybrid model is reformulated in section 4.4 as a fixed point problem. In section 5 we show that the fixed point problem admits a solution. The existence proof is based on the Leray-Schauder fixed point theorem. Uniqueness is not shown and not expected for physical reasons; cf. [32, 50]. However, it turns out that all solutions are uniformly bounded by a bound that is determined by the data of the problem but independent of the choice of the approximation parameters $\mathfrak{A}$. Moreover, the current densities are nontrivial in the nonequilibrium case. We sum up with some comments in section 6 . In section A we give an introduction to dissipative Schrödinger systems and prove some continuity results for the carrier and current density operators. The derivation of the dissipative Schrödinger model from the usual Schrödinger scattering model is exposed in section B.

Notation. By $L^{p}(\mathcal{O}, X, \mathfrak{m}), 1 \leq p<\infty$, we denote the space of $\mathfrak{m}$-measurable and $p$-integrable functions over Borel sets $\mathcal{O} \subseteq \mathbb{R}$ with values in a Banach space $X$. By $L^{\infty}(\mathcal{O}, X, \mathfrak{m})$ the space of essentially bounded functions is denoted. If $\mathfrak{m}$ is the Lebesgue measure, then we write $L^{p}(\mathcal{O})=L^{p}(\mathcal{O}, \mathbb{C}, \mathfrak{m})$ and $L_{\mathbb{R}}^{p}(\mathcal{O}):=L^{p}(\mathcal{O}, \mathbb{R}, \mathfrak{m})$, $1 \leq p \leq \infty$. For closed sets $\mathcal{O} \subseteq \mathbb{R}$ we denote by $C(\mathcal{O})$ and $C_{\mathbb{R}}(\mathcal{O})$ the spaces of continuous complex- or real-valued functions, respectively, on $\mathcal{O}$ equipped with the supremum norm.

The norm of a Banach or Hilbert space $X$ is indicated by $\|\cdot\|_{X}$, or simply by $\|\cdot\|$; the scalar product of a Hilbert space $X$ by $(\cdot, \cdot)_{X}$, or simply by $(\cdot, \cdot)$, where the first argument is the linear one. The dual space is indicated by $X^{*}$. By $\mathcal{B}(X, Y)$ the space of all linear bounded operators from the Banach space $X$ to the Banach space $Y$ is denoted with norm $\|\cdot\|_{\mathcal{B}(X, Y)}$. If $X=Y$, then $\mathcal{B}(X, X)=\mathcal{B}(X)$ and $\|\cdot\|_{\mathcal{B}(X, Y)}=\|\cdot\|_{\mathcal{B}(X)}$. If $X$ is a Hilbert space, then $\mathcal{B}_{1}(X)$ denotes the space of trace class operators. For a densely defined linear operator $A: X \longrightarrow Y$ we denote by $A^{*}$, $\operatorname{spec}(A)$, and $\operatorname{res}(A)$ its adjoint, spectrum, and resolvent set, respectively.

Furthermore, for $\mathcal{O}=\left(a_{0}, b_{0}\right)$ or $\mathcal{O}=(a, b)$ we denote by $W^{1,2}(\mathcal{O})$ the usual Sobolev spaces of complex-valued functions on $\mathcal{O}$. The subspace of elements with homogeneous Dirichlet boundary conditions at the end points of the interval $\mathcal{O} \subseteq$ $\mathbb{R}$ is denoted by ${ }_{o}^{o}{ }^{1,2}(\mathcal{O})$. Its dual with respect to the $L^{2}$-pairing is denoted by $W^{-1,2}(\mathcal{O})=\left(\stackrel{o}{W^{1,2}}(\mathcal{O})\right)^{*}$. If we have in mind only real-valued functions, then we write $W_{\mathbb{R}}^{1,2}(\mathcal{O})$ and $\stackrel{o}{W}_{W_{\mathbb{R}}^{1,2}}^{(\mathcal{O})}$.

Moreover, the superscripts "+" and "-" always indicate quantities related to holes and electrons, respectively.

Throughout this paper $\varphi$ will always denote the electrostatic potential. If needed, we will indicate the dependence of any quantity $A$ on the electrostatic potential $\varphi$, or the current density $J$ and the electrostatic potential $\varphi$, by writing $A[\varphi]$ or $A[J, \varphi]$, respectively.
2. Classical zone. In this section we consider the stationary drift-diffusion equations (1.1)-(1.3) on the disconnected set $\Omega_{c}$ with boundary conditions (1.5). The boundary conditions at $a$ and $b$ are replaced by the conditions that (i) the current densities at $a$ and $b$ are equal and (ii) these current densities are given. We show in this section that the system is well posed and admits solutions $\phi^{ \pm}$, provided the given current densities are located in some interval around zero, which depends on the fixed electrostatic potential $\varphi$. Later on, the given current densities will be the quantum
current densities for a fixed potential $\varphi$, which is finally determined self-consistently by the Poisson equation.

We assume that the carrier and current densities $U^{ \pm}$and $J^{ \pm}$are given by (1.1) and (1.2), respectively. We make the following assumptions.

Assumption 2.1.
(C.1) The effective carrier mobilities $\mu^{ \pm}$are strictly positive and constant on $\Omega_{c}$.
(C.2) The effective density of states $N_{0}^{ \pm}$are strictly positive constants on $\Omega_{c}$.
(C.3) The boundary values $\phi_{a_{0}}$ and $\phi_{b_{0}}$ are given constants from $\mathbb{R}$.
(C.4) The band-edge offsets $V_{h}^{ \pm}$are real and continuous functions, i.e., $V_{h}^{ \pm} \in$ $C_{\mathbb{R}}\left(\overline{\Omega_{c}}\right)$.
(C.5) Generation and recombination are absent.

Moreover, we will assume throughout this section that the electrostatic potential $\varphi$ is given and obeys $\varphi \in C_{\mathbb{R}}(\Omega)$. By Assumption (C.4) we get that the potentials $V^{ \pm}$ defined by (1.4) satisfy $V^{ \pm} \in C_{\mathbb{R}}\left(\overline{\Omega_{c}}\right)$.

By (C.5) we obtain the continuity equations (1.3), which imply that the current density $J^{ \pm}(x)$ is constant on each subinterval of $\Omega_{c}$, i.e.,

$$
\begin{equation*}
J^{ \pm}(x)=J^{ \pm}(a), \quad x \in\left(a_{0}, a\right), \quad \text { and } \quad J^{ \pm}(x)=J^{ \pm}(b), \quad x \in\left(b, b_{0}\right) \tag{2.1}
\end{equation*}
$$

Thus, we deduce

$$
\begin{equation*}
J^{ \pm}(a)=\mu^{ \pm} N_{0}^{ \pm} \frac{e^{-\phi_{a_{0}}^{ \pm}}-e^{-\phi^{ \pm}(a)}}{\int_{a_{0}}^{a} d y e^{V^{ \pm}(y)}} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{ \pm}(b)=\mu^{ \pm} N_{0}^{ \pm} \frac{e^{-\phi^{ \pm}(b)}-e^{-\phi_{b_{0}}^{ \pm}}}{\int_{b}^{b_{0}} d y e^{V^{ \pm}(y)}} \tag{2.3}
\end{equation*}
$$

Lemma 2.2. Let the electrostatic potential $\varphi \in C_{\mathbb{R}}(\Delta)$ and the current densities $J^{ \pm}$be given. There are solutions $\phi^{ \pm} \in C_{\mathbb{R}}^{1}\left(\Omega_{c}\right)$ of the drift-diffusion equations (1.1)(1.3) satisfying the boundary conditions (1.5) and the conditions $J^{ \pm}(a)=J^{ \pm}(b)=J^{ \pm}$ if and only if $J^{ \pm} \in\left(J_{\text {min }}^{ \pm}, J_{\text {max }}^{ \pm}\right)$, where

$$
\begin{equation*}
J_{\min }^{ \pm}:=-\mu^{ \pm} N_{0}^{ \pm} \frac{e^{ \pm \phi_{b_{0}}^{ \pm}}}{\int_{b}^{b_{0}} d y e^{V^{ \pm}(y)}}, \quad J_{\max }^{ \pm}:=\mu^{ \pm} N_{0}^{ \pm} \frac{e^{ \pm \phi_{a_{0}}^{ \pm}}}{\int_{a_{0}}^{a} d y e^{V^{ \pm}(y)}} \tag{2.4}
\end{equation*}
$$

with $V^{ \pm}$given by (1.4). Moreover, these solutions $\phi^{ \pm}$are unique.
Proof. Let us first assume that $\phi^{ \pm}$are solutions of the drift-diffusion equations such that $J^{ \pm}(a)=J^{ \pm}(b)=J^{ \pm}$holds. From (2.2) and (2.3), one gets

$$
\begin{equation*}
J^{ \pm}(a)<\mu^{ \pm} N_{0}^{ \pm} \frac{e^{ \pm \phi_{a_{0}}^{ \pm}}}{\int_{a_{0}}^{a} d y e^{V^{ \pm}(y)}}=J_{\max }^{ \pm} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{ \pm}(b)>-\mu^{ \pm} N_{0}^{ \pm} \frac{e^{ \pm \phi_{b_{0}}^{ \pm}}}{\int_{b}^{b_{0}} d y e^{V^{ \pm}(y)}}=J_{\min }^{ \pm} \tag{2.6}
\end{equation*}
$$

Thus, $J^{ \pm} \in\left(J_{\text {min }}^{ \pm}, J_{\text {max }}^{ \pm}\right)$.

Conversely, if $J^{ \pm} \in\left(J_{\min }^{ \pm}, J_{m a x}^{ \pm}\right)$, then we can define

$$
\phi^{-}(x):= \begin{cases}-\ln \left(e^{-\phi_{a_{0}}^{-}}-\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{a_{0}}^{x} d y e^{V^{-}(y)}\right) & \text { for } x \in\left(a_{0}, a\right)  \tag{2.7}\\ -\ln \left(e^{-\phi_{b_{0}}^{-}}+\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{x}^{b_{0}} d y e^{V^{-}(y)}\right) & \text { for } x \in\left(b, b_{0}\right)\end{cases}
$$

and similarly

$$
\phi^{+}(x):= \begin{cases}\ln \left(e^{\phi_{a_{0}}^{+}}-\frac{J^{+}}{\mu^{+} N_{0}^{+}} \int_{a_{0}}^{x} d y e^{V^{+}(y)}\right) & \text { for } x \in\left(a_{0}, a\right)  \tag{2.8}\\ \ln \left(e^{\phi_{b_{0}}^{+}}+\frac{J^{+}}{\mu^{+} N_{0}^{+}} \int_{x}^{b_{0}} d y e^{V^{+}(y)}\right) & \text { for } x \in\left(b, b_{0}\right)\end{cases}
$$

A straightforward computation shows that $\phi^{ \pm}$defined by (2.7) and (2.8) are indeed solutions of the drift-diffusion equations (1.1)-(1.3) and satisfy the boundary conditions (1.5). The uniqueness of the solutions follows from the fact that (1.3) is a second order equation for $e^{\phi^{ \pm}}$, where the boundary values at $\phi^{ \pm}\left(a_{0}\right), \phi^{ \pm}\left(b_{0}\right)$ are fixed by (1.5), and $\frac{d}{d x} \phi^{ \pm}\left(a_{0}\right), \frac{d}{d x} \phi^{ \pm}\left(b_{0}\right)$ are fixed by the conditions $J^{ \pm}(a)=J^{ \pm}(b)=J^{ \pm}$.

It is convenient to introduce the sets

$$
\mathcal{E}^{-}:=\left\{\left(J^{-}, \varphi\right) \in \mathbb{R} \times C_{\mathbb{R}}(\Omega): \begin{array}{l}
0<e^{-\phi_{a_{0}}^{-}}-\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{a_{0}}^{a} d x e^{V^{-}(x)}  \tag{2.9}\\
0<e^{-\phi_{b_{0}}^{-}}+\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{b}^{b_{0}} d x e^{V^{-}(x)}
\end{array}\right\}
$$

and

$$
\mathcal{E}^{+}:=\left\{\left(J^{+}, \varphi\right) \in \mathbb{R} \times C_{\mathbb{R}}(\Omega): \begin{array}{l}
0<e^{\phi_{a_{0}}^{+}}-\frac{J^{+}}{\mu^{+} N^{+}} \int_{a_{0}}^{a} d x e^{V^{+}(x)}  \tag{2.10}\\
0<e^{\phi_{b_{0}}^{+}}+\frac{J^{+}}{\mu^{+} N^{+}} \int_{b}^{b_{0}} d x e^{V^{+}(x)}
\end{array}\right\}
$$

Note that the definitions (2.7) and (2.8) make sense if $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$. For pairs $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$we will indicate the dependence of $\phi^{ \pm}$from $(2.7),(2.8)$ on the pairs by writing $\phi^{ \pm}\left[J^{ \pm}, \varphi\right]$.

For $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$the densities $U^{ \pm}$are given by means of (1.1), (2.7), and (2.8) by

$$
U^{-}(x)= \begin{cases}N_{0}^{-} e^{-V^{-}(x)}\left\{e^{-\phi_{a_{0}}^{-}}-\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{a_{0}}^{x} d y e^{V^{-}(y)}\right\} & \text { for } x \in\left(a_{0}, a\right)  \tag{2.11}\\ N_{0}^{-} e^{-V^{-}(x)}\left\{e^{-\phi_{b_{0}}^{-}}+\frac{J^{-}}{\mu^{-} N_{0}^{-}} \int_{x}^{b_{0}} d y e^{V^{-}(y)}\right\} & \text { for } x \in\left(b, b_{0}\right)\end{cases}
$$

and

$$
U^{+}(x)= \begin{cases}N_{0}^{+} e^{-V^{+}(x)}\left\{e^{\phi_{a_{0}}^{+}}-\frac{J^{+}}{\mu^{+} N_{0}^{+}} \int_{a_{0}}^{x} d y e^{V^{+}(y)}\right\} & \text { for } x \in\left(a_{0}, a\right)  \tag{2.12}\\ N_{0}^{+} e^{-V^{+}(x)}\left\{e^{\phi_{b_{0}}^{+}}+\frac{J^{+}}{\mu^{+} N_{0}^{+}} \int_{x}^{b_{0}} d y e^{V^{+}(y)}\right\} & \text { for } x \in\left(b, b_{0}\right)\end{cases}
$$

Clearly the densities $U^{ \pm}$are positive if $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$. The operators that assign the densities $U^{ \pm}$to pairs of $\left(J^{ \pm}, \varphi\right)$, called the classical carrier density operators $\mathcal{D}^{ \pm}: \mathcal{E}^{ \pm} \longrightarrow L_{\mathbb{R}}^{1}\left(\Omega_{c}\right)$, are defined by

$$
\begin{equation*}
\mathcal{D}^{ \pm}\left[J^{ \pm}, \varphi\right]:=U^{ \pm}, \quad\left(J^{ \pm}, \varphi\right) \in \operatorname{dom}\left(\mathcal{D}^{ \pm}\right)=\mathcal{E}^{ \pm} \tag{2.13}
\end{equation*}
$$

where $U^{ \pm}$are given by (2.11) and (2.12). Of course, the carrier densities are not only from $L^{1}$ but in fact also are continuous functions. However, in section 3 we see that for the quantum densities the adequate function space is $L^{1}$. This suggests that we demand the same function space here.
3. Quantum zone. In this section we rigorously define the dissipative Schrödinger system described in the introduction of this paper; see (1.6)-(1.13). To that end we make the following general assumptions.

Assumption 3.1.
(Q.1) The effective masses $m^{ \pm}$are positive and obey $m^{ \pm}, \frac{1}{m^{ \pm}} \in L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right)$.
(Q.2) The effective masses $m_{a}^{ \pm}$and $m_{b}^{ \pm}$entering the boundary coefficients $\varkappa_{a}^{ \pm}$ and $\varkappa_{b}^{ \pm}$(see (1.8)) are strictly positive constants.
(Q.3) The approximation parameters $\mathfrak{A}=\left\{\delta_{0}^{ \pm}, \delta^{ \pm}\right\}$entering $\varkappa_{a}^{ \pm}$and $\varkappa_{b}^{ \pm}$via (1.9) are strictly positive and obey $\delta_{0}^{ \pm}<\delta^{ \pm} \leq \infty$.
(Q.4) The band-edge offsets $V_{h}^{ \pm}$are essentially bounded over the whole device domain and continuous in the classical region (see also Assumption (C.4)).
(Q.5) The distribution functions $f^{ \pm}: \mathbb{R} \longrightarrow \mathbb{R}_{+}$are continuously differentiable and nonincreasing, i.e., $\frac{d}{d x} f^{ \pm}(x) \leq 0$ for $x \in \mathbb{R}$, such that

$$
\begin{align*}
D^{ \pm}(s) & :=\sup _{\lambda \in[s, \infty)} f^{ \pm}(\lambda) \sqrt{1+\lambda^{2}}<\infty, \quad s \in \mathbb{R}  \tag{3.1}\\
F^{ \pm}(s) & :=\int_{s}^{\infty} d \lambda f^{ \pm}(\lambda)<\infty, \quad s \in \mathbb{R} . \tag{3.2}
\end{align*}
$$

Moreover, the electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$ is assumed to be fixed in this section. The potentials $V^{ \pm}$are defined-as before-by (1.4).

Remark 3.2. Clearly, the reduced Boltzman distribution functions $f^{ \pm}(\lambda)=$ $n_{0}^{ \pm} e^{-\lambda}$ and the reduced Fermi-Dirac distribution functions $f^{ \pm}(\lambda)=n_{0}^{ \pm} \ln \left(1+e^{-\lambda}\right)$, where $n_{0}^{ \pm}$are the integrated density of states, satisfy assumption (Q.5).

We define the operators $H^{ \pm}$on the Hilbert space $L^{2}\left(\Omega_{q}\right)$ by

$$
\operatorname{dom}\left(H^{ \pm}\right)=\left\{\begin{array}{ll} 
& \frac{1}{m^{ \pm}} g^{\prime} \in W^{1,2}\left(\Omega_{q}\right)  \tag{3.3}\\
g \in W^{1,2}\left(\Omega_{q}\right): & \frac{1}{2 m^{ \pm}(a)} g^{\prime}(a)=-\varkappa_{a}^{ \pm} g(a) \\
& \frac{1}{2 m^{ \pm}(b)} g^{\prime}(b)=\varkappa_{b}^{ \pm} g(b)
\end{array}\right\}
$$

and

$$
\begin{equation*}
\left(H^{ \pm} g\right)(x)=-\frac{1}{2} \frac{d}{d x} \frac{1}{m^{ \pm}(x)} \frac{d}{d x} g(x)+V^{ \pm}(x) g(x) \tag{3.4}
\end{equation*}
$$

where the coefficients $\varkappa_{a}^{ \pm}$and $\varkappa_{b}^{ \pm}$are given by (1.8). The operators $H^{ \pm}$are maximal dissipative and completely non-self-adjoint, since $\operatorname{Im}\left(\varkappa_{a}^{ \pm}\right), \operatorname{Im}\left(\varkappa_{b}^{ \pm}\right)>0$; see [34].

The dissipative operators $H^{ \pm}$are regarded as pseudo-Hamiltonians of an open quantum system; see $[17,3]$. By means of the dilation theorem (see, e.g., [21]), there exists a Hilbert space $\mathfrak{K}$ containing $L^{2}\left(\Omega_{q}\right)$ as a subspace and self-adjoint dilations $K^{ \pm}$on $\mathfrak{K}$ corresponding to the maximal dissipative operators $H^{ \pm}$, i.e.,

$$
\left(H^{ \pm}-z\right)^{-1} \psi=P\left(K^{ \pm}-z\right)^{-1} \psi \quad \text { for all } \psi \in L^{2}\left(\Omega_{q}\right)
$$

where $P$ denotes the orthogonal projection from the dilation space $\mathfrak{K}$ onto the subspace $L^{2}\left(\Omega_{q}\right)$. Moreover, the minimality conditions

$$
\mathfrak{K}=\underset{z \in \mathbb{C} \backslash \mathbb{R}}{\operatorname{clospan}}\left\{\left(K^{ \pm}-z\right)^{-1} \psi, \psi \in L^{2}\left(\Omega_{q}\right)\right\}
$$

are satisfied. The minimal self-adjoint dilations $K^{ \pm}$corresponding to the maximal dissipative operators $H^{ \pm}$can be obtained explicitly; see [35] and also section A.2. The
spectrum of $K^{ \pm}$is absolutely continuous, is the whole real line, and has multiplicity 2. The incoming eigenfunctions of $K^{ \pm}$are denoted by $\psi_{a}^{ \pm}(x, \lambda), \psi_{b}^{ \pm}(x, \lambda)$; see [35]. The macroscopic quantities such as carrier densities $u^{ \pm}$and current densities $j^{ \pm}$for the open quantum system are then determined by the incoming eigenfunctions of the quasi Hamiltonian and given statistics as in [33] and sections A. 3 and A. 4 by

$$
\begin{align*}
u^{ \pm}(x) & =\sum_{\nu=a, b} \int_{\Lambda^{ \pm}} d \lambda f^{ \pm}\left(\lambda \mp \epsilon_{\nu}\right)\left|\psi_{\nu}^{ \pm}(x, \lambda)\right|^{2}  \tag{3.5}\\
j^{ \pm} & =\sum_{\nu=a, b} \int_{\Lambda^{ \pm}} d \lambda f^{ \pm}\left(\lambda \mp \epsilon_{\nu}\right) \operatorname{Im}\left(\frac{1}{m(x)} \frac{\partial \psi_{\nu}^{ \pm}(\lambda, x)}{\partial x} \overline{\psi_{\nu}^{ \pm}(\lambda, x)}\right) \tag{3.6}
\end{align*}
$$

where $\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}$are given Fermi levels and $\Lambda^{ \pm}$the sets given by (1.13). The current densities $j^{ \pm}$can be expressed by means of the transmission coefficients $0 \leq t^{ \pm}(\lambda) \leq 1$ (see [35] and section A. 4 in Appendix A) as

$$
\begin{equation*}
j^{ \pm}=\frac{1}{2 \pi} \int_{\Lambda^{ \pm}} d \lambda t^{ \pm}(\lambda)\left(f^{ \pm}\left(\lambda \mp \epsilon_{a}\right)-f^{ \pm}\left(\lambda \mp \epsilon_{b}\right)\right) \tag{3.7}
\end{equation*}
$$

Clearly the carrier and current densities depend on the electrostatic potential $\varphi$ since the eigenfunctions $\psi_{a}^{ \pm}, \psi_{b}^{ \pm}$and the intervals $\Lambda^{ \pm}$depend on $\varphi$. Moreover, $u^{ \pm}$and $j^{ \pm}$depend on the Fermi energies $\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}$. Therefore, we define the carrier density operators $\mathcal{N}^{ \pm}: \mathbb{R} \times \mathbb{R} \times C_{\mathbb{R}}(\Omega) \longrightarrow L^{1}\left(\Omega_{q}\right)$ and current density operators $j^{ \pm}: \mathbb{R} \times \mathbb{R} \times C_{\mathbb{R}}(\Omega) \longrightarrow \mathbb{R}$, which assign to the Fermi levels and the electrostatic potential the corresponding carrier and current densities, i.e.,

$$
\begin{equation*}
\mathcal{N}^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]:=u^{ \pm}(x), \quad\left(\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right) \in \operatorname{dom}\left(\mathcal{N}^{ \pm}\right)=\mathbb{R} \times \mathbb{R} \times C_{\mathbb{R}}(\Omega) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
j^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]:=j^{ \pm}, \quad\left(\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right) \in \operatorname{dom}\left(j^{ \pm}\right)=\mathbb{R} \times \mathbb{R} \times C_{\mathbb{R}}(\Omega) \tag{3.9}
\end{equation*}
$$

The carrier density operators admit the estimate (cf. Proposition A. 4 of section A.3)

$$
\begin{equation*}
\left\|\mathcal{N}^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq C^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]\left(\gamma_{1}^{ \pm}+\gamma_{2}^{ \pm} \sqrt{\left\|\varphi_{\mp}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{3.10}
\end{equation*}
$$

where $\varphi_{+}$and $\varphi_{-}$denote the positive and negative parts, respectively, of $\varphi$, i.e.,

$$
\begin{equation*}
\varphi_{-}(x):=\max \{0,-\varphi(x)\}, \quad \varphi_{+}(x):=\max \{0, \varphi(x)\}, \quad x \in \Omega_{q} \tag{3.11}
\end{equation*}
$$

The constants $\gamma_{1}^{ \pm}, \gamma_{2}^{ \pm}$are independent of $\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}$, and $\varphi$. The constants $C^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]$ are given by

$$
\begin{equation*}
C^{ \pm}\left[\epsilon_{a}^{ \pm}, \epsilon_{b}^{ \pm}, \varphi\right]:=\sup _{\lambda \in \Lambda^{ \pm}[\varphi]} \max _{\nu=a, b} f^{ \pm}\left(\lambda \mp \epsilon_{\nu}^{ \pm}\right) \sqrt{1+\lambda^{2}} \tag{3.12}
\end{equation*}
$$

where $\Lambda^{ \pm}[\varphi]$ denotes the dependence of the intervals $\Lambda^{ \pm}$given by (1.13) on the electrostatic potential $\varphi$.
4. Hybrid model. In this section we couple the drift-diffusion model of section 2 and the dissipative Schrödinger model of section 3, which leads to the dissipative hybrid model. This coupling is done in two steps: (i) the Fermi coupling and (ii) the current coupling.
4.1. Fermi coupling. Fermi coupling means to choose the Fermi energies $\epsilon_{a}^{ \pm}$ and $\epsilon_{b}^{ \pm}$in the dissipative Schrödinger model (see (3.5), (3.6)) in an appropriate manner. Let us assume that the electrostatic potential $\varphi$ and the current densities $J^{ \pm}$are given and obey $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$, where $\mathcal{E}^{ \pm}$are given by (2.9), (2.10). Thus the Fermi potentials $\phi^{ \pm}$can be defined by means of (2.7) and (2.8). The Fermi levels $\epsilon_{a}^{ \pm}$and $\epsilon_{b}^{ \pm}$are then determined by

$$
\epsilon_{a}^{ \pm}=\phi^{ \pm}(a) \quad \text { and } \quad \epsilon_{b}^{ \pm}=\phi^{ \pm}(b) .
$$

With this choice of the Fermi levels, we may define in accordance with (3.8) and (3.9) the mappings $\mathcal{N}^{ \pm}: \mathcal{E}^{ \pm} \longrightarrow L^{1}\left(\Omega_{q}\right)$,

$$
\begin{equation*}
\mathcal{N}^{ \pm}\left[J^{ \pm}, \varphi\right]:=\mathcal{N}^{ \pm}\left[\phi^{ \pm}\left[J^{ \pm}, \varphi\right](a), \phi\left[J^{ \pm}, \varphi\right](b), \varphi\right], \quad\left(J^{ \pm}, \varphi\right) \in \operatorname{dom}\left(\mathcal{N}^{ \pm}\right)=\mathcal{E}^{ \pm} \tag{4.1}
\end{equation*}
$$ and similar the mappings $j^{ \pm}: \mathcal{E}^{ \pm} \longrightarrow \mathbb{R}$ by

$$
\begin{equation*}
j^{ \pm}\left[J^{ \pm}, \varphi\right]:=j^{ \pm}\left[\phi^{ \pm}\left[J^{ \pm}, \varphi\right](a), \phi^{ \pm}\left[J^{ \pm}, \varphi\right](b), \varphi\right], \quad\left(J^{ \pm}, \varphi\right) \in \operatorname{dom}\left(j^{ \pm}\right)=\mathcal{E}^{ \pm} \tag{4.2}
\end{equation*}
$$

4.2. Current coupling. The other condition for the coupling of the dissipative and drift-diffusion model is to impose the continuity of the current densities. More precisely, let the electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$ be given; then the current continuity condition reads

$$
\begin{equation*}
J^{ \pm}=j^{ \pm}\left[J^{ \pm}, \varphi\right], \quad\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm} \tag{4.3}
\end{equation*}
$$

where $j^{ \pm}$are given by (4.2). Let us first show that condition (4.3) is well posed.
Proposition 4.1. If Assumptions 2.1 and 3.1 are satisfied, then for any electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$, the equations (4.3) admit unique solutions $J^{ \pm}$such that $\left(J^{ \pm}, \varphi\right) \in \mathcal{E}^{ \pm}$.

Proof. Since the considerations for holes and electrons are the same, we restrict ourselves in the following to holes and consider only the current continuity equation $J^{+}=j^{+}\left[J^{+}, \varphi\right],\left(J^{+}, \varphi\right) \in \mathcal{E}^{+}$. The transmission coefficient $t^{+}(z)$ is holomorphic and bounded by 1 in $z \in \mathbb{C}_{-}$; see section A.2, equation (A.23). We note that the limit $t^{+}(\lambda)=\lim _{\beta \uparrow 0} t^{+}(\lambda-i \beta)$ exists for all $\lambda \in \mathbb{R}$ and is bounded by 1 , too. Using the uniqueness theorem for the $H^{\infty}$-function (cf. Corollary II.4.2 of [26]), we find that this limit is different from zero for a.e. $\lambda \in \mathbb{R}$. Hence the function $t^{+}(\lambda)$ is different from zero and obeys the estimate

$$
\begin{equation*}
0 \leq t^{+}(\lambda) \leq 1, \quad \varphi \in C_{\mathbb{R}}(\Omega) \tag{4.4}
\end{equation*}
$$

for a.e. $\lambda \in \mathbb{R}$. Inserting (2.7) and (2.8) into (3.7), we find

$$
\begin{aligned}
j^{+}\left[J^{+}, \varphi\right]=\frac{1}{2 \pi} \int_{\Lambda^{+}[\varphi]} d \lambda t^{+}(\lambda) & \left\{f^{+}\left(\lambda-\ln \left(e^{\phi_{a_{0}}^{+}}-\frac{J^{+}}{\mu^{+} N_{0}^{+}} \int_{a_{0}}^{a} d y e^{V^{+}(y)}\right)\right)\right. \\
& \left.-f^{+}\left(\lambda-\ln \left(e^{\phi_{b_{0}}^{+}}+\frac{J^{+}}{\mu_{b}^{+} N_{b}^{+}} \int_{b}^{b_{0}} d y e^{V^{+}(y)}\right)\right)\right\}
\end{aligned}
$$

Since $\frac{d}{d x} f^{+} \leq 0$, one gets $\frac{\partial}{\partial J^{+}} j^{+}\left[J^{+}, \varphi\right] \leq 0$. Hence, if $\varphi$ is fixed, then the function $j^{+}\left[J^{+}, \varphi\right]$ is nonincreasing in $J^{+}$. By Lemma 2.2 one has $\left(J^{+}, \varphi\right) \in \mathcal{E}^{+} \Longleftrightarrow J^{+} \in$ $\left(J_{\text {min }}^{+}, J_{\text {max }}^{+}\right)$. If $J^{+} \uparrow J_{\text {max }}^{+}$, then $\phi^{+}\left[J^{+}, \varphi\right](a) \rightarrow-\infty$. Using the estimate

$$
\int_{\Lambda^{+}} d \lambda t^{+}(\lambda) f^{+}\left(\lambda-\phi^{+}\left[J^{+}, \varphi\right](a)\right) \leq \int_{V_{\max }^{+}-\phi^{+}\left[J^{+}, \varphi\right](a)}^{\infty} d \lambda f^{+}(\lambda)
$$

we find

$$
\lim _{J^{+} \uparrow J_{\text {max }}^{+}} \int_{\Lambda^{+}} d \lambda t^{+}(\lambda) f^{+}\left(\lambda-\phi^{+}\left[J^{+}, \varphi\right](a)\right)=0
$$

which gives

$$
\begin{align*}
j^{+}\left[J_{\text {max }}^{+}, \varphi\right] & :=\lim _{J^{+} \uparrow J_{\text {max }}^{+}} j^{+}\left[J^{+}, \varphi\right]  \tag{4.5}\\
& =-\frac{1}{2 \pi} \int_{\Lambda^{+}} d \lambda t^{+}(\lambda) f^{+}\left(\lambda-\ln \left(e^{\phi_{b_{0}}^{+}}+\frac{J_{\max }^{+}}{\mu^{+} N_{0}^{+}} \int_{b}^{b_{0}} d y e^{V^{+}(y)}\right)\right)
\end{align*}
$$

Similarly, if $J^{+} \downarrow J_{\text {min }}^{+}$, then $\phi^{+}\left[J^{+}, \varphi\right](b) \rightarrow-\infty$. Hence

$$
\lim _{J^{+} \downarrow J_{\text {min }}^{+}} \int_{\Lambda^{+}} d \lambda t^{+}(\lambda) f^{+}\left(\lambda-\phi^{+}\left[J^{+}, \varphi\right](b)\right)=0
$$

which yields

$$
\begin{align*}
j^{+}\left[J_{\text {min }}^{+}, \varphi\right]: & =\lim _{J^{+} \downarrow J_{\text {min }}^{+}} j^{+}\left[J^{+}, \varphi\right]  \tag{4.6}\\
& =\frac{1}{2 \pi} \int_{\Lambda^{+}} d \lambda(\lambda) f^{+}\left(\lambda-\ln \left(e^{\phi_{a_{0}}^{+}}-\frac{J_{\min }^{+}}{\mu^{+} N_{0}^{+}} \int_{a_{0}}^{a} d y e^{V^{+}(y)}\right)\right) .
\end{align*}
$$

Since $j^{+}\left[J^{+}, \varphi\right]$ is continuous and nonincreasing in $J^{+}$, as are $j^{+}\left[J_{\text {min }}^{+}, \varphi\right]>0$ and $j^{+}\left[J_{\text {max }}^{+}, \varphi\right]<0$, one immediately gets that the equation $J^{+}=j^{+}\left[J^{+}, \varphi\right]$ admits a unique solution $J^{+}$for each $\varphi \in C_{\mathbb{R}}(\Omega)$ such that $\left(J^{+}, \varphi\right) \in \mathcal{E}^{+}$.
4.3. Dissipative hybrid system. If $J^{ \pm}=J^{ \pm}[\varphi]$ are the solutions of (4.3) for a given electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$, then it makes sense to introduce the following quantities of the dissipative hybrid system:

$$
\begin{align*}
\phi^{ \pm}[\varphi] & :=\phi^{ \pm}\left[J^{ \pm}[\varphi], \varphi\right] & & \text { Fermi potentials (cf. (2.7), (2.8)) }  \tag{4.7}\\
\mathcal{N}^{ \pm}[\varphi] & :=\mathcal{N}^{ \pm}\left[J^{ \pm}[\varphi], \varphi\right] & & \text { dissipative particle density operators (cf. (4.1)) }  \tag{4.8}\\
\mathcal{D}^{ \pm}[\varphi] & :=\mathcal{D}^{ \pm}\left[J^{ \pm}[\varphi], \varphi\right] & & \text { classical density operators (cf. (2.13)). } \tag{4.9}
\end{align*}
$$

Moreover, we introduce the hybrid carrier density operators as follows.
Definition 4.2. Let Assumptions 2.1 and 3.1 be satisfied. The carrier density operator $\mathcal{U}^{ \pm}[\cdot]: C_{\mathbb{R}}(\Omega) \longrightarrow L_{\mathbb{R}}^{1}(\Omega)$ of the dissipative hybrid system is defined by

$$
\mathcal{U}^{ \pm}[\varphi](x):= \begin{cases}\mathcal{D}^{ \pm}[\varphi](x), & x \in \Omega_{c}  \tag{4.10}\\ \mathcal{N}^{ \pm}[\varphi](x), & x \in \Omega_{q}\end{cases}
$$

In order to couple the hybrid system with the Poisson equation, we need to verify certain properties of the quantities (4.7)-(4.9). In the following lemma we give an $L^{\infty}$-estimate of the quasi-Fermi potentials $\phi^{ \pm}[\varphi]$ that is uniform in $\varphi \in C_{\mathbb{R}}(\Omega)$.

Lemma 4.3. If Assumptions 2.1 and 3.1 are satisfied, then for any $\varphi \in C_{\mathbb{R}}(\Omega)$ one has

$$
\begin{equation*}
\max _{x \in \Omega_{c}}\left\{\left|\phi^{ \pm}[\varphi](x)\right|\right\} \leq \eta^{ \pm} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta^{ \pm}:=\max \left\{\left|\phi_{a_{0}}^{ \pm}\right|,\left|\phi_{b_{0}}^{ \pm}\right|\right\} . \tag{4.12}
\end{equation*}
$$

Proof. Assume that $J^{+}[\varphi] \geq 0$. Since $J^{+}[\varphi]$ solves (4.3), one gets from (3.7) and the monotonicity of the functions $f^{ \pm}$that

$$
f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right) \geq f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right), \quad \lambda \in \Lambda^{+} .
$$

Taking into account the monotonicity of $f^{+}$, we find that

$$
-\phi^{+}[\varphi](a) \leq-\phi^{+}[\varphi](b) .
$$

If $J^{+}[\varphi] \geq 0$, then $-\phi^{+}[\varphi](x), x \in \Omega_{c}$, is nondecreasing. That means we have

$$
-\phi^{+}[\varphi]\left(a_{0}\right) \leq-\phi^{+}[\varphi](a) \quad \text { and } \quad-\phi^{+}[\varphi](b) \leq-\phi^{+}[\varphi]\left(b_{0}\right) .
$$

Hence

$$
-\phi^{+}[\varphi]\left(a_{0}\right) \leq-\phi^{+}[\varphi](a) \leq-\phi^{+}[\varphi](b) \leq-\phi^{+}[\varphi]\left(b_{0}\right),
$$

which shows that

$$
\max \left\{\left|\phi^{+}[\varphi](a)\right|,\left|\phi^{+}[\varphi](b)\right|\right\} \leq \max \left\{\left|\phi^{+}[\varphi]\left(a_{0}\right)\right|,\left|\phi^{+}[\varphi]\left(b_{0}\right)\right|\right\} .
$$

If $J^{+}[\varphi] \leq 0$, then from (3.7) one gets

$$
f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right) \leq f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right), \quad \lambda \in \Lambda^{+},
$$

which yields

$$
\phi^{+}[\varphi](a) \leq \phi^{+}[\varphi](b) .
$$

Since $\phi^{+}[\varphi](x)$ is nondecreasing on $\Omega_{c}$, we find

$$
\phi^{+}[\varphi]\left(a_{0}\right) \leq \phi^{+}[\varphi](a) \leq \phi^{+}[\varphi](b) \leq \phi^{+}[\varphi]\left(b_{0}\right),
$$

which gives

$$
\max \left\{\left|\phi^{+}[\varphi](a)\right|,\left|\phi^{+}[\varphi](b)\right|\right\} \leq \max \left\{\left|\phi^{+}[\varphi]\left(a_{0}\right)\right|,\left|\phi^{+}[\varphi]\left(b_{0}\right)\right|\right\}=\eta^{+} .
$$

We complete the proof for holes with the remark that the quasi-Fermi potential $\phi^{+}[\varphi]$ is monotone on each subinterval $\left(a_{0}, a\right)$ and $\left(b, b_{0}\right)$. The proof for electrons is similar. $\quad$ -

With the help of Lemma 4.3, we prove an estimate for the carrier density operators.

Lemma 4.4. If Assumptions 2.1 and 3.1 are satisfied, then for any $\varphi \in C_{\mathbb{R}}(\Omega)$ the carrier density operators $\mathcal{N}^{ \pm}[\cdot]$ admit the estimates

$$
\begin{equation*}
\left\|\mathcal{N}^{ \pm}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq C^{ \pm}\left(V_{\max }^{ \pm}[\varphi]\right)\left(\gamma_{1}^{ \pm}+\gamma_{2}^{ \pm} \sqrt{\left\|\varphi_{\mp}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right), \tag{4.13}
\end{equation*}
$$

where $\varphi_{+}$and $\varphi_{-}$denote the positive and negative parts, respectively, of $\varphi$. The constants $\gamma_{1}^{ \pm}, \gamma_{2}^{ \pm}$are independent of $\varphi ; V_{\max }^{ \pm}[\varphi]$ are given by (1.10), and the functions $C^{ \pm}(s)$ are given by

$$
\begin{equation*}
C^{ \pm}(s):=D^{ \pm}\left(s-\eta^{ \pm}\right)\left(1+\eta^{ \pm}\right), \quad s \in \mathbb{R}, \tag{4.14}
\end{equation*}
$$

with $D^{ \pm}(\cdot)$ and $\eta^{ \pm}$given by (3.1) and (4.12), respectively.
Proof. From (3.10) and (3.12) we get

$$
\left\|\mathcal{N}^{ \pm}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq C^{ \pm}\left[\phi^{ \pm}[\varphi](a), \phi^{ \pm}[\varphi](b), \varphi\right]\left(\gamma_{1}^{ \pm}+\gamma_{2}^{ \pm} \sqrt{\left\|\varphi_{\mp}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right)
$$

Thus, it suffices to show that constants $C^{ \pm}\left[\phi^{ \pm}[\varphi](a), \phi^{ \pm}[\varphi](b), \varphi\right]$ are estimated by $C^{ \pm}\left(V_{\max }^{ \pm}[\varphi]\right)$. Let us consider the case of holes. We find by means of the definition of $\Lambda^{+}$(see (1.13)) that

$$
\begin{aligned}
\sup _{\lambda \in \Lambda^{+}[\varphi]} \sqrt{1+\lambda^{2}} f^{+}(\lambda & \left.-\phi^{+}[\varphi](b)\right) \\
& \leq D^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](b)\right) \sup _{x \in \mathbb{R}}\left(\frac{1+\left(x+\phi^{+}[\varphi](b)\right)^{2}}{1+x^{2}}\right)^{1 / 2}
\end{aligned}
$$

Since

$$
\sup _{x \in \mathbb{R}}\left(\frac{1+\left(x+\phi^{+}[\varphi](b)\right)^{2}}{1+x^{2}}\right)^{1 / 2} \leq 1+\left|\phi^{+}[\varphi](b)\right|
$$

we get

$$
\sup _{\lambda \in \Lambda^{+}[\varphi]} \sqrt{1+\lambda^{2}} f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right) \leq D^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](b)\right)\left(1+\left|\phi^{+}[\varphi](b)\right|\right) .
$$

In the same manner, we prove

$$
\sup _{\lambda \in \Lambda^{+}[\varphi]} \sqrt{1+\lambda^{2}} f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right) \leq D^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](a)\right)\left(1+\left|\phi^{+}[\varphi](a)\right|\right),
$$

which yields

$$
\begin{equation*}
C^{+}\left[\phi^{+}[\varphi](a), \phi^{+}[\varphi](b), \varphi\right] \leq \max _{\nu \in\{a, b\}}\left\{D^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](\nu)\right)\left(1+\left|\phi^{+}[\varphi](\nu)\right|\right)\right\} \tag{4.15}
\end{equation*}
$$

Since $D^{+}(\cdot)$ is nonincreasing, we complete the proof using Lemma 4.3. The proof for electrons is similar.

Like the carrier densities $\mathcal{N}^{ \pm}[\varphi]$, the current densities $J^{ \pm}[\varphi]$ also admit an estimate.

Lemma 4.5. If Assumptions 2.1 and 3.1 are satisfied, then for any $\varphi \in C_{\mathbb{R}}(\Omega)$ the estimates

$$
\begin{equation*}
\left|J^{ \pm}[\varphi]\right| \leq \frac{1}{\pi} F^{ \pm}\left(V_{\max }^{ \pm}[\varphi]-\eta^{ \pm}\right) \tag{4.16}
\end{equation*}
$$

are valid, where $V_{m a x}^{ \pm}[\varphi]$ are defined by (1.10); $\eta^{ \pm}$and the functions $F^{ \pm}(\cdot)$ are given by (4.12) and by (3.2), respectively.

Proof. We consider the case of holes. Since $J^{+}[\varphi]$ is a solution of (4.3), one has $J^{+}[\varphi]=j^{+}\left[J^{+}[\varphi], \varphi\right]$, where $j^{+}\left[J^{+}[\varphi], \varphi\right]$ is defined by (4.2). From (3.7) and the fact that the transmission coefficient $t^{+}[\varphi](\lambda)$ is uniformly bounded by one, we obtain

$$
\left|J^{+}[\varphi]\right| \leq \frac{1}{2 \pi}\left\{\int_{\Lambda^{+}[\varphi]} d \lambda f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right)+f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right)\right\}
$$

which yields

$$
\left|J^{+}[\varphi]\right| \leq \frac{1}{2 \pi}\left\{F^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](b)\right)+F^{+}\left(V_{\max }^{+}[\varphi]-\phi^{+}[\varphi](a)\right)\right\}
$$

By Lemma 4.3 we immediately get (4.16). The case of electrons is handled in a similar way.

The next step is to show the continuity of the current density operator with respect to the electrostatic potential $\varphi$.

Lemma 4.6. Let Assumptions 2.1 and 3.1 be satisfied. If $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega), n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{L^{\infty}(\Omega)}=0$, then $\lim _{n \rightarrow \infty} J^{ \pm}\left[\varphi_{n}\right]=J^{ \pm}[\varphi]$.

Proof. We will prove the statement only for holes; the proof for electrons is similar. We set $J:=J^{+}[\varphi]$ and $J_{n}:=J^{+}\left[\varphi_{n}\right], n \in \mathbb{N}$. If $J_{n} \nrightarrow J$ as $n \rightarrow \infty$, then there is a subsequence $\left\{J_{n_{k}}\right\}_{k \in \mathbb{N}}$ such that $\lim _{k \rightarrow \infty} J_{n_{k}}=J_{\infty} \neq J$. This results from Lemma 4.5, which shows the uniform boundedness of $\left\{J_{n}\right\}_{n \in \mathbb{N}}^{\infty}$.

Let us show that $\left(J_{\infty}, \varphi\right) \in \mathcal{E}^{+}$. Since $\left(J_{n}, \varphi_{n}\right) \in \mathcal{E}^{+}, n \in \mathbb{N}$, and

$$
\lim _{n \rightarrow \infty} J_{\min }^{+}\left[\varphi_{n}\right]=J_{\min }^{+}[\varphi] \quad \text { and } \quad \lim _{n \rightarrow \infty} J_{\max }^{+}\left[\varphi_{n}\right]=J_{\max }^{+}[\varphi]
$$

one has $\left(J_{\infty}, \varphi\right) \notin \mathcal{E}^{+}$if and only if either $J_{\infty}=J_{\max }^{+}[\varphi]$ or $J_{\infty}=J_{\min }^{+}[\varphi]$. However, this is impossible; namely, if $\lim _{k \rightarrow \infty} J_{n_{k}}=J_{\max }^{+}[\varphi]>0$, then $\lim _{k \rightarrow \infty} j^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right]=$ $j^{+}\left[J_{\infty}, \varphi\right] \leq 0$; cf. (4.5). Similarly, if $\lim _{k \rightarrow \infty} J_{n_{k}}=J_{\min }^{+}[\varphi]<0$, then $\lim _{k \rightarrow \infty}$ $j^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right]=j^{+}\left[J_{\infty}^{+}, \varphi\right] \geq 0$; cf. (4.6).

Since $\left(J_{\infty}, \varphi\right) \in \mathcal{E}^{+}$, the quantities $\phi^{+}\left[J_{\infty}, \varphi\right]$ are well defined. One gets $\lim _{k \rightarrow \infty}$ $\phi^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right](b)=\phi^{+}\left[J_{\infty}, \varphi\right](b)$ and $\lim _{k \rightarrow \infty} \phi^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right](a)=\phi^{+}\left[J_{\infty}, \varphi\right](a)$, which yields

$$
\lim _{k \rightarrow \infty} f^{+}\left(\lambda-\phi^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right](\nu)\right)=f^{+}\left(\lambda-\phi^{+}\left[J_{\infty}^{ \pm}, \varphi\right](\nu)\right) \quad \text { for a.e. } \lambda \in \mathbb{R}, \nu=a, b
$$

From the uniform boundedness of the Fermi potentials (see Lemma 4.3), we obtain from Theorem A. 9

$$
\lim _{k \rightarrow \infty} j^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right]=j^{+}\left[J_{\infty}, \varphi\right]
$$

By $J_{n_{k}}=j^{+}\left[J_{n_{k}}, \varphi_{n_{k}}\right]$ we find

$$
J_{\infty}=\lim _{k \rightarrow \infty} J_{n_{k}}=j^{+}\left[J_{\infty}, \varphi\right]
$$

Since the solution of this equation is unique, one gets $J_{\infty}=J^{+}[\varphi]$, which proves the continuity.

Next, let us show that the carrier density operators $\mathcal{U}^{ \pm}[\cdot]$ are continuous. To this end we first prove the continuity of the dissipative carrier density operators $\mathcal{N}^{ \pm}[\cdot]$.

Lemma 4.7. Let Assumptions 2.1 and 3.1 be satisfied. If $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega), n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{L^{\infty}(\Omega)}=0$, then $\lim _{n \rightarrow \infty}\left\|\mathcal{N}^{ \pm}\left[\varphi_{n}\right]-\mathcal{N}^{ \pm}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}=0$.

Proof. Let $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega), n \in \mathbb{N}$, with $\lim _{n \rightarrow \infty}\left\|\varphi-\varphi_{n}\right\|_{L^{\infty}(\Omega)}$ be given. From Lemma 4.6 and (2.7), (2.8), we immediately obtain

$$
\lim _{n \rightarrow \infty} \phi^{ \pm}\left[\varphi_{n}\right](x)=\phi^{ \pm}[\varphi](x) \quad \text { for every } x \in \Omega_{c}
$$

Hence, we get $\lim _{n \rightarrow \infty} f^{ \pm}\left(\lambda \mp \phi^{ \pm}\left[\varphi_{n}\right](\nu)\right)=f^{ \pm}\left(\lambda \mp \phi^{ \pm}[\varphi](\nu)\right)$ for $\nu=a, b$. Taking into account the uniform boundedness of $\phi^{ \pm}$(cf. Lemma 4.3) and Theorem A.7, one completes the proof.

Proposition 4.8. Let Assumptions 2.1 and 3.1 be satisfied. If $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega)$, $n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{L^{\infty}(\Omega)}=0$, then $\lim _{n \rightarrow \infty}\left\|\mathcal{U}^{ \pm}\left[\varphi_{n}\right]-\mathcal{U}^{ \pm}[\varphi]\right\|_{L^{1}(\Omega)}=0$.

Proof. Taking into account Lemma 4.7, it remains to show that

$$
\lim _{n \rightarrow \infty}\left\|\mathcal{D}^{ \pm}\left[\varphi_{n}\right]-\mathcal{D}^{ \pm}[\varphi]\right\|_{L^{1}\left(\Omega_{c}\right)}=0
$$

However, this follows immediately from Lemma 4.6 and (2.11), (2.12).
4.4. Coupling to Poisson's equation: Dissipative hybrid model. In order to have a meaningful model for semiconductors, the electrostatic potential has to be computed self-consistently by a Poisson equation. In this section we pose the Poisson equation on the whole device domain $\Omega$, where the right-hand side depends on the densities of the dissipative hybrid model. This leads to a nonlinear equation for the electrostatic potential $\varphi$, which will be reformulated as a fixed point problem.

Concerning the data for Poisson's equation, we make the following assumptions. Assumption 4.9.
(P.1) The doping profile $C$ belongs to $W_{\mathbb{R}}^{-1,2}(\Omega)$.
(P.2) The dielectric permittivity $\varepsilon$ is positive and obeys $\varepsilon, \frac{1}{\varepsilon} \in L_{\mathbb{R}}^{\infty}(\Omega)$.

By $\widehat{\varphi}$ we denote the function which satisfies $\widehat{\varphi} \in W_{\mathbb{R}}^{1,2}(\Omega), \varepsilon \frac{d}{d x} \widehat{\varphi} \in W_{\mathbb{R}}^{1,2}(\Omega)$, $\widehat{\varphi}\left(a_{0}\right)=\varphi_{a_{0}}$, and $\widehat{\varphi}\left(b_{0}\right)=\varphi_{b_{0}}$, and additionally

$$
-\frac{d}{d x} \varepsilon(x) \frac{d}{d x} \widehat{\varphi}(x)=0, \quad x \in \Omega
$$

Definition 4.10. We define the linear Poisson operator with zero boundary conditions $\mathcal{P}: \stackrel{o}{W_{\mathbb{R}}}{ }^{1,2}(\Omega) \longrightarrow W_{\mathbb{R}}^{-1,2}(\Omega)$ by

$$
\begin{equation*}
\langle\mathcal{P} v, \zeta\rangle:=\int_{a}^{b} d x \varepsilon(x) \frac{d v}{d x} \frac{d \zeta}{d x}, \quad v, \zeta \in \stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega) \tag{4.17}
\end{equation*}
$$

Definition 4.11. Assume $w^{ \pm} \in L^{1}(\Omega)$. We say $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ satisfies Poisson's equation if $\zeta:=\varphi-\widehat{\varphi} \in \stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega)$ and, additionally, satisfies

$$
\begin{equation*}
\mathcal{P} \zeta=C+w^{+}-w^{-} \tag{4.18}
\end{equation*}
$$

where the function $w^{ \pm}$must be understood in the sense of the embedding $L^{1}(\Omega) \hookrightarrow$ $W_{\mathbb{R}}^{-1,2}(\Omega)$

DEFINITION 4.12. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. We say an element $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ is a solution of the dissipative hybrid model if
(i) the carrier densities $w^{ \pm} \in L^{1}(\Omega)$ are given by the hybrid densities, i.e., $w^{ \pm}=$ $\mathcal{U}^{ \pm}[\varphi]$ (cf. (4.10)), and
(ii) the potential $\varphi$ satisfies Poisson's equation.

We note that if $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ is a solution of the dissipative hybrid model, then the current densities are given by $J^{ \pm}[\varphi]$.

Let us introduce for each fixed electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$ the map $\mathcal{R}[\varphi]$ : $\stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega) \longrightarrow W_{\mathbb{R}}^{-1,2}(\Omega)$,

$$
\begin{equation*}
\mathcal{R}[\varphi](\zeta):=\mathcal{P} \zeta+\left\{p^{-}[\varphi] e^{\zeta}-p^{+}[\varphi] e^{-\zeta}\right\} \tag{4.19}
\end{equation*}
$$

where

$$
p^{-}[\varphi](x):= \begin{cases}N_{0}^{-} e^{\widehat{\varphi}(x)-V_{h}^{-}(x)}\left(e^{-\phi_{a_{0}}^{-}}-\frac{J^{-}[\varphi]}{\mu^{-} N_{0}^{-}} \int_{a_{0}}^{x} d y e^{V^{-}(y)}\right), & x \in\left(a_{0}, a\right)  \tag{4.20}\\ 0, & x \in \Omega_{q} \\ N_{0}^{-} e^{\widehat{\varphi}(x)-V_{h}^{-}(x)}\left(e^{-\phi_{b_{0}}^{-}}+\frac{J^{-}[\varphi]}{\mu^{-} N_{0}^{-}} \int_{x}^{b_{0}} d y e^{V^{-}(y)}\right), & x \in\left(b, b_{0}\right)\end{cases}
$$

and

$$
p^{+}[\varphi](x):= \begin{cases}N_{0}^{+} e^{-\left(\widehat{\varphi}(x)+V_{h}^{+}(x)\right)}\left(e^{\phi_{a_{0}}^{+}}-\frac{J^{+}[\varphi]}{\mu^{+} N_{0}^{+}} \int_{a_{0}}^{x} d y e^{V^{+}(y)}\right), & x \in\left(a_{0}, a\right)  \tag{4.21}\\ 0, & x \in \Omega_{q} \\ N_{0}^{+} e^{-\left(\widehat{\varphi}(x)+E_{h}^{+}(x)\right)}\left(e^{\phi_{b_{0}}^{+}}+\frac{J^{+}[\varphi]}{\mu^{+} N_{0}^{+}} \int_{x}^{b_{0}} d y e^{V^{+}(y)}\right), & x \in\left(b, b_{0}\right)\end{cases}
$$

$\varphi \in C_{\mathbb{R}}(\Omega)$, where $V^{ \pm}=V^{ \pm}[\varphi]$ are given by (1.4). We note that $p^{ \pm}[\varphi] \in L_{\mathbb{R}}^{\infty}(\Omega)$ and that drift-diffusion densities can be written as

$$
\begin{equation*}
U^{ \pm}\left[J^{ \pm}[\varphi], \varphi\right](x)=p^{ \pm}[\varphi](x) e^{\mp \zeta(x)}, \quad x \in \Omega_{c} \tag{4.22}
\end{equation*}
$$

where $\varphi=\zeta+\widehat{\varphi}$ and $U^{ \pm}\left[J^{ \pm}[\varphi], \varphi\right]$ are given by (2.11) and (2.12), respectively.
Concerning the next lemma and its proof, we follow the terminology of [24]; in particular, the notions of strong monotonicity and boundedly Lipschitz continuity are used in accordance with Definitions III.1.1 and III.1.2 of [24].

Lemma 4.13. Let Assumptions 2.1 and 4.9 be satisfied. If $\varphi \in C_{\mathbb{R}}(\Omega)$, then the operator $\mathcal{R}[\varphi]$ is strongly monotone with monotonicity constant $\frac{1}{\|1 / \varepsilon\|_{L^{\infty}(\Omega)}}$ and boundedly Lipschitz continuous.

Proof. We note that the operator $\mathcal{P}$ is linear, is bounded, and obeys

$$
\begin{equation*}
\langle\mathcal{P} \zeta, \zeta\rangle \geq \frac{1}{\|1 / \varepsilon\|_{L^{\infty}(\Omega)}}\|\zeta\|_{W_{\mathbb{R}}^{1,2}(\Omega)}^{2} \tag{4.23}
\end{equation*}
$$

Hence, $\mathcal{P}$ is a strongly monotone operator with monotonicity constant $\frac{1}{\|1 / \varepsilon\|_{L} \infty(\Omega)}$, which maps $W_{\mathbb{R}}^{o}, 2(\Omega)$ onto $W_{\mathbb{R}}^{-1,2}(\Omega)$.

By Proposition 4.1 one has $\left(J^{ \pm}[\varphi], \varphi\right) \in \mathcal{E}^{ \pm}$; hence, $p^{ \pm}[\varphi](x) \geq 0$ for $x \in \Omega$. Using this, one verifies that for each $\varphi \in C_{\mathbb{R}}(\Omega)$ the nonlinear operator $T[\varphi]:{ }_{W_{\mathbb{R}}^{1,2}}^{o}(\Omega) \longrightarrow$ $W_{\mathbb{R}}^{-1,2}(\Omega)$,

$$
\begin{equation*}
T[\varphi](\zeta):=\left\{p^{-}[\varphi] e^{\zeta}-p^{+}[\varphi] e^{-\zeta}\right\} \tag{4.24}
\end{equation*}
$$

is monotone. Hence, the sum $\mathcal{R}[\varphi]=\mathcal{P}+T[\varphi]$ is a strongly monotone operator with the same monotonicity constant as $\mathcal{P}$. Since $\mathcal{P}$ is bounded and linear, it is obviously Lipschitz continuous. A straightforward computation shows that $T[\varphi]$ is boundedly Lipschitz continuous, too. Hence the sum $\mathcal{R}[\varphi]$ is also boundedly Lipschitz continuous.

Remark 4.14. From our Lemma 4.13, and Corollary III.2.3 of [24], we obtain that for $\varphi \in C_{\mathbb{R}}(\Omega)$ the operator $\mathcal{R}[\varphi]^{-1}: W_{\mathbb{R}}^{-1,2}(\Omega) \longrightarrow{ }_{\mathbb{R}}^{1,2}(\Omega)$ exists, is bounded, and is Lipschitz continuous with a Lipschitz constant not bigger than $\|1 / \varepsilon\|_{L^{\infty}(\Omega)}$.

Let us introduce the mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow W_{\mathbb{R}}^{1,2}(\Omega)$ defined by

$$
\begin{equation*}
\mathcal{Q}(\varphi):=\widehat{\varphi}+\mathcal{R}[\varphi]^{-1}\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right) \tag{4.25}
\end{equation*}
$$

where $\varphi \in \operatorname{dom}(\mathcal{Q})=C_{\mathbb{R}}(\Omega)$ and $\mathcal{N}^{ \pm}[\varphi]$ have to be seen as elements from $W_{\mathbb{R}}^{-1,2}(\Omega)$. In what follows we simultaneously regard the mapping $\mathcal{Q}$ also as mapping from $C_{\mathbb{R}}(\Omega)$ into itself by means of the embedding $W_{\mathbb{R}}^{1,2}(\Omega) \hookrightarrow C_{\mathbb{R}}(\Omega)$.

Proposition 4.15. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. An element $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ is a solution of the dissipative hybrid model if and only if $\varphi$ is a fixed point of the mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow C_{\mathbb{R}}(\Omega)$.

Proof. Let us assume that $\varphi \in W_{\mathbb{R}}^{1,2}(\Delta)$ is a solution of the dissipative hybrid model. From Definition 4.12 we get

$$
\begin{equation*}
\mathcal{P} \zeta=C-\mathcal{U}^{-}[\varphi]+\mathcal{U}^{+}[\varphi] \tag{4.26}
\end{equation*}
$$

where $\varphi=\zeta+\widehat{\varphi}$. By means of the relation (4.22) we have

$$
\begin{equation*}
-\mathcal{D}^{-}[\varphi]+\mathcal{D}^{+}[\varphi]=-p^{-}[\varphi] e^{\zeta}+p^{+}[\varphi] e^{-\zeta} \tag{4.27}
\end{equation*}
$$

and thus, by definition of $\mathcal{U}^{ \pm}$(see (4.10)), we get

$$
\begin{equation*}
\mathcal{R}[\varphi](\zeta)=C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi] \tag{4.28}
\end{equation*}
$$

Therefore we obtain

$$
\begin{equation*}
\varphi=\widehat{\varphi}+\mathcal{R}[\varphi]^{-1}\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right) \tag{4.29}
\end{equation*}
$$

which implies $\varphi=\mathcal{Q}[\varphi]$; i.e., $\varphi$ is a fixed point of $\mathcal{Q}$. The converse statement is proven in a similar manner.

## 5. Existence.

5.1. Preliminaries. Our final aim is to show that the dissipative hybrid model introduced in the previous section always admits a solution. By Proposition 4.15 this is equivalent to showing that the nonlinear mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow C_{\mathbb{R}}(\Omega)$ admits a fixed point. This will be done by applying the Leray-Schauder fixed point theorem [25, Theorem 11.3]. To this end we consider the nonlinear equation

$$
\begin{equation*}
\vartheta=t \mathcal{Q}(\vartheta), \quad \vartheta \in C_{\mathbb{R}}(\Omega), \quad t \in[0,1] . \tag{5.1}
\end{equation*}
$$

Let us introduce the modified carrier density operators $\mathcal{U}_{t}^{ \pm}[\cdot]: C_{\mathbb{R}}(\Omega) \longrightarrow L^{1}(\Omega)$, $t \in[0,1]$,

$$
\mathcal{U}_{t}^{ \pm}[\varphi](x):= \begin{cases}\mathcal{D}^{ \pm}[t \varphi](x) e^{\mp(1-t) \varphi(x)}, & x \in \Omega_{c}  \tag{5.2}\\ \mathcal{N}^{ \pm}[t \varphi](x), & x \in \Omega_{q}\end{cases}
$$

We note that $\mathcal{U}^{ \pm}[\varphi]=\mathcal{U}_{1}^{ \pm}[\varphi], \varphi \in C_{\mathbb{R}}(\Omega)$; cf. (4.10).
Lemma 5.1. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. If $\vartheta \in C_{\mathbb{R}}(\Omega)$ satisfies (5.1) for $t \in[0,1]$, then there is an element $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ such that $\vartheta=t \varphi$, and that $\zeta:=\varphi-\widehat{\varphi} \in W_{\mathbb{R}}^{1,2}(\Omega)$ satisfies the modified Poisson equation

$$
\begin{equation*}
\mathcal{P} \zeta=C+\mathcal{U}_{t}^{+}[\varphi]-\mathcal{U}_{t}^{-}[\varphi] . \tag{5.3}
\end{equation*}
$$

Proof. The proof of the lemma is essentially the same as the proof of Proposition 4.15.

Having in mind an application of the Leray-Schauder fixed point theorem, one has to show that the mapping $\mathcal{Q}$ is compact, i.e., continuous and maps every bounded set into a precompact one; cf. section 11.2 of [25]. This will be shown by the following lemmata.

Lemma 5.2. If Assumptions 2.1, 3.1, and 4.9 are satisfied, then the mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow C_{\mathbb{R}}(\Omega)$ is continuous.

Proof. Let $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega), n \in \mathbb{N}$, such that $\lim _{n \rightarrow \infty}\left\|\varphi-\varphi_{n}\right\|_{L^{\infty}(\Omega)}=0$. We set

$$
\psi:=C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi] \in W_{\mathbb{R}}^{-1,2}(\Omega)
$$

and

$$
\psi_{n}:=C-\mathcal{N}^{-}\left[\varphi_{n}\right]+\mathcal{N}^{+}\left[\varphi_{n}\right] \in W_{\mathbb{R}}^{-1,2}(\Omega), \quad n \in \mathbb{N}
$$

By Lemma 4.7 we find $\lim _{n \rightarrow \infty}\left\|\mathcal{N}^{ \pm}\left[\varphi_{n}\right]-\mathcal{N}^{ \pm}[\varphi]\right\|_{L^{1}(\Omega)}=0$, which yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\psi_{n}-\psi\right\|_{W^{-1,2}(\Omega)}=0 \tag{5.4}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathcal{R}\left[\varphi_{n}\right]^{-1}\left(\psi_{n}\right)-\mathcal{R}[\varphi]^{-1}(\psi)\right\|_{W^{1,2}(\Omega)}=0 \tag{5.5}
\end{equation*}
$$

Obviously one has

$$
\begin{equation*}
\psi_{n}-\mathcal{R}\left[\varphi_{n}\right]\left(\mathcal{R}[\varphi]^{-1}(\psi)\right)=\psi_{n}-\psi-\left\{\mathcal{R}\left[\varphi_{n}\right]\left(\mathcal{R}[\varphi]^{-1}(\psi)\right)-\psi\right\} \tag{5.6}
\end{equation*}
$$

The sequence $\mathcal{R}\left[\varphi_{n}\right]:{ }_{W}^{o}{ }^{1,2}(\Omega) \longrightarrow W^{-1,2}(\Omega)$ converges strongly to $\mathcal{R}$ [ $\varphi$ ]; i.e., for each $\zeta \in \stackrel{o}{W}{ }^{1,2}(\Omega)$ one has $\mathcal{R}\left[\varphi_{n}\right](\zeta) \rightarrow \mathcal{R}[\varphi](\zeta)$ as $n \rightarrow \infty$. Hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathcal{R}\left[\varphi_{n}\right]\left(\mathcal{R}[\varphi]^{-1}(\psi)\right)-\psi\right\|_{W^{-1,2}(\Omega)}=0 \tag{5.7}
\end{equation*}
$$

From (5.4), (5.6), and (5.7) we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\psi_{n}-\mathcal{R}\left[\varphi_{n}\right]\left(\mathcal{R}[\varphi]^{-1}(\psi)\right)\right\|_{W^{-1,2}(\Omega)}=0 \tag{5.8}
\end{equation*}
$$

Using the representation

$$
\mathcal{R}\left[\varphi_{n}\right]^{-1}\left(\psi_{n}\right)-\mathcal{R}[\varphi]^{-1}(\psi)=\mathcal{R}\left[\varphi_{n}\right]^{-1}\left(\psi_{n}\right)-\mathcal{R}\left[\varphi_{n}\right]^{-1}\left(\mathcal{R}\left[\varphi_{n}\right]\left(\mathcal{R}[\varphi]^{-1}(\psi)\right)\right)
$$

and (5.8), we obtain from Remark 4.14 the relation (5.5), which yields the continuity of $\mathcal{Q}$.

Lemma 5.3. If Assumptions 2.1, 3.1, and 4.9 are satisfied, then the mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow C_{\mathbb{R}}(\Omega)$ is compact.

Proof. By Lemma 5.2 it remains to show that $\mathcal{Q}$ maps a bounded set into a precompact set. To this end we are going to verify that the mapping $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow$ $W^{1,2}(\Omega)$ defined by (4.25) maps bounded sets into bounded sets. The compactness of the embedding $W^{1,2}(\Omega) \hookrightarrow C_{\mathbb{R}}(\Omega)$ then implies the asserted precompactness.

Using the definition (4.25), we get the estimate

$$
\begin{equation*}
\|\mathcal{Q}(\varphi)\|_{W^{1,2}(\Omega)} \leq\left\{\|\widehat{\varphi}\|_{W^{1,2}(\Omega)}+\left\|\mathcal{R}[\varphi]^{-1}\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right)\right\|_{W^{o}, 2}(\Omega)\right\} \tag{5.9}
\end{equation*}
$$

Since, by Lemma 4.13 , for each $\varphi \in C_{\mathbb{R}}(\Omega)$ the operator $\mathcal{R}[\varphi]$ is strongly monotone with monotonicity constant $\frac{1}{\|1 / \varepsilon\|_{L^{\infty}(\Omega)}}$, we obtain from Theorem 2.17 of [38] (see also [24]) the estimate

$$
\begin{align*}
& \left\|\mathcal{R}[\varphi]^{-1}\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right)\right\|_{W^{1,2}(\Omega)}  \tag{5.10}\\
& \quad \leq\|1 / \varepsilon\|_{L^{\infty}(\Omega)}\left\|\mathcal{R}[\varphi](0)-\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right)\right\|_{W^{-1,2}(\Omega)}
\end{align*}
$$

Thus we get by (4.19)

$$
\mathcal{R}[\varphi](0)=p^{-}[\varphi]-p^{+}[\varphi] .
$$

Hence

$$
\begin{aligned}
\| \mathcal{R}[\varphi]^{-1}(C- & \left.\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right) \|_{W^{1,2}(\Omega)} \\
& \leq\|1 / \varepsilon\|_{L^{\infty}(\Omega)}\left\|\left\{p^{-}[\varphi]-p^{+}[\varphi]\right\}-\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right)\right\|_{W^{-1,2}(\Omega)}
\end{aligned}
$$

which yields the estimate

$$
\begin{align*}
&\left\|\mathcal{R}[\varphi]^{-1}\left(C-\mathcal{N}^{-}[\varphi]+\mathcal{N}^{+}[\varphi]\right)\right\|_{W^{1,2}(\Omega)}  \tag{5.11}\\
& \leq \beta\left(1+\sum_{s= \pm}\left\{\left\|p^{s}[\varphi]\right\|_{L^{1}(\Omega)}+\left\|\mathcal{N}^{s}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}\right\}\right),
\end{align*}
$$

where $\beta$ is some positive constant depending only on the doping profile $C$, the permittivity function $\varepsilon$, and the norm of the embedding $L_{\mathbb{R}}^{1}(\Omega) \hookrightarrow W_{\mathbb{R}}^{-1,2}(\Omega)$.

Using the definitions (2.7), (2.8), as well as (4.20) and (4.21), we find the representations

$$
p^{ \pm}[\varphi](x)= \begin{cases}N_{0}^{ \pm} e^{\mp\left(\hat{\varphi}(x) \pm V_{h}^{ \pm}(x)\right)} e^{ \pm \phi^{ \pm}[\varphi](x)}, & x \in \Omega_{c}, \\ 0, & x \in \Omega_{q},\end{cases}
$$

and taking into account Lemma 4.3, we obtain the estimate

$$
\left\|p^{ \pm}[\varphi]\right\|_{L^{1}\left(\Omega_{c}\right)} \leq \Gamma_{c}^{ \pm}
$$

with

$$
\Gamma_{c}^{ \pm}:=N_{0}^{ \pm} e^{\eta^{ \pm}} \int_{\Omega_{c}} d x e^{-V_{h}^{ \pm} \mp \widehat{\varphi}(x)}
$$

Hence,

$$
\begin{equation*}
\left\|p^{-}[\varphi]\right\|_{L^{1}\left(\Omega_{c}\right)}+\left\|p^{+}[\varphi]\right\|_{L^{1}\left(\Omega_{c}\right)} \leq \Gamma_{c}^{-}+\Gamma_{c}^{+}=: \Gamma_{c} . \tag{5.12}
\end{equation*}
$$

By Lemma 4.4 we find the estimate
(5.13) $\left\|\mathcal{N}^{-}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}+\left\|\mathcal{N}^{+}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}$

$$
\leq C^{-}\left(V_{\max }^{-}[\varphi]\right)\left(\gamma_{1}^{-}+\gamma_{2}^{-}\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}\right)+C^{+}\left(V_{\max }^{+}[\varphi]\right)\left(\gamma_{1}^{+}+\gamma_{2}^{+}\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}\right),
$$

where $V_{\text {max }}^{ \pm}[\varphi]$ are given by (1.10). If $\varphi \in \mathcal{B}_{C_{\mathbb{R}}(\Omega)}(r):=\left\{\varphi \in C_{\mathbb{R}}(\Omega):\|\varphi\|_{L^{\infty}(\Omega)} \leq r\right\}$, then $V_{\text {max }}^{ \pm}[\varphi] \geq-r-c_{h}$, where

$$
\begin{equation*}
c_{h}:=\max \left\{\left\|V_{h}^{+}\right\|_{L^{\infty}(\Omega)},\left\|V_{h}^{-}\right\|_{L^{\infty}(\Omega)}\right\} . \tag{5.14}
\end{equation*}
$$

Since the functions $C^{ \pm}(\cdot)$ are nonincreasing, we find $C^{ \pm}\left(V_{\max }^{ \pm}[\varphi]\right) \leq C^{ \pm}\left(-r-c_{h}\right)$, which yields

$$
\begin{equation*}
\left\|\mathcal{N}^{-}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}+\left\|\mathcal{N}^{+}[\varphi]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq \Gamma_{q}(r) \quad \text { for all } \varphi \in \mathcal{B}_{C_{\mathbb{R}}(\Omega)}(r), r>0 \tag{5.15}
\end{equation*}
$$

where the constant $\Gamma_{q}(r)$ is given by

$$
\Gamma_{q}(r):=C^{-}\left(-r-c_{h}\right)\left(\gamma_{1}^{-}+\gamma_{2}^{-} \sqrt{r}\right)+C^{+}\left(-r-c_{h}\right)\left(\gamma_{1}^{+}+\gamma_{2}^{+} \sqrt{r}\right)
$$

Finally, one gets by (5.9)-(5.15) the estimate

$$
\|\mathcal{Q}(\varphi)\|_{W^{1,2}(\Omega)} \leq r_{0}
$$

with

$$
r_{0}:=\|\widehat{\varphi}\|_{W^{1,2}(\Omega)}+\beta\left(1+\Gamma_{c}+\Gamma_{q}(r)\right)
$$

Hence $\mathcal{Q}\left(\mathcal{B}_{C_{\mathbb{R}}(\Omega)}(r)\right) \subseteq \mathcal{B}_{W^{1,2}(\Omega)}\left(r_{0}\right)$; i.e., the mapping $\mathcal{Q}$ maps bounded sets into bounded sets of $W^{1,2}(\Omega)$. Since the embedding $W^{1,2}(\Omega) \hookrightarrow C_{\mathbb{R}}(\Omega)$ is compact, we deduce the precompactness of the set $\mathcal{Q}\left(\mathcal{B}_{C_{\mathbb{R}}(\Omega)}(r)\right)$, which completes the proof.
5.2. A priori estimates. Our next aim is to investigate solutions of (5.3) and to verify certain a priori estimates for them.

LEMMA 5.4. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. If $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$, and if $\zeta:=\varphi-\widehat{\varphi} \in \stackrel{o}{W_{\mathbb{R}}^{1,2}}$ satisfies (5.3) for some $t \in[0,1]$, then there exists a constant $M$ independent of $\varphi$ and $t$ such that

$$
\begin{align*}
\varphi(x) & \leq M\left\{1+C^{+}\left(t \varphi_{\max }-c_{h}\right) \sqrt{1+\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right\}  \tag{5.16}\\
-\varphi(x) & \leq M\left\{1+C^{-}\left(-t \varphi_{\min }-c_{h}\right) \sqrt{1+\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right\} \tag{5.17}
\end{align*}
$$

for all $x \in \Omega$, where

$$
\begin{equation*}
\varphi_{\max }:=\max \{\varphi(a), \varphi(b)\} \quad \text { and } \quad \varphi_{\min }:=\min \{\varphi(a), \varphi(b)\} \tag{5.18}
\end{equation*}
$$

$\varphi_{ \pm}$denotes the positive and negative parts of $\varphi$, and $c_{h}$ is given by (5.14).
Proof. We set $d:=\mathcal{P}^{-1} C \in \stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega)$. Since $\zeta:=\varphi-\widehat{\varphi}$ is a solution of (5.3), one has

$$
\mathcal{P}(\zeta-d)=\mathcal{U}_{t}^{+}[\varphi]-\mathcal{U}_{t}^{-}[\varphi] .
$$

Since the right-hand side of the above equation is in $L^{1}(\Omega)$, one gets that $g:=\zeta-d \in$ $\stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega), \varepsilon g^{\prime} \in W_{\mathbb{R}}^{1,1}(\Omega)$, and

$$
-\frac{d}{d x} \varepsilon(x) \frac{d}{d x} g(x)=\mathcal{U}_{t}^{+}[\varphi](x)-\mathcal{U}_{t}^{-}[\varphi](x)
$$

for a.e. $x \in \Omega$. We remark that

$$
\mathcal{P}(\zeta-d)=-\frac{d}{d x} \varepsilon(x) \frac{d}{d x} g
$$

Let $\Omega_{0}=\left(x_{0}, x_{1}\right) \subseteq \Omega$ be given such that $\zeta\left(x_{0}\right)=\zeta\left(x_{1}\right)=0$ and $\zeta(x)>0$ for $x \in \Omega_{0}$. We set

$$
g^{+}(x)=\int_{x_{0}}^{x} d y \frac{1}{\varepsilon(y)} \int_{x_{0}}^{y} d z \mathcal{U}_{t}^{+}[\varphi](z), \quad x \in \Omega_{0}
$$

Obviously, one has

$$
\frac{d}{d x} \varepsilon(x) \frac{d}{d x} h(x)=\mathcal{U}_{t}^{-}[\varphi](x)
$$

for a.e. $x \in \Omega_{0}$, where $h(x):=g(x)+g^{+}(x)=\zeta(x)-d(x)+g^{+}(x), x \in \Omega_{0}$. Using the maximum principle [25, Theorem 8.1] we obtain

$$
\sup _{x \in \Omega_{0}} h(x) \leq \max \left\{h\left(x_{0}\right), h\left(x_{1}\right)\right\}
$$

which yields

$$
\zeta(x) \leq d(x)+\max \left\{-d\left(x_{0}\right),-d\left(x_{1}\right)+g^{+}\left(x_{1}\right)\right\}, \quad x \in \Omega_{0}
$$

Thus

$$
\begin{equation*}
\zeta(x) \leq 2\|d\|_{L^{\infty}(\Omega)}+g^{+}\left(x_{1}\right), \quad x \in \Omega_{0} \tag{5.19}
\end{equation*}
$$

For $x \in \Omega_{c} \cap \Omega_{0}$ there is, by (5.2),

$$
\mathcal{U}_{t}^{+}[\varphi](x)=N_{0}^{+} e^{\phi^{+}[t \varphi](x)} e^{-\widehat{\varphi}(x)-V_{h}^{+}(x)} e^{-\zeta(x)}
$$

By Lemma 4.3 and $\zeta(x) \geq 0, x \in \Omega_{0}$, we get

$$
\mathcal{U}_{t}^{+}[\varphi](x) \leq N_{0}^{+} e^{\eta^{+}} e^{-\widehat{\varphi}(x)-V_{h}^{+}(x)}, \quad x \in \Omega_{c} \cap \Omega_{0}
$$

which yields the estimate

$$
\int_{\Omega_{0} \cap \Omega_{c}} d z \mathcal{U}_{t}^{+}[\varphi](z) \leq N_{0}^{+} e^{\eta^{+}} \int_{\Omega_{0} \cap \Omega_{c}} d z e^{-\widehat{\varphi}(z)-V_{h}^{+}(z)}
$$

Hence, we obtain the estimate

$$
\begin{aligned}
g^{+}\left(x_{1}\right) & \leq\|1 / \varepsilon\|_{L^{1}\left(\Omega_{0}\right)} \int_{\Omega_{0}} d z \mathcal{U}_{t}^{+}[\varphi](z) \\
& \leq\|1 / \varepsilon\|_{L^{1}\left(\Omega_{0}\right)}\left(\int_{\Omega_{0} \cap \Omega_{q}} d z \mathcal{U}_{t}^{+}[\varphi](z)+e^{\eta^{+}} N_{0}^{+} \int_{\Omega_{0} \cap \Omega_{c}} d z e^{-\widehat{\varphi}(z)-V_{h}^{+}(z)}\right)
\end{aligned}
$$

Inserting this estimate into (5.19), one finds positive constants $M_{1}^{+}, M_{2}^{+}$independent of $\varphi$ and $t$ such that the inequality

$$
\begin{equation*}
\zeta(x) \leq M_{1}^{+}+M_{2}^{+} \int_{\Omega_{q}} d z \mathcal{U}_{t}^{+}[\varphi](z) \tag{5.20}
\end{equation*}
$$

holds for $x \in \Omega_{+}:=\{x \in \Omega: \zeta(x)>0\}$.
In the same manner we find positive constants $M_{1}^{-}, M_{2}^{-}$, which are independent of $\varphi$ and $t$, such that

$$
\begin{equation*}
-\zeta(x) \leq M_{1}^{-}+M_{2}^{-} \int_{\Omega_{q}} d z \mathcal{U}_{t}^{-}[\varphi](z) \tag{5.21}
\end{equation*}
$$

for $x \in \Omega_{-}:=\{x \in \Omega: \zeta(x)<0\}$.
Since

$$
\int_{\Omega_{q}} d z \mathcal{U}_{t}^{ \pm}[\varphi](z)=\left\|\mathcal{N}^{ \pm}[t \varphi]\right\|_{L^{1}\left(\Omega_{q}\right)}
$$

we obtain from Lemma 4.4 and (5.20), (5.21) the existence of positive constants $M^{+}$, $M^{-}$, which do not depend on $\varphi$ and $t$, such that

$$
\begin{equation*}
\zeta(x) \leq M^{+}\left(1+C^{+}\left(V_{\max }^{+}[t \varphi]\right) \sqrt{1+\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{5.22}
\end{equation*}
$$

for all $x \in \Omega_{+}$and

$$
\begin{equation*}
-\zeta(x) \leq M^{-}\left(1+C^{-}\left(V_{\max }^{-}[t \varphi]\right) \sqrt{1+\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{5.23}
\end{equation*}
$$

for all $x \in \Omega_{-}$.
Since $\zeta(x) \leq 0$ for $x \in \Omega \backslash \Omega_{+}$and $-\zeta(x) \leq 0$ for $x \in \Omega \backslash \Omega_{-}$, we obtain from (5.22) and (5.23) that in fact these relations are valid for each $x \in \Omega$.

Taking into account the estimates $V_{\max }^{+}[t \varphi] \geq t \varphi_{\max }-c_{h}, V_{\max }^{-}[t \varphi] \geq-t \varphi_{\min }-c_{h}$ (cf. (5.14) and (5.18)), we get-since $C^{ \pm}(\cdot)$ is nonincreasing-the estimates

$$
C^{+}\left(V^{+}[t \varphi]\right) \leq C^{ \pm}\left(t \varphi_{\max }-c_{h}\right) \quad \text { and } \quad C^{-}\left(V^{-}[t \varphi]\right) \leq C^{ \pm}\left(-t \varphi_{\min }-c_{h}\right)
$$

Finally, using the estimates $\pm \varphi(x) \leq \pm \zeta(x)+\|\widehat{\varphi}\|_{L^{\infty}(\Omega)}, x \in \Omega$, and $t \in[0,1]$, we immediately obtain from (5.22) and (5.23) the estimates (5.16), (5.17) for some constant $M$.

Corollary 5.5. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. If $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ and if $\zeta:=\varphi-\widehat{\varphi} \in \stackrel{o}{W_{\mathbb{R}}^{1,2}}(\Omega)$ satisfies $(5.3)$ for some $t \in[0,1]$, then

$$
\begin{equation*}
\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq M\left(1+C^{+}\left(t \varphi_{\max }-c_{h}\right) \sqrt{\left.1+\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}\right)}\right. \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq M\left(1+C^{-}\left(-t \varphi_{\max }-c_{h}\right) \sqrt{\|1+\| \varphi_{+} \|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{5.25}
\end{equation*}
$$

Proof. Since $\varphi_{\min } \leq \varphi_{\max }$, one has $-t \varphi_{\max } \leq-t \varphi_{\min }, t \in[0,1]$. Taking into account the fact that the functions $C^{ \pm}(\cdot)$ are nonincreasing, we obtain from Lemma 5.4 the estimates (5.24) and (5.25).
5.3. Main theorem. Using Corollary 5.5 , we aim to show that all solutions of (5.3) are included in a uniform ball; that is, there is an $r_{0}>0$ such that

$$
\begin{equation*}
\mathfrak{L}:=\left\{\vartheta \in C_{\mathbb{R}}(\Omega): \vartheta=t \mathcal{Q}_{\infty}(\vartheta), \quad t \in[0,1]\right\} \subseteq \mathcal{B}_{C_{\mathbb{R}}(\Omega)}\left(r_{0}\right) \tag{5.26}
\end{equation*}
$$

For this last step we need the following additional balance condition.
Assumption 5.6 (balance condition). Let the distribution functions $f^{ \pm}$satisfy the assumption (Q.5). We say that the distribution functions $f^{ \pm}$obey the balance condition if

$$
G(x, y):=\sup _{s \geq 0}\left\{D^{+}(s+x) D^{-}(-s+y)^{1 / 2}+D^{+}(-s+x)^{1 / 2} D^{-}(s+y)\right\}<\infty
$$

for $x, y \in \mathbb{R}$, where $D^{ \pm}(\cdot)$ are defined by (3.1).
Remark 5.7. The Boltzmann and the Fermi-Dirac distributions satisfy the balance condition; see Remark 3.2.

Indeed, let $f^{ \pm}(\cdot)$ be the Boltzmann distribution function, i.e., $f^{ \pm}(\lambda)=e^{-\lambda}$, $\lambda \in \mathbb{R}$. Using the definition (3.1), we get that $D^{ \pm}(\lambda)=e^{-\lambda} \sqrt{1+\lambda^{2}}, \lambda \in \mathbb{R}$. A straightforward computation shows that

$$
G(x, y)=\sup _{s \geq 0}\left\{e^{-\frac{s}{2}-x-y} g(x, y, s)\right\}
$$

for $x, y \in \mathbb{R}$, where

$$
g(x, y, s):=\left(\sqrt{1+(s+x)^{2}} \sqrt{1+(s-y)^{2}}+\sqrt{1+(s-x)^{2}} \sqrt{1+(s+y)^{2}}\right)
$$

Obviously, one has $G(x, y)<\infty$ for $x, y \in \mathbb{R}$. Hence, the balance condition holds.
The verification of the balance condition for Fermi-Dirac distribution functions is easier than for Boltzmann distributions since their growth at minus infinity is linear and not exponential, as for Boltzmann distributions.

ThEOREM 5.8. Let Assumptions 2.1, 3.1, and 4.9 be satisfied. If the balance condition, i.e., Assumption 5.6, is valid, then for any choice of the approximation parameters $\mathfrak{A}=\left\{\delta_{0}^{ \pm}, \delta^{ \pm}\right\}, 0<\delta_{0}^{ \pm}<\delta^{ \pm} \leq \infty$,
(i) a solution $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ of dissipative hybrid model in the sense of Definition 4.12 exists, and
(ii) there is an $r_{0} \in(0, \infty)$ independent of the approximation parameters $\left\{\delta_{0}^{ \pm}, \delta^{ \pm}\right\}$ such that any solution $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ of the dissipative hybrid model obeys $\|\varphi\|_{L^{\infty}(\Omega)} \leq r_{0}$.
The corresponding current densities $J^{ \pm}[\varphi]$ of a solution $\varphi \in W_{\mathbb{R}}^{1,2}(\Omega)$ of the dissipative hybrid model are different from zero if and only if the boundary values of the quasiFermi potentials are different, i.e., $\phi_{a_{0}}^{ \pm} \neq \phi_{b_{0}}^{ \pm}$, provided the distribution functions $f^{ \pm}(\cdot)$ are strictly decreasing.

Proof. To prove (i) it is enough to show that $\mathcal{Q}: C_{\mathbb{R}}(\Omega) \longrightarrow C_{\mathbb{R}}(\Omega)$ has a fixed point; see Proposition 4.15. To prove this we use the Leray-Schauder fixed point theorem. Since by Lemmas 5.2 and 5.3 the mapping $\mathcal{Q}$ is continuous and compact, it remains to show that the set $\mathfrak{L}$ defined by (5.26) is uniformly bounded in $t \in[0,1]$. If $\varphi \in \mathfrak{L}$, then by Lemma 5.1 it satisfies (5.3). If $\varphi \in \mathfrak{L}$ satisfies (5.3), then the estimates of Corollary 5.5 hold.

Let us assume that $\varphi_{\max } \geq 0$. Using the estimate $1+\left\|\varphi_{ \pm}\right\|_{L^{\infty}\left(\Omega_{q}\right)}^{1 / 2} \leq$ $\sqrt{2}\left(1+\left\|\varphi_{ \pm}\right\|_{L^{\infty}\left(\Omega_{q}\right)}\right)^{1 / 2}$, we obtain from Corollary 5.5 the estimates

$$
\begin{align*}
& 1+\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq r_{1}\left(1+C^{+} \sqrt{1+\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right)  \tag{5.27}\\
& 1+\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq r_{1}\left(1+C^{-} \sqrt{1+\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{5.28}
\end{align*}
$$

where $r_{1}$ is a positive constant independent of $\varphi \in \mathfrak{L}$. Moreover, we used abbreviations $C^{ \pm}:=C^{ \pm}\left( \pm t \varphi_{\max }-c_{h}\right)$. Inserting (5.28) into (5.27), we find a positive constant $r_{2}$, which does not depend on $\varphi$ and $t$, such that

$$
\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq r_{2}\left(1+C^{+} \sqrt{C^{-}}\right)^{4 / 3}
$$

where we used the fact that $C^{+} \leq C^{+}\left(-c_{h}\right)$, since $\varphi_{\max } \geq 0$.
Further, by definition (4.14) we get

$$
\begin{aligned}
C^{+} \sqrt{C^{-}} & =C^{+}\left(t \varphi_{\max }-c_{h}\right) \sqrt{C^{-}\left(-t \varphi_{\max }-c_{h}\right)} \\
& =\left(1+\eta^{+}\right) \sqrt{1+\eta^{-}} D^{+}\left(t \varphi_{\max }-c_{h}-\eta^{+}\right) D^{-}\left(-t \varphi_{\max }-c_{h}-\eta^{-}\right)^{1 / 2}
\end{aligned}
$$

Taking into account the balance condition (Assumption 5.6) and $\varphi_{\max } \geq 0$, we get

$$
C^{+} \sqrt{C^{-}} \leq\left(1+\eta^{+}\right) \sqrt{1+\eta^{-}} G\left(-c_{h}-\eta^{+},-c_{h}-\eta^{-}\right)
$$

which shows that there is a positive constant $r_{3}$ independent of $\varphi \in \mathfrak{L}$ and $t \in[0,1]$ such that

$$
\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq r_{3}
$$

Since $0 \leq \varphi_{\max } \leq\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}$, we have $-t \varphi_{\max } \geq-t\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \geq-\left\|\varphi_{+}\right\|_{L^{\infty}\left(\Omega_{q}\right)}$ $\geq-r_{3}, t \in[0,1]$. By the monotonicity of $C^{-}(\cdot)$ we obtain $C^{-}\left(-t \varphi_{\max }-c_{h}\right) \leq$ $C^{-}\left(-r_{3}\right)$. Using Corollary 5.5, we finally get the existence of a positive constant $r_{4}$, which does not depend on $\varphi \in \mathfrak{L}$ and $t$, such that

$$
\left\|\varphi_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)} \leq r_{4}
$$

Hence $\|\varphi\|_{L^{\infty}\left(\Omega_{a}\right)} \leq r_{+}:=\max \left\{r_{3}, r_{4}\right\}$, which shows that the $\mathfrak{L}_{q}:=\left\{\varphi \upharpoonright \Omega_{q}: \varphi \in\right.$ $\mathfrak{L}\} \subseteq \mathcal{B}_{C_{\mathbb{R}}\left(\Omega_{q}\right)}\left(r_{+}\right)$, provided $\varphi_{\max } \geq 0$.

In a similar manner one shows that there exists a positive constant $r_{-}$independent of $t \in[0,1]$ such that $\mathfrak{L}_{q}:=\left\{\varphi \upharpoonright \Omega_{q}: \varphi \in \mathfrak{L}\right\} \subseteq \mathcal{B}_{C_{\mathbb{R}}\left(\Omega_{q}\right)}\left(r_{-}\right)$, provided $\varphi_{\max } \leq 0$.

Thus, we get that $\mathfrak{L}_{q} \subseteq \mathcal{B}_{C_{\mathbb{R}}\left(\Omega_{q}\right)}\left(r_{q}\right), r_{q}:=\max \left\{r_{+}, r_{-}\right\}$. In particular, we have $-r_{q} \leq \varphi_{\min } \leq \varphi_{\max } \leq r_{q}$. Using Lemma 5.4, we find

$$
\varphi(x) \leq M\left(1+C^{+}\left(-r_{q}-c_{h}\right)\left(1+r_{q}^{1 / 2}\right)\right)=: r_{5}
$$

and

$$
-\varphi(x) \leq M\left(1+C^{-}\left(-r_{q}-c_{h}\right)\left(1+r_{q}^{1 / 2}\right)\right)=: r_{6}
$$

for all $x \in \Omega$. Setting $r_{0}=\max \left\{r_{5}, r_{6}\right\}$, we conclude that $\|\varphi\|_{L^{\infty}(\Omega)} \leq r_{0}$. Hence, $\mathfrak{L} \subseteq B_{C_{\mathbb{R}}(\Omega)}\left(r_{0}\right)$. Since $r_{0}$ depends only on quantities entering Assumptions 2.1, 3.1, 4.9 , and 5.6 , but is independent of $t \in[0,1]$, the uniform boundedness of the set $\mathfrak{L}$ is verified. Hence the Leray-Schauder fixed point theorem implies the existence of a solution of a dissipative hybrid model. Assertion (ii) is verified.

To prove the last assertion, we note that in accordance with (3.7) the current density for holes $J^{+}[\varphi]$ satisfies the equation

$$
J^{+}[\varphi]=\frac{1}{2 \pi} \int_{\Lambda^{+}[\varphi]} d \lambda t^{+}[\varphi](\lambda)\left\{f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right)-f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right)\right\},
$$

where $t^{+}[\varphi](\lambda)$ is the transmission coefficient. Notice that $t^{+}[\varphi](\lambda) \geq 0$ for a.e. $\lambda \in \mathbb{R}$. If $J^{+}[\varphi] \geq 0$, then $-\phi^{+}[\varphi](x), x \in \Omega_{q}$, is nondecreasing such that $-\phi^{+}[\varphi](a) \leq$ $-\phi^{+}[\varphi](b)$. Hence

$$
f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right)-f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right) \geq 0
$$

If $J^{+}[\varphi]=0$, then

$$
f^{+}\left(\lambda-\phi^{+}[\varphi](a)\right)-f^{+}\left(\lambda-\phi^{+}[\varphi](b)\right)=0
$$

for a.e. $\lambda \in \Lambda^{+}[\varphi]$. Since the distribution functions $f^{ \pm}(\cdot)$ are strictly decreasing, one gets $\phi^{+}[\varphi](a)=\phi^{+}[\varphi](b)$. If $J^{+}[\varphi]=0$, then $\phi^{+}[\varphi]\left(a_{0}\right)=\phi^{+}[\varphi](a)$ and $\phi^{+}[\varphi](b)=$ $\phi^{+}[\varphi]\left(b_{0}\right)$, which yields $\phi_{a_{0}}^{+}=\phi^{+}[\varphi]\left(a_{0}\right)=\phi^{+}[\varphi]\left(b_{0}\right)=\phi_{b_{0}}^{+}$. We proceed similarly if $J^{+}[\varphi] \leq 0$. Conversely, if $\phi_{a_{0}}^{+}=\phi_{b_{0}}^{+}$and $J^{+}[\varphi] \geq 0$, then $-\phi_{a_{0}}^{+}=-\phi^{+}[\varphi]\left(a_{0}\right) \leq$ $-\phi^{+}[\varphi](a) \leq-\phi_{b}^{+}[\varphi](b) \leq-\phi^{+}[\varphi]\left(b_{0}\right)=-\phi_{b_{0}}^{+}=-\phi_{a_{0}}^{+}$, which yields $J^{+}[\varphi]=0$. We act similarly if $J^{+}[\varphi] \leq 0$. The proof for electrons is similar.
6. Comments. We analyzed a dissipative hybrid model, which consists of a coupled drift-diffusion model and dissipative Schrödinger operators. The electrostatic potential is determined by a Poisson equation on the whole device domain. We showed that the coupled system is well posed and always admits a solution, provided Assumptions 2.1, 3.1, 4.9, and 5.6 are satisfied; see Theorem 5.8. The proof is based on a Leary-Schauder fixed point argument, which does not give uniqueness of solution. In fact, uniqueness is in general not expected.

Let us comment on the results as follows:

1. The dissipative Schrödinger model considered in section 3 is to some extent artificial since the physical interpretation of the generalized eigenfunctions $\psi_{a}^{ \pm}$, $\psi_{b}^{ \pm}$of the minimal self-adjoint dilations $K^{ \pm}$is not a priori clear. However, as has been shown in [4], for fixed energy there are two channels which fit into the picture of the more commonly used quantum transmitting Schrödinger equation (B.1); see (B.8) and (B.9). Using this fact, one can consider the dissipative Schrödinger model as an approximation by means of a proper choice of the distribution functions for the dissipative system. The approximation we consider here is outlined in section B. 2 and depends on the approximation parameters $\mathfrak{A}=\left\{\delta_{0}, \delta\right\}$; see (B.10) and (B.11). We note that other approximations can be chosen, which then leads to a different dissipative hybrid model.
Moreover, the dissipative Schrödinger model allows us to use the Lax-Philip scattering techniques to prove the continuity of the carrier and current density operator; see section A.2. The Lax-Phillips scattering theory is simpler than that of the Schrödinger operators corresponding to the Schrödinger operator (B.1); see also [4].

In the dissipative approximation presented in section B.2, we considered only wave functions with energy larger than $V_{\max }$ since they are the current carrying states. The inclusion of the states with energies smaller than $V_{\max }$ is so far an open problem.
2. The drift-diffusion model we consider here is based on Boltzmann statistics (see (1.1)-(1.3)), which leads to explicit expressions for the electrochemical potentials $\phi^{ \pm}$; see (2.7) and (2.8). The case of Fermi-Dirac statistics may be considered in the same fashion. However, one loses the explicit expressions.
3. Here we treated the bipolar case, where electrons and holes interact via the Poisson equation only. To prove the existence of solutions, the statistical distribution functions $f^{ \pm}$have to satisfy the balance condition (Assumption 5.6), which is satisfied for the common distribution functions; see Remark 5.7. The unipolar case, where only one particle species is considered, is even simpler. In this case the balance condition is redundant, and the existence of a solution is easily obtained by the estimate (3.10) of the density and applying the maximum principle to Poisson's equation.
4. Theorem 5.8 shows that the solutions of a dissipative hybrid model are contained in a ball with radius $r_{0}$. Following the proof of the theorem, one can derive this radius explicitly.
5. In Theorem 5.8 we showed that the current densities of the dissipative hybrid model are equal to zero if and only if $\phi_{a_{0}}^{ \pm}=\phi_{b_{0}}^{ \pm}$, i.e., in thermal equilibrium. In this case the electrochemical potentials $\phi^{ \pm}$are constant, and thus the statistical operators $\varrho^{ \pm}$are given by functions of the corresponding self-adjoint dilation $K^{ \pm}$, i.e., $\varrho^{ \pm}=\mathfrak{f}^{ \pm}\left(K^{ \pm}\right)$with $\mathfrak{f}^{ \pm}(\lambda)=f^{ \pm}\left(\lambda \mp \phi^{ \pm}\right) \chi_{\Lambda^{ \pm}}(\lambda)$, where $\phi^{ \pm}$ are the constant electrochemical potentials. One may expect that the solution of the dissipative hybrid model in thermal equilibrium is unique. However, this is so far an open problem.

Appendix A. Dissipative Schrödinger systems. Let us give a short introduction to the theory of dissipative Schrödinger systems; for details see [3, 5, 35, 33]. We start with some facts on Schrödinger-type operators.
A.1. Schrödinger-type operators. Let the conditions $0<m \in L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right), \frac{1}{m} \in$ $L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right)$, be satisfied, where $\Omega_{q}=(a, b)$. Moreover, let $V \in L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right)$ and $\varkappa_{a}, \varkappa_{b} \in \mathbb{C}_{+}$, where $\mathbb{C}_{+}:=\{z \in \mathbb{C}: \operatorname{Im}(z)>0\}$, be given. The Schrödinger-type operator $H$ is defined by

$$
\begin{equation*}
(H g)(x):=-\frac{1}{2} \frac{d}{d x} \frac{1}{m} \frac{d}{d x} g(x)+V(x) g(x), \quad x \in \Omega_{q}, \quad g \in \operatorname{dom}(H) \tag{A.1}
\end{equation*}
$$

where its domain is given by

$$
\operatorname{dom}(H):=\left\{g \in W^{1,2}\left(\Omega_{q}\right): \begin{array}{c}
\frac{1}{m} g^{\prime} \in W^{1,2}\left(\Omega_{q}\right)  \tag{A.2}\\
\frac{1}{2 m(a)} g^{\prime}(a)=-\varkappa_{a} g(a) \\
\frac{1}{2 m(b)} g^{\prime}(b)=\varkappa_{b} g(b)
\end{array}\right\}
$$

The operator $H$ is maximal dissipative and completely non-self-adjoint on the Hilbert space $L^{2}\left(\Omega_{q}\right)$; that is, the operator does not possess self-adjoint parts. Its spectrum consists only of discrete eigenvalues in the lower half-plane [34].

In the following we are going to prove some continuity results for the operator $H$ with respect to the potential $V$ and the boundary coefficients $\varkappa_{a}, \varkappa_{b}$. To this end we introduce

$$
\mathcal{T}:=\mathbb{C}_{+} \times \mathbb{C}_{+} \times L^{\infty}\left(\Omega_{q}\right)
$$

and write - if needed $-H[\tau]$ for $\tau=\left(\varkappa_{a}, \varkappa_{b}, V\right) \in \mathcal{T}$ to indicate the dependence of the maximal dissipative operator on the potential $V$ and the boundary coefficients $\varkappa_{a}$, $\varkappa_{b}$. Moreover, for $\tau, \tau_{n} \in \mathcal{T}, n \in \mathbb{N}$, we write $\lim _{n \rightarrow \infty} \tau_{n}=\tau$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\left|\varkappa_{a, n}-\varkappa_{a}\right|+\left|\varkappa_{b, n}-\varkappa_{b}\right|+\left\|V_{n}-V\right\|_{L^{\infty}(\Omega)}\right)=0 \tag{A.3}
\end{equation*}
$$

Remark A.1. Let the electrostatic potential $\varphi \in C_{\mathbb{R}}(\Omega)$ be given and assume that the band-edge offset potentials $V_{h}^{ \pm}$satisfy Assumption 3.1 (Q.4). Then the triples $\tau^{ \pm}=\left(\varkappa_{a}^{ \pm}, \varkappa_{b}^{ \pm}, V^{ \pm}\right)$, where $\varkappa_{a}^{ \pm}, \varkappa_{b}^{ \pm}$are given by (1.8) and $V^{ \pm}$by (1.4), are well defined, and there is $\tau^{ \pm} \in \mathcal{T}$. Thus the operators $H^{ \pm}$defined by (3.3), (3.4) are of the form (A.1), (A.2). Moreover, $\varphi, \varphi_{n} \in C_{\mathbb{R}}(\Omega), n \in \mathbb{N}$, with $\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{L^{\infty}(\Omega)}=0$ implies $\lim _{n \rightarrow \infty} \tau_{n}^{ \pm}=\tau^{ \pm}$, where

$$
\tau_{n}^{ \pm}:=\left(\varkappa_{a}^{ \pm}\left[\varphi_{n}\right], \varkappa_{b}^{ \pm}\left[\varphi_{n}\right], V^{ \pm}\left[\varphi_{n}\right]\right) \quad \text { and } \quad \tau^{ \pm}:=\left(\varkappa_{a}^{ \pm}[\varphi], \varkappa_{b}^{ \pm}[\varphi], V^{ \pm}[\varphi]\right),
$$

where $\varkappa_{a}^{ \pm}[\varphi], \varkappa_{b}^{ \pm}[\varphi], V^{ \pm}[\varphi]$ indicates the dependence of the coupling constants $\varkappa_{a}^{ \pm}$, $\varkappa_{b}^{ \pm}$and the potential $V^{ \pm}$on the electrostatic potential $\varphi$; cf. (1.8) and (1.4).
A.2. Dilation and Lax-Phillips scattering. The constants $\varkappa_{a}, \varkappa_{b} \in \mathbb{C}_{+}$can be written as

$$
\begin{equation*}
\varkappa_{a}=q_{a}+i \frac{\alpha_{a}^{2}}{2} \quad \text { and } \quad \varkappa_{b}=q_{b}+i \frac{\alpha_{b}^{2}}{2} \tag{A.4}
\end{equation*}
$$

where $\alpha_{a}, \alpha_{b}>0$.
Since the operator $H$ is maximal dissipative, it admits a minimal self-adjoint dilation $K$ on some dilation space $\mathfrak{K}$; see [21]. We choose the dilation space $\mathfrak{K}$,

$$
\begin{equation*}
\mathfrak{K}:=L^{2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \oplus L^{2}\left(\Omega_{q}\right) \oplus L^{2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right) \tag{A.5}
\end{equation*}
$$

To describe the minimal dilation $K$ in $\mathfrak{K}$ we set

$$
\begin{equation*}
\vec{g}:=g_{-} \oplus g \oplus g_{+}, \tag{A.6}
\end{equation*}
$$

where $g \in L^{2}\left(\Omega_{q}\right)$, and where

$$
\begin{equation*}
g_{-}(x):=\binom{g_{-}^{b}(x)}{g_{-}^{a}(x)} \in L^{2}\left(\mathbb{R}_{-}, \mathbb{C}^{2}\right) \quad \text { and } \quad g_{+}(x):=\binom{g_{+}^{b}(x)}{g_{+}^{a}(x)} \in L^{2}\left(\mathbb{R}_{+}, \mathbb{C}^{2}\right) \tag{A.7}
\end{equation*}
$$

for $x \in \mathbb{R}_{-}$and $x \in \mathbb{R}_{+}$, respectively.
Theorem A.2. Let $\left(\varkappa_{a}, \varkappa_{b}, V\right) \in \mathcal{T}$ be given. Then the operator $K$ defined by

$$
\operatorname{dom}(K):=\left\{\begin{array}{c}
g_{ \pm} \in W^{1,2}\left(\mathbb{R}_{ \pm}, \mathbb{C}^{2}\right), g, \frac{1}{m} g^{\prime} \in W^{1,2}\left(\Omega_{q}\right),  \tag{A.8}\\
\frac{1}{2 m(b)} g^{\prime}(b)-q_{b} g(b)=\alpha_{b} \frac{g_{-}^{b}(0)+g_{+}^{b}(0)}{2}, \\
i \alpha_{b} g(b)=g_{+}^{b}(0)-g_{-}^{b}(0), \\
\frac{1}{2 m(a)} g^{\prime}(a)+q_{a} g(a)=\alpha_{a} \frac{g_{-}^{a}(0)+g_{+}^{a}(0)}{2}, \\
i \alpha_{a} g(a)=g_{-}^{a}(0)-g_{+}^{a}(0)
\end{array}\right\}
$$

and

$$
\begin{equation*}
K \vec{g}:=-i \frac{d}{d x} g_{-} \oplus\left(-\frac{1}{2} \frac{d}{d x} \frac{1}{m} \frac{d}{d x}+V\right) g \oplus-i \frac{d}{d x} g_{+}, \quad \vec{g} \in \operatorname{dom}(K), \tag{A.9}
\end{equation*}
$$

is self-adjoint.
Proof. The proof is given in [35, Theorem 4.1]. $\quad$.
The operator $K$ is a minimal self-adjoint dilation of $H$, i.e.,

$$
\begin{equation*}
(H-z)^{-1} \psi=P(K-z)^{-1} \psi \quad \text { for all } \psi \in L^{2}\left(\Omega_{q}\right) \text { and } z \in \mathbb{C}_{+}, \tag{A.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{K}=\underset{z \in \mathbb{C} \backslash \mathbb{R}}{\operatorname{clospan}}\left\{(K-z)^{-1} \psi, \psi \in L^{2}\left(\Omega_{q}\right)\right\} \tag{A.11}
\end{equation*}
$$

where $P$ is the orthogonal projection from the dilation space $\mathfrak{K}$ onto the subspace $L^{2}\left(\Omega_{q}\right)$.

We introduce the unclosed operator $\alpha: L^{2}\left(\Omega_{q}\right) \rightarrow \mathbb{C}^{2}$,

$$
\begin{equation*}
\alpha f=\binom{\alpha_{b} f(b)}{-\alpha_{a} f(a)}, \quad f \in \operatorname{dom}(\alpha)=W^{1,2}\left(\Omega_{q}\right) \tag{A.12}
\end{equation*}
$$

and the boundary operators $T: \operatorname{res}(H) \longrightarrow \mathcal{B}\left(L^{2}\left(\Omega_{q}\right), \mathbb{C}^{2}\right), T_{*}: \operatorname{res}\left(H^{*}\right) \longrightarrow$ $\mathcal{B}\left(L^{2}\left(\Omega_{q}\right), \mathbb{C}^{2}\right)$ defined by

$$
\begin{align*}
T(z) g & :=\alpha(H-z)^{-1} g, \quad g \in L^{2}\left(\Omega_{q}\right) \\
T_{*}(z) g & :=\alpha\left(H^{*}-z\right)^{-1} g, \quad g \in L^{2}\left(\Omega_{q}\right) \tag{A.13}
\end{align*}
$$

The $2 \times 2$ matrix-valued function $\Theta: \operatorname{res}\left(H^{*}\right) \longrightarrow \mathcal{B}\left(\mathbb{C}^{2}\right)$ defined by

$$
\begin{equation*}
\Theta(z)=I_{\mathbb{C}^{2}}-i \alpha T(\bar{z})^{*} \tag{A.14}
\end{equation*}
$$

is holomorphic, contractive on $\mathbb{C}_{-}$, and unitary on $\mathbb{R}$. The matrix-valued $\Theta$ is called the characteristic function of $H$; see [21,35] for motivation and details of this definition.

The incoming generalized eigenfunctions of $K$, i.e., functions $\vec{\psi}_{a}=\psi_{a,-} \oplus \psi_{a} \oplus \psi_{a,+}$ and $\vec{\psi}_{b}=\psi_{b,-} \oplus \psi_{b} \oplus \psi_{b,+}$, which satisfy

$$
\begin{aligned}
-i \frac{d}{d x} \psi_{\nu,-}(\lambda, x) \oplus & \left(-\frac{1}{2} \frac{d}{d x} \frac{1}{m} \frac{d}{d x}+V(x)\right) \psi_{\nu}(, \lambda, x) \oplus-i \frac{d}{d x} \psi_{\nu,+}(\lambda, x) \\
& =\lambda\left(\psi_{\nu,-}(\lambda, x) \oplus \psi_{\nu}(\lambda, x) \oplus \psi_{\nu,+}(\lambda, x)\right), \quad \lambda \in \mathbb{R}, \nu=a, b
\end{aligned}
$$

and the boundary conditions in (A.8), are given by

$$
\begin{align*}
& \vec{\psi}_{\nu}(\lambda, x)=\psi_{\nu,-} \oplus \psi_{\nu} \oplus \psi_{\nu,+}  \tag{A.15}\\
& \quad=\frac{1}{\sqrt{2 \pi}}\left(e^{i \lambda x} e_{\nu} \oplus\left(T_{*}(\lambda)^{*} e_{\nu}\right)(x) \oplus e^{i \lambda x} \Theta(\lambda) e_{\nu}\right), \quad \lambda \in \mathbb{R}, \nu=a, b
\end{align*}
$$

$e_{b}=\binom{1}{0}, e_{a}=\binom{0}{1}$; see $[35,5]$.
The incoming Fourier transform $\Phi_{-}: \mathfrak{K} \longrightarrow \widehat{\mathfrak{K}_{0}}:=L^{2}\left(\mathbb{R} ; \mathbb{C}^{2}\right)$ is then defined by

$$
\begin{aligned}
\left(\Phi_{-} \vec{f}\right)(\lambda):=\binom{\int_{-\infty}^{0} d x\left(f_{-}(x), \psi_{b,-}(\lambda, x)\right)_{\mathbb{C}^{2}}}{\int_{-\infty}^{0} d x\left(f_{-}(x), \psi_{a,-}(\lambda, x)\right)_{\mathbb{C}^{2}}} \\
\quad+\binom{\int_{a}^{b} d x \overline{\psi_{b}(\lambda, x)} f(x)}{\int_{a}^{b} d x \overline{\psi_{a}(\lambda, x)} f(x)}+\binom{\int_{0}^{\infty} d x\left(f_{+}(x), \psi_{b,+}(\lambda, x)\right)_{\mathbb{C}^{2}}}{\int_{0}^{\infty} d x\left(f_{+}(x), \psi_{a,+}(\lambda, x)\right)_{\mathbb{C}^{2}}}
\end{aligned}
$$

$\lambda \in \mathbb{R}$, for all $\vec{f}=f_{-} \oplus f \oplus f_{+} \in \mathfrak{K}$. The incoming Fourier transform $\Phi_{-}$establishes a unitary equivalence between the dilation $K$ and the multiplication operator $M$ with the independent variable $\lambda$; see $[35,5]$.

We introduce the identification operators $J_{ \pm}: \mathfrak{K}_{0} \longrightarrow \mathfrak{K}, \mathfrak{K}_{0}=L^{2}\left(\mathbb{R} ; \mathbb{C}^{2}\right)$,

$$
\begin{align*}
J_{-} \vec{f}:=P_{-} \vec{f} \oplus 0 \oplus 0, \\
J_{+} \vec{f}:=0 \oplus 0 \oplus P_{+} \vec{f}, \tag{A.16}
\end{align*} \quad \vec{f} \in \mathfrak{K}_{0}
$$

where $P_{ \pm}$denote the orthogonal projections from $\mathfrak{K}_{0}$ onto $L^{2}\left(\mathbb{R}_{ \pm}, \mathbb{C}^{2}\right)$. Let $K_{0}$ be the differentiation operator $K_{0}=-i \frac{d}{d x}$, defined on $\mathfrak{K}_{0}$. The Lax-Phillips wave operators,

$$
\begin{equation*}
W_{ \pm}:=s-\lim _{t \rightarrow \pm \infty} e^{i t K} J_{ \pm} e^{-i t K_{0}} \tag{A.17}
\end{equation*}
$$

always exist (see $[3,33]$ ) and are unitary.
By $\mathcal{F}: \mathfrak{K}_{0} \longrightarrow \widehat{\mathfrak{K}}_{0}=L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)$ we denote the usual Fourier transform

$$
\begin{equation*}
(\mathcal{F} \vec{f})(\lambda):=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} d x e^{-i x \lambda} \vec{f}(x), \quad \vec{f} \in \mathfrak{K}_{0}, \quad \lambda \in \mathbb{R} \tag{A.18}
\end{equation*}
$$

The incoming Fourier transform $\Phi_{-}$of $K$ is then expressed by

$$
\begin{equation*}
\Phi_{-}=\mathcal{F} W_{-}^{*}: \mathfrak{K} \longrightarrow \widehat{\mathfrak{K}}_{0} \tag{A.19}
\end{equation*}
$$

(see $[3,35,33]$ ).
The Lax-Phillips scattering operator $S: \mathfrak{K}_{0} \longrightarrow \mathfrak{K}_{0}$ is defined by

$$
\begin{equation*}
S:=W_{+}^{*} W_{-} \tag{A.20}
\end{equation*}
$$

The scattering operator commutes with $K_{0}$, which yields that the operator $\widehat{S}: \widehat{\mathfrak{K}}_{0} \longrightarrow$ $\widehat{\mathfrak{K}}_{0}$,

$$
\begin{equation*}
\widehat{S}:=\mathcal{F} S \mathcal{F}^{*} \tag{A.21}
\end{equation*}
$$

commutes with $M$. Hence the operator $\widehat{S}$ can be represented as a multiplication operator with a $2 \times 2$ matrix-valued function $\{\widehat{S}(\lambda)\}_{\lambda \in \mathbb{R}}$, which is called the scattering matrix, in particular, the Lax-Phillips scattering matrix. It turns out that the scattering matrix can be computed directly from the operator $H$ by means of the characteristic function $\Theta$. In fact, there is

$$
\begin{equation*}
S(\lambda)=\Theta(\lambda)^{*} \tag{A.22}
\end{equation*}
$$

for a.e. $\lambda \in \mathbb{R}$.
The transmission coefficient $t(\lambda), \lambda \in \mathbb{R}$, is then given by

$$
\begin{equation*}
t(\lambda):=\left|\left(S(\lambda) e_{b}, e_{a}\right)_{\mathbb{C}^{2}}\right|^{2}=\left|\left(e_{b}, \Theta(\lambda) e_{a}\right)_{\mathbb{C}^{2}}\right|^{2} \tag{A.23}
\end{equation*}
$$

where $e_{b}, e_{a} \in \mathbb{C}$ are given by $e_{b}=\binom{1}{0}, e_{a}=\binom{0}{1}$. Moreover, there is

$$
t(\lambda)=\left|\left(S(\lambda) e_{a}, e_{b}\right)_{\mathbb{C}^{2}}\right|^{2}
$$

(see [35]).
Clearly, all the quantities defined above depend on the triple $\tau=\left(\varkappa_{a}, \varkappa_{b}, V\right) \in \mathcal{T}$. If needed, we will denote the dependence of any quantity $A$ on $\tau \in \mathcal{T}$ by writing $A[\tau]$.
A.3. Carrier density operator. Let $\tau \in \mathcal{T}$ be given and $H$ be the associated maximal dissipative Schrödinger operator. By means of a so-called density matrix $\rho$, one can assign a particle density $u$ to each operator $H$ in a unique way. The mapping $\tau \mapsto u$ is then defined as the carrier density operator. In what follows we will discuss this procedure in detail.

A density matrix is an element of the Banach space $L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$ such that its values are self-adjoint and nonnegative $2 \times 2$ matrices; i.e., for a.e. $\lambda \in \mathbb{R}$ there is $\rho(\lambda)=\rho(\lambda)^{*}$ and $\rho(\lambda) \geq 0$. With $\rho$ one associates a bounded multiplication operator $\widehat{\rho}: \widehat{\mathfrak{K}}_{0} \longrightarrow \widehat{\mathfrak{K}}_{0}$ on the Hilbert space $\mathfrak{K}_{0}=L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)$ defined by

$$
\begin{equation*}
(\widehat{\rho} \vec{f})(\lambda):=\rho(\lambda) \vec{f}(\lambda) \tag{A.24}
\end{equation*}
$$

Using the transformation (A.19), one defines by

$$
\begin{equation*}
\varrho:=\Phi_{-}^{*} \widehat{\rho} \Phi_{-} \tag{A.25}
\end{equation*}
$$

an operator on the dilation space $\mathfrak{K}$, which is self-adjoint, is nonnegative, and commutes with the dilation $K$. The operator $\varrho$ is called a density operator or a steady state albeit that $\varrho$ is not a trace class operator. However, it turns out that if the additional condition

$$
\begin{equation*}
C_{\rho}:=\sup _{\lambda \in \mathbb{R}} \sqrt{\lambda^{2}+1}\|\rho(\lambda)\|_{\mathcal{B}\left(\mathbb{C}^{2}\right)}<\infty \tag{A.26}
\end{equation*}
$$

is satisfied, then the product $\varrho P$ (where $P$ denotes again the projection from $\mathfrak{K}$ onto $\left.L^{2}\left(\Omega_{q}\right)\right)$ belongs to the trace class; cf. [33]. Using this observation, the following is shown in [3, 35]: for a fixed density matrix $\rho$ satisfying (A.26) and given $\tau \in \mathcal{T}$, there is exactly one function $u \in L^{1}\left(\Omega_{q}\right)$ satisfying

$$
\begin{equation*}
\operatorname{tr}(\varrho M(h))=\int_{\Omega_{q}} d x u(x) h(x) \quad \text { for all } h \in L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right) \tag{A.27}
\end{equation*}
$$

where $M(h)$ is the multiplication operator defined by

$$
M(h) \vec{g}:=0 \oplus h g \oplus 0, \quad \vec{g}=g_{-} \oplus g \oplus g_{+} \in \mathfrak{K}, \quad(h g)(x)=h(x) g(x), \quad x \in \Omega_{q}
$$

(see [35]). We note that condition (A.26) implies $\varrho M(h) \in \mathcal{B}_{1}(\mathfrak{K})$ for each $h \in L_{\mathbb{R}}^{\infty}\left(\Omega_{q}\right)$.
Remark A.3. Let $f^{ \pm}$be distribution functions obeying Assumption 3.1 (Q.5). We define the density matrices $\rho^{ \pm}$by

$$
\rho^{ \pm}(\lambda)=\left(\begin{array}{cc}
f^{ \pm}\left(\lambda \mp \epsilon_{b}\right) & 0 \\
0 & f^{ \pm}\left(\lambda \mp \epsilon_{a}\right)
\end{array}\right) \chi_{\Lambda^{ \pm}}(\lambda)
$$

where $\epsilon_{a}, \epsilon_{b}$ are given Fermi levels and $\chi_{\Lambda^{ \pm}}$denotes the characteristic function of the sets $\Lambda^{ \pm}$; see (1.13). Clearly $\rho^{ \pm}$satisfy the condition (A.26). In [33] it is shown that the densities $u^{ \pm}$corresponding to $\rho^{ \pm}$and $\tau^{ \pm}$, where $\tau^{ \pm}$are given as in Remark A.1, defined by means of the relation (A.27) coincide with (3.5).

The mapping that assigns the density $u$ to each triple $\tau \in \mathcal{T}$, if the density matrix $\rho$ is given, is called the carrier density operator $\mathcal{N}_{\rho}$; i.e., $\mathcal{N}_{\rho}: \mathcal{T} \longrightarrow L^{1}\left(\Omega_{q}\right)$ is defined by

$$
\int_{\Omega_{q}} d x \mathcal{N}_{\rho}[\tau](x) h(x)=\operatorname{tr}(\varrho[\tau] M(h)) \quad \text { for all } h \in L^{\infty}\left(\Omega_{q}\right) \text { and each } \tau \in \mathcal{T}
$$

where $\varrho[\tau]$ indicates the dependence of $\varrho$ given by (A.25) on $\tau$.
Proposition A.4. Let $\tau=\left\{\varkappa_{a}, \varkappa_{b}, V\right\} \in \mathcal{T}_{+}$. If the density matrix $\rho \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$ satisfies the condition (A.26) and the boundary coefficients obey $\operatorname{Re}\left(\varkappa_{a}\right) \leq 0$ and $\operatorname{Re}\left(\varkappa_{b}\right) \leq 0$, then

$$
\begin{equation*}
\left\|\mathcal{N}_{\rho}[\tau]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq C_{\rho}\left(3+\left[8+4 \sqrt{\|m\|_{L^{\infty}\left(\Omega_{q}\right)}}(b-a)\right] \sqrt{1+\left\|V_{-}\right\|_{L^{\infty}\left(\Omega_{q}\right)}}\right) \tag{A.28}
\end{equation*}
$$

where $V_{-}(x):=\max \{0,-V(x)\}, x \in \Omega_{q}$, and $C_{\rho}$ is given by (A.26).
Proof. In [4, Lemma 6.2] the estimate

$$
\left\|\mathcal{N}_{\rho}[\tau]\right\|_{L^{1}\left(\Omega_{q}\right)} \leq C_{\rho}\left(3+\left[8+4 \sqrt{\|m\|_{L^{\infty}\left(\Omega_{q}\right)}}(b-a)\right] \sqrt{1+\|V\|_{L^{\infty}\left(\Omega_{q}\right)}}\right)
$$

is proven. The improved estimate (A.28) can be obtained by carefully checking the proof of Lemma 6.2 of [4]. Indeed, by doing so one obtains that the nonnegative part of the potential $v$ moves the spectrum of the operator $H$ to the right-hand side, which yields that it can be neglected.

We are going to verify the continuity of the carrier density operator in its dependence of $\tau$. To this end we need the following.

Proposition A.5. Let $\tau, \tau_{n} \in \mathcal{T}, n \in \mathbb{N}$. If $\tau_{n} \rightarrow \tau$ as $n \rightarrow \infty$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(K\left[\tau_{n}\right]-z\right)^{-1}-(K[\tau]-z)^{-1}\right\|_{\mathcal{B}_{1}(\mathfrak{K})}=0 \tag{A.29}
\end{equation*}
$$

for $z \in \mathbb{C} \backslash \mathbb{R}$.
Proof. At first we show that for each $\vec{g} \in \operatorname{dom}(K[\tau])$ there is a sequence $\left\{\vec{g}_{n}\right\}_{n \in \mathbb{N}}$ such that $\vec{g}_{n} \in \operatorname{dom}\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]\right), \lim _{n \rightarrow \infty} \vec{g}_{n}=\vec{g}$, and $\lim _{n \rightarrow \infty}$ $K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right] \vec{g}_{n}=K[\tau] \vec{g}$ in the sense of $\mathfrak{K}$. Let

$$
\vec{g}_{n}=\vec{g}+\vec{h}_{n}, \quad n \in \mathbb{N}
$$

where

$$
\vec{h}_{n}:=0 \oplus h_{n} \oplus h_{+, n}, \quad n \in \mathbb{N}
$$

Furthermore, let $\theta(\cdot): \mathbb{R} \longrightarrow[0,1]$ be a smooth function equal to one in a neighborhood of zero and equal to zero in neighborhood of $y_{0}:=2 \int_{a}^{b} d t m(t)$. We set

$$
h_{n}(x):=\theta\left(2 \int_{a}^{x} d t m(t)\right) h_{a, n}(x)+\theta\left(2 \int_{x}^{b} d t m(t)\right) h_{b, n}(x), \quad x \in \Omega_{q}, \quad n \in \mathbb{N}
$$

where

$$
h_{a, n}(x):=2 C_{a, n} \int_{a}^{x} m(t) d t, \quad h_{b, n}(x):=-2 C_{b, n} \int_{x}^{b} m(t) d t, \quad x \in[a, b]
$$

and

$$
\begin{aligned}
C_{a, n} & :=\left(\alpha_{a, n}-\alpha_{a}\right) g_{-}^{a}(0)-\left(\varkappa_{a, n}-\varkappa_{a}\right) g(a) \\
C_{b, n} & :=\left(\alpha_{b, n}-\alpha_{b}\right) g_{-}^{b}(0)+\left(\varkappa_{b, n}-\varkappa_{b}\right) g(b)
\end{aligned}
$$

Notice that $\lim _{n \rightarrow \infty} C_{a, n}=\lim _{n \rightarrow \infty} C_{b, n}=0$. Further, we set

$$
h_{+, n}^{a}(x):=h_{+, n}^{a}(0) e^{-x}, \quad x \in \mathbb{R}_{+}, \quad \text { and } \quad h_{+, n}^{b}(x):=h_{+, n}^{b}(0) e^{-x}, \quad x \in \mathbb{R}_{+},
$$

where

$$
h_{+, n}^{a}(0):=-i\left(\alpha_{a, n}-\alpha_{a}\right) g(a) \quad \text { and } \quad h_{+, n}^{b}(0):=i\left(\alpha_{b, n}-\alpha_{b}\right) g(b), \quad n \in \mathbb{N} .
$$

A straightforward computation shows that $\vec{g}_{n} \in \operatorname{dom}\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]\right), \lim _{n \rightarrow \infty} \vec{g}_{n}=$ $\vec{g}$, and $\lim _{n \rightarrow \infty} K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right] \vec{g}_{n}=K[\tau] \vec{g}$.

Since the sequence $\left\{\vec{g}_{n}\right\}_{n \in \mathbb{N}}$ exists for each $\vec{g} \in \operatorname{dom}(K[\tau])$, one gets by [40, Theorem 2.1] that

$$
\begin{equation*}
s-\lim _{n \rightarrow \infty}\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}=(K[\tau]-z)^{-1} \tag{A.30}
\end{equation*}
$$

The operators $K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right], n \in \mathbb{N}$, and $K[\tau]$ are self-adjoint extensions of the symmetric operator $K_{\bullet}[V]$ given by
and

$$
K_{\bullet}[V] \vec{g}:=-i \frac{d}{d x} g_{-} \oplus\left(-\frac{1}{2} \frac{d}{d x} \frac{1}{m} \frac{d}{d x}+V\right) g \oplus-i \frac{d}{d x} g_{+}, \quad \vec{g} \in \operatorname{dom}\left(K_{\bullet}[V]\right)
$$

which has the deficiency indices $\{4,4\}$. This fact immediately improves the strong convergence (A.30) to the trace class convergence, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}-(K[\tau]-z)^{-1}\right\|_{\mathcal{B}_{1}(\mathfrak{K})}=0 .
$$

Since $P(K[\tau]-z)^{-1} \in \mathcal{B}_{1}(\mathfrak{K})$, one gets

$$
\lim _{n \rightarrow \infty}\left\|\left(K\left[\tau_{n}\right]-z\right)^{-1}\left(V-V_{n}\right) P(K[\tau]-z)^{-1}\right\|_{\mathcal{B}_{1}(\mathfrak{K})}=0
$$

Using the representation

$$
\begin{aligned}
& \left(K\left[\tau_{n}\right]-z\right)^{-1}-\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1} \\
& \quad=\left(K\left[\tau_{n}\right]-z\right)^{-1}\left(V-V_{n}\right) P(K[\tau]-z)^{-1} \\
& \quad+\left(K\left[\tau_{n}\right]-z\right)^{-1}\left(V-V_{n}\right) P\left(\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}-(K[\tau]-z)^{-1}\right)
\end{aligned}
$$

we find

$$
\lim _{n \rightarrow \infty}\left\|\left(K\left[\tau_{n}\right]-z\right)^{-1}-\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}\right\|_{\mathcal{B}_{1}(\mathfrak{K})}=0 .
$$

Finally, taking into account the representation

$$
\begin{aligned}
& \left(K\left[\tau_{n}\right]-z\right)^{-1}-(K[\tau]-z)^{-1} \\
& =\left(K\left[\tau_{n}\right]-z\right)^{-1}-\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}+\left(K\left[\varkappa_{a, n}, \varkappa_{b, n}, V\right]-z\right)^{-1}-(K[\tau]-z)^{-1}
\end{aligned}
$$

we complete the proof.
Proposition A. 5 immediately implies the continuity of the incoming Fourier transform.

Proposition A.6. Let $\tau, \tau_{n} \in \mathcal{T}, n \in \mathbb{N}$. If $\tau_{n} \longrightarrow \tau$ as $n \rightarrow \infty$, then

$$
\begin{equation*}
s-\lim _{n \rightarrow \infty} \Phi_{-}\left[\tau_{n}\right]=\Phi_{-}[\tau] . \tag{A.31}
\end{equation*}
$$

Proof. Let

$$
W_{-}\left[\tau_{n}, \tau\right]:=s-\lim _{t \rightarrow-\infty} e^{i t K\left[\tau_{n}\right]} e^{-i t K[\tau]}
$$

From Proposition A. 5 we obtain that

$$
s-\lim _{n \rightarrow \infty} W_{-}\left[\tau_{n}, \tau\right]=I_{\mathfrak{K}}
$$

which yields

$$
w-\lim _{n \rightarrow \infty} W_{-}\left[\tau_{n}, \tau\right]^{*}=I_{\mathfrak{K}} .
$$

Since $W_{-}\left[\tau_{n}, \tau\right]$ is unitary for each $n \in \mathbb{N}$, we find

$$
s-\lim _{n \rightarrow \infty} W_{-}\left[\tau_{n}, \tau\right]^{*}=I_{\mathfrak{K}} .
$$

By the chain rule for wave operators, we obtain

$$
W_{-}\left[\tau_{n}\right]=W_{-}\left[\tau_{n}, \tau\right] W_{-}[\tau], \quad n \in \mathbb{N}
$$

which gives

$$
\begin{equation*}
s-\lim _{n \rightarrow \infty} W_{-}\left[\tau_{n}\right]^{*}=W_{-}[\tau]^{*} \tag{A.32}
\end{equation*}
$$

Taking into account the representation (A.19), we complete the proof.
Using Proposition A.6, we will now verify the continuity of the carrier density operator.

Theorem A.7. Let $\tau, \tau_{n} \in \mathcal{T}, n \in \mathbb{N}$. Further, suppose that there is a density matrix $\rho \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$ such that $C_{\rho}<\infty$ and a sequence of density matrices $\left\{\rho_{n}\right\}_{n \in \mathbb{N}}, \rho_{n} \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$, such that $\sup _{n \in \mathbb{N}} C_{\rho_{n}}<\infty$. If $\tau_{n} \rightarrow \tau$ as $n \rightarrow \infty$ and

$$
\lim _{n \rightarrow \infty} \rho_{n}(\lambda)=\rho(\lambda)
$$

for a.e. $\lambda \in \mathbb{R}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathcal{N}_{\rho_{n}}\left[\tau_{n}\right]-\mathcal{N}_{\rho}[\tau]\right\|_{L^{1}\left(\Omega_{q}\right)}=0 \tag{A.33}
\end{equation*}
$$

Proof. We set $\Phi_{n}:=\Phi_{-}\left[\tau_{n}\right]$ and $\Phi:=\Phi_{-}[\tau]$ as well as

$$
\iota_{n}(\lambda):=(\lambda-i) \rho_{n}(\lambda) \quad \text { and } \quad \iota(\lambda):=(\lambda-i) \rho(\lambda), \quad \lambda \in \mathbb{R}, \quad n \in \mathbb{N}
$$

From (A.25) we find the representation

$$
\varrho_{n}\left[\tau_{n}\right]-\varrho[\tau]=\Phi_{n}^{*} \widehat{\iota}_{n} \Phi_{n}\left(K_{n}-i\right)^{-1}-\Phi^{*} \widehat{\iota} \Phi(K-i)^{-1}, \quad n \in \mathbb{N}
$$

where $K_{n}:=K\left[\tau_{n}\right]$ and $K:=K[\tau]$. Note that $(K-i)^{-1} P \in \mathcal{B}_{1}(\mathfrak{K})$. Hence we find the estimate

$$
\begin{aligned}
& \left\|\left(\varrho_{n}\left[\tau_{n}\right]-\varrho[\tau]\right) P_{\mathfrak{h}}^{\mathfrak{K}}\right\|_{\mathcal{B}_{1}(\mathfrak{K})} \\
& \leq C_{\rho_{n}}\left\|\left(K_{n}-i\right)^{-1}-(K-i)^{-1}\right\|_{\mathcal{B}_{1}(\mathfrak{K})}+C_{\rho_{n}}\left\|\left(\Phi_{n}-\Phi\right)(K-i)^{-1} P\right\|_{\mathcal{B}_{1}\left(\mathfrak{K}, \mathfrak{K}_{0}\right)} \\
& \quad+\left\|\left(\widehat{\iota}_{n}-\widehat{\iota}\right) \Phi(K-i)^{-1} P\right\|_{\mathcal{B}_{1}\left(\mathfrak{K}, \mathfrak{K}_{0}\right)}+\left\|\left(\Phi_{n}^{*}-\Phi^{*}\right) \widehat{\iota} \Phi(K-i)^{-1} P\right\|_{\mathcal{B}_{1}(\mathfrak{K})}
\end{aligned}
$$

The first term on the right-hand side goes to zero by Proposition A.5. The second term tends to zero by Proposition A. 6 and $(K-i)^{-1} P \in \mathcal{B}_{1}(\mathfrak{K})$. By $s-\lim _{n \rightarrow \infty} \widehat{\iota}_{n}=\widehat{\iota}$ and $(K-i)^{-1} P \in \mathcal{B}_{1}(\mathfrak{K})$ the third term goes to zero. Finally, from Proposition A. 6 and the isometry of the incoming Fourier transform we get $s-\lim _{n \rightarrow \infty} \Phi_{n}=\Phi$, which yields that the fourth term converges to zero. Hence we find

$$
\lim _{n \rightarrow \infty}\left\|\left(\varrho_{n}\left[\tau_{n}\right]-\varrho[\tau]\right) P\right\|_{\mathcal{B}_{1}(\mathfrak{K})}=0
$$

Taking into account (A.27), this proves (A.33).
A.4. Current density operator. Similar to the carrier density operator, it is possible to introduce a current density operator $j_{\rho}: \mathcal{T} \longrightarrow \mathbb{R}$ for a given maximal dissipative operator $h[\tau]$ and a density matrix $\rho \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$, provided the density matrix satisfies the additional condition

$$
\begin{equation*}
L_{\rho}:=\int_{\mathbb{R}} d \lambda \operatorname{tr}(\rho(\lambda))<\infty \tag{A.34}
\end{equation*}
$$

(cf. $[3,5,35,33]$ ). In [33] it is shown that the current density operator admits a representation by the so-called current density observable $C[\tau](\lambda)$ at energy $\lambda \in \mathbb{R}$, which is defined by

$$
\begin{equation*}
C[\tau](\lambda):=\frac{1}{2 \pi}\left(P_{a} \Theta[\tau](\lambda) P_{b}-P_{b} \Theta[\tau](\lambda) P_{a}\right) \Theta[\tau](\lambda)^{*}, \quad \tau \in \mathcal{T} \tag{A.35}
\end{equation*}
$$

where $\Theta[\tau]$ is the characteristic function of the maximal dissipative operator $H[\tau]$ (cf. (A.14) and [5, 33]) and the projections $P_{a}:=\left(\cdot, e_{a}\right)_{\mathbb{C}^{2}} e_{a}, P_{b}:=\left(\cdot, e_{b}\right)_{\mathbb{C}^{2}} e_{b}$ with $e_{a}=\binom{0}{1}, e_{b}=\binom{1}{0}$. Indeed, if the density matrix $\rho$ satisfies the condition (A.34), then the current density operator $j_{\rho}[\cdot]: \mathcal{T}_{+} \longrightarrow \mathbb{R}$ admits the representation

$$
\begin{equation*}
j_{\rho}[\tau]:=\int_{\mathbb{R}} d \lambda \operatorname{tr}(\rho(\lambda) C[\tau](\lambda)) \tag{A.36}
\end{equation*}
$$

Since $\|C[\tau](\lambda)\|_{\mathcal{B}\left(\mathbb{C}^{2}\right)} \leq \frac{1}{2 \pi}$, one gets the estimate

$$
\begin{equation*}
\left|j_{\rho}[\tau]\right| \leq \frac{1}{2 \pi} \int_{\mathbb{R}} d \lambda \operatorname{tr}(\rho(\lambda)) \tag{A.37}
\end{equation*}
$$

Remark A.8. In the case when $\rho^{ \pm}$are given as in Remark A.3, we obtain from (A.36) the expression (3.7), where the transmission coefficients are given by (A.23).

Let us now prove the continuity of the current density operator.
Theorem A.9. Let $\tau, \tau_{n} \in \mathcal{T}, n \in \mathbb{N}$. Further, suppose that there is a density matrix $\rho \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$ such that $L_{\rho}<\infty$ (cf. (A.34)) and a sequence of density
matrices $\left\{\rho_{n}\right\}_{n \in \mathbb{N}}, \rho_{n} \in L^{\infty}\left(\mathbb{R}, \mathcal{B}\left(\mathbb{C}^{2}\right)\right)$, such that $\sup _{n \in \mathbb{N}} L_{\rho_{n}}<\infty$. If $\tau_{n} \longrightarrow \tau$ as $n \rightarrow \infty, \lim _{n \rightarrow \infty} \rho_{n}(\lambda)=\rho(\lambda)$ for a.e. $\lambda \in \mathbb{R}$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d \lambda\left(\rho_{n}(\lambda) e, e\right)_{\mathbb{C}^{2}}=\int_{\mathbb{R}} d \lambda(\rho(\lambda) e, e)_{\mathbb{C}^{2}} \tag{A.38}
\end{equation*}
$$

for each $e \in \mathbb{C}^{2}$, then $\lim _{n \rightarrow \infty} j_{\rho_{n}}\left[\tau_{n}\right]=j_{\rho}[\tau]$.
Proof. By Proposition A. 5 we obtain that $s-\lim _{n \rightarrow \infty} S\left[\tau_{n}\right]=S[\tau]$. This yields

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d \lambda\left\|\left(S\left[\tau_{n}\right](\lambda)-S[\tau](\lambda)\right) \vec{f}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}=0
$$

for each $\vec{f} \in \widehat{\mathfrak{K}}_{0}=L^{2}\left(\mathbb{R}, \mathbb{C}^{2}\right)$. Taking into account (A.22), we obtain

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d \lambda\left\|\left(\Theta\left[\tau_{n}\right](\lambda)^{*}-\Theta[\tau](\lambda)^{*}\right) \vec{f}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}=0
$$

and

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d \lambda\left\|\left(\Theta\left[\tau_{n}\right](\lambda)-\Theta[\tau](\lambda)\right) \vec{f}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}=0
$$

for each $\vec{f} \in \widehat{\mathfrak{K}}_{0}$. Hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d \lambda\left\|\left(C\left[\tau_{n}\right](\lambda)-C[\tau](\lambda)\right) \vec{f}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}=0 \tag{A.39}
\end{equation*}
$$

for each $\vec{f} \in \widehat{\mathfrak{K}}_{0}$. Further, we have

$$
\begin{aligned}
& \operatorname{tr}\left(\rho_{n}(\lambda) C\left[\tau_{n}\right](\lambda)\right)-\operatorname{tr}(\rho(\lambda) C[\tau](\lambda)) \\
& \quad=\operatorname{tr}\left(\rho_{n}(\lambda)^{1 / 2} C\left[\tau_{n}\right] \rho_{n}(\lambda)^{1 / 2}\right)_{\mathbb{C}^{2}}-\operatorname{tr}\left(\rho^{1 / 2}(\lambda) C[\tau] \rho^{1 / 2}(\lambda)\right)_{\mathbb{C}^{2}} \\
& =\sum_{\nu=a, b}\left\{\left(C\left[\tau_{n}\right](\lambda) \rho_{n}(\lambda)^{1 / 2} e_{\nu}, \rho_{n}(\lambda)^{1 / 2} e_{\nu}\right)_{\mathbb{C}^{2}}-\left(C[\tau](\lambda) \rho(\lambda)^{1 / 2} e_{\nu}, \rho(\lambda)^{1 / 2} e_{\nu}\right)_{\mathbb{C}^{2}}\right\}
\end{aligned}
$$

$\lambda \in \mathbb{R}$. Setting $\vec{f}_{\nu, n}(\lambda):=\rho_{n}(\lambda)^{1 / 2} e_{\nu}$ and $\vec{f}_{\nu}(\lambda):=\rho(\lambda)^{1 / 2} e_{\nu}, \nu=a, b$, we get $\vec{f}_{\nu, n}, \vec{f}_{\nu} \in \mathfrak{K}_{0}$. Using $\|C[\tau](\lambda)\|_{\mathcal{B}\left(\mathbb{C}^{2}\right)} \leq \frac{1}{2 \pi}, \lambda \in \mathbb{R}$, we obtain the estimate

$$
\begin{aligned}
& \left|\operatorname{tr}\left(\rho_{n}(\lambda) C\left[\tau_{n}\right](\lambda)\right)-\operatorname{tr}(\rho(\lambda) C[\tau](\lambda))\right| \\
& \quad \leq \sum_{\nu=a, b} \frac{1}{2 \pi}\left\{\left\|\vec{f}_{\nu, n}(\lambda)\right\|_{\mathbb{C}^{2}}+\left\|\vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}}\right\}\left\|\vec{f}_{\nu, n}(\lambda)-\vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}} \\
& \quad \quad+\sum_{\nu=a, b}\left\|\vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}}\left\|\left(C\left[\tau_{n}\right](\lambda)-C[\tau](\lambda)\right) \vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}}
\end{aligned}
$$

We note that $\vec{f}_{\nu, n}, \overrightarrow{f_{\nu}} \in \widehat{\mathfrak{K}}_{0}, \nu=a, b, n \in \mathbb{N}$. Hence

$$
\begin{aligned}
& \left|j_{\rho_{n}}\left[\tau_{n}\right]-j_{\rho}[\tau]\right| \leq \int_{\mathbb{R}} d \lambda\left|\operatorname{tr}\left(C\left[\tau_{n}\right](\lambda) \rho_{n}(\lambda)\right)-\operatorname{tr}(C[\tau](\lambda) \rho(\lambda))\right| \\
& \quad \leq \frac{1}{2 \pi}\left\{\left(\sum_{\nu=a, b}\left\|\vec{f}_{\nu, n}\right\|_{\widehat{\mathfrak{K}}_{0}}^{2}\right)^{1 / 2}+\left(\sum_{\nu=a, b}\left\|\vec{f}_{\nu}\right\|_{\widehat{\mathfrak{K}}_{0}}^{2}\right)^{1 / 2}\right\}\left(\sum_{\nu=a, b}\left\|\vec{f}_{\nu, n}-\vec{f}_{\nu}\right\|_{\widehat{\mathfrak{K}}_{0}}^{2}\right)^{1 / 2} \\
& \quad+\left(\sum_{\nu=a, b}\left\|\vec{f}_{\nu}\right\|_{\widehat{\mathfrak{K}}_{0}}^{2}\right)^{1 / 2}\left(\sum_{\nu=a, b} \int_{\mathbb{R}} d \lambda\left\|\left(C\left[\tau_{n}\right](\lambda)-C[\tau](\lambda)\right) \vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}\right)^{1 / 2}
\end{aligned}
$$

which yields

$$
\begin{align*}
\left|j_{\rho_{n}}\left[\tau_{n}\right]-j_{\rho}[\tau]\right| \leq & \left\{L_{\rho_{n}}^{1 / 2}+L_{\rho}^{1 / 2}\right\}\left(\sum_{\nu=a, b}\left\|\vec{f}_{\nu, n}-\vec{f}_{\nu}\right\|_{\mathfrak{\mathfrak { R }}_{0}}^{2}\right)^{1 / 2}  \tag{A.40}\\
& +L_{\rho}^{1 / 2}\left(\sum_{\nu=a, b} \int_{\mathbb{R}} d \lambda\left\|\left(C\left[\tau_{n}\right](\lambda)-C[\tau](\lambda)\right) \vec{f}_{\nu}(\lambda)\right\|_{\mathbb{C}^{2}}^{2}\right)^{1 / 2}
\end{align*}
$$

Since $\rho_{n}(\lambda) \rightarrow \rho(\lambda)$ for a.e. $\lambda \in \mathbb{R}$ as $n \rightarrow \infty$, we find $\vec{f}_{\nu, n}(\lambda) \rightarrow \vec{f}_{\nu}(\lambda)$ for a.e. $\lambda \in \mathbb{R}$ as $n \rightarrow \infty$. From (A.38) we get that $\lim _{n \rightarrow \infty}\left\|\vec{f}_{\nu, n}\right\|_{\widehat{\mathfrak{~}}_{0}}=\left\|\vec{f}_{\nu}\right\|_{\widehat{\mathfrak{~}}_{0}}, \nu=a, b$. By Theorem 13.44 of [28] we get that $\vec{f}_{\nu, n}$ converges weakly to $\overrightarrow{f_{\nu}}$, which implies $\lim _{n \rightarrow \infty}\left\|\vec{f}_{\nu, n}-\vec{f}_{\nu}\right\|_{\widehat{\mathfrak{\aleph}}_{0}}=0, \nu=a, b$. Thus the first term of the right-hand side tends to zero as $n \rightarrow \infty$. Taking into account (A.39), we show that the second term of the right-hand side goes to zero as $n \rightarrow \infty$.

Appendix B. Approximation. In the following we will outline in which sense the dissipative Schrödinger system can be regarded as an approximation of the frequently used Schrödinger scattering model in [8, 22] (also known as the quantum transmitting Schrödinger model [4]).
B.1. The quantum transmitting Schrödinger model. Let us briefly review the quantum transmitting Schrödinger model considered, e.g., in [8, 4, 11, 22]. The wave functions $\widetilde{\psi}$ are solutions of the one-dimensional Schrödinger equation

$$
\begin{equation*}
\left(-\frac{1}{2} \frac{d}{d x} \frac{d}{d x}+\widetilde{V}\right) \widetilde{\psi}(x)=\lambda \widetilde{\psi}(x), \quad x \in \mathbb{R} \tag{B.1}
\end{equation*}
$$

where the effective mass $m$ and the potential $\widetilde{V}$ satisfy

$$
m(x)=\left\{\begin{array}{ll}
m_{a}, & x \in(-\infty, a), \\
m(x), & x \in \Omega_{q}, \\
m_{b}, & x \in(b, \infty),
\end{array} \quad \text { and } \quad \widetilde{V}(x)= \begin{cases}V(a), & x \in(-\infty, a) \\
V(x), & x \in \Omega_{q} \\
V(b), & x \in(b, \infty)\end{cases}\right.
$$

Due to the flatness of the potential in the asymptotic regions, the solutions of the Schrödinger equation (B.1) are superpositions of plane waves. In what follows we will refer to quantities in the left asymptotic region $(-\infty, a)$ by the subscript $a$ and, similarly, the subscript $b$ is used for quantities in the right asymptotic region $(b, \infty)$.

For energies $\lambda>V(a)$ and $\lambda>V(b)$ there will be two independent solutions $\widetilde{\psi_{a}}, \widetilde{\psi_{b}}$ of the Schrödinger equation representing particles incident from the left and right, respectively. In the asymptotic regions they are of the form

$$
\widetilde{\psi_{a}}(\lambda, x)=\frac{1}{\sqrt{2 \pi v_{a}(\lambda)}} \begin{cases}e^{i k_{a}(\lambda)(x-a)}+S_{a a}(\lambda) e^{-i k_{a}(\lambda)(x-a)}, & x<a \\ S_{a b}(\lambda) e^{i k_{b}(\lambda)(x-b)}, & x>b\end{cases}
$$

for $\lambda>V(a)$ and

$$
\widetilde{\psi_{b}}(\lambda, x)=\frac{1}{\sqrt{2 \pi v_{b}(\lambda)}} \begin{cases}S_{b a}(\lambda) e^{-i k_{a}(\lambda)(x-a)}, & x<a \\ e^{-i k_{b}(\lambda)(x-b)}+S_{b b}(\lambda) e^{-i k_{b}(\lambda)(x-b)}, & x>b\end{cases}
$$

for $\lambda>V(b)$, where $k_{\nu}(\lambda)=\left[2 m_{\nu}(\lambda-V(\nu))\right]^{1 / 2}, \nu=a, b$, are the wave vectors; $v_{\nu}(\lambda)=k_{\nu}(\lambda) / m_{\nu}, \nu=a, b$, are the group velocities; $S_{a b}, S_{b a}$ the transmission amplitudes; and $S_{a a}, S_{b b}$ the reflection amplitudes.

We note that the Schrödinger equation (B.1) may have bounded states with energies $\lambda<\min \{V(a), V(b)\}$. However, we will neglect theses states in the present considerations.

It is well known that the solutions $\widetilde{\psi}_{a}, \widetilde{\psi}_{b}$ of the Schrödinger equation (B.1) can be obtained by solving (B.1) on the bounded domain $\Omega_{q}$ with appropriate boundary conditions; see, e.g., [8, 22]. Moreover, the Schrödinger operator induced by (B.1) on $L^{2}(\mathbb{R} ; \mathbb{C})$ is completely described by the so-called quantum transmitting boundary family, which is a maximal dissipative operator family on $L^{2}\left(\Omega_{q}, \mathbb{C}\right)$; see [4].

The macroscopic quantities such as carrier density and current density are given by

$$
\begin{align*}
\tilde{u}(x) & =\sum_{\nu=a, b} \int_{V(\nu)}^{\infty} d \lambda f\left(\lambda-\epsilon_{\nu}\right)\left|\widetilde{\psi_{\nu}}(\lambda, x)\right|^{2}, \quad x \in \Omega_{q}  \tag{B.2}\\
\tilde{j} & =\sum_{\nu=a, b} \int_{V(\nu)}^{\infty} d \lambda f\left(\lambda-\epsilon_{\nu}\right) \operatorname{Im}\left(\frac{1}{m(x)} \frac{\partial \widetilde{\psi_{\nu}}(\lambda, x)}{\partial x} \widetilde{\psi_{\nu}(\lambda, x)}\right), \tag{B.3}
\end{align*}
$$

where $\epsilon_{a}, \epsilon_{b} \in \mathbb{R}$ are given Fermi levels and $f$ is a distribution function such as Boltzmann or Fermi-Dirac; see Remark 3.2.

Let us introduce the transmission coefficient $T(\lambda)$ given by

$$
\begin{equation*}
T(\lambda):=\frac{v_{b}(\lambda)}{v_{a}(\lambda)}\left|S_{b a}(\lambda)\right|^{2}, \quad \lambda \in\left(V_{\max }, \infty\right) \tag{B.4}
\end{equation*}
$$

where $V_{\max }=\max \{V(a), V(b)\}$. The current density $\tilde{j}$ can then be written as

$$
\begin{equation*}
\tilde{j}=\frac{1}{2 \pi} \int_{V_{\max }}^{\infty} d \lambda T(\lambda)\left(f\left(\lambda-\epsilon_{a}\right)-f\left(\lambda-\epsilon_{b}\right)\right) \tag{B.5}
\end{equation*}
$$

(see, e.g., $[4,8,22]$ ). From (B.5) we observe that only the wave functions $\widetilde{\psi_{\nu}}(\lambda, x)$, $\nu=a, b$, with energies larger than $V_{\max }$, contribute to the current.
B.2. Dissipative approximation. In [4] it is shown that the Schrödinger model considered in the previous section and the dissipative Schrödinger model coincide for fixed energies. In this section we will use this correspondence to derive a dissipative approximation.

Let $\widetilde{\psi_{\nu}}, \nu=a, b$, be the scattering solutions of the Schrödinger equation (B.1). As already mentioned, only the states with energy above $V_{\max }$ contribute to the current density. In what follows we are interested in only these states. Assume that $\delta$ is a strictly positive constant. We introduce the discrete energies $\lambda_{k}, k=0,1, \ldots$, by

$$
\lambda_{k}:=V_{\max }+k \delta, \quad k=0,1, \ldots
$$

Moreover, we introduce

$$
\Lambda_{k}:=\left[\lambda_{k-1}, \lambda_{k}\right), \quad k=1,2, \ldots
$$

Therefore, the carrier $\tilde{u}$ and current density $\tilde{j}$ (see (B.2), (B.5)) may be written as

$$
\tilde{u}(x)=\sum_{k=1}^{\infty} \tilde{u}_{k}(x), \quad x \in \Omega, \quad \text { and } \quad \tilde{j}=\sum_{j=1}^{\infty} \tilde{j}_{k},
$$

where

$$
\begin{align*}
\tilde{u}_{k}(x) & :=\int_{\Lambda_{k}} d \lambda \sum_{\nu=a, b} f\left(\lambda-\epsilon_{\nu}\right)\left|\widetilde{\psi_{\nu}}(\lambda, x)\right|^{2}, \quad k=1,2, \ldots, \quad x \in \Omega  \tag{B.6}\\
\tilde{j}_{k} & :=\frac{1}{2 \pi} \int_{\Lambda_{k}} d \lambda T(\lambda)\left(f\left(\lambda-\epsilon_{a}\right)-f\left(\lambda-\epsilon_{b}\right)\right), \quad k=1,2, \ldots \tag{B.7}
\end{align*}
$$

Let $\delta_{0}$ be a strictly positive constant with $\delta_{0}<\delta$. The constants $s_{k}, k=1,2, \ldots$, are given by

$$
s_{k}:=\lambda_{k-1}+\delta_{0}, \quad k=1,2, \ldots
$$

Note that $s_{k} \in \Lambda_{j}$ for each $k=1,2, \ldots$ Moreover, we define the complex constants

$$
\varkappa_{a}\left(s_{k}\right):=2 i v_{a}\left(s_{k}\right)=i \sqrt{\frac{s_{k}-V(a)}{2 m_{a}}}, \quad \varkappa_{a}\left(s_{k}\right):=2 i v_{b}\left(s_{k}\right)=i \sqrt{\frac{s_{k}-V(b)}{2 m_{b}}}
$$

where $v_{\nu}(\lambda), \nu=a, b$, are the group velocities defined in section B.1; see also (1.8). Note that $\operatorname{Im}\left(\varkappa_{a}\left(s_{k}\right)\right), \operatorname{Im}\left(\varkappa_{b}\left(s_{k}\right)\right)>0$ for all $k=1,2, \ldots$ The maximal dissipative Schrödinger operators defined by (A.1) and (A.2) by means of $\varkappa_{a}\left(s_{k}\right)$ and $\varkappa_{b}\left(s_{k}\right)$ are denoted by $H\left(s_{k}\right), k=1,2, \ldots$, where the potential $V$ is given and fixed. To each maximal dissipative operator $H\left(s_{k}\right)$ there corresponds a minimal self-adjoint dilation $K\left(s_{k}\right)$ (see (A.8), (A.9) in section A.2) and incoming eigenfunctions $\psi_{\nu}^{\left(s_{k}\right)}(\lambda, x)$, $\nu=a, b, k=1,2, \ldots$; see (A.15). Moreover, the transmission coefficient (A.23) corresponding to each maximal dissipative operator $H\left(s_{k}\right)$ is denoted by $t^{\left(s_{k}\right)}(\lambda)$, $k=1,2, \ldots$.

In [4] the following relations between the eigenfunctions $\widetilde{\psi_{\nu}}$ of section B. 1 and $\psi_{\nu}^{\left(s_{k}\right)}, \nu=a, b$, are proven:
(B.8) $\left|\widetilde{\psi_{\nu}}\left(s_{k}, x\right)\right|^{2}=\left|\psi_{\nu}^{\left(s_{k}\right)}\left(s_{k}, x\right)\right|^{2} \quad$ for all $x \in \Omega_{q}$ and $k=1,2, \ldots$, where $\nu=a, b$.

Moreover, for the transmission coefficient $T$ from (B.4) and the transmission coefficients $t^{\left(s_{k}\right)}, k=1,2, \ldots$, there is

$$
\begin{equation*}
T\left(s_{k}\right)=t^{\left(s_{k}\right)}\left(s_{k}\right) \quad \text { for all } k=1,2, \ldots \tag{B.9}
\end{equation*}
$$

Using these relations, we may approximate the carrier densities $\tilde{u}_{k}$ and the current density $\tilde{j}_{k}, k=1,2, \ldots$, defined by (B.6) and (B.7), respectively, by

$$
\widetilde{u}_{k}(x) \approx u^{\left(s_{k}\right)}(x) \quad \text { and } \quad \widetilde{j}_{k} \approx j^{\left(s_{k}\right)}, \quad k=1,2, \ldots,
$$

where

$$
\begin{aligned}
u^{\left(s_{k}\right)}(x) & :=\int_{\Lambda_{k}} d \lambda \sum_{\nu=a, b} f\left(\lambda-\epsilon_{\nu}\right)\left|\psi^{\left(s_{k}\right)}(\lambda, x)\right|^{2} \\
j^{\left(s_{k}\right)} & :=\int_{\Lambda_{k}} d \lambda t^{\left(s_{k}\right)}(\lambda)\left(f\left(\lambda-\epsilon_{a}\right)-f\left(\lambda-\epsilon_{b}\right)\right) .
\end{aligned}
$$

Hence, for large $N \in \mathbb{N}$ we obtain

$$
\tilde{u}(x) \approx \sum_{k=1}^{N} u^{s_{k}}(x) \quad \text { and } \quad \tilde{j}=\sum_{k=1}^{N} j^{\left(s_{k}\right)}
$$

where $\tilde{u}$ and $\tilde{j}$ are the carrier and current densities given by (B.2) and (B.3), respectively.

Thus, carrier and current densities are approximated by means of a sequence of carrier densities $u^{\left(s_{k}\right)}$ and currents densities $j^{\left(s_{k}\right)}$, which are determined by a sequence of maximal dissipative operators and given statistics. The quantities $\delta, \delta_{0}$, and $N$ are the approximation parameters.

In the case when we choose the rather rough approximation $N=1$, we obtain
$\tilde{u}(x) \approx \int_{\Lambda} d \lambda \sum_{\nu=a, b} f\left(\lambda-\epsilon_{\nu}\right)\left|\psi_{\nu}(\lambda, x)\right|^{2} \quad$ and $\quad \tilde{j} \approx \int_{\Lambda} d \lambda t(\lambda)\left(f\left(\lambda-\epsilon_{a}\right)-f\left(\lambda-\epsilon_{b}\right)\right)$,
where

$$
\begin{equation*}
s:=V_{\max }+\delta_{0}, \quad t(\lambda):=t^{(s)}(\lambda), \quad \psi_{\nu}:=\psi_{\nu}^{(s)} \tag{B.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda:=\left[V_{\max }, V_{\max }+\delta\right) \tag{B.11}
\end{equation*}
$$

for some strictly positive $\delta, \delta_{0}$ with $\delta_{0}<\delta$. This is the approximation we consider in this paper; see (1.11)-(1.13) and (3.5)-(3.7).
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1. Introduction. We consider functionals of the type

$$
\mathcal{F}(u)=\int_{\Omega} f(x, D u(x)) d x
$$

where $\Omega$ is an open bounded subset of $\mathbb{R}^{n}$, the Lagrangian $f=f(x, \xi)$ maps $\Omega \times \mathbb{R}^{n}$ into $\mathbb{R}$, and the competing real valued maps $u$ vary in suitable Sobolev spaces and satisfy a Dirichlet boundary condition.

Our interest is focused on nonsemicontinuous functionals, corresponding to integrands $f$ which are nonconvex in the second variable. In this case the so-called direct method of the calculus of variations does not guarantee the existence of minimizers and the study of the minimum problem associated to $\mathcal{F}$ requires further techniques based on the theory of differential inclusions and on the study of Hamilton-Jacobi equations.

We describe briefly the idea of the procedure: introduce the lower convex envelope of $f$ with respect to the second variable, usually denoted by $f^{* *}$, and the corresponding relaxed functional

$$
\overline{\mathcal{F}}(u)=\int_{\Omega} f^{* *}(x, D u(x)) d x
$$

if standard growth conditions on $f$ are assumed, so that the functional is coercive on a suitable Sobolev space, the set $S$ of minimizers of $\overline{\mathcal{F}}$ is nonempty and the solution of the minimum problem for the nonconvex functional $\mathcal{F}$ consists in finding an element $\tilde{u} \in S$ such that

$$
\begin{equation*}
f^{* *}(x, D \tilde{u}(x))=f(x, D \tilde{u}(x)) \quad \text { for almost every } \quad x \in \Omega \tag{1}
\end{equation*}
$$

The realization of this program has seen considerable improvements in the last years and we mention the result contained in [14], [6], [12], [7], [1], [3], and the monograph [8] for a review. In the homogeneous case, corresponding to a Lagrangian $f$ which does not depend explicitly on the variable $x$, the program sketched above has been performed by different methods. Assuming that coercivity holds, the main hypotheses are the following:

[^53](i) the bipolar $f^{* *}$ is affine on each connected component of the set
\[

$$
\begin{equation*}
X \doteq\left\{\xi \in \mathbb{R}^{n}: f(\xi)>f^{* *}(\xi)\right\} \tag{2}
\end{equation*}
$$

\]

(ii) all the minimizers of $\overline{\mathcal{F}}$ are (classically) differentiable at almost every point $x \in \Omega$.
Condition (i) cannot be avoided. As shown in [4] (see also Theorem 2 in section 3 of this paper), if local affinity on $X$ is violated the nonconvex functional fails to have minimizers for arbitrary boundary data and only in special cases, determinated by certain compatibility conditions between the datum and the Lagrangian, the minimum problem can be solved. On the other hand it is an open question to establish if condition (ii) can be weakened or suppressed.

The paper [11] treats the nonhomogeneous case (where $f$ depends explicitly on $x$ ), and in order to prove the existence of minimizers the authors impose the conditions listed below.
(a) The $\operatorname{map} \xi \mapsto f(x, \xi)$ is affine on each connected component of the set

$$
X(x) \doteq\left\{\xi \in \mathbb{R}^{n}: f(x, \xi)>f^{* *}(x, \xi)\right\}
$$

that is to say, assuming for simplicity that $X(x)$ is connected for every $x$, there exists a $C^{1}$ field $m$ and a continuous function $q$ such that

$$
\xi \mapsto f^{* *}(x, \xi)=\langle m(x), \xi\rangle+q(x) \quad \text { for every } \xi \in X(x) .
$$

(b) The boundary of the set on which the divergence of the field $m$ vanishes is zero.
(c) The bipolar $f^{* *}$ satisfies a strict convexity condition outside $X(x)$; i.e., there exists a nonnegative increasing function $\omega$, vanishing only in zero, such that

$$
f^{* *}\left(x, \frac{\xi+\eta}{2}\right) \leq \frac{1}{2} f^{* *}(x, \xi)+\frac{1}{2} f^{* *}(x, \eta)-\omega(|\xi-\eta|)
$$

for every $x \in \Omega$ such that $X(x)$ is nonempty, for every $\xi \in E(x)$, and for every $\eta \in \mathbb{R}^{n} \backslash E(x)$, where $E(x)=\left\{\xi \in \mathbb{R}^{n}: f^{* *}(x, \xi)=\langle m(x), \xi\rangle+q(x)\right\}$.
(d) All the minimizers of the relaxed functional are continuous on $\Omega$ and classically differentiable almost everywhere on $\Omega$.
In addition, in order to guarantee condition (d), a uniform strict convexity condition at infinity is imposed so that, in particular, the set valued map $x \mapsto X(x)$ is necessarily uniformly bounded on $\Omega$.

In this paper we propose a new approach to the problem by using the notion of integro-maximal minimizer. We now give a brief description of this method applied to the homogeneous case, where it is more transparent. Assume the coercivity of the functional and that conditions (i) and (ii) hold, and consider the nonempty set $S$ of minimizers of $\overline{\mathcal{F}}$ which is compact with respect to strong convergence in $L^{1}(\Omega)$. The functional

$$
S \ni u \mapsto \int_{\Omega} u(x) d x
$$

is continuous with respect to the same topology and then, by the Weierstrass theorem, there exists an element $\bar{u}$ which maximizes it on $S$, that is to say,

$$
\int_{\Omega} \bar{u}(x) d x \geq \int_{\Omega} u(x) d x \quad \forall u \in S
$$

The map $\bar{u}$ minimizes $\mathcal{F}$. Roughly speaking, the maximization of the integral forces the gradient of $\bar{u}$ to avoid the interior of the set $X$ defined in (2) and to take values at its boundary so that (1) is satisfied.

In the general nonhomogeneous case, the argument is more elaborate, but essentially analogous.

By this method we are able to refine the results contained in the aforementioned papers. We treat separately the homogeneous and the nonhomogeneous case (sections 3 and 4 , respectively) since in the first one, which can be taken as a guide for the general one, the hypotheses are minimal. We stress that in section 3 we give essentially a new proof of results already achieved in other papers and, for completeness, we recall also a well-known result [4] which shows that the local affinity of $f^{* *}$ is not only sufficient but also necessary for the existence of minimizers for arbitrary boundary data.

In the nonhomogeneous case (section 4), we improve the result contained in [11] by weakening the assumptions specified above. We maintain (d), and in (a)-(b) we require that $m$ is a continuous Sobolev field satisfying conditions which strictly subsume (b) while condition (c) is suppressed. In addition, we do not need strict convexity at infinity so that the set valued map $\Omega \ni x \mapsto X(x)$ is allowed to be not necessarily uniformly bounded.
2. Preliminaries and notations. We denote, respectively, by $\langle\cdot, \cdot\rangle$ and $|\cdot|$ the inner product and the euclidean norm in $\mathbb{R}^{n}$. For $x \in \mathbb{R}^{n}$ and $r>0, B(x, r)$ is the open ball in $\mathbb{R}^{n}$ of center $x$ and of radius $r ; \mu(E)$ denotes the Lebesgue measure of a (Lebesgue measurable) subset $E$ of $\mathbb{R}^{n}$. Throughout the paper $\Omega$ is an open bounded subset of $\mathbb{R}^{n}$. We use the spaces $L^{p}(\Omega), W^{1, p}(\Omega, \mathbb{R})$, and $W_{0}^{1, p}(\Omega, \mathbb{R})$, for $1 \leq p \leq \infty$, with their usual (strong and weak) topologies and use the precise representative of Sobolev functions as defined in [10]; the conjugate exponent of $p \geq 1$ is written $p^{\prime} \doteq p /(p-1)$. By $1_{E}$ we denote the characteristic function of a subset $E$ of $\mathbb{R}^{n}$, i.e.,

$$
1_{E}(x) \doteq\left\{\begin{array}{l}
1 \text { for } \quad x \in E \\
0 \text { for } x \in \mathbb{R}^{n} \backslash E
\end{array}\right.
$$

In the proof of our main result we shall need the following well-known argument (see [9] and [14]).

LEMMA 1. Let $U$ be an open subset of $\mathbb{R}^{n}$, $p \in[1, \infty], u \in W^{1, p}(U, \mathbb{R}), r>0$. Assume that there exists a point $x_{0} \in U$ such that $u$ is differentiable at $x_{0}$ (with differential denoted by $\left.D u\left(x_{0}\right)\right)$. Then there exists $\rho>0$ and maps $u^{+}, u^{-} \in W^{1, p}(U, \mathbb{R})$ with the following properties:

$$
\begin{align*}
& \overline{B\left(x_{0}, \rho\right)} \subseteq U  \tag{3}\\
& u^{ \pm}-u \in W_{0}^{1, p}(U, \mathbb{R}) ;  \tag{4}\\
& u(x) \leq u^{+}(x) \text { for a.e. } x \in B\left(x_{0}, \rho\right) ;  \tag{5}\\
& u(x) \geq u^{-}(x) \text { for a.e. } x \in B\left(x_{0}, \rho\right) ;  \tag{6}\\
& A^{+} \doteq\left\{x \in U: u^{+}(x)>u(x)\right\} \text { is nonempty and } A^{+} \subseteq B\left(x_{0}, \rho\right) ;  \tag{7}\\
& A^{-} \doteq\left\{x \in U: u^{-}(x)<u(x)\right\} \text { is nonempty and } A^{-} \subseteq B\left(x_{0}, \rho\right) ;  \tag{8}\\
& \left\{\begin{array}{l}
\left|D u^{ \pm}(x)-D u\left(x_{0}\right)\right|=r \text { for a.e. } x \in A^{ \pm} ; \\
D u^{ \pm}(x)=D u(x) \text { for a.e. } x \in U \backslash A^{ \pm} ;
\end{array}\right.  \tag{9}\\
& \int_{\Omega} u^{+} d x>\int_{\Omega} u d x ; \tag{10}
\end{align*}
$$

$$
\begin{equation*}
\int_{\Omega} u^{-} d x<\int_{\Omega} u d x ; \tag{11}
\end{equation*}
$$

for every field $l \in W^{1, p^{\prime}}\left(B\left(x_{0}, \rho\right), \mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\int_{B\left(x_{0}, \rho\right)}\left\langle l,\left(D u^{ \pm}-D u\right)\right\rangle d x=-\int_{B\left(x_{0}, \rho\right)} \operatorname{div} l \cdot\left(u^{ \pm}-u\right) d x \tag{12}
\end{equation*}
$$

Proof. We give the proof for the map $u^{+}$; it will be clear that the construction of $u^{-}$is analogous.

Choose a positive $\rho$ such that (3) is satisfied. Since $u$ is differentiable at $x_{0}$ there exists $s>0$ such that

$$
\begin{equation*}
\frac{s}{r} \leq \rho \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{u(x)-u\left(x_{0}\right)-\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle}{x-x_{0}}\right| \leq \frac{r}{2} \quad \forall x \in B\left(x_{0}, \frac{s}{r}\right) . \tag{14}
\end{equation*}
$$

Inserting (13) into (14) we have, in particular,

$$
\begin{equation*}
u(x)-u\left(x_{0}\right)-\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle \geq-\frac{s}{2} \quad \forall x \in B\left(x_{0}, \frac{s}{r}\right) . \tag{15}
\end{equation*}
$$

Define a map $w$ on $B\left(x_{0}, \frac{s}{r}\right)$ by setting

$$
\begin{equation*}
w(x) \doteq \max \left\{u(x), u\left(x_{0}\right)+\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle+\frac{s}{4}-r\left|x-x_{0}\right|\right\} \tag{16}
\end{equation*}
$$

and introduce the set

$$
\begin{equation*}
A^{+} \doteq\left\{x \in B\left(x_{0}, \frac{s}{r}\right): w(x)>u(x)\right\} . \tag{17}
\end{equation*}
$$

The function $u$ is differentiable and then continuous at the point $x_{0}$; since the map

$$
\begin{equation*}
B\left(x_{0}, \rho\right) \ni x \mapsto u\left(x_{0}\right)+\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle+\frac{s}{4}-r\left|x-x_{0}\right| \tag{18}
\end{equation*}
$$

is also continuous at the same point and its value is strictly greater than $u\left(x_{0}\right)$, it follows that the set $A^{+}$is nonempty. In addition the map defined in (18) is Lipschitz continuous and then belongs to $W^{1, \infty}\left(B\left(x_{0}, \frac{s}{r}\right), \mathbb{R}\right)$, which is contained in $W^{1, p}\left(B\left(x_{0}, \frac{s}{r}\right), \mathbb{R}\right)$; hence, by Stampacchia's theorem, $w$ belongs to the space $W^{1, p}\left(B\left(x_{0}, \frac{s}{r}\right), \mathbb{R}\right)$ and we have

$$
\left\{\begin{array}{l}
D w(x)=D u\left(x_{0}\right)-r D\left|x-x_{0}\right| \text { for a.e. } x \in A,  \tag{19}\\
D w(x)=D u(x) \text { for a.e. } x \in B\left(x_{0}, \frac{s}{r}\right) \backslash A .
\end{array}\right.
$$

We observe that, for any $x \in B\left(x_{0}, \frac{s}{r}\right)$ such that $\left|x-x_{0}\right|>\frac{3}{4} \frac{s}{r}$, we have, by (15),

$$
\begin{aligned}
u\left(x_{0}\right) & +\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle+\frac{s}{4}-r\left|x-x_{0}\right| \\
\quad< & u\left(x_{0}\right)+\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle+\frac{s}{4}-\frac{3}{4} s \\
& =u\left(x_{0}\right)+\left\langle D u\left(x_{0}\right), x-x_{0}\right\rangle-\frac{s}{2} \\
& \leq u(x) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
A^{+} \subseteq B\left(x_{0}, \frac{s}{r}\right) \tag{20}
\end{equation*}
$$

and the map $w$ coincides with $u$ on $B\left(x_{0}, \frac{s}{r}\right) \backslash \overline{B\left(x_{0}, \frac{3}{4} \frac{s}{r}\right)}$. By definition (16) and by standard notions on Sobolev functions (see, for example, [10]), this implies that

$$
\begin{equation*}
\left.(w-u)\right|_{B\left(x_{0}, \frac{s}{r}\right)} \in W_{0}^{1, p}\left(B\left(x_{0}, \frac{s}{r}\right), \mathbb{R}\right) \tag{21}
\end{equation*}
$$

Now we set

$$
u^{+}(x) \doteq \begin{cases}w(x) & \text { for } x \in B\left(x_{0}, \frac{s}{r}\right)  \tag{22}\\ u(x) & \text { for } x \in U \backslash B\left(x_{0}, \frac{s}{r}\right)\end{cases}
$$

From (16), (20) (and the consideration which follows), (21), and (22) we obtain that $u^{+}$lies in $W^{1, p}(U, \mathbb{R})$. We see now that conditions (4)-(12) hold. Property (4) is a trivial consequence of (16), (21), and (22); (5) follows trivially from definitions (16) and (22). Condition (7) has been already proved and, in order to show (9), we observe that, by (19) and (22), we have that $\left|D u^{+}(x)-D u\left(x_{0}\right)\right|=r D\left|x-x_{0}\right|=r$ for almost every $x \in A$ and that $D u^{+}(x)=D u(x)$ for almost every $x \in U \backslash A$. Inequality (10) is a consequence of (5) and of the fact that the open set $A$, being nonempty, has positive measure. Formula (12) follows from (22), (21), and the divergence theorem.

The map $u^{-}$can be defined by changing the sign of the second argument in definition (16) and, by analogous arguments, obtaining properties (6), (8), and (11) in place of (5), (7), and (10).

Hence the proof is finished.
3. The homogeneous case. We consider a lower semicontinuous function $f: \mathbb{R}^{n}$ $\rightarrow \mathbb{R}$, consider its bipolar $f^{* *}$, and define the set

$$
\begin{equation*}
X \doteq\left\{\xi \in \mathbb{R}^{d}: f(\xi)>f^{* *}(\xi)\right\} \tag{23}
\end{equation*}
$$

The lower semicontinuity of $f$ and the continuity of $f^{* *}$ imply that $X$ is open.
For $p \in[1, \infty]$ and given $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$, we introduce the functionals

$$
\begin{aligned}
\mathcal{F}(u) & =\int_{\Omega} f(D u(x)) d x,
\end{aligned} \quad u \in u_{0}+W_{0}^{1, p}(\Omega, \mathbb{R}) ;, ~\left(\overline{\mathcal{F}}(u)=\int_{\Omega} f^{* *}(D u(x)) d x, \quad u \in u_{0}+W_{0}^{1, p}(\Omega, \mathbb{R}) .\right.
$$

We need the following hypotheses.
Hypothesis H 1 . The function $f^{* *}$ is locally affine on the set $X$. In other words, for every $\eta \in X$ there exists $r(\eta)>0, m(\eta) \in \mathbb{R}^{n}$, and $q(\eta) \in \mathbb{R}$ such that $B(\eta, r(\eta)) \subset X$,

$$
\begin{gather*}
f^{* *}(\xi)=\langle m(\eta), \xi\rangle+q(\eta) \quad \forall \xi \in B(\eta, r(\eta)) \quad \text { and }  \tag{24}\\
f^{* *}(\xi) \geq\langle m(\eta), \xi\rangle+q(\eta) \quad \forall \xi \in \mathbb{R}^{n} \tag{25}
\end{gather*}
$$

In our result we require that the set of minimizers of the functional $\overline{\mathcal{F}}$ is nonempty and sequentially compact with respect to the strong topology of $L^{1}(\Omega)$. In addition
we need all minimizers to be classically differentiable almost everywhere in $\Omega$. These facts are ensured by the following conditions (see [3]).

Hypothesis H2.

$$
\begin{array}{lll}
1<p \leq n, & \exists a, b, c, d>0: & a|\xi|^{p}-b \leq f(\xi) \leq c|\xi|^{p}+d \quad \forall \xi \in \mathbb{R}^{n} \\
n<p<\infty, & \exists a, b>0: & f(\xi) \geq a|\xi|^{p}-b \quad \forall \xi \in \mathbb{R}^{n} \\
p=\infty & \exists K>0: & f(\xi)=+\infty \quad \forall \xi \in \mathbb{R}^{n}:|\xi| \geq K .
\end{array}
$$

Remark 1. It is well known that the convexity of $f^{* *}$ is equivalent to the sequential lower semicontinuity of $\overline{\mathcal{F}}$ with respect to the weak (weak* when $p=\infty$ ) topology of $W^{1, p}(\Omega, \mathbb{R})$. Hence Hypothesis H 2 guarantees that the functional $\overline{\mathcal{F}}$ admits at least one minimizer.

Remark 2. Let $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$. If $f$ satisfies H 2 , by previous considerations the set $S$ of minimizers of $\overline{\mathcal{F}}$ is nonempty. Suppose that there exists $\tilde{u}$ such that $D \tilde{u}(x) \in \mathbb{R}^{n} \backslash X$ for almost every $x \in \Omega$. Then $\tilde{u}$ is a minimizer of $\mathcal{F}$. Indeed, since $f(\xi) \geq f^{* *}(\xi)$ for every $\xi \in \mathbb{R}^{n}$, we have that $\inf \mathcal{F} \leq \min \overline{\mathcal{F}}$. Since $f(D \tilde{u}(x))=$ $f^{* *}(D \tilde{u}(x))$ for almost every $x \in \Omega$, it turns out that

$$
\mathcal{F}(\tilde{u})=\int_{\Omega} f(D \tilde{u}(x)) d x=\int_{\Omega} f^{* *}(D \tilde{u}(x)) d x=\min \overline{\mathcal{F}} \leq \inf \mathcal{F}
$$

We are ready to prove the main result of this section.
ThEOREM 1. Let $p \in[1, \infty]$ and $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a lower semicontinuous function satisfying H1. Assume that the set $S$ of minimizers of $\overline{\mathcal{F}}$ is nonempty and sequentially compact with respect to the strong topology of $L^{1}(\Omega)$. Assume that all the elements of $S$ are differentiable almost everywhere in $\Omega$. Then the functional $\mathcal{F}$ attains its minimum.

Proof. The functional

$$
S \ni u \mapsto \int_{\Omega} u(x) d x
$$

is continuous with respect to the strong topology of $L^{1}(\Omega)$. Hence, by the Weierstrass theorem, there exists $\bar{u} \in S$ such that

$$
\begin{equation*}
\int_{\Omega} \bar{u}(x) d x \geq \int_{\Omega} u(x) d x \quad \forall u \in S \tag{26}
\end{equation*}
$$

Claim. The map $\bar{u}$ minimizes $\mathcal{F}$.
We prove that $D \bar{u}(x)$ lies in the set $\mathbb{R}^{n} \backslash X$ for every $x \in \Omega$ such that $\bar{u}(x)$ is differentiable at $x$, so that the claim will be proved by Remark 2.

We argue by contradiction: assume that there exists a point $x_{0} \in \Omega$ such that $\bar{u}$ is differentiable at $x_{0}$ and $D \bar{u}\left(x_{0}\right) \in X$. Recalling Hypothesis H1, we select $\bar{r}$ in such a way that

$$
\begin{equation*}
0<\bar{r}<r\left(D \bar{u}\left(x_{0}\right)\right) \tag{27}
\end{equation*}
$$

Taking a positive we apply Lemma 1 with $\Omega, \bar{u}, \bar{r}$ in place of $U, u, r$, respectively,
and obtain a map $\bar{u}^{+}$satisfying the following conditions:

$$
\begin{align*}
& \bar{u}^{+}-\bar{u} \in W_{0}^{1, p}(\Omega, \mathbb{R}) ;  \tag{28}\\
& A \doteq\left\{x \in \Omega: \bar{u}^{+}(x)>\bar{u}(x)\right\} \text { is nonempty and } A \subseteq B\left(x_{0}, \rho\right) ;  \tag{29}\\
& \left\{\begin{array}{l}
\left|D \bar{u}^{+}(x)-D \bar{u}\left(x_{0}\right)\right|=\bar{r} \text { for a.e. } x \in A ; \\
D \bar{u}^{+}(x)=D \bar{u}(x) \text { for a.e. } x \in \Omega \backslash A ;
\end{array}\right.  \tag{30}\\
& \int_{\Omega} \bar{u}^{+}(x) d x>\int_{\Omega} \bar{u}(x) d x  \tag{31}\\
& \int_{A} D \bar{u}^{+}(x) d x=\int_{A} D \bar{u}(x) d x . \tag{32}
\end{align*}
$$

We have suppressed the superscript + on the set $A^{+}$and remark that equality (32) follows easily from (12), (29), and (30).

First, we prove that $\bar{u}^{+}$lies in $S$. By (28) it belongs to $\bar{u}+W_{0}^{1, p}(\Omega, \mathbb{R})=$ $u_{0}+W_{0}^{1, p}(\Omega, \mathbb{R})$ and we can compute, using (30),

$$
\begin{align*}
\overline{\mathcal{F}}\left(\bar{u}^{+}\right) & =\int_{\Omega \backslash A} f^{* *}\left(D \bar{u}^{+}(x)\right) d x+\int_{A} f^{* *}\left(D \bar{u}^{+}(x)\right) d x  \tag{33}\\
& =\int_{\Omega \backslash A} f^{* *}(D \bar{u}(x)) d x+\int_{A} f^{* *}\left(D \bar{u}^{+}(x)\right) d x
\end{align*}
$$

Again by (30) and by the choice (27) of $\bar{r}$, we have that

$$
\begin{equation*}
D \bar{u}^{+}(x) \in B\left(D \bar{u}\left(x_{0}\right), r\left(D \bar{u}\left(x_{0}\right)\right)\right) \quad \text { a.e. in } A \tag{34}
\end{equation*}
$$

Setting for convenience $m=m\left(D \bar{u}\left(x_{0}\right)\right), q=q\left(D \bar{u}\left(x_{0}\right)\right)$, and using (24), (25), and (32) we have

$$
\begin{align*}
\int_{A} f^{* *}\left(D \bar{u}^{+}(x)\right) d x & =\int_{A}\left(\left\langle m, D \bar{u}^{+}(x)\right\rangle+q\right) d x \\
& =\left\langle m, \int_{A} D \bar{u}^{+}(x) d x\right\rangle+q \mu(A) \\
& =\left\langle m, \int_{A} D \bar{u}(x) d x\right\rangle+q \mu(A)  \tag{35}\\
& =\int_{A}(\langle m, D \bar{u}(x)\rangle+q) d x \leq \int_{A} f^{* *}(D \bar{u}(x)) d x
\end{align*}
$$

Inserting (35) into (33), we have

$$
\begin{equation*}
\overline{\mathcal{F}}\left(\bar{u}^{+}\right)=\int_{A} f^{* *}\left(D \bar{u}^{+}(x)\right) d x \leq \int_{A} f^{* *}(D \bar{u}(x)) d x=\min \mathcal{F} \tag{36}
\end{equation*}
$$

Hence $\bar{u}^{+}$belongs to $S$ so that (31) contradicts (26), and this ends the proof.
Remark 3. In the proof of Theorem 1, in place of the map $\bar{u}$ we may introduce a map $\underline{u} \in S$ such that $\int_{\Omega} \underline{u}(x) d x \leq \int_{\Omega} u(x) d x$ for every $u \in S$. By an analogous indirect argument, using the map $\underline{u}^{-}$instead of the map $\bar{u}^{+}$, it can be shown that $\underline{u}$ minimizes $\mathcal{F}$.

According to Theorem 1, the local affinity of $f^{* *}$ appears a sufficient condition for the existence of minimizers of $\mathcal{F}$ for arbitrary data. We see now that it is also
necessary. This fact is well known and we recall it for completeness. Consider affine boundary data: given $\eta \in \mathbb{R}^{n}$, set

$$
\begin{equation*}
u_{\eta}(x) \doteq\langle\eta, x\rangle, \quad x \in \Omega \tag{37}
\end{equation*}
$$

and write

$$
\begin{aligned}
\mathcal{F}_{\eta}(u) & =\int_{\Omega} f(D u(x)) d x,
\end{aligned} \quad u \in u_{\eta}+W_{0}^{1, p}(\Omega, \mathbb{R}) ; ~=\int_{\Omega} f^{* *}(D u(x)) d x, \quad u \in u_{\eta}+W_{0}^{1, p}(\Omega, \mathbb{R}) .
$$

We have the following result, the full proof of which is in [4].
THEOREM 2. Assume that $\mathcal{F}_{\eta}$ attains its minimum for every $\eta \in \mathbb{R}^{n}$. Then $f^{* *}$ is locally affine on the set $X$.
4. The nonhomogeneous case. We consider a lower continuous function $f$ : $\Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ and its bipolar $f^{* *}: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$. For every $x \in \Omega$ we introduce the set

$$
\begin{equation*}
X(x) \doteq\left\{\xi \in \mathbb{R}^{n}: f(x, \xi)>f^{* *}(x, \xi)\right\} \tag{38}
\end{equation*}
$$

Given $p \in[1, \infty]$ and $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$, we consider the functionals

$$
\begin{aligned}
\mathcal{F}(u)=\int_{\Omega} f(x, D u(x)) d x, & u \in u_{0}+W^{1, p}(\Omega, \mathbb{R}) \\
\overline{\mathcal{F}}(u) & =\int_{\Omega} f^{* *}(x, D u(x)) d x,
\end{aligned} \quad u \in u_{0}+W^{1, p}(\Omega, \mathbb{R}) .
$$

We need a version of the affinity condition (H1) introduced in the previous section which refines the one used in [11], which is recalled in points (a)-(b) in the introduction of this paper. We assume that the function $f^{* *}$ is continuous on $\Omega \times \mathbb{R}^{n}$, hence for every $x \in \Omega$ the set $X(x)$ is the countable union of its connected components $X_{j}(x)$,

$$
\begin{equation*}
X(x)=\bigcup_{j=1}^{\infty} X_{j}(x) \tag{39}
\end{equation*}
$$

Hypothesis H3. For every $j \in \mathbb{N}$ we set

$$
\begin{equation*}
\Omega_{X_{j}} \doteq\left\{x \in \Omega: X_{j}(x) \text { is nonempty }\right\} \tag{40}
\end{equation*}
$$

and assume that, for every $j \in \mathbb{N}$, there exists a field $m_{j} \in W_{\text {loc }}^{1, p^{\prime}}\left(\Omega_{X_{j}}, \mathbb{R}^{n}\right) \cap$ $C^{0}\left(\Omega_{X_{j}}, \mathbb{R}^{n}\right)$ and a map $q_{j} \in C^{0}\left(\Omega_{X_{j}}, \mathbb{R}\right)$ such that

$$
\begin{equation*}
f^{* *}(x, \xi)=\left\langle m_{j}(x), \xi\right\rangle+q_{j}(x) \quad \forall x \in \Omega_{X_{j}} \text { and } \forall \xi \in X_{j}(x) \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{* *}(x, \xi) \geq\left\langle m_{j}(x), \xi\right\rangle+q_{j}(x) \quad \forall x \in \Omega_{X_{j}} \text { and } \forall \xi \in \mathbb{R}^{n} \tag{42}
\end{equation*}
$$

We assume that for every $j$ the function $\operatorname{div} m_{j}$ admits a measurable extension on the whole $\Omega$, still denoted by $\operatorname{div} m_{j}$, satisfying the following condition:

For every $j \in \mathbb{N}$ and for almost every $x \in \Omega$, there exists an open neighborhood $U$ of $x$ contained in $\Omega$ such that either div $m_{j} \geq 0$ almost everywhere on $U$ or $\operatorname{div} m_{j} \leq 0$ almost everywhere on $U$.

In particular, if the boundary of $\Omega_{X_{j}}$ has measure zero, we may extend div $m_{j}$ by zero on $\Omega \backslash \Omega_{X_{j}}$. We stress that if $m_{j}$ is of class $C^{1}$, condition (43) is automatically satisfied if hypothesis (b) in the introduction holds.

Remark 4. Since $f$ is lower semicontinuous and $f^{* *}$ is continuous, the set $X_{j}(x)$ is open for every $j \in \mathbb{N}$ and for every $x \in \Omega$. Hence, recalling (39) and (40), the set $\Omega_{X_{j}}$ is also open for every $j$. In particular, given $x_{0} \in \Omega_{X_{j}}$ and $\xi_{0} \in X_{j}\left(x_{0}\right)$, there exists $r>0$ such that for every $x \in \Omega$ and for every $\xi \in \mathbb{R}^{n}$ such that $\left|x-x_{0}\right|<r$ and $\left|\xi-\xi_{0}\right|<r$, we have $x \in \Omega_{X_{j}}$ and $\xi \in X_{j}(x)$. To see this fact, take $x_{0} \in$ $\Omega_{X_{j}}$ and $\xi_{0} \in X_{j}\left(x_{0}\right)$ and assume, by contradiction, that there exists two sequences $\left(x_{k}\right)$ and $\left(\xi_{k}\right)$ such that $x_{k} \rightarrow x_{0}$ and $\xi_{k} \rightarrow \xi_{0}$ and $\xi_{k} \notin X_{j}\left(x_{k}\right)$. By the definition of $f^{* *}$ and of $X_{j}$ this means that $f\left(x_{k}, \xi_{k}\right)=f^{* *}\left(x_{k}, \xi_{k}\right)$, and from this we obtain

$$
f\left(x_{0}, \xi_{0}\right) \leq \liminf f\left(x_{k}, \xi_{k}\right)=\lim f^{* *}\left(x_{k}, \xi_{k}\right)=f^{* *}\left(x_{0}, \xi_{0}\right)
$$

This contradicts that $\xi_{0}$ belongs to $X_{j}\left(x_{0}\right)$. The fact that the $\Omega_{X_{j}}$ 's are open justifies the assumption that $m_{j}$ belongs to $W^{1, p^{\prime}}\left(\Omega_{X_{j}}, \mathbb{R}^{n}\right)$, which is made in Hypothesis H 3 .

Definition 1. Fix $j \in \mathbb{N}$. By condition (43) there exists a null set $N \subset \Omega$ such that for every $x \in \Omega \backslash N$ there exists $\rho_{x}>0$ such that $\operatorname{div} m_{j}$ has definite sign almost everywhere on $B(x, \rho)$ for every $\rho \in] 0, \rho_{x}\left[\right.$. Call $B_{j}^{+}(x, \rho)$ the open balls on which $\operatorname{div} m_{j} \geq 0$ a.e. and $B_{j}^{-}(x, \rho)$ the open balls on which $\operatorname{div} m_{j} \leq 0$ a.e. The collection

$$
\left\{B_{j}^{+}(x, \rho), B_{j}^{-}(x, \rho): x \in \Omega, \rho \in\right] 0, \rho_{x}[ \}
$$

is a Vitali covering of $\Omega \backslash N$, hence, by the Vitali covering lemma, there exists a sequence of positive numbers $\left(\rho_{k}\right)$ and a sequence $\left(x_{k}\right)$ in $\Omega \backslash N$ such that the elements of the countable family

$$
\left\{B_{j}^{+}\left(x_{k}, \rho_{k}\right), B_{j}^{-}\left(x_{k}, \rho_{k}\right), k \in \mathbb{N}\right\}
$$

are pairwise disjoint and the set

$$
(\Omega \backslash N) \backslash\left(\cup_{k \in \mathbb{N}}\left(B_{j}^{-}\left(x_{k}, \rho_{k}\right) \cup B_{j}^{+}\left(x_{k}, \rho_{k}\right)\right)\right)
$$

has measure zero.
Now, for every $j \in \mathbb{N}$, we set

$$
\begin{equation*}
V_{j}^{+} \doteq \bigcup_{k \in \mathbb{N}} B_{j}^{+}\left(x_{k}, \rho_{k}\right), \quad V_{j}^{-} \doteq \bigcup_{k \in \mathbb{N}} B_{j}^{-}\left(x_{k}, \rho_{k}\right) \tag{44}
\end{equation*}
$$

and define the map

$$
\begin{equation*}
\gamma_{j} \doteq 1_{V_{j}^{+}}-1_{V_{j}^{-}} \tag{45}
\end{equation*}
$$

Clearly, for every $j \in \mathbb{N}$, $\gamma_{j}$ belongs to $L^{\infty}(\Omega, \mathbb{R}),\left|\gamma_{j}\right| \equiv 1$ almost everywhere and, by (43), satisfies the following property.

For every $j \in \mathbb{N}$ and for almost every $x \in \Omega$, there exists an open ball $B$ contained in $\Omega$ such that $\gamma_{j}$ is constant almost everywhere on $B$. If $\gamma_{j}=+1$ a.e. on $B$, then $\operatorname{div} m_{j} \geq 0$ a.e. on $B$; if $\gamma_{j}=-1$ a.e. on $B$, then $\operatorname{div} m_{j} \leq 0$ a.e. on $B$.

Remark 5. We stress that the function $\gamma_{j}$ does not coincide with the function $\operatorname{sign}\left(\operatorname{div} m_{j}\right)$ since the value zero for $\operatorname{div} m_{j}$ is treated differently.

Remark 6. Let $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$. By Hypothesis H2' below and by the convexity of $f^{* *}$ with respect to the second variable, the set $S$ of minimizers of $\overline{\mathcal{F}}$ is nonempty. Assume that there exists $\tilde{u} \in S$ such that $D \tilde{u}(x) \in \mathbb{R}^{n} \backslash X(x)$ for almost every $x \in \Omega$. Then $\tilde{u}$ is a minimizer of $\mathcal{F}$. Indeed, since $f(x, \xi) \geq f^{* *}(x, \xi)$ for every pair $(x, \xi) \in \Omega \times \mathbb{R}^{n}$, we have that $\inf \mathcal{F} \geq \min \overline{\mathcal{F}}$. Since, by hypothesis, $f^{* *}(x, D \tilde{u}(x))=$ $f(x, D \tilde{u}(x))$ for almost every $x \in \Omega$, we have

$$
\mathcal{F}(\tilde{u})=\int_{\Omega} f(x, D \tilde{u}(x)) d x=\int_{\Omega} f^{* *}(x, D \tilde{u}(x)) d x=\min \overline{\mathcal{F}} \leq \inf \mathcal{F}
$$

As in the previous section, we need differentiability almost everywhere of the minimizers of the functional $\overline{\mathcal{F}}$ and the sequential compactness of the set of its minimizers. Such properties are ensured by the generalization of Hypothesis H2 (see the reference quoted there).

Hypothesis H2'.

$$
\begin{array}{lll}
1<p \leq n, & \exists a, b, c, d>0: & a|\xi|^{p}-b \leq f(x, \xi) \leq c|\xi|^{p}+d \forall(x, \xi) \in \Omega \times \mathbb{R}^{n} \\
n<p<\infty, & \exists a, b>0: & f(x, \xi) \geq a|\xi|^{p}-b \forall(x, \xi) \in \Omega \times \mathbb{R}^{n} \\
p=\infty, & \exists K>0: & f(x, \xi)=+\infty \forall(x, \xi) \in \Omega \times \mathbb{R}^{n}:|\xi| \geq K
\end{array}
$$

Example. An easy example of an integrand satisfying the above hypotheses is the following. Let $a \in C(\bar{\Omega})$ be strictly positive for some $x$ and let $m \in W^{1, \frac{4}{3}}\left(\Omega, \mathbb{R}^{n}\right) \cap$ $C(\Omega)$ be such that $\operatorname{div} m$ satisfies condition (43). Then set

$$
f(x, \xi)=\left(\xi^{2}-a(x)\right)^{2}+\langle m(x), \xi\rangle
$$

Clearly $f$ fulfills the requirements (with $p=4$ ) and the set $X(x)$, which is nonempty whenever $a(x)>0$, coincides with the ball $B(0, \sqrt{a(x)})$. Indeed, we have

$$
f^{* *}(x, \xi)=\left\{\begin{array}{l}
\langle m(x), \xi\rangle, \quad \xi \in X(x), \\
\left(\xi^{2}-a(x)\right)^{2}+\langle m(x), \xi\rangle, \quad \xi \in \mathbb{R}^{n} \backslash X(x)
\end{array}\right.
$$

We are ready to prove the main result of this section.
Theorem 3. Let $p \in[1, \infty]$ and $u_{0} \in W^{1, p}(\Omega, \mathbb{R})$. Let $f: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a lower semicontinuous function satisfying H3. Assume that the set $S$ of minimizers of $\overline{\mathcal{F}}$ is nonempty and sequentially compact with respect to the strong topology of $L^{1}(\Omega)$. Assume that all the elements of $S$ are differentiable almost everywhere in $\Omega$. Then the functional $\mathcal{F}$ attains its minimum.

Proof. Recall the properties of the map $\gamma_{1}$ from Definition 1.
Step 1. The functional

$$
S \ni u \mapsto \int_{\Omega} \gamma_{1}(x) u(x) d x
$$

is continuous with respect to the strong topology of $L^{1}(\Omega)$; hence the set

$$
\begin{equation*}
S_{1} \doteq\left\{u_{1} \in S: \int_{\Omega} \gamma_{1}(x) u_{1}(x) d x \geq \int_{\Omega} \gamma_{1}(x) u(x) d x \forall u \in S\right\} \tag{47}
\end{equation*}
$$

is nonempty and sequentially compact with respect to the same topology.
Claim. The set

$$
\left\{x \in \Omega: D u_{1}(x) \in X_{1}(x)\right\}
$$

has measure zero for every $u_{1} \in S_{1}$.
We prove that given any $u_{1} \in S_{1}, D u_{1}(x) \in \mathbb{R}^{n} \backslash X_{1}(x)$ for every $x \in \Omega$ at which $u_{1}$ is differentiable. Assume, by contradiction, that there exists $x_{0} \in \Omega$ at which $u_{1}$ is differentiable with $D u_{1}\left(x_{0}\right) \in X_{1}\left(x_{0}\right)$. Recalling Remark 4, we can find $r>0$ and $\rho>0$ such that $\gamma_{1}$ is constant almost everywhere on $B\left(x_{0}, \rho\right)$ and

$$
\begin{equation*}
B\left(x_{0}, \rho\right) \subseteq \Omega_{X_{1}}, \quad \overline{B\left(D u_{1}\left(x_{0}\right), r\right)} \subseteq X_{1}(x) \tag{48}
\end{equation*}
$$

Suppose, to fix ideas, that

$$
\begin{equation*}
\gamma_{1}=+1 \quad \text { a.e. in } B\left(x_{0}, \rho\right) ; \tag{49}
\end{equation*}
$$

that is to say, recalling Definition 1 and (45),

$$
\begin{equation*}
\operatorname{div} m_{1} \geq 0 \quad \text { a.e. in } B\left(x_{0}, \rho\right) \tag{50}
\end{equation*}
$$

We apply Lemma 1 with $r$ and $\rho$ chosen above and with the map $u_{1}$ in place of $u$, obtaining a map $u_{1}^{+}$satisfying (4), (5), (7), (9), (10), and (12). By (9) and (48) we have

$$
\begin{equation*}
D u_{1}^{+}(x) \in X_{1}(x) \quad \text { for a.e. } x \in A^{+} \tag{51}
\end{equation*}
$$

First we prove that $u_{1}^{+}$lies in $S$. Property (4) implies that $u_{1}^{+}$belongs to $u_{1}+$ $W_{0}^{1, p}(\Omega, \mathbb{R})=u_{0}+W_{0}^{1, p}(\Omega, \mathbb{R})$. Then, using (41) and (51), we have that

$$
\begin{equation*}
f^{* *}\left(x, D u_{1}^{+}(x)\right)=\left\langle m_{1}(x), D u_{1}^{+}(x)\right\rangle+q_{1}(x) \quad \text { for a.e. } x \in A^{+} \tag{52}
\end{equation*}
$$

while (42) and (48) imply that

$$
\begin{equation*}
f^{* *}\left(x, D u_{1}(x)\right) \geq\left\langle m_{1}(x), D u_{1}(x)\right\rangle+q_{1}(x) \quad \text { for a.e. } x \in B\left(x_{0}, \rho\right) \tag{53}
\end{equation*}
$$

Hence (9) and (52) give

$$
\begin{align*}
& \int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x \\
& =\int_{B\left(x_{0}, \rho\right) \backslash A^{+}} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x+\int_{A^{+}} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x  \tag{54}\\
& =\int_{B\left(x_{0}, \rho\right) \backslash A^{+}} f^{* *}\left(x, D u_{1}(x)\right) d x+\int_{A^{+}}\left(\left\langle m_{1}(x), D u_{1}^{+}(x)\right\rangle+q_{1}(x)\right) d x
\end{align*}
$$

while (53) gives

$$
\begin{align*}
& \int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}(x)\right) d x \\
& \geq \int_{B\left(x_{0}, \rho\right) \backslash A^{+}} f^{* *}\left(x, D u_{1}(x)\right) d x+\int_{A^{+}}\left(\left\langle m_{1}(x), D u_{1}(x)\right\rangle+q_{1}(x)\right) d x \tag{55}
\end{align*}
$$

Subtracting (54) from (55) we obtain

$$
\begin{align*}
& \int_{B\left(x_{0}, \rho\right)}\left(f^{* *}\left(x, D u_{1}(x)\right) d x-f^{* *}\left(x, D u_{1}^{+}(x)\right)\right) d x \\
& \geq \int_{A^{+}}\left\langle m_{1}(x), D u_{1}(x)-D u_{1}^{+}(x)\right\rangle d x  \tag{56}\\
& =\int_{B\left(x_{0}, \rho\right)}\left\langle m_{1}(x), D u_{1}(x)-D u_{1}^{+}(x)\right\rangle d x
\end{align*}
$$

since $D u_{1}$ and $D u_{1}^{+}$agree on $B\left(x_{0}, \rho\right) \backslash A^{+}$. Remarking that, by Hypothesis H3, the restriction of the field $m_{1}$ to the ball $B\left(x_{0}, \rho\right)$ belongs to $W^{1, p^{\prime}}\left(B\left(x_{0}, \rho\right), \mathbb{R}\right)$ and that the restrictions of $u_{1}$ and $u_{1}^{+}$to the same ball lie in $W^{1, p}\left(B\left(x_{0}, \rho\right), \mathbb{R}\right)$ (recall (4)), we have, by (12), (5), (50), and (56), the following.

$$
\begin{aligned}
& \int_{B\left(x_{0}, \rho\right)}\left(f^{* *}\left(x, D u_{1}(x)\right)-f^{* *}\left(x, D u_{1}^{+}(x)\right)\right) d x \\
& \quad \geq \int_{B\left(x_{0}, \rho\right)} \operatorname{div} m_{1}(x)\left(u_{1}^{+}(x)-u_{1}(x)\right) d x \geq 0
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x \leq \int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}(x)\right) d x \tag{57}
\end{equation*}
$$

Hence (9) and (57) imply that

$$
\begin{aligned}
\overline{\mathcal{F}}\left(u_{1}^{+}\right)= & \int_{\Omega \backslash B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x \\
& +\int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}^{+}(x)\right) d x \\
\leq & \int_{\Omega \backslash B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}(x)\right) \\
& +\int_{B\left(x_{0}, \rho\right)} f^{* *}\left(x, D u_{1}(x)\right) d x \\
= & \overline{\mathcal{F}}\left(u_{1}\right)
\end{aligned}
$$

and it follows that $u_{1}^{+}$lies in $S$. Recalling (5), (7), and (49) we have

$$
\begin{equation*}
\int_{\Omega} \gamma_{1}(x) u_{1}^{+}(x) d x>\int_{\Omega} \gamma_{1}(x) u_{1}(x) d x \tag{58}
\end{equation*}
$$

and this contradicts (47).
If, on the contrary, we have

$$
\begin{equation*}
\gamma_{1}=-1 \quad \text { a.e. in } B\left(x_{0}, \rho\right) \tag{59}
\end{equation*}
$$

we proceed analogously defining a map $u_{1}^{-}$as in Lemma 1 and obtaining the same contradiction inserting (6), (8), and (59) into (57) and into (58).

The claim is so proved.

Step 2. Consider now the set

$$
S_{2} \doteq\left\{u_{2} \in S_{1}: \int_{\Omega} \gamma_{2}(x) u_{2}(x) d x \geq \int_{\Omega} \gamma_{2}(x) u_{1}(x) d x \quad \forall u_{1} \in S_{1}\right\}
$$

which is nonempty and sequentially compact with respect to the strong topology of $L^{1}(\Omega)$ by the sequential compactness of $S_{1}$, the sequential lower semicontinuity of $\overline{\mathcal{F}}$, and the sequential continuity of the map

$$
S_{1} \ni u_{1} \mapsto \int_{\Omega} \gamma_{2}(x) u_{1}(x) d x
$$

We reproduce the arguments of Step 1. Take $u_{2} \in S_{2}$ and assume, by contradiction, that there exists $x_{0} \in \Omega$ at which $u_{2}$ is differentiable with $D u_{2}\left(x_{0}\right) \in X_{2}\left(x_{0}\right)$. Since both $\operatorname{div} m_{1}$ and div $m_{2}$ have sign in a suitably small ball centered at $x_{0}$, by the same argument used previously we get a contradiction and obtain that, for every $u_{2} \in S_{2}$, the set

$$
\left\{x \in \Omega: D u_{2}(x) \in X_{2}(x)\right\}
$$

has measure zero for every $u_{2} \in S_{2}$. Then, since $S_{2} \subseteq S_{1}$, we have

$$
\begin{equation*}
\mu\left(\left\{x \in \Omega: D u_{2}(x) \in X_{1}(x) \cup X_{2}(x)\right\}\right)=0 \quad \forall u_{2} \in S_{2} . \tag{60}
\end{equation*}
$$

Step 3. Iterating the procedure we obtain a sequence $\left(S_{k}\right)$ of nonempty sequentially compact (with respect to strong topology in $L^{1}(\Omega)$ ) subsets of $S$ given by

$$
S_{k} \doteq\left\{u_{k} \in S_{k-1}: \int_{\Omega} \gamma_{k} u_{k} d x \geq \int_{\Omega} \gamma_{k} u_{k-1} d x \quad \forall u_{k-1} \in S_{k-1}\right\}
$$

for which we have, as in (60),

$$
\begin{equation*}
\mu\left(\left\{x \in \Omega: D u_{k}(x) \in \cup_{j=1}^{k} X_{j}(x)\right\}\right)=0 \quad \forall u_{k} \in S_{k} \tag{61}
\end{equation*}
$$

Since, by construction,

$$
\begin{equation*}
S \supseteq S_{1} \supseteq \cdots \supseteq S_{k} \supseteq S_{k+1} \supseteq \cdots \quad \forall k \tag{62}
\end{equation*}
$$

the set

$$
\begin{equation*}
S_{\infty} \doteq \bigcap_{k \in \mathbb{N}} S_{k} \tag{63}
\end{equation*}
$$

is nonempty.
Take an element $u_{\infty} \in S_{\infty}$; by (61), (62), and (63) we have that

$$
\mu\left(\left\{x \in \Omega: D u_{\infty}(x) \in \cup_{j=1}^{k} X_{j}(x)\right\}\right)=0 \quad \forall k \in \mathbb{N}
$$

Hence

$$
\mu\left(\left\{x \in \Omega: D u_{\infty}(x) \in X_{j}(x)\right\}\right)=0 \quad \forall j \in \mathbb{N}
$$

and, consequently,

$$
\begin{array}{r}
\mu\left(\left\{x \in \Omega: D u_{\infty}(x) \in X(x)\right\}\right) \\
=\mu\left(\bigcup_{j \in \mathbb{N}}\left\{x \in \Omega: D u_{\infty}(x) \in X_{j}(x)\right\}\right)  \tag{64}\\
\leq \sum_{j \in \mathbb{N}} \mu\left(\left\{x \in \Omega: D u_{\infty}(x) \in X_{j}(x)\right\}\right)=0
\end{array}
$$

Recalling Remark $6,(64)$ shows that any element of the nonempty set $S_{\infty}$ is a minimizer of $\mathcal{F}$. This ends the proof.

Remark 7. It is hard to establish if the condition (43) is necessary for the existence of minimizers of the nonconvex functional since, if it is violated, what fails is a contradictory argument. It is clear from the proof of Theorem 3 that the gradient of any minimizer of the relaxed functional (and not only the one of the maximal function $\bar{u})$ must take values away from the open sets contained in $X_{j}(x)$ in which div $m_{j}$ is strictly positive or negative. If not, indeed, it would be possible to reduce the value of the functional by a variation like the one performed in our argument. On the open sets in which div $m_{j}$ vanishes, it is the maximization of the integral $\int_{\Omega} u d x$ which forces the gradient to be extremal. If (43) is not fulfilled, the rapid changes of sign of div $m_{j}$ may induce oscillations of minimizing sequences so that the gradient of all the minimizers may coalesce inside the "bad" set $X_{j}(x)$.
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1. Introduction. In this paper we investigate the Cauchy problem

$$
\begin{equation*}
u_{t}+\left(\frac{u^{2}}{2}\right)_{x}=\frac{1}{4}\left(\int_{-\infty}^{x}-\int_{x}^{\infty}\right) u_{x}^{2} d x, \quad u(0, x)=\bar{u}(x) \tag{1.1}
\end{equation*}
$$

Formally differentiating the above equation with respect to the spatial variable $x$, we obtain

$$
\begin{equation*}
\left(u_{t}+u u_{x}\right)_{x}=\frac{1}{2} u_{x}^{2}, \tag{1.2}
\end{equation*}
$$

whereas yet another differentiation leads to

$$
\begin{equation*}
u_{t x x}+2 u_{x} u_{x x}+u u_{x x x}=0 \tag{1.3}
\end{equation*}
$$

Either of the forms (1.2) and (1.3) of the equation in (1.1) is known as the HunterSaxton equation. In this paper we analyze various concepts of solutions for the above equations and construct a semigroup of globally defined solutions. Moreover, we introduce a new distance functional, related to a problem of optimal transportation, which monitors the continuous dependence of solutions on the initial data. The global solutions constructed in this paper are dissipative. It is worthwhile to point out that it is possible (and simpler) to construct a corresponding optimal-transport functional for global energy-conserving solutions-see $[\mathrm{BF}]$ for an example of a metric valid for conservative solutions of an equation similar to (1.1).

Physical significance. The Hunter-Saxton equation describes the propagation of waves in a massive director field of a nematic liquid crystal [HS], with the orientation of the molecules described by the field of unit vectors $\mathbf{n}(t, x)=(\cos u(t, x), \sin u(t, x))$, $x$ being the space variable in a reference frame moving with the linearized wave velocity, and $t$ being a slow time variable. The liquid crystal state is a distinct phase

[^54]of matter observed between the solid and liquid states. More specifically, liquids are isotropic (that is, with no directional order) and without a positional order of their molecules, whereas the molecules in solids are constrained to point only in certain directions and to be only in certain positions with respect to each other. The liquid crystal phase exists between the solid and the liquid phases-the molecules in a liquid crystal do not exhibit any positional order, but they do possess a certain degree of orientational order. Not all substances can have a liquid crystal phase, e.g., water molecules melt directly from solid crystalline ice to liquid water. Liquid crystals are fluids made up of long rigid molecules, with an average orientation that specifies the local direction of the medium. Their orientation is described macroscopically by a field of unit vectors $\mathbf{n}(t, \mathbf{x})$ ). There are many types of liquid crystals, depending upon the amount of order in the material. Nematic liquid crystals are invariant under the transformation $\mathbf{n} \mapsto-\mathbf{n}$, in which case $\mathbf{n}$ is called a director field, so that the rodlike molecules have no positional order but tend to point in the same direction (along the director). The director field does not remain the same but generally fluctuates. Obtaining the equation governing the director field represents the crucial point for the modeling of nematic liquid crystals since it is advantageous to study the dynamics of the director field instead of studying the dynamics of all the molecules. The fluctuations of the director field are mainly due to the thermodynamical force caused by elastic deformations in the form of twisting, bending, and splaying (the last being a fan-shaped spreading out from the original direction, bending being a change of direction, while twisting corresponds to a rotation of the direction in planes orthogonal to the axis of rotation). Consider director fields that lie on a circle and depend on a single spatial variable $x$ so that twisting is not allowed. To describe the dynamics of the director field independently of the coupling with the fluid flow, let $u(t, x)$ be the perturbation about a constant value. The asymptotic equation for weakly nonlinear unidirectional waves is precisely (1.2), obtained as the Euler-Lagrange equation of the variational principle
$$
\delta \int_{t_{1}}^{t_{2}} \int_{\mathbb{R}}\left(u_{t} u_{x}+u u_{x}^{2}\right) d x d t=0
$$
for the internal stored energy of deformation of the director field if dissipative effects are neglected (corresponding to the case when inertia effects dominate viscosity)—see [HS] for the details of the derivation. Unlike other studies, in the Hunter-Saxton model the kinetic energy of the director field is not neglected. In the asymptotic regime in which (1.2) is derived (see [HS]), the nondimensionalized kinetic energy density is $u_{x}^{2}$ so that the condition
\[

$$
\begin{equation*}
\int_{\mathbb{R}} u_{x}^{2}(t, x) d x<\infty \tag{1.4}
\end{equation*}
$$

\]

has to hold at any fixed time $t$ for a physically meaningful solution to the HunterSaxton equation.

Equation (1.1) is also relevant in other physical situations; e.g., it is a highfrequency limit of the Camassa-Holm equation [DP], a nonlinear shallow water equation $[\mathrm{CH}, \mathrm{J}]$ modeling solitons $[\mathrm{CH}, \mathrm{CS}]$ as well as breaking waves $[\mathrm{CE}]$.

Geometric interpretation. An interesting aspect of the Hunter-Saxton equation (see $[\mathrm{KM}]$ ) is the fact that, for spatially periodic functions, it describes geodesic flow on the homogeneous space $\operatorname{Diff}(\mathcal{S}) / \operatorname{Rot}(\mathcal{S})$ of the infinite-dimensional Lie group
$\operatorname{Diff}(\mathcal{S})$ of smooth orientation-preserving diffeomorphisms of the unit circle $\mathcal{S}$ modulo the rotations $\operatorname{Rot}(\mathcal{S})$, with respect to the right-invariant homogeneous metric $\langle f, g\rangle=$ $\int_{\mathcal{S}} f_{x} g_{x} d x$. The geometric interpretation of the Hunter-Saxton equation establishes a natural connection with the Camassa-Holm equation, which describes geodesic flow on $\operatorname{Diff}(\mathcal{S})$ with respect to the right-invariant metric $\langle f, g\rangle=\int_{\mathcal{S}}\left(f g+f_{x} g_{x}\right) d x$; see [K, CK]. A similar geometric interpretation of (1.1) on the diffeomorphism group of the line holds also for smooth initial data $\bar{u}$ in certain weighted function spaces, but the involved technicalities are more intricate (see [C] for the case of the Camassa-Holm equation).

Integrable structure. The Hunter-Saxton equation has an integrable structure. The equation has a reduction (see [BSS, HZ1]) to a finite-dimensional completely integrable Hamiltonian system whose phase space consists of piecewise linear solutions of the form

$$
\begin{equation*}
u(t, x)=\sum_{i=1}^{n} \alpha_{i}(t)\left|x-x_{i}(t)\right| \tag{1.5}
\end{equation*}
$$

with the constraint

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i}(t)=0 \tag{1.6}
\end{equation*}
$$

the Hamiltonian being

$$
H(x, \alpha)=\frac{1}{2} \sum_{i, j=1}^{n} \alpha_{i} \alpha_{j}\left|x_{i}-x_{j}\right|
$$

Due to their lack of regularity, functions of the form (1.5) are not classical solutions of (1.2). Below we will discuss in what sense they are weak solutions of the HunterSaxton equation. Let us point out that the constraint (1.6) is the necessary and sufficient condition to ensure that the distributional derivative $x \mapsto u_{x}(t, x)$ of a function of the form (1.5) belongs to the space $L^{2}(\mathbb{R})$. Thus (1.4) holds.

In the family of smooth functions $u: \mathbb{R} \mapsto \mathbb{R}$ all of whose derivatives $\partial_{x}^{n} u$ decay rapidly as $x \rightarrow \pm \infty$, the Hunter-Saxton equation is bi-Hamiltonian [HZ1]. If $D^{-1}$ is the skew-adjoint antiderivative operator given by

$$
\left(D^{-1} f\right)(x)=\frac{1}{2}\left(\int_{-\infty}^{x}-\int_{x}^{\infty}\right) f(x) d x, \quad f \in \mathcal{D}(\mathbb{R})
$$

the first Hamiltonian form for the Hunter-Saxton equation is

$$
u_{t}=J_{1} \frac{\delta \mathcal{H}_{1}}{\delta u}, \quad J_{1}=u_{x} D^{-2}-D^{-2} u_{x}, \quad \mathcal{H}_{1}=\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2} d x
$$

whereas the second, compatible Hamiltonian structure is

$$
u_{t}=J_{2} \frac{\delta \mathcal{H}_{2}}{\delta u}, \quad J_{2}=D^{-1}, \quad \mathcal{H}_{2}=\frac{1}{2} \int_{\mathbb{R}} u u_{x}^{2} d x
$$

Moreover, the Hunter-Saxton equation is formally integrable; e.g., it has an associated Lax pair (see [BSS]). However, the complete integrability of the equation has been established only in the previously mentioned case when it reduces to a finite-dimensional dynamical system.

The notion of solution. Physically relevant solutions of the Hunter-Saxton equation need to be of finite kinetic energy so that (1.4) must hold. This leads naturally to functions $u(t, x)$ with distributional derivative $u_{x}(t, \cdot)$ square integrable at every instant $t$. Note that the integrability assumption $u_{x}(t, \cdot) \in L^{2}(\mathbb{R})$ already imposes a certain degree of regularity on the function $u$. This suggests that it might be possible to incorporate a reasonably high degree of regularity in the concept of weak solutions to the Hunter-Saxton equation. Let us first consider the concept of weak solutions introduced by Hunter and Zheng [HZ2].

Definition 1.1. A function $u(t, x)$ defined on $[0, T] \times \mathbb{R}$ is a solution of (1.2) if the following hold:
(i) $u \in C([0, T] \times \mathbb{R} ; \mathbb{R})$ and $u(0, x)=\bar{u}(x)$ pointwise on $\mathbb{R}$.
(ii) For each $t \in[0, T]$, the map $x \mapsto u(t, x)$ is absolutely continuous with $u_{x}(t, \cdot) \in$ $L^{2}(\mathbb{R})$. Moreover, the map $t \mapsto u_{x}(t, \cdot)$ belongs to the space $L^{\infty}\left([0, T] ; L^{2}(\mathbb{R})\right)$ and is locally Lipschitz continuous on $[0, T]$ with values in $H_{\text {loc }}^{-1}(\mathbb{R})$.
(iii) Equation (1.2) holds in the sense of distributions.

Here and below, by a mapping $f$ that is locally Lipschitz or locally bounded on $[0, T]$ with values in $H_{l o c}^{-1}(\mathbb{R})$ we understand the following: for every $n \geq 1$ there is a constant $K_{n} \geq 0$ such that

$$
\sup _{\left\{\psi \in \mathcal{D}(-n, n):\|\psi\|_{H^{1}(\mathbb{R})} \leq 1\right\}}|\langle f(t)-f(s), \psi\rangle| \leq K_{n}|t-s|, \quad t, s \in[0, T]
$$

respectively,

$$
\sup _{\left\{\psi \in \mathcal{D}(-n, n):\|\psi\|_{H^{1}(\mathbb{R})} \leq 1\right\}}|\langle f(t), \psi\rangle| \leq K_{n}, \quad t \in[0, T] .
$$

Here $\mathcal{D}(a, b)$ is the family of smooth functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with compact support within $(a, b) \subset \mathbb{R}$.

To a function $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ with the above properties associate the function $F:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F(t, x)=\frac{1}{4}\left(\int_{-\infty}^{x}-\int_{x}^{\infty}\right) u_{x}^{2} d x \tag{1.7}
\end{equation*}
$$

Then $F \in L_{l o c}^{\infty}([0, T] \times \mathbb{R} ; \mathbb{R}) \subset L_{l o c}^{2}([0, T] \times \mathbb{R} ; \mathbb{R})$. Moreover, $F_{x}=\frac{1}{2} u_{x}^{2}$ so that (1.2) becomes

$$
\begin{equation*}
\left(u_{t}+u u_{x}-F\right)_{x}=0 \tag{1.8}
\end{equation*}
$$

in the sense of distributions. Note that $u u_{x} \in L_{l o c}^{2}([0, T] \times \mathbb{R} ; \mathbb{R})$. From (1.8) we infer the existence of a distribution $h(t)$ so that $u_{t}+u u_{x}-F=h(t) \otimes 1(x)$, where $1(x)$ stands for the constant function with value 1 on $\mathbb{R}$. If $H(t)$ is a primitive of the distribution $h(t)$, we deduce that the distribution $U=u-H(t) \otimes 1(x)$ satisfies $U_{t}=u_{t}-h(t) \otimes 1(x)=F-u u_{x} \in L_{l o c}^{2}([0, T] \times \mathbb{R} ; \mathbb{R})$ and $U_{x}=u_{x} \in L_{l o c}^{2}([0, T] \times \mathbb{R} ; \mathbb{R})$. Therefore $U \in H_{l o c}^{1}([0, T] \times \mathbb{R})$. Moreover, since $U_{t}=F-u u_{x} \in L_{l o c}^{\infty}\left([0, T] ; H_{l o c}^{-1}(\mathbb{R})\right)$ ensures that $U$ is locally Lipschitz as a function from $[0, T]$ to $H_{l o c}^{-1}(\mathbb{R})$ and so is $u$, we deduce that $h(t) \otimes 1(x)=u-U$ shares this property too. But then $h:[0, T] \rightarrow \mathbb{R}$ has to be Lipschitz continuous. We infer that $u=U+H(t) \otimes 1(x)$ belongs to the space $H_{l o c}^{1}([0, T] \times \mathbb{R})$. Since requirement (iii) in Definition 1.1 ensures that the identity

$$
\int_{0}^{T} \int_{\mathbb{R}}\left(\phi_{x t} u+\frac{1}{2} \phi_{x x} u^{2}-\frac{1}{2} \phi u_{x}^{2}\right) d x d t=0
$$

holds for every smooth function $\phi:(0, T) \times \mathbb{R} \rightarrow \mathbb{R}$ with compact support in $(0, T) \times \mathbb{R}$, we see that the notion of weak solution in the sense of Definition 1.1 is stronger than the concept of weak solution introduced by Hunter and Saxton [HS]. Another useful conclusion that can be drawn from the previous considerations is that for a function $u$ with regularity properties specified in (i)-(ii) of Definition 1.1, requirement (iii) from Definition 1.1 is equivalent to asking that the equation

$$
\begin{equation*}
u_{t}+u u_{x}=F+h(t) \otimes 1(x) \tag{1.9}
\end{equation*}
$$

hold in the distribution sense for some Lipschitz continuous function $h:[0, T] \rightarrow \mathbb{R}$. Any such function $h$ is admissible. Among all these possibilities the most natural one corresponds to the special choice $h \equiv 0$. This leads us to the form (1.1) of the Hunter-Saxton equation.

In the following, we say that a map $t \mapsto u(t, \cdot)$ from $[0, T]$ into $\mathbf{L}_{l o c}^{p}(\mathbb{R})$ is absolutely continuous if, for every bounded interval $[a, b]$, the restriction of $u$ to $[a, b]$ is absolutely continuous as a map with values in $\mathbf{L}^{p}([a, b])$. We can thus adopt the following notion of a weak solution.

Definition 1.2. A function $u(t, x)$ defined on $[0, T] \times \mathbb{R}$ is a solution of (1.2) if the following hold:
(i) $u \in C([0, T] \times \mathbb{R} ; \mathbb{R})$ and $u(0, x)=\bar{u}(x)$ pointwise on $\mathbb{R}$.
(ii) For each $t \in[0, T]$, the map $x \mapsto u(t, x)$ is absolutely continuous with $u_{x}(t, \cdot) \in$ $L^{2}(\mathbb{R})$. Moreover, the map $t \mapsto u_{x}(t, \cdot)$ belongs to the space $L^{\infty}\left([0, T] ; L^{2}(\mathbb{R})\right)$.
(iii) The map $t \mapsto u(t, \cdot) \in L_{l o c}^{2}(\mathbb{R})$ is absolutely continuous and satisfies (1.1) for almost every $t \in[0, T]$.
The concept of solution introduced in Definition 1.2 is stronger than that corresponding to Definition 1.1. Indeed, for a function $u$ satisfying all the requirements of Definition 1.2 we infer by (1.1) that $u_{t x} \in L_{l o c}^{\infty}\left([0, T] ; H_{l o c}^{-1}(\mathbb{R})\right)$ since $u_{t}=-u u_{x}+F$ and $u u_{x}, F \in L_{l o c}^{\infty}\left([0, T] ; L_{l o c}^{2}(\mathbb{R})\right)$. This yields that the map $t \mapsto u_{x}(t, \cdot)$ is locally Lipschitz continuous on $[0, T]$ with values in $H_{l o c}^{-1}(\mathbb{R})$. We thus recover the apparently missing part from requirement (ii) in Definition 1.1.

We remark that even with this stronger definition, solutions are far from unique. For example, consider the initial data

$$
\begin{equation*}
\bar{u}(x)=0 . \tag{1.10}
\end{equation*}
$$

There are now two ways to prolong the solution for times $t>0$. On one hand, we can define

$$
\begin{equation*}
u(t, x)=0, \quad x \in \mathbb{R}, \quad t \geq 0 \tag{1.11}
\end{equation*}
$$

On the other hand, the function

$$
u(t, x) \doteq\left\{\begin{array}{lll}
-2 t & \text { if } & x \leq-t^{2}  \tag{1.12}\\
\frac{2 x}{t} & \text { if } & |x|<t^{2} \\
2 t & \text { if } & x \geq t^{2}
\end{array} \quad \text { for } \quad t \geq 0\right.
$$

provides yet another solution. To distinguish between these two solutions, we need to consider the evolution equation satisfied by the "energy density" $u_{x}^{2}$, namely,

$$
\begin{equation*}
\left(u_{x}^{2}\right)_{t}+\left(u u_{x}^{2}\right)_{x}=0 \tag{1.13}
\end{equation*}
$$

For smooth solutions, the conservation law (1.13) is satisfied pointwise. Notice that the solution defined by (1.10), (1.12) satisfies the additional conservation law (1.13) in the distributional sense, i.e.,

$$
\begin{equation*}
\iint_{\mathbb{R}_{+} \times \mathbb{R}}\left\{u_{x}^{2} \varphi_{t}+u u_{x}^{2} \varphi_{x}\right\} d x d t=0 \tag{1.14}
\end{equation*}
$$

for every test function $\varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ whose compact support is contained in the half plane where $t>0$. On the contrary, the solution defined by (1.10)-(1.11) dissipates energy. More precisely, for every $t_{2} \geq t_{1} \geq 0$ we have

$$
\begin{equation*}
\int_{\mathbb{R}} u_{x}^{2}\left(t_{2}, x\right) \varphi\left(t_{2}, x\right) d x-\int_{\mathbb{R}} u_{x}^{2}\left(t_{2}, x\right) \varphi\left(t_{2}, x\right) d x \leq \int_{t_{1}}^{t_{2}} \int_{\mathbb{R}}\left\{u_{x}^{2} \varphi_{t}+u u_{x}^{2} \varphi_{x}\right\} d x d t \tag{1.15}
\end{equation*}
$$

for every test function $\varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. In what follows, we say that a solution is dissipative if (1.15) holds for every $t_{2}>t_{1}>0, \varphi \in \mathcal{C}_{c}^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Notice that the solution (1.10), (1.12) does not satisfy (1.15) when $t_{1}=2, t_{2}>0$.

At this point in the discussion it is worthwhile to point out that the most important feature in the definition of weak solutions is the requirement (1.4). A continuous function $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ with square integrable distributional derivative $u_{x}(t, \cdot)$ belonging to the space $L^{\infty}\left([0, T] ; L^{2}(\mathbb{R})\right)$ is not necessarily bounded, nor does it have a predetermined asymptotic behavior at infinity, as one can see from the example

$$
u(t, x)= \begin{cases}|x|^{\frac{1}{5}} \sin \left(|x|^{\frac{1}{5}}\right) \quad \text { if } \quad t \geq 0,|x| \geq 1 \\ |x|^{\frac{2}{3}} \sin \left(|x|^{\frac{2}{3}}\right) \quad \text { if } \quad t \geq 0,|x| \leq 1\end{cases}
$$

Nevertheless, the possibility that some additional structural information about the behavior of such functions at infinity might be inferred from some invariance properties of the Hunter-Saxton equation should be ruled out. To do this, consider solutions of the type (1.5) with the constraint (1.6). This type of solution enters into the framework of Definition 1.2, and for any $N(t)>\max \left\{\left|x_{1}(t)\right|, \ldots,\left|x_{n}(t)\right|\right\}$ we have

$$
u_{t}(t, x)=F(x) \quad \text { a.e. on } \quad|x| \geq N(t)
$$

so that for all $j \geq N(t)$,

$$
\begin{equation*}
u_{t}(t, j)-u_{t}(-j)=F(j)-F(-j)=\frac{1}{2} \int_{-j}^{j} u_{x}^{2}(t, x) d x=\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2}(t, x) d x \tag{1.16}
\end{equation*}
$$

But the quantity $I=\frac{1}{2} \int_{\mathbb{R}} u_{x}^{2}(t, x) d x$ is an invariant (time-independent); cf. [HZ1, BSS]. Moreover, the special form of the solutions guarantees that at every fixed $t \geq 0$,

$$
u_{\infty}(t) \doteq \lim _{x \rightarrow \infty} u(t, x)=-\sum_{i=1}^{n} \alpha_{i}(t) x_{i}(t)=-\lim _{x \rightarrow-\infty} u(t, x)
$$

and $u_{\infty}(t)=u(t, j)=-u(t,-j)$ for all $j \geq N(t)$. Thus (1.16) yields

$$
\begin{equation*}
u_{\infty}(t)=u_{\infty}(0)+\frac{1}{2} I t, \quad t \geq 0 \tag{1.17}
\end{equation*}
$$

Unless $I=0$, in which case $u$ is constant, we see from (1.17) that the asymptotic behavior of the solutions changes with time. On the basis of this set of examples we conclude that the asymptotic behavior of the solutions at infinity should not be prescribed a priori. However, the previous set of examples indicates that a possible restriction would be to require $u \in L^{\infty}([0, T] \times \mathbb{R})$ if $\bar{u} \in L^{\infty}(\mathbb{R})$. In this case the space of functions introduced in Definition 1.2 (that is, bounded functions with all the properties specified in Definition 1.2 except the condition that $u$ satisfies (1.1) in $L^{2}[-n, n]$ for every $n \geq 1$ ) is a Banach space when endowed with the norm

$$
\begin{equation*}
\|u\|_{T}=\sup _{(t, x) \in[0, T] \times \mathbb{R}}\{|u(t, x)|\}+\underset{t \in[0, T]}{\operatorname{ess-sup}} \int_{\mathbb{R}} u_{x}^{2}(t, x) d x \tag{1.18}
\end{equation*}
$$

It is also worth noticing that a function entering the framework of Definition 1.2 has further regularity properties that are not explicitly stated. For example, we have the Hölder continuity property

$$
|u(t, x)-u(t, y)| \leq K(t) \sqrt{|x-y|}, \quad t \geq 0, x, y \in \mathbb{R}
$$

with $K(t)=\left\|u_{x}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}$, since
$|u(t, x)-u(t, y)|^{2}=\left|\int_{x}^{y} u_{x}(t, \zeta) d \zeta\right|^{2} \leq|x-y| \cdot\left|\int_{x}^{y} u_{x}^{2}(t, \zeta) d \zeta\right| \leq|x-y| \int_{\mathbb{R}} u_{x}^{2}(t, \zeta) d \zeta$.
2. Global existence of dissipative solutions. For twice continuously differentiable solutions, the derivative $v \doteq u_{x}$ of the solution $u$ to (1.1) satisfies the equations

$$
\begin{align*}
v_{t}+u v_{x} & =-\frac{v^{2}}{2},  \tag{2.1}\\
\left(v^{2}\right)_{t}+\left(u v^{2}\right)_{x} & =0 \tag{2.2}
\end{align*}
$$

Define the characteristic $t \mapsto \xi(t, y)$ as the solution to the ODE

$$
\begin{equation*}
\frac{\partial}{\partial t} \xi(t, y)=u(t, \xi(t, y)), \quad \xi(0, y)=y \tag{2.3}
\end{equation*}
$$

From (1.2) it follows that the evolution of the gradient $u_{x}$ along each characteristic is described by

$$
\begin{equation*}
\frac{d}{d t} u_{x}(t, \xi(t, y))=-\frac{1}{2} u_{x}^{2}(t, \xi(t, y)) \tag{2.4}
\end{equation*}
$$

Observe that the solution of the ODE

$$
\dot{z}=-z^{2} / 2, \quad z(0)=z_{0}
$$

is given by

$$
\begin{equation*}
z(t)=\frac{2 z_{0}}{2+t z_{0}} \tag{2.5}
\end{equation*}
$$

If $z_{0} \geq 0$, this solution is defined for all $t \geq 0$, whereas if $z_{0}<0$, this solution approaches $-\infty$ at the blow-up time

$$
\begin{equation*}
T\left(z_{0}\right)=-2 / z_{0} \tag{2.6}
\end{equation*}
$$

Note that if $\bar{u}(x) \not \equiv 0$, then there is some $x_{0} \in \mathbb{R}$ with $\bar{u}\left(x_{0}\right)<0$ so that the characteristic curve $t \mapsto \xi\left(t, \bar{u}\left(x_{0}\right)\right)$ will blow up in finite time. Nevertheless, if $\liminf _{x \in \mathbb{R}}\left\{\bar{u}_{x}(x)\right\}>-\infty$, then $T_{0}>0$, where

$$
\begin{equation*}
T_{0}=\inf _{\left\{x \in \mathbb{R}: \bar{u}_{x}(x)<0\right\}}\left\{\frac{-2}{\bar{u}_{x}(x)}\right\} \geq 0 \tag{2.7}
\end{equation*}
$$

and on the time interval $\left[0, T_{0}\right)$ the method of characteristics can be used to construct the unique solution of (1.1). Let us describe the construction in detail. From (2.3) we get

$$
\begin{equation*}
\frac{\partial}{\partial t} \xi_{x}=u_{x}(t, \xi) \cdot \xi_{x}=\frac{2 \bar{u}_{x}}{2+t \bar{u}_{x}} \cdot \xi_{x} \tag{2.8}
\end{equation*}
$$

since

$$
\begin{equation*}
u_{x}(t, \xi(t, y))=\frac{2 \bar{u}_{x}(y)}{2+t \bar{u}_{x}(y)} \tag{2.9}
\end{equation*}
$$

in view of (2.4) and the solution formula (2.5). The unique solution of the linear ODE (2.7) with initial data $\xi_{x}(0, y)=1$ is given by

$$
\begin{equation*}
\xi_{x}(t, y)=\left(1+\frac{t}{2} \bar{u}_{x}(y)\right)^{2} \tag{2.10}
\end{equation*}
$$

Since $1+\frac{t}{2} \bar{u}_{x}(y)>0$ for $t \in\left[0, T_{0}\right)$, relation (2.10) shows that for each $t \in\left[0, T_{0}\right)$ the map $y \mapsto \xi(t, y)$ is an absolutely continuous increasing diffeomorphism of the line. Define the absolutely continuous function $\varphi$ by

$$
\begin{equation*}
\varphi(y)=\frac{1}{4} \int_{\mathbb{R}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x \tag{2.11}
\end{equation*}
$$

so that $\varphi_{y}(y)=\frac{1}{2} \bar{u}_{x}^{2}(y)$. Note that by (2.10),

$$
\begin{equation*}
\xi_{t x}=\bar{u}_{x}+t \frac{\bar{u}_{x}^{2}}{2} \tag{2.12}
\end{equation*}
$$

Since $\xi_{t}(0, y)=\bar{u}(y)$ as $\xi(0, y)=y$, integration of (2.12) with respect to the spatial variable $x$ yields

$$
\begin{equation*}
\xi_{t}(t, y)=\bar{u}(y)+\frac{t}{4} \int_{\mathbb{R}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x \tag{2.13}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\xi(t, y)=y+\int_{0}^{t} \xi_{t}(s, y) d s=y+t \bar{u}(y)+\frac{t^{2}}{8} \int_{\mathbb{R}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x \tag{2.14}
\end{equation*}
$$

The value of the solution $u$ along the characteristic curve $t \mapsto \xi(t, y)$ is

$$
\begin{equation*}
u(t, \xi(t, y))=\bar{u}(y)+\frac{t}{4} \int_{\mathbb{R}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x \tag{2.15}
\end{equation*}
$$

This relation is obtained by combining (2.13) with (2.3). The increasing diffeomorphism of the line $y \mapsto \xi(t, y)$ given by (2.14) and formula (2.15) yield the unique
solution of the Hunter-Saxton equation on the time interval $\left[0, T_{0}\right)$. The above approach works as long as $2+t \bar{u}_{x}(x)>0$ but breaks down at $T=T_{0}$ with $T_{0}$ given by (2.7). The reason for the breakdown is that

$$
\begin{equation*}
\liminf _{t \uparrow T_{0}}\left\{\inf _{x \in \mathbb{R}} u_{x}(t, x)\right\}=-\infty \tag{2.16}
\end{equation*}
$$

in view of (2.9) and the definition (2.7) of $T_{0}$. Note that at $t=T_{0}$ we might have $\xi_{x}(t, x)=0$ for all $x \in(a, b) \subset \mathbb{R}$ so that the map $y \mapsto \xi(t, y)$ is no longer an increasing diffeomorphism of the line. Nevertheless, the previous considerations suggest the following approach in the general case when $\bar{u}_{x} \in L^{2}(\mathbb{R})$, covering situations when possibly $T_{0}=0$ as it is the case for, e.g., $\bar{u}(x)=x^{\frac{2}{3}}(1-x)^{\frac{2}{3}} \chi_{[0,1]}$. Here $\chi_{A}$ stands for the characteristic function of the set $A$, defined by $\chi_{A}(x)=1$ if $x \in A$ and $\chi_{A}(x)=0$ if $x \notin A$.

Let $\bar{u} \in C(\mathbb{R})$ be such that its distributional derivative $\bar{u}_{x}$ is square integrable. Define $\varphi: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\varphi_{y}(t, y)=\frac{1}{2} \bar{u}_{x}^{2}(y) \chi_{\left[\bar{u}_{x}>-2 / t\right]}(y) \tag{2.17}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varphi(t, y)=\frac{1}{4} \int_{\left[\bar{u}_{x}>-2 / t\right]} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x, \quad t>0 \tag{2.18}
\end{equation*}
$$

with the understanding that

$$
\varphi(0, y)=\frac{1}{4} \int_{\mathbb{R}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x
$$

In other words, if $u\left(t, \xi\left(t, x_{0}\right)\right)$ blows up before $t_{0}>0$, then the point $x_{0}$ is not included in the domain of the integral defining $\varphi\left(t_{0}, \cdot\right)$, because

$$
T\left(\bar{u}_{x}(x)\right)>t \quad \text { if and only if } \quad \bar{u}_{x}(x)>-2 / t
$$

according to (2.4) and (2.6). Observe that (2.18) and Young's inequality yield

$$
\begin{equation*}
\|\varphi(t, \cdot)\|_{L^{\infty}(\mathbb{R})} \leq \frac{1}{4} \int_{\mathbb{R}} \bar{u}_{x}^{2}(x) d x, \quad t \geq 0 \tag{2.19}
\end{equation*}
$$

In the $(t, x)$-plane, the characteristic curve starting at $y$ is obtained as

$$
\begin{equation*}
\xi(t, y)=y+t \bar{u}(y)+\int_{0}^{t}(t-s) \varphi(s, y) d s \tag{2.20}
\end{equation*}
$$

The value of the solution $u$ along this curve is

$$
\begin{equation*}
u(t, \xi(t, y))=\bar{u}(y)+\int_{0}^{t} \varphi(s, y) d s \tag{2.21}
\end{equation*}
$$

Observe that for all $t \geq 0$ and $y \in \mathbb{R}$,

$$
\begin{equation*}
\xi_{t}(t, y)=u(t, \xi(t, y)) \tag{2.22}
\end{equation*}
$$

in view of (2.20)-(2.21).
THEOREM 2.1. Given any absolutely continuous function $\bar{u}: \mathbb{R} \rightarrow \mathbb{R}$ with derivative $\bar{u}_{x} \in L^{2}(\mathbb{R})$, the formulas (2.18)-(2.20) provide a dissipative solution to (1.1), defined for all times $t \geq 0$.

Proof. We proceed in several steps. First of all, for any fixed $t \geq 0$, the map $y \mapsto \xi(t, y)$ is absolutely continuous since $\varphi_{y}(t, \cdot) \in L^{2}(\mathbb{R})$. We claim that for any fixed $t \geq 0$ the map $y \mapsto \xi(t, y)$ is nondecreasing on $\mathbb{R}$ with $\lim _{y \rightarrow \pm \infty} \xi(t, y)= \pm \infty$.

Indeed, if $\bar{u}_{x}(y)>-\frac{2}{t}$, then $\bar{u}_{x}(y)>-\frac{2}{s}$ for all $s \in[0, t]$ so that $\varphi_{y}(s, y)=$ $\frac{1}{2} \bar{u}_{x}^{2}(y)$ for $s \in[0, t]$ by (2.17). Since

$$
\begin{equation*}
\xi_{y}(t, y)=1+t \bar{u}_{x}(y)+\int_{0}^{t}(t-s) \varphi_{y}(s, y) d s \tag{2.23}
\end{equation*}
$$

we find that in this case

$$
\begin{equation*}
\xi_{y}(t, y)=1+t \bar{u}_{x}(y)+\frac{t^{2}}{4} \bar{u}_{x}^{2}(y)=\frac{1}{4}\left(2+t \bar{u}_{x}(y)\right)^{2} \tag{2.24}
\end{equation*}
$$

In the remaining cases we have that $\bar{u}_{x}(y)=-\frac{2}{t_{0}} \leq-\frac{2}{t}$ for some $t_{0} \in(0, t]$. Therefore (2.17) yields $\varphi_{y}(s, y)=\frac{1}{2} \bar{u}_{x}^{2}(y)$ for $s \in\left[0, t_{0}\right)$, while $\varphi_{y}(s, y)=0$ for $s \in\left(t_{0}, t\right]$. From (2.23) we infer that

$$
\begin{equation*}
\xi_{y}(t, y)=1-\frac{2 t}{t_{0}}+\frac{2 t-t_{0}}{t_{0}}=0 \tag{2.25}
\end{equation*}
$$

The relations (2.24)-(2.25) confirm the monotonicity of the map $y \mapsto \xi(t, y)$. Since $\xi(0, x)=x$, it remains to prove that $\lim _{y \rightarrow \pm \infty} \xi(t, y)= \pm \infty$ for any $t>0$. Fix $t>0$. Since $\bar{u}_{x} \in L^{2}(\mathbb{R})$, the Lebesgue measure $l(t)$ of the set $\left\{y \in \mathbb{R}: \bar{u}_{x}(y) \leq-\frac{1}{t}\right\}$ is finite. On the complement $C(t)$ of this set we obviously have $\bar{u}_{x}(y)>-\frac{1}{t}$ and thus $\xi_{y}(t, y) \geq \frac{1}{4}$ by taking into account (2.24). Therefore, given $x_{2}>x_{1}$, we infer that

$$
\begin{aligned}
\xi\left(t, x_{2}\right)-\xi\left(t, x_{1}\right) & =\int_{x_{1}}^{x_{2}} \xi_{y}(t, y) d y \geq \int_{\left[x_{1}, x_{2}\right] \cap C(t)} \xi_{y}(t, y) d y \\
& \geq \int_{\left[x_{1}, x_{2}\right] \cap C(t)} \frac{1}{4} d y \geq \frac{x_{2}-x_{1}-l(t)}{4}
\end{aligned}
$$

This proves the claim about the limiting behavior of $\xi(t, \cdot)$ at $\pm \infty$. While for times $t$ up to the blow-up time $T_{0}$, given by (2.7), the map $y \mapsto \xi(t, y)$ is an absolutely continuous diffeomorphism of the real line, for $t \geq T_{0}$ this map is nondecreasing and onto but is not necessarily a bijection. Nevertheless, we would like to define the solution $u$ by the formula (2.21) for all $t \geq 0$.

To show that $u$ is well-defined via (2.21), due to the monotone and surjective character of the map $y \mapsto \xi(t, y)$, it is sufficient to show that if $\xi\left(t, y_{1}\right)=\xi\left(t, y_{2}\right)$ for some $y_{2}>y_{1}$, then the values of $u$ given by (2.21) are also equal. Indeed, we must have that $\xi(t, y)=\xi\left(t, y_{1}\right)$ for all $y \in\left[y_{1}, y_{2}\right]$, and a glance at (2.24)-(2.25) confirms that $\bar{u}_{x}(y) \leq-\frac{2}{t}$ for $y \in\left[y_{1}, y_{2}\right]$. This means that for every fixed $y \in\left(y_{1}, y_{2}\right)$ we have $\bar{u}_{x}(y)=-\frac{2}{t_{0}(y)}$ for some $t_{0}(y) \in[0, t]$. Consequently $\varphi_{y}(s, y)=\frac{1}{2} \bar{u}_{x}^{2}(y) \chi_{\left[0, t_{0}(y)\right]}(s)$ for $s \in[0, t]$, and differentiation of the right-hand side of (2.21) yields

$$
\partial_{y}\left(\bar{u}(y)+\int_{0}^{t} \varphi(s, y) d s\right)=\bar{u}_{x}(y)+\int_{0}^{t_{0}(y)} \frac{1}{2} \bar{u}_{x}^{2}(y) d s=-\frac{2}{t_{0}(y)}+\frac{t_{0}(y)}{2} \frac{4}{t_{0}^{2}(y)}=0
$$

for $y \in\left(y_{1}, y_{2}\right)$. In particular, the values of the right-hand side of (2.21) are equal when evaluated at $\left(t, y_{1}\right)$ and at $\left(t, y_{2}\right)$. This proves that $u$ is well-defined.

The next step is to prove that for every $t \geq 0$, the map $y \mapsto u(t, y)$ is continuous on $\mathbb{R}$ with distributional derivative in $L^{2}(\mathbb{R})$. Given $t \geq 0$ and $y_{0} \in \mathbb{R}$, let $I_{0}=\{x \in$ $\left.\mathbb{R}: \quad \xi(t, x)=y_{0}\right\}$. The previously established properties of the map $x \mapsto \xi(t, x)$ ensure that $I_{0}=[a, b]$ for some $a \leq b$. For any sequence $y_{n} \rightarrow y_{0}$, choose $x_{n} \in \mathbb{R}$ with $\xi\left(t, x_{n}\right)=y_{n}$. If we show that $\min \left\{\left|x_{n}-a\right|,\left|x_{n}-b\right|\right\} \rightarrow 0$ as $n \rightarrow \infty$, by the continuous dependence on the $y$-variable of the right-hand side of (2.21), we infer that

$$
u\left(t, y_{n}\right)=u(t, \xi(t, n)) \rightarrow u(t, \xi(t, a))=u(t, \xi(t, b))=u\left(t, y_{0}\right)
$$

since $\xi\left(t, x_{n}\right) \rightarrow \xi(t, a)=\xi(t, b)=y_{0}$. Thus $y \mapsto u(t, y)$ would be continuous at $y_{0}$. If it would be possible that $\min \left\{\left|x_{n_{k}}-a\right|,\left|x_{n_{k}}-b\right|\right\} \geq \varepsilon>0$ for a sequence $n_{k} \rightarrow \infty$, then
$\left|y_{n_{k}}-y_{0}\right|=\left|\xi\left(t, x_{n_{k}}\right)-\xi(t, a)\right|=\left|\xi\left(t, x_{n_{k}}\right)-\xi(t, b)\right| \geq \min \left\{y_{0}-\xi(t, a-\varepsilon), \xi(t, b+\varepsilon)\right\}>0$
must hold by the definition of $[a, b]$ and the monotonicity property of the function $x \mapsto \xi(t, x)$. But this is a contradiction since $y_{n} \rightarrow y_{0}$ as $n \rightarrow \infty$. We therefore proved the continuity of the map $y \mapsto u(t, y)$ for every fixed $y \in \mathbb{R}$. Actually, a glance at the previous considerations confirms the continuity of the map $u: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ since $\xi: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous in view of (2.14). To show that for each $t \geq 0$ the distributional derivative $u_{x}(t, \cdot)$ belongs to $L^{2}(\mathbb{R})$, due to the absolute continuity of the nondecreasing surjective map $\xi(t, \cdot): \mathbb{R} \rightarrow \mathbb{R}$, we first show that at every point $y=\xi(t, x)$ where $\xi_{x}(t, x)>0$ exists, $u_{x}(t, y) \in \mathbb{R}$ exists. Indeed, at such a point $y$ the right-hand side of (2.21), formally equal to $u_{x}(t, \xi(t, x)) \cdot \xi_{x}(t, x)$, is differentiable with derivative

$$
\bar{u}_{x}(x)+\int_{0}^{t} \varphi_{y}(t, x) d s=\bar{u}_{x}(x)+\frac{t}{2} \bar{u}_{x}^{2}(x)
$$

since in view of $(2.24)-(2.25)$ we must have $\bar{u}_{x}(x)>-\frac{2}{t}$ and $\varphi_{y}(s, x)=\frac{1}{2} \bar{u}_{x}^{2}(x)$ for all $s \in[0, t]$. Since $\xi_{y}(t, x)=1+t \bar{u}_{x}(x)+\frac{t^{2}}{4} \bar{u}_{x}^{2}(x)$, we infer that $u_{x}(t, y)$ exists, being given by the formula

$$
\begin{equation*}
u_{x}(t, y)=\frac{\bar{u}_{x}(x)+\frac{t}{2} \bar{u}_{x}^{2}(x)}{1+t \bar{u}_{x}(x)+\frac{t^{2}}{4} \bar{u}_{x}^{2}(x)}=\frac{\bar{u}_{x}(x)}{1+\frac{t}{2} \bar{u}_{x}(x)} \tag{2.26}
\end{equation*}
$$

where $y=\xi(t, x)$. From (2.26) we deduce that for any interval $\left[x_{1}, x_{2}\right]$ where $\xi_{x}(t, x)>$ 0 a.e., we have

$$
\begin{aligned}
\int_{y_{1}}^{y_{2}} u_{x}^{2}(t, y) d y & =\int_{\xi\left(t, x_{1}\right)}^{\xi\left(t, x_{2}\right)} u_{x}^{2}(t, \xi(t, x)) \cdot \xi_{x}(t, x) d x \\
& =\int_{x_{1}}^{x_{2}} \frac{\bar{u}_{x}^{2}(x)}{\left(1+\frac{t}{2} \bar{u}_{x}(x)\right)^{2}}\left(1+t \bar{u}_{x}(x)+\frac{t^{2}}{4} \bar{u}_{x}^{2}(x)\right) d x=\int_{x_{1}}^{x_{2}} \bar{u}_{x}^{2}(x) d x
\end{aligned}
$$

if $y_{1}=\xi\left(t, x_{1}\right), y_{2}=\xi\left(t, x_{2}\right)$ and if we take into account (2.24). Summing up over such intervals, we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}} u_{x}^{2}(t, x) d x=\int_{\left\{\bar{u}_{x}(x)>-\frac{2}{t}\right\}} \bar{u}_{x}^{2}(x) d x \tag{2.27}
\end{equation*}
$$

In particular, the map $t \mapsto\left\|u_{x}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}$ is nonincreasing on $\mathbb{R}_{+}$. Moreover, we also have that

$$
\int_{-\infty}^{\xi(t, y)} u_{x}^{2}(t, x) d x=\int_{\left\{x \in(-\infty, y]: \bar{u}_{x}(x)>-\frac{2}{t}\right\}} \bar{u}_{x}^{2}(x) d x
$$

and

$$
\int_{\xi(t, y)}^{\infty} u_{x}^{2}(t, x) d x=\int_{\left\{x \in[y, \infty): \bar{u}_{x}(x)>-\frac{2}{t}\right\}} \bar{u}_{x}^{2}(x) d x
$$

A comparison with (2.18) yields

$$
\begin{equation*}
\varphi(t, y)=\frac{1}{4} \int_{\mathbb{R}} \operatorname{sign}(\xi(t, y)-x) u_{x}^{2}(t, x) d x \tag{2.28}
\end{equation*}
$$

Furthermore, if $\xi_{x}(t, x)>0$ exists, relation (2.20) ensures for $y=\xi(t, x)$ the existence of $u_{t}(t, y)$, given by the formula

$$
u_{t}(t, y)=-u_{x}(t, y) u(t, y)+\varphi(t, x)
$$

obtained by differentiation and taking into account (2.22). In combination with (2.28), this yields

$$
\left(u_{t}+u u_{x}\right)(t, \xi(t, x))=\frac{1}{4} \int_{\mathbb{R}} \operatorname{sign}(\xi(t, x)-\zeta) u_{x}^{2}(t, \zeta) d \zeta
$$

which is precisely (1.1) evaluated at $(t, \xi(t, x))$. In view of the previously established properties of the map $x \mapsto \xi(t, x)$ we deduce that the constructed function $u$ satisfies also condition (iii) of Definition 2.1. Since the other properties required by Definition 2.1 were proved above, we conclude that $u$ qualifies as a solution to (1.1) in the sense of Definition 2.1. This completes the proof of Theorem 2.1.
3. A distance functional. If $\bar{u}: \mathbb{R} \rightarrow \mathbb{R}$ is also bounded, in addition to being continuous and with distributional derivative $\bar{u}_{x} \in L^{2}(\mathbb{R})$, then the global solution $u(t, \cdot)$ constructed in Theorem 2.1 will be bounded at every fixed time $t \geq 0$. More precisely, in view of (2.19) and (2.21) we have that

$$
\sup _{t \geq 0, x \in \mathbb{R}}|u(t, x)| \leq \sup _{x \in \mathbb{R}}|\bar{u}(x)|+\frac{t}{4} \int_{\mathbb{R}} \bar{u}_{x}^{2}(x) d x
$$

Thus, if $\bar{u}: \mathbb{R} \rightarrow \mathbb{R}$ is a bounded continuous function with distributional derivative $\bar{u}_{x} \in L^{2}(\mathbb{R})$, then at each fixed time $t \geq 0$, the solution $u(t, \cdot)$ to (1.1), constructed in Theorem 2.1, belongs to the Banach space $\mathcal{X}$ of bounded continuous functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with distributional derivative $f_{x} \in L^{2}(\mathbb{R})$, endowed with the norm

$$
\|f\|_{\mathcal{X}}=\sup _{x \in \mathbb{R}}\{|f(x)|\}+\left(\int_{\mathbb{R}} f_{x}^{2}(x) d x\right)^{\frac{1}{2}}
$$

The Banach space $\mathcal{X}$ seems suitable for (1.1) - see also [BZZ], where a construction similar to the one performed in Theorem 2.1 is presented. However, the map $t \mapsto u(t, \cdot)$ is generally not continuous from $\mathbb{R}_{+}$to $\mathcal{X}$. Indeed, if for some $\tau>0$ we have that the set $\left\{x \in \mathbb{R}: \bar{u}_{x}(x)=-\frac{2}{\tau}\right\}$ is of positive Lebesgue measure, then a discontinuity
occurs at time $t=\tau$ for the map $t \mapsto u(t, \cdot) \in \mathcal{X}$ since from (2.27) we infer that for $t<\tau$,

$$
\int_{\mathbb{R}} u_{x}^{2}(t, x) d x-\int_{\mathbb{R}} u_{x}^{2}(\tau, x) d x \geq \int_{\left\{x \in x: \bar{u}_{x}(x)=-\frac{2}{\tau}\right\}} \bar{u}_{x}^{2}(x) d x>0
$$

Our aim will be to construct a distance functional in the space of solutions to (1.1) with respect to which we will have both continuity with respect to time as well as continuity with respect to the initial data for the solutions to (1.1). More precisely, for nonsmooth solutions the conservation law (2.2) is replaced by

$$
\begin{equation*}
\left(v^{2}\right)_{t}+\left(u v^{2}\right)_{x}=-\mu \tag{3.1}
\end{equation*}
$$

where $\mu$ is the positive measure on the $(t, x)$-plane defined as

$$
\mu(\Omega)=\int_{\{(T(y), \xi(T(y), y)) \in \Omega\}} \bar{u}_{x}^{2}(y) d y
$$

for every open set $\Omega \subset \mathbb{R}_{+} \times \mathbb{R}$. Here $T(y)$ is the blow-up time along the characteristic curve starting at $y$, namely,

$$
T(y) \doteq \begin{cases}-2 / \bar{u}_{x}(y) & \text { if } \quad \bar{u}_{x}(y)<0 \\ \infty & \text { otherwise }\end{cases}
$$

For any $\bar{u} \in \mathcal{X}$, we can use the semigroup notation $S_{t} \bar{u} \doteq u(t, \cdot)$ to denote the solution of (1.1) constructed in section 2. Indeed

$$
\begin{equation*}
S_{0} \bar{u}=\bar{u}, \quad S_{t+s} \bar{u}=S_{t}\left(S_{s} \bar{u}\right) \tag{3.2}
\end{equation*}
$$

To prove (3.2), we first show that

$$
\begin{equation*}
\xi_{1}(t+s, y)=\xi_{2}\left(t, \xi_{1}(s, y)\right), \quad t, s \geq 0, y \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

where $\xi_{2}$ is the characteristic built upon the initial data $y \mapsto u\left(s, \xi_{1}(s, y)\right)$. To check (3.3), we view both expressions as functions of $t$. At $t=0$ they are both equal to $\xi_{1}(s, y)$. For $t>0$, differentiation of (3.3) yields

$$
\begin{equation*}
\bar{u}(y)+\int_{0}^{t+s} \varphi_{1}(r, y) d r=u\left(s, \xi_{1}(s, y)\right)+\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r \tag{3.4}
\end{equation*}
$$

in view of (2.20). We use (2.21) to express the right-hand side of (3.4) as

$$
\bar{u}(y)+\int_{0}^{s} \varphi_{1}(r, y) d r+\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r
$$

Therefore, to get (3.4), which yields (3.3) by integration, it suffices to show that

$$
\begin{equation*}
\int_{s}^{t+s} \varphi_{1}(r, y) d r=\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r \tag{3.5}
\end{equation*}
$$

To prove (3.5), we note that by (2.18),

$$
\begin{aligned}
& \int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r=\frac{1}{4} \int_{0}^{t} \int_{\left\{x: u_{x}(s, x)>-\frac{2}{r}\right\}} \operatorname{sign}\left(\xi_{1}(s, y)-x\right) u_{x}^{2}(s, x) d x d r \\
& \quad=\frac{1}{4} \int_{0}^{t} \int_{\left\{x: u_{x}\left(s, \xi_{1}(s, x)\right)>-\frac{2}{r}\right\}} \operatorname{sign}\left(\xi_{1}(s, y)-\xi_{1}(s, x)\right) u_{x}^{2}\left(s, \xi_{1}(s, x)\right) \partial_{x} \xi_{1}(s, x) d x d r
\end{aligned}
$$

if we change variables $x \mapsto \xi_{1}(s, x)$. Now taking (2.9)-(2.10) into account, we infer that

$$
\begin{aligned}
\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r & =\frac{1}{4} \int_{0}^{t} \int_{\left\{x: u_{x}\left(s, \xi_{1}(s, x)\right)>-\frac{2}{r}\right\}} \operatorname{sign}\left(\xi_{1}(s, y)-\xi_{1}(s, x)\right) \bar{u}_{x}^{2}(x) d x d r \\
& =\frac{1}{4} \int_{0}^{t} \int_{\left\{x: u_{x}\left(s, \xi_{1}(s, x)\right)>-\frac{2}{r}\right\}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x d r
\end{aligned}
$$

since the function $x \mapsto \xi_{1}(s, x)$ is nondecreasing. But

$$
u_{x}\left(s, \xi_{1}(s, x)\right)=\frac{2 \bar{u}_{x}(x)}{2+s \bar{u}_{x}(x)}>-\frac{2}{r} \quad \text { if and only if } \quad \bar{u}_{x}(x)>-\frac{2}{s+r}
$$

since the function $y \mapsto \frac{2 y}{2+s y}$ is strictly increasing for $y>-\frac{2}{s}$, so that in the end we get

$$
\begin{align*}
\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d r & =\frac{1}{4} \int_{0}^{t} \int_{\left\{x: \bar{u}_{x}(x)>-\frac{2}{r+s}\right\}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x d r \\
& =\frac{1}{4} \int_{s}^{t+s} \int_{\left\{x: \bar{u}_{x}(x)>-\frac{2}{\tau}\right\}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x d \tau \tag{3.6}
\end{align*}
$$

where $\tau=r+s$. On the other hand, by (2.18),

$$
\int_{s}^{t+s} \varphi_{1}(r, y) d r=\frac{1}{4} \int_{s}^{t+s} \int_{\left\{x: \bar{u}_{x}(x)>-\frac{2}{\tau}\right\}} \operatorname{sign}(y-x) \bar{u}_{x}^{2}(x) d x d \tau
$$

so that (3.4) holds and (3.3) is proved. Knowing (3.3), to infer $S_{t+s} \bar{u}=S_{t}\left(S_{s} \bar{u}\right)$, it suffices to show that

$$
u\left(t+s, \xi_{1}(t+s, y)\right)=u\left(t, \xi_{2}\left(t, \xi_{1}(s, y)\right)\right)
$$

But, by (2.21), the left-hand side is precisely

$$
\begin{aligned}
\bar{u}(y)+\int_{0}^{t+s} \varphi(r, y) d r=\bar{u}(y) & +\int_{0}^{s} \varphi_{1}(r, y) d r \\
& +\int_{s}^{t+s} \varphi_{1}(r, y) d r=u\left(s, \xi_{1}(s, y)\right)+\int_{s}^{t+s} \varphi_{1}(r, y) d r
\end{aligned}
$$

which, taking into account (3.5), equals

$$
u\left(s, \xi_{1}(s, y)\right)+\int_{0}^{t} \varphi_{2}\left(r, \xi_{1}(s, y)\right) d s=u\left(t, \xi_{2}\left(t, \xi_{1}(s, y)\right)\right)
$$

in view of (2.21). This completes the proof of (3.2).
Notice that in general the map $t \mapsto S_{t} \bar{u}$ is not continuous from $[0, \infty[$ into $\mathcal{X}$. It is thus interesting to identify some distance $J(u, v)$ which is well adapted to the evolution generated by (1.1). More precisely, given an arbitrary constant $M$, in this section we shall construct a functional $J(u, v)$ with the following property: For any initial data $\bar{u}, \bar{v} \in \mathcal{X}$ with

$$
\left\|\bar{u}_{x}\right\|_{\mathbf{L}^{2}} \leq M, \quad\left\|\bar{v}_{x}\right\|_{\mathbf{L}^{2}} \leq M
$$

the corresponding dissipative solutions $u, v$ constructed in Theorem 2.1 satisfy

$$
J(u(t), v(t)) \leq e^{C_{M} t} J(\bar{u}, \bar{v})
$$

To begin the construction, consider the metric space

$$
\begin{equation*}
\left.\left.X \doteq\left(\mathbb{R}^{2} \times\right]-\pi / 2, \pi / 2\right]\right) \cup\{\infty\} \tag{3.7}
\end{equation*}
$$

with distance

$$
\begin{align*}
& d((x, u, w), \quad(\tilde{x}, \tilde{u}, \tilde{w})) \doteq \min \left\{|x-\tilde{x}|+|u-\tilde{u}|+\kappa_{0}|w-\tilde{w}|\right. \\
&\left.\kappa_{0}|\pi / 2+w|+\kappa_{0}|\pi / 2+\tilde{w}|\right\} \\
& d((x, u, w), \infty)= \kappa_{0}|\pi / 2+w| \tag{3.8}
\end{align*}
$$

Here $\kappa_{0}$ is a suitably large constant, whose precise value will be specified later. Notice that $X$ is obtained from the metric space $\mathbb{R}^{2} \times[-\pi / 2, \pi / 2]$ by identifying all points $(x, u,-\pi / 2)$ into a single point, called " $\infty$ ".

Let $M(X)$ be the space of all bounded Radon measures on $X$. To each function $u \in H_{l o c}^{1}(\mathbb{R})$ with $u_{x} \in L^{2}(\mathbb{R})$ we now associate the measure $\mu^{u} \in \mathcal{M}(X)$ defined as

$$
\begin{equation*}
\mu^{u}(\{\infty\})=0, \quad \mu^{u}(A)=\int_{\left\{x \in \mathbb{R}:\left(x, u(x), \arctan u_{x}(x)\right) \in A\right\}} u_{x}^{2}(x) d x \tag{3.9}
\end{equation*}
$$

for every Borel set $\left.\left.A \subseteq \mathbb{R}^{2} \times\right]-\pi / 2, \pi / 2\right]$.
As distance between two functions $u, v \in \mathcal{X}$ we now introduce a kind of Kantorovich distance $J(u, v)$ related to an optimal transportation problem. Call $\mathcal{F}$ the family of all triples $\left(\psi, \phi_{1}, \phi_{2}\right)$, where $\phi_{1}, \phi_{2}: \mathbb{R} \mapsto[0,1]$ are simple Borel measurable maps (that is, their range is a finite number of points and the preimage of each such point is a Borel set) and $\psi: \mathbb{R} \mapsto \mathbb{R}$ is a nondecreasing absolute continuous surjective map. Assuming that

$$
\begin{equation*}
\phi_{1}(x) u_{x}^{2}(x)=\psi^{\prime}(x) \cdot \phi_{2}(\psi(x)) v_{x}^{2}(\psi(x)) \quad \text { for almost every } x \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

we define

$$
\begin{align*}
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, v) \doteq & \int d\left(\left(x, u(x), \arctan u_{x}(x)\right),\left(\psi(x), v(\psi(x)), \arctan v_{x}(\psi(x))\right)\right) \\
& +\int d\left(\left(x, u(x), \arctan u_{x}(x)\right), \infty\right) \cdot\left(1-\phi_{1}(x)\right) u_{x}^{2}(x) d x \\
& +\int d\left(\left(\psi(x), v(\psi(x)), \arctan v_{x}(\psi(x))\right), \infty\right) \\
3.11) & \cdot\left(1-\phi_{2}(\psi(x))\right) v_{x}^{2}(\psi(x)) \psi^{\prime}(x) d x .
\end{align*}
$$

Observe that $\left(\psi, \phi_{1}, \phi_{2}\right)$ can be regarded as a transportation plan, in order to transport the measure $\mu^{u}$ onto the measure $\mu^{v}$. Since these two positive measures need not have the same total mass, we allow some of the mass to be transferred to the point $\infty$. More precisely, the mass transferred is $\left(1-\phi_{1}\right) \cdot \mu^{u}$ and $\left(1-\phi_{2}\right) \cdot \mu^{v}$. The last two integrals in (3.11) account for the additional cost of this transportation. Integrating (3.10) over the real line, one finds

$$
\int_{\mathbb{R}} \phi_{1}(x) u_{x}^{2}(x) d x=\int_{\mathbb{R}} \phi_{2}(y) v_{x}^{2}(y) d y
$$

We can thus transport the measure $\phi_{1} \mu^{u}$ onto $\phi_{2} \mu^{v}$ by a map $\Psi:(x, u(x)$ arctan $\left.u_{x}(x)\right) \mapsto\left(y, v(y), \arctan v_{x}(y)\right)$, with $y=\psi(x)$. The associated cost is given by the first integral in (3.11). In this case the measure $\phi_{2} \mu^{v}$ is obtained as the pushforward of the measure $\phi_{1} \mu^{u}$. We recall that the push-forward of a measure $\mu$ by a mapping $\Psi$ is defined as $(\Psi \# \mu)(A) \doteq \mu\left(\Psi^{-1}(A)\right)$ for every measurable set $A$. Here $\Psi^{-1}(A) \doteq\{z: \Psi(z) \in A\}$ 。

We now define our distance functional by optimizing over all transportation plans, namely,

$$
\begin{equation*}
J(u, v) \doteq \inf _{\left(\psi, \phi_{1}, \phi_{2}\right)}\left\{J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, v)\right\} \tag{3.12}
\end{equation*}
$$

where the infimum is taken over all triples $\left(\psi, \phi_{1}, \phi_{2}\right) \in \mathcal{F}$ such that (3.10) holds.
To check that (3.12) actually defines a distance, let $u, v, w \in \mathcal{X}$ be given functions.

1. Let us show that $J(u, v)=J(v, u)$. In order to do this, it is enough to prove that for every triple $\left(\psi, \phi_{1}, \phi_{2}\right) \in \mathcal{F}$ satisfying (3.10) and every $\varepsilon>0$, there is a triple $\left(\eta, \varphi_{1}, \varphi_{2}\right) \in \mathcal{F}$ satisfying (3.10) such that $\eta: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly increasing absolutely continuous bijection and

$$
\begin{equation*}
\left|J^{\left(\eta, \varphi_{1}, \varphi_{2}\right)}(u, v)-J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, v)\right| \leq \varepsilon \tag{3.13}
\end{equation*}
$$

Indeed, given $\left(\psi, \phi_{1}, \phi_{2}\right) \in \mathcal{F}$ satisfying (3.10), define $\tilde{\psi}=\eta^{-1}, \tilde{\phi}_{1}=\varphi_{2}, \tilde{\phi}_{2}=\varphi_{1}$. The properties of $\eta$ ensure the absolute continuity of $\tilde{\psi}$ (see $[\mathrm{N}]$ ) so that we obtain $J^{\left(\tilde{\psi}, \tilde{\phi}_{1}, \tilde{\phi}_{2}\right)}(v, u)=J^{\left(\eta, \varphi_{1}, \varphi_{2}\right)}(u, v)$ by performing the change of variables $x \mapsto \eta(x)$. Since $\varepsilon>0$ was arbitrary, we infer that $J(v, u) \leq J(u, v)$. Interchanging the roles of $u$ and $v$ we get $J(u, v)=J(v, u)$.

To prove (3.13), it is convenient to view $\psi: \mathbb{R} \rightarrow \mathbb{R}$ as a maximal monotone multifunction $\psi: \mathbb{R} \mapsto \mathcal{P}(\mathbb{R})$ with domain and range $\mathbb{R}$. Here $\mathcal{P}(\mathbb{R})$ is the family of all subsets of $\mathbb{R}$. The conditions for a multifunction $F: \mathbb{R} \mapsto \mathcal{P}(\mathbb{R})$ to be maximal monotone with domain and range $\mathbb{R}$ may be explicitly written as follows [Z]:

- for every $x \in \mathbb{R}$, the set $F(x) \subset \mathbb{R}$ is nonempty (i.e., the domain of $F$ is $\mathbb{R}$ );
- for every $y \in \mathbb{R}$ there is at least some $x \in \mathbb{R}$ with $y \in F(x)$, expressing the fact that the range of $F$ is $\mathbb{R}$;
- there are no couples $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ with $y_{1} \in F\left(x_{1}\right)$ and $y_{2} \in F\left(x_{2}\right)$ such that $x_{1}<x_{2}$ and $y_{2}<y_{1}$, meaning that $F$ is monotone;
- if we associate to $F$ its graph $\left\{(x, y) \in \mathbb{R}^{2}: y \in F(x)\right\}$, then this graph has no proper extension satisfying the first three properties (condition defining the maximal monotonicity property).
We recall some important features presented by such maps [AA, Z]:
- the set $F(x)$ is an interval of the form $\left[a_{x}, b_{x}\right]$ with $a_{x} \leq b_{x}$ for all $x \in \mathbb{R}$ and $a_{x}=b_{x}$ for all $x \in \mathbb{R}$, except perhaps an at most countable set (so $F$ is single-valued with the exception of at most countably many points);
- $F$ is a.e. differentiable, that is, for almost all $x_{0} \in \mathbb{R}$ there exists $F^{\prime}\left(x_{0}\right) \in \mathbb{R}$ such that

$$
\lim _{x \rightarrow x_{0}, y \in F(x)} \frac{y-F\left(x_{0}\right)-\left(x-x_{0}\right) F^{\prime}\left(x_{0}\right)}{x-x_{0}}=0 ;
$$

- we can define the inverse $F^{-1}: \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ of $F$ by asking $y \in F^{-1}(x)$ if and only if $x \in F(x)$ and $F^{-1}$ is again a maximal monotone multifunction with domain and range $\mathbb{R}$.

Since the multifunction $\psi^{-1}$ is maximal monotone, let $\left\{y_{n}\right\}$ be the (at most countable) set of points where it is multivalued, that is, $\psi^{-1}(y)=\left[a_{n}, b_{n}\right]$ with $b_{n}>a_{n}$. Then $\psi(x)=y_{n}$ for $x \in\left[a_{n}, b_{n}\right]$ and, $\psi$ being absolutely continuous, $\psi_{x}>0$ a.e. on $\mathbb{R}-\bigcup_{n}\left[a_{n}, b_{n}\right]$ since $\psi$ is strictly increasing on this set. Given $\gamma>0$, the absolute continuity of $\psi: \mathbb{R} \rightarrow \mathbb{R}$ allows us to choose some $\delta>0$ such that the total variation of $\psi$ over the union of disjoint closed intervals with the sum of their lengths less than $\delta$ is less than $\gamma ; \mathrm{cf}$. $[\mathrm{BGH}]$. On each interval $\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ we replace $\psi$ with the linear function $\eta$ which takes the values $\psi\left(a_{n}-\frac{\delta}{2^{n}}\right)$, respectively, $\psi\left(b_{n}+\frac{\delta}{2^{n}}\right)$, at the endpoints. By the way $a_{n}$ and $b_{n}$ were defined, we know that $\psi\left(b_{n}+\frac{\delta}{2^{n}}\right)>\psi\left(a_{n}-\frac{\delta}{2^{n}}\right)$ so that $\eta^{\prime}(x)$ is a positive constant on $\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ with

$$
\sum_{n} \int_{a_{n}-\frac{\delta}{2^{n}}}^{b_{n}+\frac{\delta}{2^{n}}} \eta^{\prime}(x) d x \leq \sum_{n}\left(\psi\left(b_{n}+\frac{\delta}{2^{n}}\right)-\psi\left(a_{n}-\frac{\delta}{2^{n}}\right)\right) \leq \gamma
$$

Setting $\eta(x)=\psi(x)$ for $x \notin\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$, we obtain a strictly increasing absolutely continuous bijection $\eta: \mathbb{R} \rightarrow \mathbb{R}$. Let us now show that the triple $\left(\eta, \varphi_{1}, \varphi_{2}\right) \in \mathcal{F}$ satisfies both (3.10) and (3.13), where $\varphi_{1}, \varphi_{2}$ are defined by setting $\varphi_{1}(x)=0$ for $x \in\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ and $\varphi_{1}(x)=\phi_{1}(x)$ for $x \notin\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$, while $\varphi_{2}(\eta(x))=$ $\phi_{2}(\psi(x))$ for $x \notin\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ and $\varphi_{2}(\eta(x))=0$ for $x \in\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$. On the complement of the set $\bigcup_{n}\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ relation (3.10) clearly holds a.e. for $\left(\eta, \varphi_{1}, \varphi_{2}\right)$, being unmodified from (3.10) for $\left(\psi, \phi_{1}, \phi_{2}\right)$. If $x \in\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$, then (3.10) for $\left(\eta, \varphi_{1}, \varphi_{2}\right)$ holds again since both sides are zero as $\varphi_{1}(x)=\varphi_{2}(\eta(x))=0$ in this case. Finally, to check (3.13), notice that if we denote

$$
E_{\delta}=\bigcup_{n}\left\{\left[a_{n}-\frac{\delta}{2^{n}}, a_{n}\right] \cup\left[b_{n}, b_{n}+\frac{\delta}{2^{n}}\right]\right\}, \quad A=\bigcup_{n}\left[a_{n}, b_{n}\right]
$$

then

$$
\begin{equation*}
\left|J^{\left(\eta, \varphi_{1}, \varphi_{2}\right)}(u, v)-J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, v)\right| \leq 2 \kappa_{0} \pi \int_{E_{\delta}} u_{x}^{2} d x+2 \kappa_{0} \pi \int_{E_{\delta} \cup A} v_{x}^{2}(\eta(x)) \eta^{\prime}(x) d x \tag{3.14}
\end{equation*}
$$

Indeed, the distance $d$ is less than $2 \kappa_{0} \pi$ and the integrands in $J^{\left(\eta, \varphi_{1}, \varphi_{2}\right)}(u, v)$ and $J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, v)$ agree on the complement of the set $\bigcup_{n}\left[a_{n}-\frac{\delta}{2^{n}}, b_{n}+\frac{\delta}{2^{n}}\right]$ by definition. Also, for almost every $x \in\left[a_{n}, b_{n}\right]$ we have $\phi_{1}(x) u_{x}^{2}=0$ by (3.10) as $\psi^{\prime}(x)=0$, and $\varphi_{1}(x)=0$ by its definition. We obtain (3.14). Since the absolutely continuous map $\eta$ maps $E_{\delta} \cup A$ into a set of Lebesgue measure less than $\gamma$, and $u_{x}^{2}, v_{x}^{2} \in L^{1}(\mathbb{R})$, from (3.14) we infer (3.13) by choosing $\delta>0$ and $\gamma>0$ small enough. This completes the argumentation needed to show that $J(u, v)=J(v, u)$.
2. Choosing $\psi(x)=x, \phi_{1}(x)=\phi_{2}(x)=1$, we immediately see that $J(u, u)=0$. Moreover, we have $J(u, v)>0$ if $u \neq v$. To check this, note that $J(u, v)=0$ implies that there is a sequence $\left(\psi^{n}, \phi_{1}^{n}, \phi_{2}^{n}\right)$ along which $J^{\left(\psi^{n}, \phi_{1}^{n}, \phi_{2}^{n}\right)}(u, v) \rightarrow 0$. The second term in (3.11) yields

$$
\left(\frac{\pi}{2}+\arctan u_{x}(x)\right)\left(1-\phi_{1}^{n}(x)\right) u_{x}^{2}(x) \rightarrow 0 \quad \text { in } \quad L^{1}(\mathbb{R})
$$

so that along a subsequence $\left(1-\phi_{1}^{n_{k}}\right) u_{x}^{2} \rightarrow 0$ a.e. on $\mathbb{R}$ since $u_{x}>-\infty$ a.e. On the set $S=\left\{x \in \mathbb{R}: u_{x}(x) \neq 0\right\}$ we therefore have $\phi_{1}^{n_{k}} \rightarrow 1$ a.e. Moreover, the first term
in (3.11) forces

$$
\begin{align*}
& \phi_{1}^{n_{k}}(x) u_{x}^{2}(x) \cdot \min \{ \left\{x-\psi^{n_{k}}(x)\left|+\left|u(x)-v\left(\psi^{n_{k}}(x)\right)\right|\right.\right. \\
&+\kappa_{0}\left|\arctan u_{x}(x)-\arctan v_{x}\left(\psi^{n_{k}}(x)\right)\right| \\
&\left.\kappa_{0}\left[\frac{\pi}{2}+\arctan u_{x}(x)+\frac{\pi}{2}+\arctan v_{x}\left(\psi^{n_{k}}(x)\right)\right]\right\} \rightarrow 0 \quad \text { in } \quad L^{1}(\mathbb{R}) \tag{3.15}
\end{align*}
$$

Since $u_{x}>-\infty$ a.e. ensures

$$
\frac{\pi}{2}+\arctan u_{x}(x)+\frac{\pi}{2}+\arctan v_{x}\left(\psi^{n_{k}}(x)\right) \geq \frac{\pi}{2}+\arctan u_{x}(x)>0 \quad \text { a.e. on } \quad \mathbb{R}
$$

we infer from (3.15), by passing to another subsequence, that

$$
\left|x-\psi^{n_{k}}(x)\right|+\left|u(x)-v\left(\psi^{n_{k}}(x)\right)\right| \rightarrow 0 \quad \text { a.e. on } \quad S .
$$

In view of the continuity of $v, \psi^{n_{k}}(x) \rightarrow x$ a.e. on $S$ guarantees $v\left(\psi^{n_{k}}(x)\right) \rightarrow v(x)$ a.e. on $S$ so that $u=v$ a.e. on $S$ since also $v\left(\psi^{n_{k}}(x)\right) \rightarrow u(x)$ a.e. on $S$. Repeating this argument with the roles of $u$ and $v$ reversed, we find that $u=v$ a.e. on the set $\left\{x \in \mathbb{R}: v_{x} \neq 0\right\}$. Combining this with the previous conclusion, we have $u=v$ a.e. on the complement of the set $\left\{x \in \mathbb{R}: u_{x}=v_{x}=0\right\}$. Since $u_{x}, v_{x} \in L^{2}(\mathbb{R})$, this is possible only if $u=v$ on $\mathbb{R}$. Thus $J(u, v)=0$ if and only if $u=v$.
3. Finally, to prove the triangle inequality, it suffices to show that for every choice of $\left(\psi^{b}, \phi_{1}^{b}, \phi_{2}^{b}\right)$ satisfying $(3.10)$, and of $\left(\psi^{\sharp}, \phi_{1}^{\sharp}, \phi_{2}^{\sharp}\right)$ satisfying (3.10) for $(v, w)$, the triplet $\left(\psi, \phi_{1}, \phi_{2}\right)$ defined by

$$
\psi(x)=\psi^{\sharp}\left(\psi^{b}(x)\right), \quad \phi_{1}(x)=\phi_{1}^{b}(x) \cdot \phi_{1}^{\sharp}\left(\psi^{b}(x)\right), \quad \phi_{2}(y)=\phi_{2}^{\sharp}(y) \cdot \phi_{2}^{b}\left(\psi^{b}(x)\right)
$$

satisfies (3.10) for $(u, w)$ and

$$
\begin{equation*}
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, w) \leq J^{\left(\psi^{\mathrm{b}}, \phi_{1}^{\mathrm{b}}, \phi_{2}^{b}\right)}(u, v)+J^{\left(\psi^{\sharp}, \phi_{1}^{\sharp}, \phi_{2}^{\sharp}\right)}(v, w) . \tag{3.16}
\end{equation*}
$$

Notice that composing the relation (3.10) for $(v, w)$ a.e. to the right with $\psi^{b}$, and multiplying the outcome by $\phi_{2}^{b} \circ \psi^{b} \cdot\left(\psi^{b}\right)^{\prime}$, we infer that (3.10) holds a.e. on $\mathbb{R}$ for $(u, w)$ with our choice of $\left(\psi, \phi_{1}, \phi_{2}\right)$, and we can now concentrate on proving (3.16).

To simplify matters, we introduce the following notation:

$$
\begin{aligned}
& P_{1}=\left(x, u, \arctan u_{x}\right), \quad P_{2}=\left(\psi^{b}, v \circ \psi^{b}, \arctan v_{x} \circ \psi^{b}\right), \\
& P_{3}=\left(\psi, w \circ \psi, \arctan w_{x} \circ \psi\right), \\
& \quad m_{1}=u_{x}^{2}, \quad m_{2}=v_{x}^{2} \circ \psi^{b} \cdot\left(\psi^{b}\right)^{\prime}, \quad m_{3}=w_{x}^{2} \circ \psi \cdot \psi^{\prime} .
\end{aligned}
$$

The relations of type (3.10) then yield that a.e. on $\mathbb{R}$,

$$
\begin{equation*}
\phi_{1}^{b} \cdot m_{1}=\phi_{2}^{b} \circ \psi^{b} \cdot m_{2}, \quad \phi_{1}^{\sharp} \circ \psi^{b} \cdot m_{2}=\phi_{2}^{\sharp} \circ \psi \cdot m_{3}, \quad \phi_{1} \cdot m_{1}=\phi_{2} \circ \psi \cdot m_{3} . \tag{3.17}
\end{equation*}
$$

Also,

$$
\left.\begin{array}{rl}
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, w)= & \int_{\mathbb{R}}\left\{d\left(P_{1}, P_{3}\right) \cdot \phi_{1} m_{1}+d\left(P_{1}, \infty\right) \cdot\left(1-\phi_{1}\right) m_{1}+d\left(P_{3}, \infty\right)\right. \\
& \left.\cdot\left(1-\phi_{2} \circ \psi\right) m_{3}\right\} d x, \\
J^{\left(\psi^{b}, \phi_{1}^{b}, \phi_{2}^{b}\right)}(u, v)=\int_{\mathbb{R}}\left\{d\left(P_{1}, P_{2}\right) \cdot \phi_{1}^{b} m_{1}+d\left(P_{1}, \infty\right) \cdot\left(1-\phi_{1}^{b}\right) m_{1}+d\left(P_{2}, \infty\right)\right. \\
& \left.\cdot\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2}\right\} d x,
\end{array}\right] \begin{gathered}
J^{\left(\psi^{\sharp}, \phi_{1}^{\sharp}, \phi_{2}^{\sharp}\right)}(v, w)=\int_{\mathbb{R}}\left\{d\left(P_{2}, P_{3}\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b} m_{1}+d\left(P_{2}, \infty\right) \cdot\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{2}+d\left(P_{3}, \infty\right)\right. \\
\left.\cdot\left(1-\phi_{2}^{\sharp} \circ \psi\right) m_{3}\right\} d x,
\end{gathered}
$$

the last relation being obtained after the change of variables $x \mapsto \psi^{b}(x)$ in the integral. We will prove (3.16) by deriving an appropriate inequality valid a.e. pointwise between the integrands in the previous expressions. Since

$$
\left(1-\phi_{2}^{b} \circ \psi^{b}\right)\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) \geq 0
$$

we have

$$
1-\phi_{2}^{b} \circ \psi^{b}+1-\phi_{1}^{\sharp} \circ \psi^{b} \geq \phi_{2}^{b} \circ \psi^{b}\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right)+\phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) .
$$

Multiplication of both sides by $d\left(P_{2}, \infty\right) \cdot m_{2}$ leads to

$$
\begin{align*}
& d\left(P_{2}, \infty\right) \cdot\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2}+d\left(P_{2}, \infty\right) \cdot\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{2} \\
& \quad \geq d\left(P_{2}, \infty\right) \cdot \phi_{1}^{b}\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{1}+d\left(P_{2}, \infty\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2} \tag{3.18}
\end{align*}
$$

in view of (3.17). Multiply now the inequalities

$$
d\left(P_{1}, P_{2}\right)-d\left(P_{1}, \infty\right)+d\left(P_{2}, \infty\right) \geq 0, \quad d\left(P_{2}, P_{3}\right)-d\left(P_{3}, \infty\right)+d\left(P_{2}, \infty\right) \geq 0
$$

by $\phi_{1}^{b}\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{1}$, respectively, $\phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2}$, and add them up. The outcome yields in combination with (3.18) that

$$
\begin{aligned}
& d\left(P_{1}, P_{2}\right) \cdot \phi_{1}^{b}\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{1}-d\left(P_{1}, \infty\right) \cdot \phi_{1}^{b}\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{1} \\
& \quad+d\left(P_{2}, P_{3}\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2}+d\left(P_{2}, \infty\right) \cdot\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2} \\
& \quad+d\left(P_{2}, \infty\right) \cdot\left(1-\phi_{1}^{\sharp} \circ \psi^{b}\right) m_{2} \geq d\left(P_{3}, \infty\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2} .
\end{aligned}
$$

Adding to both sides the quantity

$$
\begin{aligned}
& d\left(P_{1}, \infty\right) \cdot m_{1}+d\left(P_{3}, \infty\right) \cdot m_{3}+d\left(P_{1}, P_{2}\right) \cdot \phi_{1}^{b} \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot m_{1}-d\left(P_{1}, \infty\right) \cdot \phi_{1}^{b} \\
& \quad \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot m_{1}+d\left(P_{2}, P_{3}\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot \phi_{2}^{b} \circ \psi^{b} \cdot m_{2}-d\left(P_{3}, \infty\right) \cdot \phi_{2}^{\sharp} \circ \psi \cdot m_{3}
\end{aligned}
$$

we deduce by (3.17) that the integrand of $J^{\left(\psi^{b}, \phi_{1}^{b}, \phi_{2}^{b}\right)}(u, v)+J^{\left(\psi^{\sharp}, \phi_{1}^{\sharp}, \phi_{2}^{\sharp}\right)}(v, w)$, equal a.e. precisely to the left-hand side of the new inequality, is a.e. pointwise larger than

$$
\begin{aligned}
& d\left(P_{3}, \infty\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b}\left(1-\phi_{2}^{b} \circ \psi^{b}\right) m_{2}+d\left(P_{1}, \infty\right) \cdot m_{1}+d\left(P_{3}, \infty\right) \cdot m_{3} \\
& \quad+d\left(P_{1}, P_{2}\right) \cdot \phi_{1}^{b} \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot m_{1}-d\left(P_{1}, \infty\right) \cdot \phi_{1}^{b} \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot m_{1} \\
& \quad+d\left(P_{2}, P_{3}\right) \cdot \phi_{1}^{\sharp} \circ \psi^{b} \cdot \phi_{2}^{b} \circ \psi^{b} \cdot m_{2}-d\left(P_{3}, \infty\right) \cdot \phi_{2}^{\sharp} \circ \psi \cdot m_{3} .
\end{aligned}
$$

Taking into account (3.17) and the definition $\phi_{1}=\phi_{1}^{b} \cdot \phi_{1}^{\sharp} \circ \psi^{b}$, we see that the above expression equals

$$
\begin{aligned}
& d\left(P_{1}, \infty\right) \cdot\left(1-\phi_{1}\right) m_{1}+d\left(P_{3}, \infty\right) \cdot\left(1-\phi_{2} \circ \psi\right) m_{3}+\left(d\left(P_{1}, P_{2}\right)+d\left(P_{2}, P_{3}\right) \cdot \phi_{1} m_{1}\right) \\
& \quad \geq d\left(P_{1}, \infty\right) \cdot\left(1-\phi_{1}\right) m_{1}+d\left(P_{3}, \infty\right) \cdot\left(1-\phi_{2} \circ \psi\right) m_{3}+d\left(P_{1}, P_{3}\right) \cdot \phi_{1} m_{1}
\end{aligned}
$$

The lower estimate is a.e. precisely the integrand in $J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(u, w)$, and (3.16) holds. The proof that $J$ satisfies the triangle inequality is therefore complete.

In the remainder of this section we examine how the distance $J(\cdot, \cdot)$ behaves in connection with solutions of (1.1).

Continuity with respect to time. Let $t \mapsto u(t)$ be the solution of (1.1) constructed in section 2. For any fixed $t>0$, we define a transportation plan of $\mu^{\bar{u}}$ to $\mu^{u(t)}$ by setting

$$
\psi(x) \doteq \xi(t, x), \quad \phi_{1}(x) \doteq\left\{\begin{array}{lll}
1 & \text { if } & T(x)>t,  \tag{3.19}\\
0 & \text { if } & T(x) \leq t,
\end{array} \quad \phi_{2}(x) \equiv 1\right.
$$

Relation (3.6) follows from (2.9)-(2.10) on $\{T(x)>t\}$ and from (2.25) on $\{T(x) \leq t\}$. The cost of this plan is estimated by

$$
\begin{align*}
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(\bar{u}, u(t)) \leq & \int_{\{T(x)>t\}}\{|x-\xi(t, x)|+|\bar{u}(x)-u(t, \xi(t, x))| \\
& \left.+\kappa_{0}\left|\arctan \bar{u}_{x}(x)-\arctan u_{x}(t, \xi(t, x))\right|\right\} \bar{u}_{x}^{2}(x) d x \\
& +\int_{\{T(x) \leq t\}}\left|\pi / 2+\arctan \bar{u}_{x}(x)\right| \bar{u}_{x}^{2}(x) d x . \tag{3.20}
\end{align*}
$$

By (2.4) we have that a.e.

$$
\begin{equation*}
\left|\frac{d}{d t} \arctan u_{x}(t, \xi(t, x))\right|=\left|\frac{\frac{d}{d t} u_{x}(t, \xi(t, x))}{1+u_{x}^{2}(t, \xi(t, x))}\right| \leq \frac{1}{2} \tag{3.21}
\end{equation*}
$$

An integration on $[0, t]$ yields

$$
\begin{equation*}
\left|\arctan \bar{u}_{x}(x)-\arctan u_{x}(t, \xi(t, x))\right| \leq \frac{t}{2}, \quad t \geq 0 \tag{3.22}
\end{equation*}
$$

On the other hand, using (2.20), we get

$$
\begin{equation*}
|x-\xi(t, x)| \leq t|\bar{u}(x)|+\int_{0}^{t}(t-s)|\varphi(s, x)| d s \leq t|\bar{u}(x)|+\frac{t^{2}}{8} \int_{\mathbb{R}} \bar{u}_{x}^{2}(x) d x, \quad t \geq 0, x \in \mathbb{R} \tag{3.23}
\end{equation*}
$$

if we take into account (2.19). From (2.21) and (2.19), we also infer

$$
\begin{equation*}
|\bar{u}(x)-u(t, \xi(t, x))| \leq \int_{0}^{t}|\varphi(s, y)| d y \leq \frac{t}{4} \int_{\mathbb{R}} \bar{u}_{x}^{2}(x) d x, \quad t \geq 0, x \in \mathbb{R} \tag{3.24}
\end{equation*}
$$

To estimate the last term in (3.20), notice that
$\{x \in \mathbb{R}: T(x) \leq t\}=\left\{x \in \mathbb{R}:-\frac{2}{\bar{u}_{x}(x)} \leq t\right\}=\left\{x \in \mathbb{R}: \bar{u}_{x}(x) \leq-\frac{2}{t}\right\}, \quad t>0$.

Furthermore, since $\lim _{x \rightarrow-\infty} x\left(\frac{\pi}{2}+\arctan x\right)=-1$, there is a constant $c>0$ such that

$$
0 \leq \frac{\pi}{2}+\arctan y \leq \frac{c}{|y|}, \quad y \leq-1
$$

whereas

$$
\left|\frac{\pi}{2}+\arctan y\right| y^{2} \leq \pi \quad \text { if } \quad-1 \leq y \leq 0
$$

so that

$$
\begin{equation*}
\left|\frac{\pi}{2}+\arctan \bar{u}_{x}(x)\right| \bar{u}_{x}^{2}(x) \leq \pi+c\left|\bar{u}_{x}(x)\right| \quad \text { if } \quad \bar{u}_{x}(x) \leq-\frac{2}{t} \tag{3.26}
\end{equation*}
$$

On the other hand, if $\bar{u}_{x}(x) \leq-\frac{2}{t}$, then $t^{2} \bar{u}_{x}^{2}(x) \geq 4$ so that

$$
\begin{equation*}
\int_{\{T(x) \leq t\}} 1 d x \leq \frac{t^{2}}{4} \int_{\{T(x) \leq t\}} \bar{u}_{x}^{2}(x) d x \tag{3.27}
\end{equation*}
$$

From (3.25)-(3.27) we infer that

$$
\begin{aligned}
& \int_{\{T(x) \leq t\}}\left|\frac{\pi}{2}+\arctan \bar{u}_{x}(x)\right| \bar{u}_{x}^{2}(x) d x \leq \frac{\pi t^{2}}{4}\left\|\bar{u}_{x}\right\|_{L^{2}}^{2}+c \int_{\{T(x) \leq t\}}\left|\bar{u}_{x}(x)\right| d x \\
& \leq \frac{\pi t^{2}}{4}\left\|\bar{u}_{x}\right\|_{L^{2}}^{2}+c\left(\int_{\{T(x) \leq t\}} 1 d x\right)^{\frac{1}{2}}\left(\int_{\{T(x) \leq t\}} \bar{u}_{x}^{2}(x) d x\right)^{\frac{1}{2}} \leq \frac{\pi t^{2}}{4}\left\|\bar{u}_{x}\right\|_{L^{2}}^{2}+\frac{c t}{2}\left\|\bar{u}_{x}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

By (3.20), (3.22)-(3.25), and the previous inequality we conclude

$$
\begin{equation*}
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}(\bar{u}, u(t)) \leq\left(\frac{\pi t}{4}+\frac{c+\kappa_{0}}{2}+\|\bar{u}\|_{L^{\infty}}+\frac{t+2}{8}\left\|\bar{u}_{x}\right\|_{L^{2}}^{2}\right) t\left\|\bar{u}_{x}\right\|_{L^{2}}^{2}, \quad t \geq 0 \tag{3.28}
\end{equation*}
$$

It is now clear that each semigroup trajectory $t \mapsto S_{t} \bar{u}$ is Lipschitz continuous as a map from $[0, \infty[$ into the metric space $X$ equipped with our distance functional $J$. The Lipschitz constant remains uniformly bounded as $\bar{u}$ ranges over bounded subsets of $X$.

Continuity with respect to the initial data. We now consider two distinct solutions and study how the distance $J(u(t), \tilde{u}(t))$ varies in time. Recall that the solution $u=u(t, x)$ is computed by $(2.20)-(2.22)$, also in the case where the gradient blows up. The same formula of course holds for $\tilde{u}$. Let $\left(\psi_{0}, \phi_{1,0}, \phi_{2,0}\right)$ be an optimal transportation plan of the measure $\mu^{u(0)}$ to the measure $\mu^{\tilde{u}(0)}$. In view of the approximation property established in (3.13), we can restrict our attention to the case when $\psi_{0}$ is strictly increasing on $\mathbb{R}$. For any $t>0$, we define a transportation plan $\left(\psi^{t}, \phi_{1}^{t}, \phi_{2}^{t}\right)$ of the measure $\mu^{u(t)}$ to $\mu^{\tilde{u}(t)}$ as follows:

$$
\begin{aligned}
\psi^{t}(\xi(t, y)) & \doteq \tilde{\xi}(t, \tilde{y}) \quad \text { for } \quad \tilde{y}=\psi_{0}(y), \\
\phi_{1}^{t}(\xi(t, y)) & \doteq \begin{cases}\phi_{1,0}(y) & \text { if } T(y)>t \quad \text { and } \quad \widetilde{T}(\tilde{y})>t \quad \text { for } \tilde{y}=\psi_{0}(y) \\
0 & \text { otherwise },\end{cases} \\
\phi_{2}^{t}(\tilde{\xi}(t, \tilde{y})) & \doteq \begin{cases}\phi_{2,0}(\tilde{y}) & \text { if } T(y)>t \quad \text { and } \quad \widetilde{T}(\tilde{y})>t \quad \text { for } y=\psi_{0}^{-1}(\tilde{y}), \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

If initially the point $y$ is mapped to $\tilde{y}=\psi_{0}(y)$, then at any later time $t>0$ the point $\xi(t, y)$ along the $u$-characteristic starting from $y$ is sent to the point $\tilde{\xi}(t, \tilde{y})$ along the $\tilde{u}$-characteristic starting from $\tilde{y}=\psi_{0}(y)$. We thus transport the mass from the point $\left(\xi(t, y), u(t, \xi(t, y)), \quad \arctan u_{x}(t, \xi(t, y))\right)$ to the corresponding point $(\tilde{\xi}(t, \tilde{y})$, $\left.\tilde{u}(t, \tilde{\xi}(t, \tilde{y})), \arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)$ with $\tilde{y}=\psi_{0}(y)$, except in the case where blow-up has occurred within time $t$ along one (or both) of the characteristics $\xi(\cdot, y), \tilde{\xi}(\cdot, \tilde{y})$. In this later case, the mass is transported to the point $\infty$.

To check (3.10), it suffices to show that a.e.

$$
\begin{aligned}
& \phi_{1}^{t}(\xi(t, y)) \cdot u_{x}^{2}(t, \xi(t, y)) \cdot \xi_{x}(t, y)=\phi_{2}^{t}\left(\psi^{t}(\xi(t, y))\right) \cdot\left(\psi^{t}\right)^{\prime}(\xi(t, y)) \\
& \cdot \xi_{x}(t, y) \cdot u_{x}^{2}\left(t, \psi^{t}(\xi(t, y))\right)
\end{aligned}
$$

$\underset{\tilde{z}}{\text { Since the relations }} \tilde{y}=\psi_{0}(y), \psi^{t}(\xi(t, y))=\tilde{\xi}(t, \tilde{y})$, and $\left(\psi^{t}\right)^{\prime}(\xi(t, y)) \cdot \xi_{x}(t, y)=$ $\tilde{\xi}_{x}\left(t, \psi_{0}(y)\right) \cdot \psi_{0}^{\prime}(y)$ all hold a.e., the desired identity holds a.e. on the complement of the set $\left\{y: \tilde{y}_{\tilde{\xi}}=\psi_{0}(y), T(y)>t, \tilde{T}(\tilde{y})>t\right\}$ where both sides equal zero since $\phi_{1}^{t}(\xi(t, y))=\phi_{2}^{t}(\tilde{\xi}(t, \tilde{y}))=0$. The identity holds also a.e. on the set $\left\{y: \tilde{y}=\psi_{0}(y)\right.$, $T(y)>t, \tilde{T}(\tilde{y})>t\}$ since there, in view of (2.9)-(2.10), it practically amounts to relation (3.10) for $\left(\phi_{1,0}, \phi_{2,0}, \psi_{0}\right)$.

In the following, our main goal is to provide an estimate on the time derivative of the function

$$
J(t)=J^{\left(\psi^{t}, \phi_{1}^{t}, \phi_{2}^{t}\right)}(u(t), \tilde{u}(t))
$$

Throughout the remainder of this section, by $\{\tilde{T}(\tilde{y})>t\}$ we understand the set of all $y \in \mathbb{R}$ such that $\psi_{0}(y)=\{\tilde{y}\}$ and $\tilde{T}(\tilde{y})_{\leq}^{>} t$. Since $u_{x}^{2}(t, \xi(t, y)) \cdot \xi_{x}(t, y)=\bar{u}_{x}^{2}(y)$ on $\{T(y)>t\}$ by $_{\tilde{\xi}}(2.9)-(2.10)$ and $\tilde{u}_{x}^{2}(t, \tilde{\xi}(t, \tilde{y})) \cdot \tilde{\xi}_{x}(t, \tilde{y})=\tilde{u}_{x}^{2}(0, \tilde{y})$ on $\{\tilde{T}(\tilde{y})>t\}$, while $\psi^{t}(\xi(t, y))=\tilde{\xi}(t, \tilde{y})$ for $\psi_{0}(y)=\{\tilde{y}\}$, performing the change of variables $y \mapsto \xi(t, y)$, we see that

$$
\begin{aligned}
J(t)= & \int_{\{T(y)>t, \tilde{T}(\tilde{y})>t\}} \min \{|\xi(t, y)-\tilde{\xi}(t, \tilde{y})|+|u(t, \xi(t, y))-\tilde{u}(t, \tilde{\xi}(t, \tilde{y}))| \\
& +\kappa_{0}\left|\arctan u_{x}(t, \xi(t, y))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right| \\
& +\kappa_{0} \int_{\{T(y)>t, \tilde{T}(\tilde{y})>t\}}\left(\frac{\pi}{2}+\arctan u_{x}(t, \xi(t, y))\right)\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& +\kappa_{0} \int_{\{T(y) \leq t \text { or } \tilde{T}(\tilde{y}) \leq t\}}\left(\frac{\pi}{2}+\arctan u_{x}(t, \xi(t, y))\right) \bar{u}_{x}^{2}(y) d y \\
& +\kappa_{0} \int_{\{T(y)>t, \tilde{T}(\tilde{y})>t\}}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& +\kappa_{0} \int_{\{T(y) \leq t \text { or } \tilde{T}(\tilde{y}) \leq t\}}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{aligned}
$$

To simplify notation, let

$$
\begin{gather*}
S(t)=\{T(y)>t, \tilde{T}(\tilde{y})>t\}, \quad S^{c}(t)=\mathbb{R}-S(t)  \tag{3.29}\\
E(t, y)=\min \left\{|u(t, \xi(t, y))-\tilde{u}(t, \tilde{\xi}(t, \tilde{y}))|+\kappa_{0} \mid \arctan u_{x}(t, \xi(t, y))\right. \\
-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))|+|\xi(t, y)-\tilde{\xi}(t, \tilde{y})| \\
\left.\kappa_{0}\left(\pi+\arctan u_{x}(t, \xi(t, y))+\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)\right\} \tag{3.30}
\end{gather*}
$$

Since for $h \geq 0$ we have

$$
\begin{equation*}
S(t+h) \subset S(t), \quad S^{c}(t) \subset S^{c}(t+h) \tag{3.31}
\end{equation*}
$$

we deduce that

$$
\begin{align*}
& J(t+h)-J(t)=\int_{S(t)}(E(t+h, y)-E(t, y)) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y  \tag{3.32}\\
& \quad-\int_{S(t) \backslash S(t+h)} E(t+h, y) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S(t)}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right)\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S(t)}\left(\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right. \\
& \quad-\kappa_{0} \int_{S(t) \backslash S(t+h)}\left(\frac{\pi}{2}+\arctan u_{x}(t+h, \xi(t+h, y))\right)\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& \quad-\kappa_{0} \int_{S(t) \backslash S(t+h)}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right)\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t)}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t)}\left(\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t+h) \backslash S^{c}(t)}\left(\frac{\pi}{2}+\arctan u_{x}(t+h, \xi(t+h, y))\right) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t+h) \backslash S^{c}(t)}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{align*}
$$

Noticing that $S(t) \backslash S(t+h)=S(t) \cap S^{c}(t+h)=S^{c}(t+h) \backslash S^{c}(t)$, we see that the combination of the fifth and ninth terms above, with that of the sixth and tenth, added to the second term, amount to

$$
\begin{align*}
& \kappa_{0} \int_{S(t) \backslash S(t+h)}\left(\frac{\pi}{2}+\arctan u_{x}(t+h, \xi(t+h, y))\right) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y  \tag{3.33}\\
& \quad+\kappa_{0} \int_{S(t) \backslash S(t+h)}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right) \phi_{2,0}(\tilde{y}) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& \quad-\int_{S(t) \backslash S(t+h)} E(t+h, y) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y \\
& =\kappa_{0} \int_{S(t) \backslash S(t+h)}\left(\pi+\arctan u_{x}(t+h, \xi(t+h, y))\right. \\
& \left.\quad+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y \\
& \quad-\int_{S(t) \backslash S(t+h)} E(t+h, y) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y
\end{align*}
$$

by (3.10) for $\left(\phi_{1,0}, \phi_{2,0}, \psi_{0}\right)$. In view of (3.29)-(3.30), on $S(t) \backslash S(t+h)$ we have that

$$
E(t+h, y)=\pi+\arctan u_{x}(t+h, \xi(t+h, y))+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))
$$

since at least one of the expressions $u_{x}(t+h, \xi(t+h, y))$ and $\tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))$ is precisely $-\infty$ on this set. Thus the whole expression (3.33) is identically zero. Therefore (3.32) yields

$$
\begin{align*}
& J(t+h)-J(t)=\int_{S(t)}(E(t+h, y)-E(t, y)) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y  \tag{3.34}\\
& \quad+\kappa_{0} \int_{S(t)}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right)\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S(t)}\left(\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))\right. \\
& \left.\quad-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t)}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right) \bar{u}_{x}^{2}(y) d y \\
& \quad+\kappa_{0} \int_{S^{c}(t)}\left(\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{align*}
$$

In view of (3.29), we have $S^{c}(t)=\{T(y) \leq t\} \cup\{\tilde{T}(\tilde{y}) \leq t\}$. On the set $\{T(y) \leq t\}$ we have $\arctan u_{x}(t+h, \xi(t+h, y))=\arctan u_{x}(t, \xi(t, y))=-\infty$ so that in the fourth term in (3.34) only the integral over $\{T(y)>t, \tilde{T}(\tilde{y}) \leq t\}$ might have a nonzero contribution. Thus the second and fourth terms in (3.34) combine to

$$
\begin{gather*}
\kappa_{0} \int_{\{T(y)>t\}}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right)  \tag{3.35}\\
\times \kappa_{0} \int_{\{\tilde{T}(\tilde{y}) \leq t<T(y)\}}\left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right) \\
\left.\times \phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
\times \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y
\end{gather*}
$$

Similarly, the third and fifth terms combine to

$$
\begin{align*}
& \kappa_{0} \int_{\{\tilde{T}(\tilde{y})>t\}}\left(\arctan \tilde{u}_{x}(t+h, \xi(t+h, \tilde{y}))\right.  \tag{3.36}\\
&\left.-\arctan \tilde{u}_{x}(t, \xi(t, \tilde{y}))\right)\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{aligned} r \begin{aligned}
& \left(\arctan \tilde{u}_{x}(t+h, \xi(t+h, \tilde{y}))\right.
\end{aligned} \quad \begin{aligned}
& \left.-\arctan \tilde{u}_{x}(t, \xi(t, \tilde{y}))\right) \phi_{2,0}(\tilde{y}) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{align*}
$$

To transform suitably the first term in (3.34), let us denote by $E^{1}(t, y)$ the first expression in the minimum (3.30), and by $E^{2}(t, y)$ the second. If $E(t, y)=E^{2}(t, y)$, then

$$
\begin{align*}
E(t+h, y)-E(t, y) \leq \kappa_{0} & \left(\arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y))\right.  \tag{3.37}\\
& \left.+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)
\end{align*}
$$

since $E(t+h, y) \leq E^{2}(t+h, y)$. On the other hand, if $E(t, y)=E^{1}(t, y)$, then the triangle inequality and the relation $E(t+h, y) \leq E^{1}(t+h, y)$ ensure that

$$
\begin{align*}
& E(t+h, y)-E(t, y) \leq|\xi(t+h, y)-\xi(t, y)+\tilde{\xi}(t+h, \tilde{y})-\tilde{\xi}(t, \tilde{y})|  \tag{3.38}\\
& \quad+|u(t+h, \xi(t+h, y))-\tilde{u}(t+h, \tilde{\xi}(t+h, \tilde{y}))-u(t, \xi(t, y))+\tilde{u}(t, \xi(t, \tilde{y}))| \\
& \quad+\kappa_{0} \mid \arctan u_{x}(t+h, \xi(t+h, y))-\arctan u_{x}(t, \xi(t, y)) \\
& \quad+\arctan \tilde{u}_{x}(t+h, \tilde{\xi}(t+h, \tilde{y}))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y})) \mid
\end{align*}
$$

Letting $h \downarrow 0$ in (3.34), and taking into account (3.38) and the considerations preceding it, we deduce that

$$
\begin{align*}
& \limsup _{h \downarrow 0} \frac{J(t+h)-J(t)}{h} \leq \kappa_{0} J_{0}(t)+\int_{S(t)} \phi_{1,0}(y) \bar{u}_{x}^{2}(y)\left|\frac{d}{d t} \xi(t, y)-\frac{d}{d t} \tilde{\xi}\left(t, \psi_{0}(y)\right)\right| d y  \tag{3.39}\\
& \quad+\int_{S(t)} \phi_{1,0}(y) \bar{u}_{x}^{2}(y)\left|\frac{d}{d t} u(t, \xi(t, y))-\frac{d}{d t} \tilde{u}\left(\tilde{\xi}\left(t, \psi_{0}(y)\right)\right)\right| d y \\
& \quad+\kappa_{0} \int_{S(t)} \phi_{1,0}(y) \bar{u}_{x}^{2}(y)\left|\frac{d}{d t} \arctan u_{x}(t, \xi(t, y))-\frac{d}{d t} \arctan \tilde{u}_{x}\left(\tilde{\xi}\left(t, \psi_{0}(y)\right)\right)\right| d y
\end{align*}
$$

where

$$
\begin{aligned}
J_{0}(t)= & \int_{[T(y)>t]}\left(1-\phi_{1,0}(y)\right)\left[\frac{d}{d t} \arctan u_{x}(t, \xi(t, y))\right] \bar{u}_{x}^{2}(y) d y \\
& +\int_{[\tilde{T}(\tilde{y})>t]}\left(1-\phi_{2,0}(\tilde{y})\right)\left[\frac{d}{d t} \arctan \tilde{u}_{x}(t, \xi(t, \tilde{y}))\right] \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} \\
& +\int_{[\tilde{T}(\tilde{y}) \leq t<T(y)]} \phi_{1,0}(y)\left[\frac{d}{d t} \arctan u_{x}(t, \xi(t, y))\right] \bar{u}_{x}^{2}(y) d y \\
& +\int_{[T(y) \leq t<\tilde{T}(\tilde{y})]} \phi_{2,0}(\tilde{y})\left[\frac{d}{d t} \arctan \tilde{u}_{x}(t, \xi(t, \tilde{y}))\right] \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} \leq 0
\end{aligned}
$$

the last inequality being true by (2.4).
Before proceeding with further analysis of (3.39), we establish a few a priori bounds. From (2.22) we get

$$
\begin{equation*}
\left|\frac{d}{d t} \xi(t, y)-\frac{d}{d t} \tilde{\xi}(t, \tilde{y})\right|=|u(t, \xi(t, y))-\tilde{u}(t, \tilde{\xi}(t, \tilde{y}))| \tag{3.40}
\end{equation*}
$$

Also, note that if $v=\arctan z(t)$ and $\dot{z}=-\frac{z^{2}}{2}$, then

$$
\dot{v}=-\frac{z^{2}}{2+2 z^{2}}=-\frac{1}{2} \sin ^{2} v
$$

Since $\left|\sin ^{2} \alpha-\sin ^{2} \beta\right| \leq|\alpha-\beta|$ by the mean-value theorem as $\left|\left(\sin ^{2} z\right)^{\prime}\right|=2|\sin z \cos z|$ $=|\sin (2 z)| \leq 1$, we infer three useful facts if we set $z=u_{x}(t, \xi(t, x))$. First of all,

$$
\begin{equation*}
\frac{d}{d t} \arctan u_{x}(t, \xi(t, y)), \frac{d}{d t} \arctan \tilde{u}_{x}(t, \tilde{u}(t, \tilde{\xi}(t, \tilde{y}))) \leq 0 \tag{3.41}
\end{equation*}
$$

Second,

$$
\begin{align*}
& \left|\frac{d}{d t} \arctan u(t, \xi(t, y))-\frac{d}{d t} \arctan \tilde{u}(t, \tilde{\xi}(t, \tilde{y}))\right|  \tag{3.42}\\
& \quad \leq \frac{1}{2}\left|\arctan u_{x}(t, \xi(t, y))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right|
\end{align*}
$$

Furthermore, if $\arctan z \leq-\frac{\pi}{4}$, then $\sin (\arctan z) \in\left[-1,-\frac{1}{\sqrt{2}}\right]$, so that

$$
\begin{equation*}
\frac{d}{d t} \arctan u_{x}(t, \xi(t, y)) \leq-\frac{1}{4} \quad \text { if } \quad \arctan u_{x}(t, \xi(t, y)) \leq-\frac{\pi}{4} \tag{3.43}
\end{equation*}
$$

On the other hand, using first (2.21) and then (2.18), we have

$$
\begin{aligned}
&\left|\frac{d}{d t} u\left(t, \xi\left(t, y_{0}\right)\right)-\frac{d}{d t} \tilde{u}\left(t, \tilde{\xi}\left(t, \tilde{y}_{0}\right)\right)\right|=\left|\varphi\left(t, y_{0}\right)-\tilde{\varphi}\left(t, \tilde{y}_{0}\right)\right| \\
& \left.=\frac{1}{4} \right\rvert\, \int_{\{T(y)>t\}} \operatorname{sign}\left(y_{0}-y\right) \bar{u}_{x}^{2}(y) d y-\int_{\{\tilde{T}(\tilde{y})>t\}} \operatorname{sign}\left(\tilde{y}_{0}-\tilde{y}\right) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} \mid \\
& \left.=\frac{1}{4} \right\rvert\, \int_{-\infty}^{y_{0}} \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y-\int_{-\infty}^{\tilde{y}_{0}} \tilde{u}_{x}^{2}(0, \tilde{y}) \chi_{[\tilde{T}(\tilde{y})>t]} d \tilde{y} \\
&-\int_{y_{0}}^{\infty} \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y-\int_{\tilde{y}_{0}}^{\infty} \tilde{u}_{x}^{2}(0, \tilde{y}) \chi_{[\tilde{T}(\tilde{y})>t]} d \tilde{y} \mid \\
& \left.=\frac{1}{4} \right\rvert\, \int_{-\infty}^{y_{0}} \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y-\int_{-\infty}^{y_{0}} \tilde{u}_{x}^{2}\left(0, \psi_{0}(y)\right) \chi_{[\tilde{T}(\tilde{y})>t]} \psi_{0}^{\prime}(y) d y \\
&-\int_{y_{0}}^{\infty} \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y-\int_{y_{0}}^{\infty} \tilde{u}_{x}^{2}\left(0, \psi_{0}(y)\right) \chi_{[\tilde{T}(\tilde{y})>t]} \psi_{0}^{\prime}(y) d y \mid \\
& \left.=\frac{1}{4} \right\rvert\, \int_{-\infty}^{y_{0}}\left(1-\phi_{1,0}(y)+\phi_{1,0}(y) \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y\right. \\
&-\int_{-\infty}^{y_{0}}\left(1-\phi_{2,0}\left(\psi_{0}(y)\right)+\phi_{2,0}\left(\psi_{0}(y)\right)\right) \tilde{u}_{x}^{2}\left(0, \psi_{0}(y)\right) \chi_{[\tilde{T}(\tilde{y})>t]} \psi_{0}^{\prime}(y) d y \\
&-\int_{y_{0}}^{\infty}\left(1-\phi_{1,0}(y)+\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) \chi_{[T(y)>t]} d y \\
&-\int_{y_{0}}^{\infty}\left(1-\phi_{2,0}\left(\psi_{0}(y)\right)+\phi_{2,0}\left(\psi_{0}(y)\right)\right) \tilde{u}_{x}^{2}\left(0, \psi_{0}(y)\right) \chi_{[\tilde{T}(\tilde{y})>t]} \psi_{0}^{\prime}(y) d y \mid
\end{aligned}
$$

after performing in the next to last step in two of the integrals the change of variables $\tilde{y}=\psi_{0}(y)$. Since equation (3.10) for $\left(\psi_{0}, \phi_{1,0}, \phi_{2,0}\right)$ ensures that $\phi_{1,0}(y) \bar{u}_{x}^{2}(y)=$ $\phi_{2,0}\left(\psi_{0}(y)\right) \tilde{u}_{x}^{2}\left(0, \psi_{0}(y)\right) \psi_{0}^{\prime}(y)$ a.e. on $S(t)$, we deduce that

$$
\begin{align*}
& \left|\frac{d}{d t} u\left(t, \xi\left(t, y_{0}\right)\right)-\frac{d}{d t} \tilde{u}\left(t, \tilde{\xi}\left(t, \tilde{y}_{0}\right)\right)\right|  \tag{3.44}\\
& \quad \leq \frac{1}{4} \int_{[T(y)>t]}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y+\frac{1}{4} \int_{[\tilde{T}(\tilde{y})>t]}\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} \\
& \quad+\frac{1}{4} \int_{[\tilde{T}(\tilde{y}) \leq t<T(y)]} \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y+\frac{1}{4} \int_{[T(y) \leq t<\tilde{T}(\tilde{y})]} \phi_{2,0}(\tilde{y}) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} .
\end{align*}
$$

Let us now introduce the following sets:

$$
\begin{aligned}
& S_{1}=\left\{y \in \mathbb{R}: \arctan u_{x}(t, \xi(t, y)) \leq-\frac{\pi}{4} \quad \text { and } \quad \arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y})) \leq-\frac{\pi}{4}\right\} \\
& S_{2}=\left\{y \in \mathbb{R}: \arctan u_{x}(t, \xi(t, y))>-\frac{\pi}{4} \quad \text { and } \quad \arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))>-\frac{\pi}{4}\right\} \\
& S_{3}=\left\{y \in \mathbb{R}: \arctan u_{x}(t, \xi(t, y))>-\frac{\pi}{4} \geq \arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right\} \\
& S_{4}=\left\{y \in \mathbb{R}: \arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))>-\frac{\pi}{4} \geq \arctan u_{x}(t, \xi(t, y))\right\}
\end{aligned}
$$

The integral on the right-hand side of (3.44) over $S_{1}$ is, in view of (3.43), bounded from above by $\left|J_{0}(t)\right|=-J_{0}(t)$. The integral over $S_{2}$ is, in view of the formula for $J(t)$ preceding relation (2.29), bounded from above by $\frac{J(t)}{\pi \kappa_{0}}$. To evaluate the contribution over the integral over $S_{3}$, notice that the same formula for $J(t)$ yields

$$
\begin{aligned}
J(t) & \geq \kappa_{0} \int_{S(t) \cap S_{3}}\left(\arctan u_{x}(t, \xi(t, y))-\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right) \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y \\
& +\kappa_{0} \int_{S(t) \cap S_{3}}\left(\frac{\pi}{2}+\arctan u_{x}(t, \xi(t, y))\right)\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& +\kappa_{0} \int_{S^{c}(t) \cap S_{3}}\left(\frac{\pi}{2}+\arctan u_{x}(t, \xi(t, y))\right) \bar{u}_{x}^{2}(y) d y \\
& +\kappa_{0} \int_{S(t) \cap S_{3}}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right)\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& +\kappa_{0} \int_{S^{c}(t) \cap S_{3}}\left(\frac{\pi}{2}+\arctan \tilde{u}_{x}(t, \tilde{\xi}(t, \tilde{y}))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y
\end{aligned}
$$

Using (3.10), the sum of the first and fourth terms is larger than

$$
\begin{aligned}
& \kappa_{0} \int_{S(t) \cap S_{3}}\left(\frac{\pi}{2}+\arctan u_{x}(t, \xi(t, y))\right) \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y \\
& \quad \geq \frac{\kappa_{0} \pi}{4} \int_{S(t) \cap S_{3}} \tilde{u}_{x}^{2}(0, \tilde{y}) \psi_{0}^{\prime}(y) d y=\frac{\kappa_{0} \pi}{4} \int_{S(t) \cap S_{3}} \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y} \\
& \quad \geq \frac{\kappa_{0} \pi}{4} \int_{S(t) \cap S_{3}}\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y}=\frac{\kappa_{0} \pi}{4} \int_{[\tilde{T}(\tilde{y})>t] \cap S_{3}}\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y}
\end{aligned}
$$

with the last equality enforced by $S_{3} \subset[T(y)>t]$. The second term is bounded from below by

$$
\begin{aligned}
& \frac{\kappa_{0} \pi}{4} \int_{S(t) \cap S_{3}}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y=\frac{\kappa_{0} \pi}{4} \int_{[T(y)>t] \cap S_{3}}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& -\frac{\kappa_{0} \pi}{4} \int_{[T(y)>t \geq \tilde{T}(\tilde{y})] \cap S_{3}}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y=\frac{\kappa_{0} \pi}{4} \int_{[T(y)>t] \cap S_{3}}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y \\
& -\frac{\kappa_{0} \pi}{4} \int_{[T(y)>t \geq \tilde{T}(\tilde{y})] \cap S_{3}} \bar{u}_{x}^{2}(y) d y+\frac{\kappa_{0} \pi}{4} \int_{[T(y)>t \geq \tilde{T}(\tilde{y})] \cap S_{3}} \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y
\end{aligned}
$$

if we recall (3.10). The third term is bounded from below by

$$
\frac{\kappa_{0} \pi}{4} \int_{S^{c}(t) \cap S_{3}} \bar{u}_{x}^{2}(y) d y \geq \frac{\kappa_{0} \pi}{4} \int_{[T(y)>t \geq \tilde{T}(\tilde{y})] \cap S_{3}} \bar{u}_{x}^{2}(y) d y
$$

Summing up, we get

$$
\begin{aligned}
& J(t) \geq \frac{\kappa \pi}{4}\left\{\int_{[T(y)>t] \cap S_{3}}\left(1-\phi_{1,0}(y)\right) \bar{u}_{x}^{2}(y) d y+\int_{[\tilde{T}(\tilde{y})>t] \cap S_{3}}\left(1-\phi_{2,0}(\tilde{y})\right) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y}\right. \\
&\left.+\int_{[\tilde{T}(\tilde{y}) \leq t<T(y)] \cap S_{3}} \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y+\int_{[T(y) \leq t<\tilde{T}(\tilde{y})] \cap S_{3}} \phi_{2,0}(\tilde{y}) \tilde{u}_{x}^{2}(0, \tilde{y}) d \tilde{y}\right\},
\end{aligned}
$$

since the last term on the right is zero as $S_{3} \subset[T(y)>t]$. A similar relation holds with $S_{4}$ instead of $S_{3}$. Consequently, putting together all this information about the various inequalities valid on the disjoint sets $S_{1}, S_{2}, S_{3}$, and $S_{4}$, we conclude by (3.44) that

$$
\begin{equation*}
\left|\frac{d}{d t} u\left(t, \xi\left(t, y_{0}\right)\right)-\frac{d}{d t} \tilde{u}\left(t, \tilde{\xi}\left(t, \tilde{y}_{0}\right)\right)\right| \leq-J_{0}(t)+\frac{3 J(t)}{\kappa_{0} \pi} \tag{3.45}
\end{equation*}
$$

To obtain now a suitable estimate on
$\underset{h \downarrow 0}{\limsup } \frac{J(t+h)-J(t)}{h}=\limsup _{h \downarrow 0} \int_{S(t)} \frac{E(t+h, y)-E(t, y)}{h} \phi_{1,0}(y) \bar{u}_{x}^{2}(y) d y+\kappa_{0} J_{0}(t)$
we distinguish two cases. If $E(t, y)$ is the second component $E^{2}(t, y)$ of the minimum in (3.30), then by (3.37) and (3.41) we can estimate the contribution of the first term in (3.46) by zero from above. On the other hand, if the minimum is $E^{1}(t, y)$, then the first integral term in (3.46) is not larger (pointwise) than the nonnegative expression

$$
\left(E(t, y)+\frac{3 J(t)}{\kappa_{0} \pi}-J_{0}(t)\right) \phi_{1,0}(y) \bar{u}_{x}^{2}(y)
$$

in view of the estimates (3.40), (3.42), and (3.45). We conclude that

$$
\limsup _{h \downarrow 0} \frac{J(t+h)-J(t)}{h} \leq J(t)+\left(\frac{3 J(t)}{\kappa_{0} \pi}-J_{0}(t)\right)\left\|\bar{u}_{x}^{2}\right\|_{L^{1}(\mathbb{R})}+\kappa_{0} J_{0}(t) .
$$

Since $J_{0}(t) \leq 0$, choosing the constant $\kappa_{0} \doteq\left\|\bar{u}_{x}^{2}\right\|_{\mathbf{L}^{1}(\mathbb{R})}$ we now have

$$
\frac{d}{d t} J^{\left(\psi^{t}, \phi_{1}^{t}, \phi_{2}^{t}\right)}(u(t), v(t)) \leq 2 J^{\left(\psi^{t}, \phi_{1}^{t}, \phi_{2}^{t}\right)}(u(t), v(t))
$$

Optimizing over all triples $\left(\psi^{0}, \phi_{1}^{0}, \phi_{2}^{0}\right)$ we conclude

$$
\begin{equation*}
J(u(t), v(t)) \leq J(u(0), v(0)) e^{2 t}, \quad t \geq 0 \tag{3.47}
\end{equation*}
$$

Summing up the considerations made above, we proved the following result.
Theorem 3.1. The trajectories $t \mapsto u(t)$ of (1.1) constructed in Theorem 2.1 are locally Lipschitz continuous as maps from $[0, \infty)$ into the metric space $\mathcal{X}$ equipped with the distance functional J. Moreover, the distance between two trajectories is also locally Lipschitz continuous as a map from $[0, \infty)$ into $\mathcal{X}$.
4. Concluding remarks. The following example shows that, in some sense, our distance functional $J$ in (3.11) is "sharp." Indeed, the convergence of the initial data in $\mathbf{L}^{\infty}(\mathbb{R}) \cap \mathbf{L}^{1}(\mathbb{R})$ together with the weak convergence of the derivatives $\bar{u}_{x}$ and $\bar{u}_{x}^{2}$ in $\mathbf{L}^{2}(\mathbb{R})$ does not guarantee the convergence of the corresponding solutions at later times $t>0$.

Example 1. Consider the functions $f, g:[0,1] \mapsto[0,1]$ defined as

$$
f(x) \doteq\left\{\begin{array} { l l } 
{ 1 - 2 x } & { \text { if } x \in [ 0 , 1 / 2 ] , } \\
{ 0 } & { \text { if } x \in [ 1 / 2 , 1 ] , }
\end{array} \quad g ( x ) \doteq \left\{\begin{array}{ll}
1-3 x & \text { if } x \in[0,1 / 6] \\
1 / 2 & \text { if } x \in[1 / 6,1 / 2] \\
1-x & \text { if } x \in[1 / 2,1]
\end{array}\right.\right.
$$

Observe that

$$
\int_{0}^{1} f^{\prime}(x) d x=\int_{0}^{1} g^{\prime}(x) d x=-1, \quad \int_{0}^{1}\left[f^{\prime}(x)\right]^{2} d x=\int_{0}^{1}\left[g^{\prime}(x)\right]^{2} d x=2
$$

Next, consider the function

$$
h(x) \doteq \begin{cases}1-|x| & \text { if }|x| \leq 1 \\ 0 & \text { if }|x| \geq 1\end{cases}
$$

and define the sequences of initial values

$$
\begin{aligned}
& \bar{u}_{n}(x)= \begin{cases}h(x) & \text { if } x \notin[0,1], \\
h(i / n)+\frac{1}{n} f(n x-i+1) & \text { if } x \in\left[\frac{i-1}{n}, \frac{i}{n}\right], \quad i=1, \ldots, n,\end{cases} \\
& \bar{v}_{n}(x)= \begin{cases}h(x) & \text { if } x \notin[0,1], \\
h(i / n)+\frac{1}{n} g(n x-i+1) & \text { if } x \in\left[\frac{i-1}{n}, \frac{i}{n}\right], \quad i=1, \ldots, n .\end{cases}
\end{aligned}
$$

Letting $n \rightarrow \infty$ we now have the strong convergence $\left\|\bar{u}_{n}-\bar{v}_{n}\right\|_{\mathbf{L}^{\infty}(\mathbb{R})} \rightarrow 0$. Moreover, by construction it is easy to see that at each point $x \in[0,1]$,

$$
\lim _{n \rightarrow \infty} \int_{0}^{x}\left(\left(\bar{u}_{n}\right)_{x}(y)-\left(\bar{v}_{n}\right)_{x}(y)\right) d y=\lim _{n \rightarrow \infty} \int_{0}^{x}\left(\left(\bar{u}_{n}\right)_{x}^{2}(y)-\left(\bar{v}_{n}\right)_{x}^{2}(y)\right) d y=0
$$

so that in $\mathbf{L}^{2}[0,1]$ one has the weak convergence

$$
\left(\bar{u}_{n}\right)_{x}-\left(\bar{v}_{n}\right)_{x} \rightharpoonup 0, \quad\left(\bar{u}_{n}\right)_{x}^{2}-\left(\bar{v}_{n}\right)_{x}^{2} \rightharpoonup 0
$$

since both sequences are bounded in $\mathbf{L}^{2}[0,1]$ and the previous observation identifies the zero function as the only possible weak limit. However,

$$
u(t) \doteq \lim _{n \rightarrow \infty} u_{n}(t) \neq \lim _{n \rightarrow \infty} v_{n}(t) \doteq v(t)
$$

for every $t \in(2 / 3,1)$, where $T=2 / 3$ is the time at which the gradients of the functions $v_{n}$ blow up. The last assertion follows at once from (2.27).

We also would like to highlight the importance of requiring that the transport map $\psi$ in (3.10) be monotone nondecreasing. If in (3.11) we were to take the minimization over all maps $\psi$, not necessarily monotone, we would obtain the classical Kantorovich-Rubinstein distance between measures, which generates the weak topology on the space of bounded, positive measures [V]. By restricting ourselves to monotone nondecreasing maps $\psi$, the corresponding distance functional generates a much stronger topology.

Example 2. Consider the sequence of Lipschitz functions

$$
u^{m}(x) \doteq \begin{cases}0 & \text { if } x \notin[0,1] \\ x-(i-1) / m & \text { if }(i-1) / m \leq x \leq(2 i-1) / 2 m, \quad i=1, \ldots, m \\ i / m-x & \text { if }(2 i-1) / 2 m \leq x \leq i / m,\end{cases}
$$

In this case, $u_{x}= \pm 1$ and $\arctan u_{x}= \pm \pi / 4$. The corresponding measures $\mu^{u^{m}}$ defined at (3.9) converge weakly to the measure $\mu$ on $\mathbb{R}^{2} \times[-\pi / 2, \pi / 2]$ defined as
$\mu(A) \doteq \frac{1}{2} \operatorname{meas}\{x \in[0,1] ;(x, 0, \pi / 4) \in A\}+\frac{1}{2} \operatorname{meas}\{x \in[0,1] ; \quad(x, 0,-\pi / 4) \in A\}$.
In particular, these measures form a Cauchy sequence in the Kantorovich metric. However, these same functions $u^{m}$ do not form a Cauchy sequence with respect to the distance $J$. Indeed, let $m<n$. Notice that in our case $\kappa_{0} \doteq\left\|\bar{u}_{x}^{2}\right\|_{\mathbf{L}^{1}(\mathbb{R})}=1$. Consider the open intervals

$$
\left.I_{i}^{m+}=\right] \frac{i-1}{m}, \frac{2 i-1}{2 m}\left[, \quad I_{i}^{m-}=\right] \frac{2 i-1}{2 m}, \frac{i}{m}[
$$

where $u_{x}^{m}$ takes the values +1 and -1 , respectively. Define the intervals $I_{j}^{n+}, I_{j}^{n-}$ similarly. Now consider any transportation plan ( $\psi, \phi_{1}, \phi_{2}$ ) relating $u^{m}$ to $u^{n}$ via (3.10), with $\psi$ nondecreasing. For each $i=1, \ldots, m$, call $\nu_{i}$ the number of distinct intervals $I_{j}^{n+}$ which intersect the image $\psi\left(I_{i}^{m+}\right)$. Since $\psi$ is monotone, if $\nu_{i} \geq 2$, this implies that the image $\psi\left(I_{i}^{m+}\right)$ entirely covers at least $\nu_{i}-1$ distinct intervals $I_{j}^{n-}$. Because $u_{x}^{m}=1$ on $I_{i}^{m+}$ and $u_{x}^{n}=-1$ on each $I_{j}^{n-}$, on the union of these intervals $I_{j}^{n-}$ we have $\arctan u_{x}^{m}(\psi(x))=-\arctan u_{x}^{n}(x)=\frac{\pi}{4}$ so that the integrand contribution from the first two parts of (3.11) is pointwise larger than $\frac{\pi}{2} \phi_{1}(x)+\frac{\pi}{4}\left(1-\phi_{1}(x)\right) \geq \frac{\pi}{4}$, which therefore accounts for a cost $\geq \pi\left(\nu_{i}-1\right) / 8 n$. Next, if $\nu_{1}+\cdots+\nu_{m}=n^{*}<n$, there must be $n-n^{*}$ intervals $I_{j(1)}^{n+}, \ldots, I_{j\left(n^{*}-n\right)}^{n^{+}}$which do not intersect any of the sets $\psi\left(I_{i}^{m+}\right)$ for $i=1, \ldots, m$. These intervals must be contained in the image of some $I_{i}^{m-}$, or in the image of the set $\psi(\mathbb{R} \backslash[0,1])$, where $u^{m} \equiv 0$. This accounts for a cost $\geq \pi\left(n-n^{*}\right) / 4 n$.

The above argument shows that, for any $m<n$, the cost of any transportation plan relating $u^{m}$ to $u^{n}$ is bounded below by

$$
J^{\left(\psi, \phi_{1}, \phi_{2}\right)}\left(u^{m}, u^{n}\right) \geq \frac{\pi}{8 n} \cdot \max \left\{\sum_{i=1}^{m}\left(\nu_{i}-1\right), n-\sum_{i=1}^{m} \nu_{i}\right\} \geq \frac{\pi}{8 n} \cdot \frac{n-m}{2}
$$

For any fixed $m$, the right-hand side approaches $\pi / 16$ as $n \rightarrow \infty$. Therefore, the above is not a Cauchy sequence in our transportation metric.
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#### Abstract

In this paper, we consider Maxwell's equations in a bi-isotropic and inhomogeneous medium. We discuss an inverse problem of determining the coefficients $\varepsilon, \zeta, \mu$ in the constitutive relations from a finite number of interior measurements. We prove a Lipschitz stability estimate for the inverse problem by applying the argument on the basis of Carleman estimate.
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1. Introduction and main results. We consider Maxwell's equations in a biisotropic and inhomogeneous medium:

$$
\begin{cases}\partial_{t} D(x, t)-\nabla \times H(x, t)=0, & (x, t) \in Q  \tag{1.1}\\ \partial_{t} B(x, t)+\nabla \times E(x, t)=0, & (x, t) \in Q \\ \nabla \cdot D(x, t)=\nabla \cdot B(x, t)=0, & (x, t) \in Q \\ D(x, 0)=d(x), \quad B(x, 0)=b(x), & x \in \Omega \\ \nu(x) \times E(x, t)=q(x, t), & (x, t) \in \Sigma\end{cases}
$$

with the constitutive relations

$$
\begin{cases}D(x, t)=\varepsilon(x) E(x, t)+\zeta(x) H(x, t), & (x, t) \in Q  \tag{1.2}\\ B(x, t)=\zeta(x) E(x, t)+\mu(x) H(x, t), & (x, t) \in Q\end{cases}
$$

Here and henceforth $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, \partial_{t}=\frac{\partial}{\partial t}, \partial_{k}=\frac{\partial}{\partial x_{k}}$ for $k=1,2,3, \nabla=\left(\partial_{1}\right.$, $\left.\partial_{2}, \partial_{3}\right)^{\mathrm{T}}, \Delta$ is the Laplacian in $x, Q=\Omega \times(-T, T), \Omega$ is a bounded domain in $\mathbb{R}^{3}$ with $C^{2}$-boundary $\partial \Omega, \Sigma=\partial \Omega \times(-T, T)$ and $\nu(x)=\left(\nu_{1}(x), \nu_{2}(x), \nu_{3}(x)\right)^{\mathrm{T}}$ is the outward unit normal vector to $\partial \Omega$ at $x$. In (1.1),

$$
\begin{aligned}
D(x, t)=\left(D_{1}(x, t), D_{2}(x, t), D_{3}(x, t)\right)^{\mathrm{T}}: & \text { the electric flux density, } \\
B(x, t)=\left(B_{1}(x, t), B_{2}(x, t), B_{3}(x, t)\right)^{\mathrm{T}}: & \text { the magnetic flux density, } \\
E(x, t)=\left(E_{1}(x, t), E_{2}(x, t), E_{3}(x, t)\right)^{\mathrm{T}}: & \text { the electric field, } \\
H(x, t)=\left(H_{1}(x, t), H_{2}(x, t), H_{3}(x, t)\right)^{\mathrm{T}}: & \text { the magnetic field. }
\end{aligned}
$$

$d(x), b(x), q(x, t)$ are given vector-valued functions and $\varepsilon(x), \zeta(x), \mu(x)$ are real-valued functions. Here and henceforth. ${ }^{\mathrm{T}}$ denotes the transposes of vectors or matrices under the consideration.

Our consideration is based on some physical background. In fact, there exist materials which can exhibit the magnetoelectric effect. For example, we can consider

[^55]some magnetic crystals such as antiferromagnetic $\mathrm{Cr}_{2} \mathrm{O}_{3}$ and ferromagnetic $\mathrm{GaFeO}_{3}$ (cf. [24, 21]). For details, we refer to $[24,5,21,22]$. The constitutive relations for magnetoelectric media can be written in the following form (cf. [24, 5]):
\[

\left\{$$
\begin{array}{l}
D=\bar{\varepsilon} E+\bar{\zeta} H \\
B=\bar{\zeta}^{\mathrm{T}} E+\bar{\mu} H
\end{array}
$$\right.
\]

where the three $3 \times 3$ matrices $\bar{\varepsilon}, \bar{\mu}$, and $\bar{\zeta}$ are the permittivity tensor, the permeability tensor, and the Dzyaloshinskii magnetoelectric tensor, respectively. This paper is concerned with the bi-isotropic case, that is, $\bar{\varepsilon}=\varepsilon \mathbf{I}_{3}, \bar{\zeta}=\zeta \mathbf{I}_{3}$, and $\bar{\mu}=\mu \mathbf{I}_{3}$, where $\varepsilon$, $\zeta$ and $\mu$ are real-valued functions of $x$ and $\mathbf{I}_{3}$ denotes the $3 \times 3$ unit matrix.

In this paper, we first consider the following.
Inverse problem: Let $\omega \subset \Omega$ satisfy $\partial \Omega \subset \partial \omega$ and $T>0$ be suitably given. Then determine $\varepsilon(x), \zeta(x), \mu(x)$ for $x \in \Omega$ from the observation data

$$
D(x, t), \quad B(x, t), \quad(x, t) \in Q_{\omega} \equiv \omega \times(-T, T)
$$

To the author's best knowledge, in the existing papers, inverse problems of determining all the coefficients for Maxwell's equations are mainly considered for the classical isotropic case. The purpose of this paper is to prove the Lipschitz stability for the inverse problem in a more general media. For other inverse problems for Maxwell's equations, we refer to Romanov [26], Romanov and Kabanikhin [27], Sun and Uhlmann [28], Yamamoto [29, 30], and Li and Yamamoto [23].

To state our main results, we introduce the notations. For the coefficients $\varepsilon, \zeta$, $\mu$ in the constitutive relations (1.2), we set $\epsilon=(\varepsilon, \zeta, \mu)$. By $D[\epsilon ; \Phi](\cdot), B[\epsilon ; \Phi](\cdot)$, $E[\epsilon ; \Phi](\cdot)$, and $H[\epsilon ; \Phi](\cdot)$, we denote the solution of (1.1) and (1.2) with the initial and boundary conditions $\Psi \equiv(d, b, q)$.

To guarantee the uniqueness in the inverse problem, we will use two sets of initial and boundary data: $\Phi(j)=\left(d^{j}, b^{j}, q^{j}\right), j=1,2$. For the sake of convenience, we assume that $d^{j}, b^{j}$, and $q^{j}(j=1,2)$ are sufficiently smooth and satisfy sufficient compatibility conditions so that $D[\epsilon ; \Phi], B[\epsilon ; \Phi] \in\left(W^{2, \infty}(Q)\right)^{3}$. Denote by $\mathbb{G}$ the $12 \times 9$ matrix

$$
\left(\begin{array}{ccccccccc}
0 & e_{1} \times d^{1} & e_{1} \times b^{1} & 0 & e_{2} \times d^{1} & e_{2} \times b^{1} & 0 & e_{3} \times d^{1} & e_{3} \times b^{1} \\
e_{1} \times d^{1} & e_{1} \times b^{1} & 0 & e_{2} \times d^{1} & e_{2} \times b^{1} & 0 & e_{3} \times d^{1} & e_{3} \times b^{1} & 0 \\
0 & e_{1} \times d^{2} & e_{1} \times b^{2} & 0 & e_{2} \times d^{2} & e_{2} \times b^{2} & 0 & e_{3} \times d^{2} & e_{3} \times b^{2} \\
e_{1} \times d^{2} & e_{1} \times b^{2} & 0 & e_{2} \times d^{2} & e_{2} \times b^{2} & 0 & e_{3} \times d^{2} & e_{3} \times b^{2} & 0
\end{array}\right)
$$

where $e_{1}=(1,0,0)^{\mathrm{T}}, e_{2}=(0,1,0)^{\mathrm{T}}$, and $e_{3}=(0,0,1)^{\mathrm{T}}$.
For $W=\left(w_{1}, w_{2}, \ldots, w_{n}\right)^{\mathrm{T}}$, we set $|W|^{2}=\sum_{k=1}^{n}\left|w_{k}\right|^{2}$. Furthermore, $L^{2}(\Omega)$, $H^{1}\left(Q_{\omega}\right)$, etc. denote usual Sobolev spaces.

Let $\lambda=\inf _{x \in \bar{\Omega}}|x|$ and $\Lambda=\sup _{x \in \bar{\Omega}}|x|$. We assume that

$$
\begin{equation*}
0<\Lambda^{2}<2 \lambda^{2} \tag{1.3}
\end{equation*}
$$

We introduce an admissible set of unknown coefficients $\epsilon=(\varepsilon, \zeta, \mu), \widetilde{\epsilon}=(\widetilde{\varepsilon}, \widetilde{\zeta}, \widetilde{\mu})$ :

$$
\begin{gathered}
\mathcal{U}=\mathcal{U}_{M, \theta_{0}, \theta_{1}, \epsilon_{0}}=\left\{(\varepsilon, \zeta, \mu) \in\left(C^{2}(\bar{\Omega})\right)^{3}: \quad(\varepsilon, \zeta, \mu)=\epsilon_{0} \text { on } \partial \Omega ;\right. \\
\|\varepsilon\|_{C^{2}(\bar{\Omega})},\|\zeta\|_{C^{2}(\bar{\Omega})},\|\mu\|_{C^{2}(\bar{\Omega})},\left\|\nabla\left(\varepsilon \mu-\zeta^{2}\right)\right\|_{(C(\bar{\Omega}))^{3}}<M ; \varepsilon, \mu, \varepsilon \mu-\zeta^{2}>\theta_{1} \text { on } \bar{\Omega} ; \\
\frac{x \cdot \nabla\left(\varepsilon \mu-\zeta^{2}\right)}{2\left(\epsilon \mu-\zeta^{2}\right)}>-\theta_{0} \text { on } \bar{\Omega} ;\|D[\epsilon ; \Phi(j)]\|_{\left(W^{2, \infty}(Q)\right)^{3}},\|B[\epsilon ; \Phi(j)]\|_{\left.\left(W^{2, \infty}(Q)\right)^{3}<M \text { for } j=1,2\right\},}
\end{gathered}
$$

where the constants $M>0,0<\theta_{0}<1, \theta_{1}>0$ and a smooth vector-valued function $\epsilon_{0}=\left(\varepsilon_{0}, \zeta_{0}, \mu_{0}\right)$ on $\partial \Omega$ are given. Furthermore, we take a positive constant $\beta$ such that

$$
\begin{equation*}
0<\beta<\frac{-\lambda \sqrt{\theta_{1}}+\sqrt{\lambda^{2} \theta_{1}+4 \theta_{1}^{2}\left(1-\theta_{0}\right)}}{2 M \theta_{1}} . \tag{1.4}
\end{equation*}
$$

The following is our main result.
Theorem 1.1 (stability). We assume (1.3), (1.4), and

$$
\begin{equation*}
\frac{\sqrt{\Lambda^{2}-\lambda^{2}}}{\beta}<T \tag{1.5}
\end{equation*}
$$

Furthermore, we assume that there exists a constant $\theta_{2}>0$ such that
(1.6) the absolute value of one of the $9 \times 9$ minors of $\mathbb{G}(x) \geq \theta_{2}, \quad$ for all $x \in \bar{\Omega}$.

Then there exists a constant $K=K\left(\Omega, T, \Phi(1), \Phi(2), M, \theta_{0}, \theta_{1}, \theta_{2}, \epsilon_{0}\right)>0$ such that

$$
\begin{equation*}
\|\widetilde{\varepsilon}-\varepsilon\|_{L^{2}(\Omega)}+\|\widetilde{\zeta}-\zeta\|_{L^{2}(\Omega)}+\|\widetilde{\mu}-\mu\|_{L^{2}(\Omega)} \leq K \Theta \tag{1.7}
\end{equation*}
$$

for all $\epsilon=(\varepsilon, \zeta, \mu) \in \mathcal{U}$ and $\widetilde{\epsilon}=(\widetilde{\varepsilon}, \widetilde{\zeta}, \widetilde{\mu}) \in \mathcal{U}$, where

$$
\begin{align*}
\Theta=\sum_{j=1}^{2}\{ & \left\|\partial_{t}(D[\epsilon ; \Phi(j)]-D[\widetilde{\epsilon} ; \Phi(j)])\right\|_{\left(H^{1}\left(Q_{\omega}\right)\right)^{3}}  \tag{1.8}\\
& \left.+\left\|\partial_{t}(B[\epsilon ; \Phi(j)]-B[\widetilde{\epsilon} ; \Phi(j)])\right\|_{\left(H^{1}\left(Q_{\omega}\right)\right)^{3}}\right\}
\end{align*}
$$

We will provide a proof of Theorem 1.1 in section 3 by applying the argument on the basis of Carleman estimate and the energy conservation law. The method of applying Carleman estimate (i.e., a weighted $L^{2}$-estimate) to inverse problems was invented by Bukhgeim and Klibanov [3]. For developments of this method, we refer to Bukhgeim [2]; Imanuvilov, Isakov, and Yamamoto [9]; Imanuvilov and Yammamoto [10, 11, 12]; Isakov [14, 15]; Khaĭdarov [17, 18]; Klibanov [19]; and Yamamoto [30, 31]. In section 2, we will state a key Carleman estimate.

For similar inverse problems, we refer to [9] for a Lamé system and [12] for an acoustic equation. In $[9,12]$, the stability estimate is of Hölder's type. Due to the energy conservation law (3.2) in Lemma 3.1 (ii), we gain here Lipschitz stability estimate (1.7), which is one main achievement.

Furthermore, in Theorem 2.1 in [9], the $H^{5}$-norms of observation data are needed in the stability estimate. Here we need at most $H^{2}$-norms. There are two reasons. First, in the proof of Theorem 2.1 in [9], higher-order (the second, third, fourth) derivatives with respect to $t$ are used as in [12]. Instead of using higher-order derivatives with respect to $t$, we use energy estimate (3.1) similarly to [10]. Second, the solution to the corresponding initial-value/boundary-value problem, has only three components in [9]. In this paper, there are in total six components of the vectorvalued functions $D$ and $B$. On the other hand, there are three unknown coefficients both in [9] and in this paper so that we can reduce the order of $t$-derivatives.

Remark 1.1. In Theorem 1.1, we have to assume a monotonicity condition about the wave speed $\left(\varepsilon \mu-\zeta^{2}\right)^{-(1 / 2)}$ :

$$
\begin{equation*}
\frac{x \cdot \nabla\left(\varepsilon \mu-\zeta^{2}\right)}{2\left(\epsilon \mu-\zeta^{2}\right)}>-\theta_{0} \text { on } \bar{\Omega} \tag{1.9}
\end{equation*}
$$

We may be able to replace (1.9) by a weaker condition, but it is extremely difficult to search for sharpest conditions for deriving a Carleman estimate which is the main tool for our proof. Condition (1.9) is a sufficient condition for the pseudoconvexity, which is a sharp sufficient condition for a Carleman estimate (e.g., [6, 15]), and a similar condition is assumed in the existing references (cf. $[4,9,12,13,15,16,17,20]$ ). In this paper, further searches will not be made for a more general condition than (1.9). In particular, if $\varepsilon \mu-\zeta^{2}$ is close to a constant function, then (1.9) holds true. Furthermore, we note that similar conditions to (1.3)-(1.5) are adopted in [9].

Remark 1.2. Condition (1.6) enables us to obtain sufficient information from the observation data in order to determine the unknown coefficients and we should a posteriori choose initial data meeting (1.6). It is a common feature in inverse problems with a finite number of measurements that such conditions should be satisfied by initial data (e.g., $[9,10,12]$ ). There exist initial data satisfying (1.6). For example, we take $d^{1}(x)=e_{3}, b^{1}(x)=d^{2}(x)=e_{2}, b^{2}(x)=e_{1}$ for $x \in \bar{\Omega}$. In fact, the $9 \times 9$ minor formed by rows $1,2,3,4,5,9,10,11$, and 12 satisfies (1.6) if we take $0<\theta_{2}<1$.

Remark 1.3. By setting

$$
\begin{gathered}
\mathbb{A}_{0}=\left(\begin{array}{cc}
\varepsilon \mathbf{I}_{3} & \zeta \mathbf{I}_{3} \\
\zeta \mathbf{I}_{3} & \mu \mathbf{I}_{3}
\end{array}\right), \quad \mathbb{A}_{k}=\left(\begin{array}{cc}
0 & A_{k} \\
-A_{k} & 0
\end{array}\right), \quad k=1,2,3, \\
A_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), \quad A_{3}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
\end{gathered}
$$

and $U=\left(E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}\right)^{\mathrm{T}}$, Maxwell's equations with the constitutive relations (1.2) can be written as

$$
\mathbb{A}_{0} \partial_{t} U+\sum_{k=1}^{3} \mathbb{A}_{k} \partial_{k} U=0
$$

It is obvious that $\mathbb{A}_{0}^{\mathrm{T}}=\mathbb{A}_{0}$ and $\mathbb{A}_{k}^{\mathrm{T}}=\mathbb{A}_{k}(k=1,2,3)$. Moreover, $\mathbb{A}_{0}$ is a $6 \times 6$ positive definite matrix if there exists a constant $\theta_{1}$ such that $\epsilon, \mu, \epsilon \mu-\zeta^{2} \geq \theta_{1}$. Therefore, for initial-value/boundary-value problem (1.1) and (1.2), we can refer to the results on symmetric hyperbolic equations.

This paper consists of two more sections. In section 2, we will show a Carleman estimate for Maxwell's equations in bi-isotropic media. In section 3, we will complete the proof of Theorem 1.1.
2. Carleman estimates for Maxwell's equations. Reducing Maxwell's equations to a weakly coupled system of hyperbolic equations and applying a Carleman estimate in the $H^{-1}$-norms, we will establish a Carleman estimate for Maxwell's equations in bi-isotropic media. For such methods, we can refer to [9, 30].

First, we show a Carleman estimate in the $H^{-1}$-norms for a second order hyperbolic equation which is proved in [9].

For $\beta$ and $\lambda$, we define the functions $\varphi=\varphi(x, t)$ by

$$
\begin{equation*}
\varphi(x, t)=\mathrm{e}^{\varrho\left(|x|^{2}-\beta^{2} t^{2}-\lambda^{2}\right)} \tag{2.1}
\end{equation*}
$$

with some large $\varrho>0$. For $(\varepsilon, \zeta, \mu) \in \mathcal{U}$, we set

$$
\begin{equation*}
\xi=\varepsilon \mu-\zeta^{2} \quad \text { on } \bar{\Omega} \tag{2.2}
\end{equation*}
$$

$\operatorname{By}(\varepsilon, \zeta, \mu) \in \mathcal{U}$ and (1.4), we can verify that $a=\xi^{1 / 2}$ satisfies the conditions $-\theta_{0}<$ $\frac{x \cdot \nabla a}{a}$ and $2|\nabla a| \lambda \beta+a^{2} \beta^{2}<1-\theta_{0}$ on $\bar{\Omega}$ (cf. (2.2) and (2.3) in [9]). Furthermore, we note that our weight function $\varphi$ coincides with that in [9] (cf. (4.3) in [9]).

Proposition 2.1 (see [9]). Let $\varphi(x, t)$ be given by (2.1) and the domain $\Omega$ satisfy (1.3). We assume that $(\varepsilon, \zeta, \mu) \in \mathcal{U}$ and $0<T<\frac{\lambda}{\beta}$, where $\beta$ satisfies (1.4). Let $u \in H_{0}^{2}(Q)$ satisfy

$$
\xi(x)\left[\partial_{t}^{2} u(x, t)\right]-\Delta u(x, t)=\widetilde{g}+\partial_{t} g_{0}+\sum_{k=1}^{3} \partial_{k} g_{k}, \quad(x, t) \in Q
$$

where $\xi$ is defined by (2.2). Then there is $K_{1}>0$ such that for all $s>K_{1}$,

$$
\int_{Q} s|u|^{2} \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \leq K_{1} \int_{Q}\left(\frac{1}{s^{2}}|\widetilde{g}|^{2}+\sum_{k=0}^{3}\left|g_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t
$$

For the proof of Proposition 2.1, we refer to Theorem 3.2 and section 4 in [9] and section 3.4 in [15]. For similar results, we can refer to Proposition 2.1 in [12] which is derived from Theorem 1.1 in Imanuvilov [8]. Furthermore, we can refer to Ruiz [25]. For Carleman estimate in the $H^{-1}$-norms for parabolic equations, we refer to [11]. As for Carleman estimate in the $L^{2}$-norms, we refer to Hörmander [6, 7], Isakov [15, 16].

Now we state a Carleman estimate for Maxwell's equations, which is the main ingredient for the proof of Theorem 1.1. We will prove it by applying Proposition 2.1.

THEOREM 2.2. Let $\varphi(x, t)$ be given by (2.1) and the domain $\Omega$ satisfy (1.3). We assume that $\epsilon=(\varepsilon, \zeta, \mu) \in \mathcal{U}$ and $0<T<\frac{\lambda}{\beta}$, where $\beta$ satisfies (1.4). Let $D$, $B \in\left(H_{0}^{1}(Q)\right)^{3}$ satisfy

$$
\begin{array}{cl}
\partial_{t} D-\nabla \times H=R_{1}, & \partial_{t} B+\nabla \times E=R_{2} \\
D=\varepsilon E+\zeta H, & B=\zeta E+\mu H \\
\nabla \cdot D=r_{1}, & \nabla \cdot B=r_{2} \tag{2.5}
\end{array}
$$

in $Q$. Then there exist $s_{0}=s_{0}(\varrho)>0$ and $K_{2}=K_{2}\left(s_{0}, \beta, \varrho, M, \theta_{0}, \theta_{1}, \Omega, T\right)>0$ such that for $s>s_{0}$

$$
\begin{align*}
& s \int_{Q}\left(|D|^{2}+|E|^{2}+|B|^{2}+|H|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \quad \leq K_{2} \sum_{k=1}^{2} \int_{Q}\left(\left|r_{k}\right|^{2}+\left|R_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \tag{2.6}
\end{align*}
$$

Proof. By the density argument, it suffices to prove (2.6) for $D, B \in\left(C_{0}^{\infty}(Q)\right)^{3}$ satisfying (2.3)-(2.5).

By $\epsilon \in \mathcal{U}$, we have $\xi>\theta_{1}$ on $\bar{\Omega}$ where $\xi$ is defined by (2.2). By (2.4) and direct calculations, we have

$$
\begin{equation*}
E=\gamma_{1} D+\gamma_{2} B, \quad H=\gamma_{2} D+\gamma_{3} B, \quad \text { in } Q \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{1}=\frac{\mu}{\xi}, \quad \gamma_{2}=-\frac{\zeta}{\xi}, \quad \gamma_{3}=\frac{\varepsilon}{\xi} \quad \text { on } \bar{\Omega} . \tag{2.8}
\end{equation*}
$$

Moreover, by $\epsilon \in \mathcal{U}$, we have $\gamma_{k} \in C^{2}(\bar{\Omega})$ for $k=1,2,3$ and

$$
\begin{equation*}
\gamma_{1} \gamma_{3}-\gamma_{2}^{2}=\frac{1}{\xi}>0 \quad \text { on } \bar{\Omega} \tag{2.9}
\end{equation*}
$$

Differentiating the second equality in (2.7) with respect to $t$, in terms of (2.3), (2.7), and (2.9), we have

$$
\begin{aligned}
\partial_{t} H & =\gamma_{2}\left(\partial_{t} D\right)+\gamma_{3}\left(\partial_{t} B\right) \\
& =\gamma_{2}\left(\nabla \times H+R_{1}\right)+\gamma_{3}\left(-\nabla \times E+R_{2}\right) \\
& =\gamma_{2}\left[\nabla \times\left(\gamma_{2} D+\gamma_{3} B\right)+R_{1}\right]+\gamma_{3}\left[-\nabla \times\left(\gamma_{1} D+\gamma_{2} B\right)+R_{2}\right] \\
& =\left(\gamma_{2}^{2}-\gamma_{1} \gamma_{3}\right)(\nabla \times D)+\Upsilon(D, B)+\gamma_{2} R_{1}+\gamma_{3} R_{2} \\
& =-\frac{1}{\xi}(\nabla \times D)+\Upsilon(D, B)+\gamma_{2} R_{1}+\gamma_{3} R_{2} \quad \text { in } Q
\end{aligned}
$$

where $\Upsilon(D, B)=\gamma_{2}\left[\left(\nabla \gamma_{2}\right) \times D+\left(\nabla \gamma_{3}\right) \times B\right]+\gamma_{3}\left[-\left(\nabla \gamma_{1}\right) \times D-\left(\nabla \gamma_{2}\right) \times B\right]$. For the fourth equality, we have used

$$
\begin{equation*}
\nabla \times(\alpha A)=\alpha(\nabla \times A)+(\nabla \alpha) \times A \quad \text { on } \bar{\Omega} \tag{2.10}
\end{equation*}
$$

for $\alpha \in C^{1}(\bar{\Omega})$ and $A \in\left(C^{1}(\bar{\Omega})\right)^{3}$. Therefore, differentiating the first equation of (2.3) with respect to $t$, we obtain

$$
\begin{aligned}
\partial_{t} R_{1} & =\partial_{t}^{2} D-\nabla \times\left(\partial_{t} H\right)=\partial_{t}^{2} D-\nabla \times\left[-\frac{1}{\xi}(\nabla \times D)+\Upsilon(D, B)+\gamma_{2} R_{1}+\gamma_{3} R_{2}\right] \\
& =\partial_{t}^{2} D+\frac{1}{\xi}[\nabla \times(\nabla \times D)]+\left[\nabla\left(\frac{1}{\xi}\right)\right] \times(\nabla \times D)-\nabla \times\left[\Upsilon(D, B)+\gamma_{2} R_{1}+\gamma_{3} R_{2}\right]
\end{aligned}
$$

in $Q$. In the third equality, we have used (2.10). Then by $\nabla \times(\nabla \times D)=-\Delta D+$ $\nabla(\nabla \cdot D)$ and the first equation of (2.5), we have
$\partial_{t}^{2} D-\frac{1}{\xi} \Delta D=-\left[\nabla\left(\frac{1}{\xi}\right)\right] \times(\nabla \times D)-\frac{1}{\xi} \nabla r_{1}+\nabla \times\left[\Upsilon(D, B)+\gamma_{2} R_{1}+\gamma_{3} R_{2}\right]+\partial_{t} R_{1}$
in $Q$. Hence we can apply Proposition 2.1 and obtain that there exist $s_{1}=s_{1}(\varrho)>0$ and $C_{1}>0$ such that for $s>s_{1}$

$$
\begin{equation*}
s \int_{Q}|D|^{2} \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \leq C_{1} \int_{Q}\left(\left|r_{1}\right|^{2}+|D|^{2}+|B|^{2}+\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \tag{2.11}
\end{equation*}
$$

Here and henceforth, $C_{k}(k=1,2, \ldots)$ denote generic positive constants which may depend on $s_{l}(l=0,1,2, \ldots), \varrho, M, \theta_{0}, \theta_{1}, \epsilon_{0}, \lambda, \Lambda, \beta, \Omega, T, \Sigma, \chi_{1}, \chi_{2}, \delta, \eta, t_{1}$, $t_{2},\left\|d^{1}\right\|_{\left(C^{1}(\bar{\Omega})\right)^{3}},\left\|d^{2}\right\|_{\left(C^{1}(\bar{\Omega})\right)^{3}},\left\|b^{1}\right\|_{\left(C^{1}(\bar{\Omega})\right)^{3}},\left\|b^{2}\right\|_{\left(C^{1}(\bar{\Omega})\right)^{3}}$, but are independent of $s$ and $\vartheta$.

Similarly to (2.11), we can obtain that there exist $s_{2}=s_{2}(\varrho)>0$ and $C_{2}>0$ such that for $s>s_{2}$

$$
\begin{equation*}
s \int_{Q}|B|^{2} \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \leq C_{2} \int_{Q}\left(\left|r_{2}\right|^{2}+|D|^{2}+|B|^{2}+\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \tag{2.12}
\end{equation*}
$$

By (2.7), (2.11), and (2.12), we see that there exist $s_{0}=s_{0}(\varrho)>0$ and $C_{3}, C_{4}>0$ such that for $s>s_{0}$

$$
\begin{aligned}
& s \int_{Q}\left(|D|^{2}+|E|^{2}+|B|^{2}+|H|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \leq C_{3} s \int_{Q}\left(|D|^{2}+|B|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \quad \leq C_{4} \int_{Q}\left(\left|r_{1}\right|^{2}+\left|r_{2}\right|^{2}+\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

The proof of Theorem 2.2 is finished.
The following is a Carleman estimate for a first-order differential equation.
Proposition 2.3 (see [9]). Let $\varphi(x, t)$ be given by (2.1). Then there exists $K_{3}>0$ such that for $s>K_{3}$

$$
\begin{equation*}
\int_{\Omega} s|w|^{2} \mathrm{e}^{2 s \varphi(x, 0)} \mathrm{d} x \leq K_{3} \sum_{j=1}^{3} \int_{\Omega}\left|\partial_{j} w\right|^{2} \mathrm{e}^{2 s \varphi(x, 0)} \mathrm{d} x \quad \text { for all } w \in C_{0}^{1}(\bar{\Omega}) \tag{2.13}
\end{equation*}
$$

We can prove Proposition 2.3 directly by integral by parts (e.g., Lemma 3.6 in [9]).
3. Proof of Theorem 1.1. We divide the proof into five steps.

Step 1. First we show a lemma, the first part of which is proved by the argument in [10] and Carleman estimate (2.6) for Maxwell's equations in bi-isotropic media.

Lemma 3.1. Let $\varphi(x, t)$ be given by (2.1) and the domain $\Omega$ satisfy (1.3). We assume that $\epsilon=(\varepsilon, \zeta, \mu) \in \mathcal{U}$ and $0<T<\frac{\lambda}{\beta}$, where $\beta$ satisfies (1.4). Let $D$, $B \in\left(H^{1}(Q)\right)^{3}$ satisfy $(2.3)-(2.5)$ and $D=B=0$ on $\Sigma$. Then we have the following.
(i) There exist $s_{3}=s_{3}(\varrho)>0$ and $K_{4}=K_{4}\left(s_{3}, \beta, \varrho, M, \theta_{0}, \theta_{1}, \Omega, T\right)>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left[|D(\cdot, 0)|^{2}+|B(\cdot, 0)|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \leq K_{4} \sum_{k=1}^{2} \int_{Q}\left(\left|r_{k}\right|^{2}+\left|R_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \tag{3.1}
\end{equation*}
$$

for $s>s_{3}$, provided that $D, B \in\left(H_{0}^{1}(Q)\right)^{3}$.
(ii) There exists $K_{5}=K_{5}\left(M, \theta_{0}, \theta_{1}, \Omega, T\right)>0$ such that

$$
\begin{align*}
& \int_{\Omega}\left[\left|D\left(\cdot, t_{2}\right)\right|^{2}+\left|B\left(\cdot, t_{2}\right)\right|^{2}\right] \mathrm{d} x \\
& \quad \leq K_{5}\left\{\int_{\Omega}\left[\left|D\left(\cdot, t_{1}\right)\right|^{2}+\left|B\left(\cdot, t_{1}\right)\right|^{2}\right] \mathrm{d} x+\int_{Q_{\star}}\left(\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t\right\} \tag{3.2}
\end{align*}
$$

for $-T \leq t_{1}, t_{2} \leq T$, where $Q_{\star}=\Omega \times\left(\min \left\{t_{1}, t_{2}\right\}, \max \left\{t_{1}, t_{2}\right\}\right) \subseteq Q$.
We note that in (ii) $D, B$ need not vanish on $\Omega \times\{ \pm T\}$.
Proof. It is obvious that (3.2) holds for $-T \leq t_{1}=t_{2} \leq T$. In the following, we assume that $t_{1} \neq t_{2}$ and $t_{1}, t_{2} \in[-T, T]$. Let

$$
\iota= \begin{cases}1, & t_{2}>t_{1}  \tag{3.3}\\ -1, & t_{2}<t_{1}\end{cases}
$$

and $\xi, \gamma_{1}, \gamma_{2}, \gamma_{3}$ be defined by (2.2) and (2.8). As in the proof of Theorem 2.2, by $\epsilon \in \mathcal{U}$ and (2.4), we have $\gamma_{k} \in C^{2}(\bar{\Omega})$ for $k=1,2,3,(2.7)$ and (2.9). By $D$, $B \in\left(H^{1}(Q)\right)^{3}$ and (2.7), we have $E, H \in\left(H^{1}(Q)\right)^{3}$. Furthermore, by $D=B=0$ on $\Sigma$ and (2.7), we have $E=H=0$ on $\Sigma$.

By (2.3) and (2.7), it is easy to see that

$$
\begin{array}{lc}
\left(\partial_{t} D\right) \cdot\left(\gamma_{1} D+\gamma_{2} B\right)-(\nabla \times H) \cdot E=R_{1} \cdot\left(\gamma_{1} D+\gamma_{2} B\right) & \text { in } Q \\
\left(\partial_{t} B\right) \cdot\left(\gamma_{2} D+\gamma_{3} B\right)+(\nabla \times E) \cdot H=R_{2} \cdot\left(\gamma_{2} D+\gamma_{3} B\right) & \text { in } Q \tag{3.5}
\end{array}
$$

Adding (3.4) and (3.5), we have

$$
\begin{equation*}
\partial_{t} \mathcal{B}+\nabla \cdot(E \times H)=R_{1} \cdot\left(\gamma_{1} D+\gamma_{2} B\right)+R_{2} \cdot\left(\gamma_{2} D+\gamma_{3} B\right) \tag{3.6}
\end{equation*}
$$

in $Q$, where we set

$$
\begin{equation*}
\mathcal{B} \equiv \frac{1}{2}\left[\gamma_{1}|D|^{2}+2 \gamma_{2}(D \cdot B)+\gamma_{3}|B|^{2}\right] \tag{3.7}
\end{equation*}
$$

Here we have used $(\nabla \times E) \cdot H-(\nabla \times H) \cdot E=\nabla \cdot(E \times H)$ in $Q$. Therefore, for $s \geq 0$, we have

$$
\begin{equation*}
I_{l}=I_{r} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{l} \equiv \int_{t_{1}}^{t_{2}} \int_{\Omega}\left[\partial_{t} \mathcal{B}+\nabla \cdot(E \times H)\right] \mathrm{e}^{2 s \varphi-\iota t} \mathrm{~d} x \mathrm{~d} t \\
I_{r} \equiv \int_{t_{1}}^{t_{2}} \int_{\Omega}\left[R_{1} \cdot\left(\gamma_{1} D+\gamma_{2} B\right)+R_{2} \cdot\left(\gamma_{2} D+\gamma_{3} B\right)\right] \mathrm{e}^{2 s \varphi-\iota t} \mathrm{~d} x \mathrm{~d} t
\end{gathered}
$$

Integrating by parts and using $E=H=0$ on $\Sigma$, we have

$$
\begin{align*}
I_{l}= & \int_{\Omega} \mathcal{B}\left(\cdot, t_{2}\right) \mathrm{e}^{2 s \varphi\left(\cdot, t_{2}\right)-\iota t_{2}} \mathrm{~d} x-\int_{\Omega} \mathcal{B}\left(\cdot, t_{1}\right) \mathrm{e}^{2 s \varphi\left(\cdot, t_{1}\right)-\iota t_{1}} \mathrm{~d} x \\
& -\int_{t_{1}}^{t_{2}} \int_{\Omega}\left\{-\iota \mathcal{B}+2 s\left[\left(\partial_{t} \varphi\right) \mathcal{B}+(E \times H) \cdot(\nabla \varphi)\right]\right\} \mathrm{e}^{2 s \varphi-\iota t} \mathrm{~d} x \mathrm{~d} t  \tag{3.9}\\
\geq & \int_{\Omega} \mathcal{B}\left(\cdot, t_{2}\right) \mathrm{e}^{2 s \varphi\left(\cdot, t_{2}\right)-\iota t_{2}} \mathrm{~d} x-\int_{\Omega} \mathcal{B}\left(\cdot, t_{1}\right) \mathrm{e}^{2 s \varphi\left(\cdot, t_{1}\right)-\iota t_{1}} \mathrm{~d} x \\
& +\int_{Q_{\star}} \mathcal{B} \mathrm{e}^{2 s \varphi-\iota t} \mathrm{~d} x \mathrm{~d} t-C_{5} \mathrm{e}^{T} s \int_{Q_{\star}}\left(|\mathcal{B}|+|E|^{2}+|H|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \quad \text { for } s \geq 0
\end{align*}
$$

For the inequality in (3.9), we have used (3.3) and definition (2.1) of $\varphi$. By (2.9) and (3.7), there exist $C_{6}, C_{7}>0$ such that

$$
\begin{equation*}
C_{6}\left(|D|^{2}+|B|^{2}\right) \leq \mathcal{B} \leq C_{7}\left(|D|^{2}+|B|^{2}\right) \quad \text { in } Q \tag{3.10}
\end{equation*}
$$

Therefore, by (3.9) and (3.10), we have

$$
\begin{align*}
I_{l} \geq & C_{6} \mathrm{e}^{-T} \int_{\Omega}\left[\left|D\left(\cdot, t_{2}\right)\right|^{2}+\left|B\left(\cdot, t_{2}\right)\right|^{2}\right] \mathrm{e}^{2 s \varphi\left(\cdot, t_{2}\right)} \mathrm{d} x \\
& -C_{7} \mathrm{e}^{T} \int_{\Omega}\left[\left|D\left(\cdot, t_{1}\right)\right|^{2}+\left|B\left(\cdot, t_{1}\right)\right|^{2}\right] \mathrm{e}^{2 s \varphi\left(\cdot, t_{1}\right)} \mathrm{d} x  \tag{3.11}\\
& +C_{6} \mathrm{e}^{-T} \int_{Q_{*}}\left(|D|^{2}+|B|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& -C_{8} \mathrm{e}^{T} s \int_{Q_{\star}}\left(|D|^{2}+|E|^{2}+|B|^{2}+|H|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \quad \text { for } s \geq 0 .
\end{align*}
$$

By the inequality $2|a b| \leq \vartheta a^{2}+b^{2} / \vartheta$ for $\vartheta>0$, we obtain

$$
\begin{equation*}
I_{r} \leq C_{9} \mathrm{e}^{T} \int_{Q_{\star}}\left[\vartheta\left(|D|^{2}+|B|^{2}\right)+\frac{1}{\vartheta}\left(\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right)\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \tag{3.12}
\end{equation*}
$$

for $\vartheta>0$ and $s \geq 0$. Hence, by (3.8), (3.11), and (3.12), choosing $\vartheta>0$ sufficiently small and fixing it, we have

$$
\begin{align*}
& \int_{\Omega}\left[\left|D\left(\cdot, t_{2}\right)\right|^{2}+\left|B\left(\cdot, t_{2}\right)\right|^{2}\right] \mathrm{e}^{2 s \varphi\left(\cdot, t_{2}\right)} \mathrm{d} x \\
& \leq C_{10}\{ \left\{\int_{\Omega}\left[\left|D\left(\cdot, t_{1}\right)\right|^{2}+\left|B\left(\cdot, t_{1}\right)\right|^{2}\right] \mathrm{e}^{2 s \varphi\left(\cdot, t_{1}\right)} \mathrm{d} x\right.  \tag{3.13}\\
&+\int_{Q_{\star}}\left(\left|R_{1}\right|^{2}+\left|R_{2}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
&\left.+s \int_{Q_{\star}}\left(|D|^{2}+|E|^{2}+|B|^{2}+|H|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t\right\}
\end{align*}
$$

for $s \geq 0$. Taking $s=0$ in (3.13), we obtain (3.2).
Next, we will complete the proof of (3.1). Since $D, B \in\left(H_{0}^{1}(Q)\right)^{3}$, we can apply Theorem 2.2 , so that (2.6) holds for sufficiently large $s>0$. Therefore, taking $t_{2}=0$, $t_{1}=T$ in (3.13), and using $Q_{\star} \subseteq Q$ and (2.6), we see that there exist $s_{3}=s_{3}(\varrho)>0$ and $K_{4}=K_{4}\left(s_{3}, \beta, \varrho, M, \theta_{0}, \theta_{1}, \Omega, T\right)>0$ such that (3.1) holds for $s>s_{3}$.

The proof of Lemma 3.1 is complete.
Step 2. As in [9], by (1.3) and (1.5), we can assume that $0<T<\frac{\lambda}{\beta}$, where $\beta$ satisfies (1.4).

By $\epsilon, \widetilde{\epsilon} \in \mathcal{U}$, we have $\xi \equiv \varepsilon \mu-\zeta^{2}>\theta_{1}, \widetilde{\xi} \equiv \widetilde{\varepsilon} \widetilde{\mu}-\widetilde{\zeta}^{2}>\theta_{1}$ on $\bar{\Omega}$. By the constitutive relations (1.2), we have

$$
\begin{align*}
E[\epsilon ; \Phi(j)] & =\gamma_{1} D[\epsilon ; \Phi(j)]+\gamma_{2} B[\epsilon ; \Phi(j)], \\
H[\epsilon ; \Phi(j)] & =\gamma_{2} D[\epsilon ; \Phi(j)]+\gamma_{3} B[\epsilon ; \Phi(j)] \\
E[\widetilde{\epsilon} ; \Phi(j)] & =\widetilde{\gamma}_{1} D[\widetilde{\epsilon} ; \Phi(j)]+\widetilde{\gamma}_{2} B[\widetilde{\epsilon} ; \Phi(j)]  \tag{3.14}\\
H[\widetilde{\epsilon} ; \Phi(j)] & =\widetilde{\gamma}_{2} D[\widetilde{\epsilon} ; \Phi(j)]+\widetilde{\gamma}_{3} B[\widetilde{\epsilon} ; \Phi(j)] \quad \text { in } Q
\end{align*}
$$

where $j=1,2$ and

$$
\begin{array}{llll}
\gamma_{1}=\frac{\mu}{\xi}, & \gamma_{2}=-\frac{\zeta}{\xi}, & \gamma_{3}=\frac{\varepsilon}{\xi} & \text { on } \bar{\Omega} \\
\widetilde{\gamma}_{1}=\frac{\widetilde{\mu}}{\widetilde{\xi}}, & \widetilde{\gamma}_{2}=-\frac{\widetilde{\zeta}}{\widetilde{\xi}}, & \widetilde{\gamma}_{3}=\frac{\widetilde{\varepsilon}}{\widetilde{\xi}} & \text { on } \bar{\Omega} . \tag{3.16}
\end{array}
$$

Furthermore, by $\epsilon, \tilde{\epsilon} \in \mathcal{U}$, we have $\gamma_{k}, \widetilde{\gamma}_{k} \in C^{2}(\bar{\Omega})$ for $k=1,2,3$ and

$$
\begin{equation*}
\gamma_{1} \gamma_{3}-\gamma_{2}^{2}=\frac{1}{\xi}>0, \quad \widetilde{\gamma}_{1} \widetilde{\gamma}_{3}-\widetilde{\gamma}_{2}^{2}=\frac{1}{\widetilde{\xi}}>0, \quad \text { on } \bar{\Omega} \tag{3.17}
\end{equation*}
$$

We set

$$
\begin{align*}
Y(\cdot ; j) & =\left\{\partial_{t} D[\epsilon ; \Phi(j)]-\partial_{t} D[\widetilde{\epsilon} ; \Phi(j)]\right\}(\cdot)  \tag{3.18}\\
Z(\cdot ; j) & \text { in } Q  \tag{3.19}\\
& \left\{\partial_{t} B[\epsilon ; \Phi(j)]-\partial_{t} B[\widetilde{\epsilon} ; \Phi(j)]\right\}(\cdot) \quad \text { in } Q
\end{align*}
$$

$$
\begin{gather*}
U(\cdot ; j)=\gamma_{1} Y(\cdot ; j)+\gamma_{2} Z(\cdot ; j), \quad V(\cdot ; j)=\gamma_{2} Y(\cdot ; j)+\gamma_{3} Z(\cdot ; j) \quad \text { in } Q,  \tag{3.20}\\
R_{3}(\cdot ; j)=\left\{\partial_{t} D[\widetilde{\epsilon} ; \Phi(j)]\right\}(\cdot), \quad R_{4}(\cdot ; j)=\left\{\partial_{t} B[\widetilde{\epsilon} ; \Phi(j)]\right\}(\cdot) \quad \text { in } Q,  \tag{3.21}\\
f_{k}=\widetilde{\gamma}_{k}-\gamma_{k} \quad \text { on } \bar{\Omega}, \quad k=1,2,3,  \tag{3.22}\\
\Psi_{1}(\cdot ; j)=\nabla \times\left[f_{1} R_{3}(\cdot ; j)+f_{2} R_{4}(\cdot ; j)\right] \quad \text { in } Q,  \tag{3.23}\\
\Psi_{2}(\cdot ; j)=\nabla \times\left[f_{2} R_{3}(\cdot ; j)+f_{3} R_{4}(\cdot ; j)\right] \quad \text { in } Q, \quad j=1,2,3 . \tag{3.24}
\end{gather*}
$$

Then we have $Y(\cdot ; j), Z(\cdot ; j), U(\cdot ; j), V(\cdot ; j), R_{3}(\cdot ; j), R_{4}(\cdot ; j) \in\left(W^{1, \infty}(Q)\right)^{3}$,

$$
\begin{gather*}
\partial_{t} Y(\cdot ; j)-\nabla \times V(\cdot ; j)=-\Psi_{2}(\cdot ; j), \quad \partial_{t} Z(\cdot ; j)+\nabla \times U(\cdot ; j)=\Psi_{1}(\cdot ; j)  \tag{3.25}\\
Y(\cdot ; j)=\varepsilon U(\cdot ; j)+\zeta V(\cdot ; j), \quad Z(\cdot ; j)=\zeta U(\cdot ; j)+\mu V(\cdot ; j)  \tag{3.26}\\
\nabla \cdot Y(\cdot ; j)=\nabla \cdot Z(\cdot ; j)=0 \quad \text { in } Q \tag{3.27}
\end{gather*}
$$

In fact, by (3.14) and (3.22), we have

$$
\begin{align*}
& E[\epsilon ; \Phi(j)]-E[\widetilde{\epsilon} ; \Phi(j)]=\gamma_{1}\{D[\epsilon ; \Phi(j)]-D[\widetilde{\epsilon} ; \Phi(j)]\} \\
& \quad+\gamma_{2}\{B[\epsilon ; \Phi(j)]-B[\widetilde{\epsilon} ; \Phi(j)]\}-f_{1} D[\widetilde{\epsilon} ; \Phi(j)]-f_{2} B[\widetilde{\epsilon} ; \Phi(j)] \quad \text { in } Q,  \tag{3.28}\\
& H[\epsilon ; \Phi(j)]-H[\widetilde{\epsilon} ; \Phi(j)]=\gamma_{2}\{D[\epsilon ; \Phi(j)]-D[\widetilde{\epsilon} ; \Phi(j)]\} \\
& \quad+\gamma_{3}\{B[\epsilon ; \Phi(j)]-B[\widetilde{\epsilon} ; \Phi(j)]\}-f_{2} D[\widetilde{\epsilon} ; \Phi(j)]-f_{3} B[\widetilde{\epsilon} ; \Phi(j)] \quad \text { in } Q . \tag{3.29}
\end{align*}
$$

Differentiating (3.28) and (3.29) with respect to $t$, and using (3.18)-(3.21) and $t$-independence of $\gamma_{1}, \gamma_{2}, \gamma_{3}$, we have

$$
\begin{align*}
& \left\{\partial_{t} E[\epsilon ; \Phi(j)]-\partial_{t} E[\tilde{\epsilon} ; \Phi(j)]\right\}(\cdot)=U(\cdot ; j)-f_{1} R_{3}(\cdot ; j)-f_{2} R_{4}(\cdot ; j) \quad \text { in } Q  \tag{3.30}\\
& \left\{\partial_{t} H[\epsilon ; \Phi(j)]-\partial_{t} H[\tilde{\epsilon} ; \Phi(j)]\right\}(\cdot)=V(\cdot ; j)-f_{2} R_{3}(\cdot ; j)-f_{3} R_{4}(\cdot ; j) \quad \text { in } Q \tag{3.31}
\end{align*}
$$

By (1.1), (3.18), and (3.19), we have

$$
\begin{align*}
& Y(\cdot ; j)=\{\nabla \times H[\epsilon ; \Phi(j)]-\nabla \times H[\widetilde{\epsilon} ; \Phi(j)]\}(\cdot) \quad \text { in } Q  \tag{3.32}\\
& Z(\cdot ; j)=-\{\nabla \times E[\epsilon ; \Phi(j)]-\nabla \times E[\widetilde{\epsilon} ; \Phi(j)]\}(\cdot) \quad \text { in } Q \tag{3.33}
\end{align*}
$$

Differentiating (3.32) and (3.33) with respect to $t$ and using (3.23) and (3.24), and (3.30) and (3.31), we can obtain (3.25). By definition (3.15) of $\gamma_{1}, \gamma_{2}, \gamma_{3}$ and (3.20), direct calculations yield (3.26). Moreover, by (1.1), (3.18), and (3.19), we obtain (3.27). Furthermore, we note that $\left\|R_{3}\right\|_{\left(W^{1, \infty}(Q)\right)^{3}},\left\|R_{4}\right\|_{\left(W^{1, \infty}(Q)\right)^{3}} \leq M$ by $\tilde{\epsilon} \in \mathcal{U}$.

By $\epsilon, \widetilde{\epsilon} \in \mathcal{U}$, and definitions (3.15), (3.16), and (3.22), we have $f_{k} \in C_{0}^{1}(\bar{\Omega})$ $(k=1,2,3)$. Therefore, we can apply Proposition 2.3 to $f_{k}(k=1,2,3)$. As a result, we have

$$
\begin{equation*}
\sum_{k=1}^{3} \int_{\Omega}\left|f_{k}\right|^{2} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \leq \frac{C_{11}}{s} \sum_{k=1}^{3} \int_{\Omega}\left|\nabla f_{k}\right|^{2} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \tag{3.34}
\end{equation*}
$$

for all sufficiently large $s>0$.

By (1.5) and definition (2.1) of $\varphi$, we have

$$
\begin{equation*}
\varphi(x, 0) \geq 1 \quad \text { and } \quad 0<\varphi(x,-T)=\varphi(x, T)<1, \quad x \in \bar{\Omega} \tag{3.35}
\end{equation*}
$$

Therefore, for any given small $\eta \in\left(0,1-\sup _{x \in \bar{\Omega}} \varphi(x, T)\right)$, we can choose a sufficiently small $\delta=\delta(\eta)>0$, such that

$$
\begin{equation*}
\varphi(x, t) \leq 1-\eta, \quad(x, t) \in \bar{\Omega} \times([-T,-T+2 \delta] \cup[T-2 \delta, T]) \tag{3.36}
\end{equation*}
$$

In order to apply Lemma 3.1, we introduce two cut-off functions $\chi_{1}$ and $\chi_{2}$ satisfying $\chi_{1} \in C_{0}^{\infty}(\Omega), \chi_{2} \in C^{\infty}(\mathbb{R}), 0 \leq \chi_{1}(x) \leq 1$ for $x \in \bar{\Omega}, 0 \leq \chi_{2}(t) \leq 1$ for $t \in \mathbb{R}$, $\chi_{1}(x)=1$ for $x \in \overline{\Omega \backslash \omega}$ and

$$
\chi_{2}(t)= \begin{cases}0, & t \in[-T,-T+\delta] \cup[T-\delta, T] \\ 1, & t \in[-T+2 \delta, T-2 \delta]\end{cases}
$$

Step 3. We set $Y_{1}(\cdot ; j)=\chi_{1} Y(\cdot ; j) \in\left(W^{1, \infty}(Q)\right)^{3}, Z_{1}(\cdot ; j)=\chi_{1} Z(\cdot ; j) \in$ $\left(W^{1, \infty}(Q)\right)^{3}, U_{1}(\cdot ; j)=\chi_{1} U(\cdot ; j) \in\left(W^{1, \infty}(Q)\right)^{3}, V_{1}(\cdot ; j)=\chi_{1} V(\cdot ; j) \in\left(W^{1, \infty}(Q)\right)^{3}$. Then, by definition of $\chi_{1},(2.10)$ and (3.25)-(3.27), we have

$$
\begin{gather*}
\partial_{t} Y_{1}(\cdot ; j)-\nabla \times V_{1}(\cdot ; j)=-\chi_{1} \Psi_{2}(\cdot ; j)-\left(\nabla \chi_{1}\right) \times V(\cdot ; j) \quad \text { in } Q,  \tag{3.37}\\
\partial_{t} Z_{1}(\cdot ; j)+\nabla \times U_{1}(\cdot ; j)=\chi_{1} \Psi_{1}(\cdot ; j)+\left(\nabla \chi_{1}\right) \times U(\cdot ; j) \quad \text { in } Q,  \tag{3.38}\\
Y_{1}(\cdot ; j)=\varepsilon U_{1}(\cdot ; j)+\zeta V_{1}(\cdot ; j), \quad Z_{1}(\cdot ; j)=\zeta U_{1}(\cdot ; j)+\mu V_{1}(\cdot ; j) \quad \text { in } Q,  \tag{3.39}\\
\nabla \cdot Y_{1}(\cdot ; j)=\left(\nabla \chi_{1}\right) \cdot Y(\cdot ; j), \quad \nabla \cdot Z_{1}(\cdot ; j)=\left(\nabla \chi_{1}\right) \cdot Z(\cdot ; j) \text { in } Q,  \tag{3.40}\\
Y_{1}(\cdot ; j)=Z_{1}(\cdot ; j)=0 \quad \text { on } \Sigma . \tag{3.41}
\end{gather*}
$$

Therefore, by Lemma 3.1 (ii) and $\left(\nabla \chi_{1}\right)(x)=0$ for $x \in \Omega \backslash \omega$, we have

$$
\begin{align*}
w\left(t_{2} ; j\right) \leq & c_{12}\left\{w\left(t_{1} ; j\right)+\int_{Q}\left[\left|-\chi_{1} \Psi_{2}(\cdot ; j)-\left(\nabla \chi_{1}\right) \times V(\cdot ; j)\right|^{2}\right.\right. \\
& \left.\left.+\left|\chi_{1} \Psi_{1}(\cdot ; j)+\left(\nabla \chi_{1}\right) \times U(\cdot ; j)\right|^{2}\right] \mathrm{~d} x \mathrm{~d} t\right\} \\
\leq & c_{13}\left\{w\left(t_{1} ; j\right)+\int_{Q}\left[\left|\Psi_{1}(\cdot ; j)\right|^{2}+\left|\Psi_{2}(\cdot ; j)\right|^{2}\right] \mathrm{d} x \mathrm{~d} t\right.  \tag{3.42}\\
& \left.+\int_{Q_{\omega}}\left|\nabla \chi_{1}\right|^{2}\left[|U(\cdot ; j)|^{2}+|V(\cdot ; j)|^{2}\right] \mathrm{d} x \mathrm{~d} t\right\}
\end{align*}
$$

for $-T \leq t_{1}, t_{2} \leq T$, where

$$
\begin{equation*}
w(t ; j)=\int_{\Omega}\left[\left|Y_{1}(\cdot, t ; j)\right|^{2}+\left|Z_{1}(\cdot, t ; j)\right|^{2}\right] \mathrm{d} x, \quad t \in[-T, T] \tag{3.43}
\end{equation*}
$$

By $(3.23)$ and $(3.24),\left\|R_{3}(\cdot ; j)\right\|_{\left(W^{1, \infty}(Q)\right)^{3}},\left\|R_{4}(\cdot ; j)\right\|_{\left(W^{1, \infty}(Q)\right)^{3}} \leq M$, and $t$-independency of $f_{k}$, we have

$$
\begin{align*}
\int_{Q}\left[\left|\Psi_{1}(\cdot ; j)\right|^{2}+\left|\Psi_{2}(\cdot ; j)\right|^{2}\right] \mathrm{d} x \mathrm{~d} t & \leq C_{14} \sum_{k=1}^{3} \int_{Q}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq C_{15} \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x \tag{3.44}
\end{align*}
$$

By definition (1.8) of $\Theta$ and (3.18)-(3.20), we have

$$
\begin{align*}
& \int_{Q_{\omega}}\left|\nabla \chi_{1}\right|^{2}\left[|U(\cdot ; j)|^{2}+|V(\cdot ; j)|^{2}\right] \mathrm{d} x \mathrm{~d} t \\
& \quad \leq C_{16} \int_{Q_{\omega}}\left[|Y(\cdot ; j)|^{2}+|Z(\cdot ; j)|^{2}\right] \mathrm{d} x \mathrm{~d} t \leq C_{17} \Theta^{2} \tag{3.45}
\end{align*}
$$

Hence, it follows from (3.42), (3.44), and (3.45) that

$$
\begin{equation*}
w\left(t_{2} ; j\right) \leq c_{18}\left[w\left(t_{1} ; j\right)+\sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x+\Theta^{2}\right] \tag{3.46}
\end{equation*}
$$

for $-T \leq t_{1}, t_{2} \leq T$.
Step 4. We set $Y_{2}(\cdot ; j)=\chi_{2} Y_{1}(\cdot ; j), Z_{2}(\cdot ; j)=\chi_{2} Z_{1}(\cdot ; j), U_{2}(\cdot ; j)=\chi_{2} U_{1}(\cdot ; j)$, $V_{2}(\cdot ; j)=\chi_{2} V_{1}(\cdot ; j)$. Then, by definitions of $\chi_{1}, \chi_{2}$, and $(3.37)-(3.41)$, we have $Y_{2}(\cdot ; j)$, $Z_{2}(\cdot ; j), U_{2}(\cdot ; j), V_{2}(\cdot ; j) \in\left(H_{0}^{1}(Q)\right)^{3}$,

$$
\begin{gathered}
\partial_{t} Y_{2}(\cdot ; j)-\nabla \times V_{2}(\cdot ; j)=-\chi_{1} \chi_{2} \Psi_{2}(\cdot ; j)-\chi_{2}\left(\nabla \chi_{1}\right) \times V(\cdot ; j)+\left(\partial_{t} \chi_{2}\right) Y_{1}(\cdot ; j), \\
\partial_{t} Z_{2}(\cdot ; j)+\nabla \times U_{2}(\cdot ; j)=\chi_{1} \chi_{2} \Psi_{1}(\cdot ; j)+\chi_{2}\left(\nabla \chi_{1}\right) \times U(\cdot ; j)+\left(\partial_{t} \chi_{2}\right) Z_{1}(\cdot ; j), \\
Y_{2}(\cdot ; j)=\varepsilon U_{2}(\cdot ; j)+\zeta V_{2}(\cdot ; j), \quad Z_{2}(\cdot ; j)=\zeta U_{2}(\cdot ; j)+\mu V_{2}(\cdot ; j), \\
\nabla \cdot Y_{2}(\cdot ; j)=\chi_{2}\left(\nabla \chi_{1}\right) \cdot Y(\cdot ; j), \quad \nabla \cdot Z_{2}(\cdot ; j)=\chi_{2}\left(\nabla \chi_{1}\right) \cdot Z(\cdot ; j) \quad \text { in } Q .
\end{gathered}
$$

Therefore, we can apply Lemma 3.1 (i) so that, by $\left(\nabla \chi_{1}\right)(x)=0$ for $x \in \Omega \backslash \omega$ and $\left(\partial_{t} \chi_{2}\right)(t)=0$ for $t \in(-T,-T+\delta) \cup(-T+2 \delta, T-2 \delta) \cup(T-\delta, T)$,

$$
\begin{align*}
& \int_{\Omega}\left[\left|Y_{2}(\cdot, 0 ; j)\right|^{2}+\left|Z_{2}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \leq C_{19} \int_{Q}\left[\left|-\chi_{1} \chi_{2} \Psi_{2}(\cdot ; j)-\chi_{2}\left(\nabla \chi_{1}\right) \times V(\cdot ; j)+\left(\partial_{t} \chi_{2}\right) Y_{1}(\cdot ; j)\right|^{2}\right. \\
&+\left|\chi_{1} \chi_{2} \Psi_{1}(\cdot ; j)+\chi_{2}\left(\nabla \chi_{1}\right) \times U(\cdot ; j)+\left(\partial_{t} \chi_{2}\right) Z_{1}(\cdot ; j)\right|^{2} \\
&\left.\quad+\left|\chi_{2}\left(\nabla \chi_{1}\right) \cdot Y(\cdot ; j)\right|^{2}+\left|\chi_{2}\left(\nabla \chi_{1}\right) \cdot Z(\cdot ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t
\end{aligned} \quad \begin{aligned}
\leq C_{20}\{ & \int_{Q}\left[\left|\Psi_{1}(\cdot ; j)\right|^{2}+\left|\Psi_{2}(\cdot ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t
\end{aligned} \quad \begin{aligned}
& +\int_{Q_{\omega}}\left|\nabla \chi_{1}\right|^{2}\left[|U(\cdot ; j)|^{2}+|V(\cdot ; j)|^{2}+|Y(\cdot ; j)|^{2}+|Z(\cdot ; j)|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t  \tag{3.47}\\
& \left.+\left(\int_{-T+\delta}^{-T+2 \delta}+\int_{T-2 \delta}^{T-\delta}\right) \int_{\Omega}\left(\partial_{t} \chi_{2}\right)^{2}\left[\left|Y_{1}(\cdot ; j)\right|^{2}+\left|Z_{1}(\cdot ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t\right\}
\end{align*}
$$

for all large $s>0$. By (2.1) and the definition of $\lambda$, we have

$$
\varphi(x, t)-\varphi(x, 0)=\mathrm{e}^{\varrho\left(|x|^{2}-\lambda^{2}\right)}\left(\mathrm{e}^{-\varrho \beta^{2} t^{2}}-1\right) \leq \mathrm{e}^{-\varrho \beta^{2} t^{2}}-1 \leq 0 \quad \text { for } x \in \bar{\Omega}
$$

Therefore, by $(3.23)$ and $(3.24)$ and $\left\|R_{3}(\cdot ; j)\right\|_{\left(W^{1, \infty}(Q)\right)^{3}},\left\|R_{4}(\cdot ; j)\right\|_{\left(W^{1, \infty}(Q)\right)^{3}} \leq M$, we have

$$
\begin{align*}
& \int_{Q}\left[\left|\Psi_{1}(\cdot ; j)\right|^{2}+\left|\Psi_{2}(\cdot ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \quad \leq C_{21} \sum_{k=1}^{3} \int_{Q}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \quad \leq C_{22} \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)}\left\{\int_{-T}^{T} \mathrm{e}^{2 s[\varphi(\cdot, t)-\varphi(\cdot, 0)]} \mathrm{d} t\right\} \mathrm{d} x  \tag{3.48}\\
& \quad \leq C_{23} \kappa_{1}(s) \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x
\end{align*}
$$

for all $s>0$, where

$$
\begin{equation*}
\kappa_{1}(s)=\int_{-T}^{T} \mathrm{e}^{2 s\left(\mathrm{e}^{-\varrho \beta^{2} t^{2}}-1\right)} \mathrm{d} t \tag{3.49}
\end{equation*}
$$

By (1.8) and (3.18)-(3.20), we have

$$
\begin{align*}
& \int_{Q_{\omega}}\left|\nabla \chi_{1}\right|^{2}\left[|U(\cdot ; j)|^{2}+|V(\cdot ; j)|^{2}+|Y(\cdot ; j)|^{2}+|Z(\cdot ; j)|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \quad \leq C_{24} \mathrm{e}^{2 s \Gamma} \int_{Q_{\omega}}\left[|Y(\cdot ; j)|^{2}+|Z(\cdot ; j)|^{2}\right] \mathrm{d} x \mathrm{~d} t \leq C_{25} \mathrm{e}^{2 s \Gamma} \Theta^{2} \tag{3.50}
\end{align*}
$$

for all $s>0$, where $\Gamma=\sup _{(x, t) \in Q} \varphi(x, t) \geq 1$. By (3.36), (3.43), and (3.46), we have

$$
\begin{align*}
& \left(\int_{-T+\delta}^{-T+2 \delta}+\int_{T-2 \delta}^{T-\delta}\right) \int_{\Omega}\left(\partial_{t} \chi_{2}\right)^{2}\left[\left|Y_{1}(\cdot ; j)\right|^{2}+\left|Z_{1}(\cdot ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi} \mathrm{~d} x \mathrm{~d} t \\
& \leq C_{26} \mathrm{e}^{2 s(1-\eta)}\left(\int_{-T+\delta}^{-T+2 \delta}+\int_{T-2 \delta}^{T-\delta}\right) w(t ; j) \mathrm{d} t \\
& \leq 2 C_{27} \delta \mathrm{e}^{2 s(1-\eta)}\left[w(0 ; j)+\sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x+\Theta^{2}\right]  \tag{3.51}\\
& \leq C_{28} \delta \mathrm{e}^{-2 s \eta}\left\{\int_{\Omega}\left[\left|Y_{1}(\cdot, 0 ; j)\right|^{2}+\left|Z_{1}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x\right. \\
& \left.\quad+\sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x\right\}+C_{29} \mathrm{e}^{2 s \Gamma} \Theta^{2}
\end{align*}
$$

for all $s>0$. For the last inequality, we have used the first inequality in (3.35) and definition (3.43) of $w(t ; j)$. Moreover, by $\chi_{2}(0)=1$ and the definition of $Y_{2}(\cdot ; j)$, $Z_{2}(\cdot ; j)$, we have $Y_{2}(x, 0 ; j)=Y_{1}(x, 0 ; j)$ and $Z_{2}(x, 0 ; j)=Z_{1}(x, 0 ; j)$ for $x \in \bar{\Omega}$. Hence, substituting (3.48), (3.50), and (3.51) into (3.47), we have

$$
\begin{aligned}
& \int_{\Omega}\left[\left|Y_{1}(\cdot, 0 ; j)\right|^{2}+\left|Z_{1}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \quad=\int_{\Omega}\left[\left|Y_{2}(\cdot, 0 ; j)\right|^{2}+\left|Z_{2}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \leq C_{30}\left\{\delta \mathrm{e}^{-2 s \eta} \int_{\Omega}\left[\left|Y_{1}(\cdot, 0 ; j)\right|^{2}+\left|Z_{1}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x\right. \\
& \\
& \left.\quad \quad+\kappa_{2}(s) \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x+\mathrm{e}^{2 s \Gamma} \Theta^{2}\right\}
\end{aligned}
$$

for all large $s>0$, where

$$
\begin{equation*}
\kappa_{2}(s)=\kappa_{1}(s)+\delta \mathrm{e}^{-2 s \eta} \tag{3.52}
\end{equation*}
$$

Furthermore, there exists $s_{4}>0$ such that $C_{30} \delta \mathrm{e}^{-2 s \eta} \leq 1 / 2$ for all $s>s_{4}$. Therefore, we have

$$
\begin{align*}
& \int_{\Omega}\left[\left|Y_{1}(\cdot, 0 ; j)\right|^{2}+\left|Z_{1}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \quad \leq 2 C_{30}\left[\kappa_{2}(s) \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x+\mathrm{e}^{2 s \Gamma} \Theta^{2}\right]  \tag{3.53}\\
& \quad \leq C_{31}\left[\kappa_{2}(s) \sum_{k=1}^{3} \int_{\Omega}\left|\nabla f_{k}\right|^{2} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x+\mathrm{e}^{2 s \Gamma} \Theta^{2}\right]
\end{align*}
$$

for all sufficiently large $s>0$. For the last inequality in (3.53), we have used (3.34).
Moreover, by the definition of $Y_{1}(\cdot ; j), Z_{1}(\cdot ; j)$, we have
$Y(\cdot, 0 ; j)=Y_{1}(\cdot, 0 ; j)+\left(1-\chi_{1}\right) Y(\cdot, 0 ; j), Z(\cdot, 0 ; j)=Z_{1}(\cdot, 0 ; j)+\left(1-\chi_{1}\right) Z(\cdot, 0 ; j)$ in $\Omega$.
Therefore, by $1-\chi_{1}(x)=0$ for $x \in \Omega \backslash \omega$, we have

$$
\begin{align*}
& \int_{\Omega}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \leq C_{32}\left\{\int_{\Omega}\left[\left|Y_{1}(\cdot, 0 ; j)\right|^{2}+\left|Z_{1}(\cdot, 0 ; j)\right|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x\right.  \tag{3.54}\\
&\left.+\int_{\omega}\left(1-\chi_{1}\right)^{2}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x\right\}
\end{align*}
$$

for $s>0$. By the Sobolev embedding theorem (e.g., [1]) and using (1.8) and (3.18) and (3.19), we have

$$
\begin{align*}
& \int_{\omega}\left(1-\chi_{1}\right)^{2}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x  \tag{3.55}\\
& \quad \leq C_{33} \mathrm{e}^{2 s \Gamma} \int_{\omega}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right] \mathrm{d} x \leq C_{34} \mathrm{e}^{2 s \Gamma} \Theta^{2}
\end{align*}
$$

for all $s>0$. Substituting (3.53) and (3.55) into (3.54) and summing over $j=1,2$, we obtain

$$
\begin{align*}
& \sum_{j=1}^{2} \int_{\Omega}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right] \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x  \tag{3.56}\\
& \quad \leq C_{35}\left[\kappa_{2}(s) \sum_{k=1}^{3} \int_{\Omega}\left|\nabla f_{k}\right|^{2} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x+\mathrm{e}^{2 s \Gamma} \Theta^{2}\right]
\end{align*}
$$

for all sufficiently large $s>0$.
Step 5. On the other hand, by (1.1), we have $D[\epsilon ; \Phi(j)](\cdot, 0)=D[\widetilde{\epsilon} ; \Phi(j)](\cdot, 0)=$ $d^{j}, B[\epsilon ; \Phi(j)](\cdot, 0)=B[\widetilde{\epsilon} ; \Phi(j)](\cdot, 0)=b^{j}$ in $\Omega$. Therefore, by (3.28) and (3.29), we have

$$
\begin{equation*}
\{E[\epsilon ; \Phi(j)]-E[\widetilde{\epsilon} ; \Phi(j)]\}(\cdot, 0)=-f_{1} d^{j}-f_{2} b^{j} \quad \text { in } \Omega \tag{3.57}
\end{equation*}
$$

$$
\begin{equation*}
\{H[\epsilon ; \Phi(j)]-H[\widetilde{\epsilon} ; \Phi(j)]\}(\cdot, 0)=-f_{2} d^{j}-f_{3} b^{j} \quad \text { in } \Omega . \tag{3.58}
\end{equation*}
$$

By (3.32), (3.33), (3.57), and (3.58), direct calculations yield

$$
\begin{aligned}
& Y(\cdot, 0 ; j)=-\nabla \times\left(f_{2} d^{j}+f_{3} b^{j}\right) \\
& \quad=-f_{2}\left(\nabla \times d^{j}\right)-f_{3}\left(\nabla \times b^{j}\right)-\left(\partial_{1} f_{2}\right)\left(e_{1} \times d^{j}\right)-\left(\partial_{1} f_{3}\right)\left(e_{1} \times b^{j}\right) \\
& \quad-\left(\partial_{2} f_{2}\right)\left(e_{2} \times d^{j}\right)-\left(\partial_{2} f_{3}\right)\left(e_{2} \times b^{j}\right)-\left(\partial_{3} f_{2}\right)\left(e_{3} \times d^{j}\right)-\left(\partial_{3} f_{3}\right)\left(e_{3} \times b^{j}\right) \text { in } \Omega, \\
& Z(\cdot, 0 ; j)=\nabla \times\left(f_{1} d^{j}+f_{2} b^{j}\right) \\
& \quad=f_{1}\left(\nabla \times d^{j}\right)+f_{2}\left(\nabla \times b^{j}\right)+\left(\partial_{1} f_{1}\right)\left(e_{1} \times d^{j}\right)+\left(\partial_{1} f_{2}\right)\left(e_{1} \times b^{j}\right) \\
& \quad+\left(\partial_{2} f_{1}\right)\left(e_{2} \times d^{j}\right)+\left(\partial_{2} f_{2}\right)\left(e_{2} \times b^{j}\right)+\left(\partial_{3} f_{1}\right)\left(e_{3} \times d^{j}\right)+\left(\partial_{3} f_{2}\right)\left(e_{3} \times b^{j}\right) \text { in } \Omega .
\end{aligned}
$$

Therefore, by definition of $\mathbb{G}$, we have

$$
\mathbb{G} F=\left(\begin{array}{c}
-Y(\cdot, 0 ; 1)  \tag{3.59}\\
Z(\cdot, 0 ; 1) \\
-Y(\cdot, 0 ; 2) \\
Z(\cdot, 0 ; 2)
\end{array}\right)-\left(\begin{array}{ccc}
0 & \nabla \times d^{1} & \nabla \times b^{1} \\
\nabla \times d^{1} & \nabla \times b^{1} & 0 \\
0 & \nabla \times d^{2} & \nabla \times b^{2} \\
\nabla \times d^{2} & \nabla \times b^{2} & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right) \text { in } \Omega
$$

where $F=\left(\partial_{1} f_{1}, \partial_{1} f_{2}, \partial_{1} f_{3}, \partial_{2} f_{1}, \partial_{2} f_{2}, \partial_{2} f_{3}, \partial_{3} f_{1}, \partial_{3} f_{2}, \partial_{3} f_{3}\right)^{\mathrm{T}}$. By (1.6) and (3.59), we see that

$$
\sum_{k=1}^{3}\left|\nabla f_{k}\right|^{2} \leq C_{36}|\mathbb{G} F|^{2} \leq C_{37}\left\{\sum_{j=1}^{2}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right]+\sum_{k=1}^{3}\left|f_{k}\right|^{2}\right\} \quad \text { in } \Omega
$$

Hence, by (3.34) and (3.56), we have

$$
\begin{align*}
& \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \\
& \quad \leq C_{38} \int_{\Omega}\left\{\sum_{j=1}^{2}\left[|Y(\cdot, 0 ; j)|^{2}+|Z(\cdot, 0 ; j)|^{2}\right]+\sum_{k=1}^{3}\left|f_{k}\right|^{2}\right\} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x  \tag{3.60}\\
& \quad \leq C_{39}\left[\kappa_{3}(s) \sum_{k=1}^{3} \int_{\Omega}\left|\nabla f_{k}\right|^{2} \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x+\mathrm{e}^{2 s \Gamma} \Theta^{2}\right]
\end{align*}
$$

for all sufficiently large $s>0$, where

$$
\begin{equation*}
\kappa_{3}(s)=\kappa_{2}(s)+\frac{1}{s} \tag{3.61}
\end{equation*}
$$

Furthermore, by definitions (3.49), (3.52), and (3.61) of $\kappa_{3}(s)$, we see that $\lim _{s \rightarrow \infty}$ $\kappa_{3}(s)=0$. Therefore, there exists $s_{5}>0$ such that $C_{39} \kappa_{3}(s) \leq 1 / 2$ for $s>s_{5}$. Therefore, by (3.60), we can obtain that

$$
\sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x \leq 2 C_{39} \mathrm{e}^{2 s \Gamma} \Theta^{2}
$$

for all sufficiently large $s>0$. Consequently, by the first inequality in (3.35), we have

$$
\begin{align*}
\sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x & \leq \mathrm{e}^{-2 s} \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{e}^{2 s \varphi(\cdot, 0)} \mathrm{d} x  \tag{3.62}\\
& \leq 2 C_{39} \mathrm{e}^{2 s(\Gamma-1)} \Theta^{2}
\end{align*}
$$

for all sufficiently large $s>0$. Hence, taking $s>0$ sufficiently large and fixing it, we obtain that

$$
\begin{equation*}
\sum_{k=1}^{3} \int_{\Omega}\left|f_{k}\right|^{2} \mathrm{~d} x \leq \sum_{k=1}^{3} \int_{\Omega}\left(\left|f_{k}\right|^{2}+\left|\nabla f_{k}\right|^{2}\right) \mathrm{d} x \leq C_{40} \Theta^{2} \tag{3.63}
\end{equation*}
$$

Moreover, by direct calculations, we can verify that

$$
\begin{aligned}
& \widetilde{\varepsilon}-\varepsilon=\widetilde{\xi} f_{3}+\gamma_{3} \xi \widetilde{\xi}\left[\left(\widetilde{\gamma}_{2}+\gamma_{2}\right) f_{2}-\gamma_{1} f_{3}-\widetilde{\gamma}_{3} f_{1}\right], \\
& \widetilde{\zeta}-\zeta=-\widetilde{\xi} f_{2}-\gamma_{2} \xi \widetilde{\xi}\left[\left(\widetilde{\gamma}_{2}+\gamma_{2}\right) f_{2}-\gamma_{1} f_{3}-\widetilde{\gamma}_{3} f_{1}\right], \\
& \widetilde{\mu}-\mu=\widetilde{\xi} f_{1}+\gamma_{1} \xi \widetilde{\xi}\left[\left(\widetilde{\gamma}_{2}+\gamma_{2}\right) f_{2}-\gamma_{1} f_{3}-\widetilde{\gamma_{3}} f_{1}\right] \quad \text { on } \bar{\Omega} .
\end{aligned}
$$

Therefore, by (3.63), we have

$$
\begin{equation*}
\|\widetilde{\epsilon}-\epsilon\|_{L^{2}(\Omega)}+\|\widetilde{\zeta}-\zeta\|_{L^{2}(\Omega)}+\|\widetilde{\mu}-\mu\|_{L^{2}(\Omega)} \leq c_{41} \sum_{k=1}^{3}\left\|f_{k}\right\|_{L^{2}(\Omega)} \leq C_{42} \Theta \tag{3.64}
\end{equation*}
$$

The proof of Theorem 1.1 is complete.
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#### Abstract

We consider a generalized hyperelastic-rod wave equation (or generalized CamassaHolm equation) describing nonlinear dispersive waves in compressible hyperelastic rods. We establish existence of a strongly continuous semigroup of global weak solutions for any initial data from $H^{1}(\mathbb{R})$. We also present a "weak equals strong" uniqueness result.
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1. Introduction and statement of main results. In recent years the so-called Camassa-Holm equation [3] has caught a great deal of attention. It is a nonlinear dispersive wave equation that takes the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\frac{\partial^{3} u}{\partial t \partial x^{2}}+2 \kappa \frac{\partial u}{\partial x}+3 u \frac{\partial u}{\partial x}=2 \frac{\partial u}{\partial x} \frac{\partial^{2} u}{\partial x^{2}}+u \frac{\partial^{3} u}{\partial x^{3}}, \quad t>0, x \in \mathbb{R} . \tag{1.1}
\end{equation*}
$$

When $\kappa>0$, this equation models the propagation of unidirectional shallow water waves on a flat bottom, and $u(t, x)$ represents the fluid velocity at time $t$ in the horizontal direction $x[3,22]$. The Camassa-Holm equation possesses a bi-Hamiltonian structure (and thus an infinite number of conservation laws) [20,3] and is completely integrable $[3,1,11,6]$. Moreover, when $\kappa=0$ it has an infinite number of solitary wave solutions, called peakons due to the discontinuity of their first derivatives at the wave peak, interacting like solitons:

$$
u(t, x)=c e^{-|x-c t|}, \quad c \in \mathbb{R}
$$

The solitary waves with $\kappa>0$ are smooth, while they become peaked when $\kappa \rightarrow 0$. From a mathematical point of view the Camassa-Holm equation is well studied. Local well-posedness results are proved in [7, 21, 24, 30]. It is also known that there exist global solutions for a particular class of initial data and also solutions that blow up in finite time for a large class of initial data [5, 7, 10]. Here blow up means that the slope of the solution becomes unbounded while the solution itself stays bounded. More relevant for the present paper, we recall that existence and uniqueness results for global weak solutions of (1.1) with $\kappa=0$ have been proved by Constantin and Escher [8], Constantin and Molinet [12], and Xin and Zhang [32, 33], see also Danchin [17, 18].

[^56]Here we are interested in the Cauchy problem for the nonlinear equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\frac{\partial^{3} u}{\partial t \partial x^{2}}+\frac{\partial}{\partial x}\left(\frac{g(u)}{2}\right)=\gamma\left(2 \frac{\partial u}{\partial x} \frac{\partial^{2} u}{\partial x^{2}}+u \frac{\partial^{3} u}{\partial x^{3}}\right), \quad t>0, x \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

where the function $g: \mathbb{R} \rightarrow \mathbb{R}$ and the constant $\gamma \in \mathbb{R}$ are given. Observe that if $g(u)=2 \kappa u+3 u^{2}$ and $\gamma=1$, then (1) is the classical Camassa-Holm equation. With $g(u)=3 u^{2}$, Dai $[15,14,16]$ derived (1) as an equation describing finite length, small amplitude radial deformation waves in cylindrical compressible hyperelastic rods, and often referred to it as the hyperelastic-rod wave equation. Stability of solitary waves for this equation was studied in [13]. The constant $\gamma$ is given in terms of the material constants and the prestress of the rod; we coin (1) the generalized hyperelastic-rod wave equation.

In the derivation of the Camassa-Holm equation in the context of the shallow water waves $[3,22]$, the constant $\kappa$ is proportional to the square root of water depth. Thus under normal circumstances it is not physical to set $\kappa=0$. Although strictly speaking one does not have peakons in the shallow water model $(\kappa>0)$, one has them in Dai's model for compressible hyperelastic rods, since in this model $g(u)=$ $3 u^{2}$ and $\gamma \in \mathbb{R}$. For $\gamma=0$ and $g(u)=3 u^{2}$, (1) becomes the regularized wave equation describing surface waves in channel [2]; the solutions are global, the equation has an Hamiltonian structure but is not integrable, and its solitary waves are not solitons.

A difference between the Camassa-Holm equation (1.1) (with $\kappa=0$ ) and the generalized hyperelastic-rod wave equation (1) is that (the slope of) solitary wave solutions to (1) can blow up, while they cannot for (1.1). Solitary waves are bounded solutions of (1) of the form $u(t, x)=\varphi(x-c t)$, where $c$ is the wave speed. It is not hard to check that $\varphi(\zeta), \zeta=x-c t$, satisfies the ordinary differential equation $\left(\varphi^{\prime}\right)^{2}=\frac{c \varphi^{2}-G(\phi)}{c-\gamma \varphi}$, where $G(\xi)=\int_{0}^{\xi} g(\xi) d \xi$. From this expression it is clear that $\left|\varphi^{\prime}\right|$ can become infinite. Notice, however, that for the Camassa-Holm equation (1.1) (with $\kappa=0$ ), for which $G(u)=u^{3}$, it follows from the above equation that $\left(\varphi^{\prime}\right)^{2}=\varphi$ (if $\varphi \neq c / \gamma$ ) and thus any solitary wave (peakon) $\varphi$ belongs to $W^{1, \infty}$. Notice also that for (1) with $g(u)=2 \kappa u+3 u^{2}$, the above ordinary differential equation becomes $\left(\varphi^{\prime}\right)^{2}=\phi^{2} \frac{(c-\kappa)-\varphi}{c-\gamma \varphi}$, and choosing $\gamma=\frac{c}{c-\kappa}, c \neq \kappa$, we find the peakon solution

$$
\begin{equation*}
\varphi(\xi)=(c-\kappa) e^{-\sqrt{\frac{c-\kappa}{c}}|\xi|} \tag{1.3}
\end{equation*}
$$

From a mathematical point of view the generalized hyperelastic-rod wave equation (1) is much less studied than (1.1). Recently, Yin [34, 35, 36] (see also Constantin and Escher [9]) proved local well-posedness, global well-posedness for a particular class of initial data, and in particular that smooth solutions blow up in finite time (with a precise estimate of the blow-up time) for a large class of initial data. Lopes [28] proved stability of solitary waves for (1) with $\gamma=1$, while Kalisch [23] studied the stability when $g(u)=2 \kappa u+3 u^{3}$ and $\gamma \in \mathbb{R}$. Qian and Tang [29] used the bifurcation method to study peakons and periodic cusp waves for (1) with $g(u)=2 \kappa u+a u^{2}, \kappa, a \in \mathbb{R}$, $\gamma=1$. When $a \neq 3, a>0, \kappa \neq 0$, they found the following two peakon type solutions: $u(t, x)=\frac{6 \kappa}{3-a} \exp \left(-\sqrt{\frac{a}{3}}\left|x-\frac{6 \kappa t}{3-a}\right|\right)$ and $u(t, x)=\frac{2 \kappa}{a+1}\left(3 a \exp \left(-\sqrt{\frac{a}{3}}\left|x-\frac{2 \kappa t}{a+1}\right|\right)-2\right)$. When $a=3$ and $\kappa \neq 0$ they also found a peakon type solution of the form $u(t, x)=$ $\frac{3 \kappa}{2} \exp \left(-\left|x-\frac{\kappa t}{2}\right|\right)-\kappa$. For (1) with $g(u)=3 u^{2}$, Dai [16] has constructed explicitly a variety of traveling waves, including solitary shock (or peakon like) waves. To give an
example, suppose $0<\gamma<3$ and pick any constant $c>0$. Then the following peakon like function is a travelling wave solution:

$$
u(t, x)=\frac{1}{2}\left(1-\frac{1}{\gamma}\right) c+\frac{c}{2}\left(\frac{3}{\gamma}-1\right) \exp \left(-\frac{1}{\sqrt{\gamma}}|x-c t-\zeta|\right)
$$

where $\zeta$ is a particular constant. Dai refers to this as a supersonic solitary shock wave. Although all the above displayed peakon type solutions belong to $W^{1, \infty}$ they do not all belong to $H^{1}(\mathbb{R})$ (some of them do not decay to zero at $\pm \infty$ ) and these cannot be encompassed by our theory.

Up to now there are no global existence results for weak solutions to the generalized hyperelastic-rod wave equation (1). Here we establish the existence of a global weak solution to (1) for any initial function $u_{0}$ belonging to $H^{1}(\mathbb{R})$. Furthermore, we prove the existence of a strongly continuous semigroup, which in particular implies stability of the solution with respect to perturbations of data in the equation as well as perturbation in the initial data. Our approach is based on a vanishing viscosity argument, showing stability of the solution when a regularizing term vanishes. This stability result is new even for the Camassa-Holm equation (1.1). Finally, we prove a "weak equals strong" uniqueness result. Here we follow closely the approach of Xin and Zhang [32] for the Camassa-Holm equation (1.1) with $\kappa=0$.

Let us be more precise about our results. We shall assume that

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0} \in H^{1}(\mathbb{R}) \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
g \in \operatorname{Lip}_{\mathrm{loc}}(\mathbb{R}), \quad g(0)=0, \quad \gamma>0 \tag{1.5}
\end{equation*}
$$

Observe that the case $\gamma=0$ is much simpler than the one we are considering. Moreover, if $\gamma<0$, peakons become antipeakons, so we can use a similar argument. The assumption of infinite differentiability of $g$ is made just for convenience. In fact, locally Lipschitz continuity would be sufficient. Define

$$
h(\xi):=\frac{1}{2}\left(g(\xi)-\gamma \xi^{2}\right)
$$

for $\xi \in \mathbb{R}$. Rewriting (1) as

$$
\begin{equation*}
\left(1-\partial_{x}^{2}\right) u_{t}+\gamma\left(1-\partial_{x}^{2}\right) u u_{x}+\left(h(u)+\frac{\gamma}{2} u_{x}^{2}\right)_{x}=0 \tag{1.6}
\end{equation*}
$$

we see that (1) formally is equivalent to the elliptic-hyperbolic system

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\gamma u \frac{\partial u}{\partial x}+\frac{\partial P}{\partial x}=0, \quad-\frac{\partial^{2} P}{\partial x^{2}}+P=h(u)+\frac{\gamma}{2}\left(\frac{\partial u}{\partial x}\right)^{2} \tag{1.7}
\end{equation*}
$$

Moreover, since $e^{-|x|} / 2$ is the Green's function of the operator $-\frac{\partial^{2}}{\partial x^{2}}+1,(1)$ is equivalent to the integro-differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\gamma u \frac{\partial u}{\partial x}+\frac{\partial P}{\partial x}=0, \quad P(t, x)=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|}\left(h(u(t, y))+\frac{\gamma}{2}\left(\frac{\partial u}{\partial x}(t, y)\right)^{2}\right) d y \tag{1.8}
\end{equation*}
$$

Motivated by this, we shall use the following definition of weak solution.
Definition 1.1. We call $u:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ a weak solution of the Cauchy problem for (1) if
(i) $u \in C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left((0, \infty) ; H^{1}(\mathbb{R})\right)$;
(ii) u satisfies (1.7) in the sense of distributions for some $P \in L^{\infty}\left([0, \infty): W^{1, \infty}(\mathbb{R})\right)$;
(iii) $u(0, x)=u_{0}(x)$, for every $x \in \mathbb{R}$;
(iv) $\|u(t, \cdot)\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$, for each $t>0$.

If, in addition, there exists a positive constant $K_{1}$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ such that

$$
\begin{equation*}
\frac{\partial u}{\partial x}(t, x) \leq \frac{2}{\gamma t}+K_{1}, \quad(t, x) \in(0, \infty) \times \mathbb{R} \tag{1.9}
\end{equation*}
$$

then we call $u$ an admissible weak solution of the Cauchy problem for (1).
Our existence results are collected in the following theorem.
ThEOREM 1.2. There exists a strongly continuous semigroup of solutions associated to the Cauchy problem (1). More precisely, there exists a map

$$
\begin{aligned}
S:[0, \infty) \times(0, \infty) \times \mathcal{E} \times H^{1}(\mathbb{R}) & \longrightarrow C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \\
\left(t, \gamma, g, u_{0}\right) & \mapsto S_{t}\left(\gamma, g, u_{0}\right)
\end{aligned}
$$

where

$$
\mathcal{E}:=\left\{g \in \operatorname{Lip}_{\mathrm{loc}}(\mathbb{R}) \mid g(0)=0\right\}
$$

with the following properties:
$(j)$ for each $u_{0} \in H^{1}(\mathbb{R}), \gamma>0, g \in \mathcal{E}$ the $\operatorname{map} u(t, x)=S_{t}\left(\gamma, g, u_{0}\right)(x)$ is an admissible weak solution of (1);
$(j j)$ it is stable with respect to the initial condition in the following sense, if

$$
\begin{equation*}
u_{0, n} \longrightarrow u_{0} \text { in } H^{1}(\mathbb{R}), \quad \gamma_{n} \longrightarrow \gamma, g_{n}^{\prime} \longrightarrow g^{\prime} \text { in } L^{\infty}(\mathcal{I}) \tag{1.10}
\end{equation*}
$$

then

$$
\begin{equation*}
S_{t}\left(\gamma_{n}, g_{n}, u_{0, n}\right) \longrightarrow S_{t}\left(\gamma, g, u_{0}\right) \text { in } L^{\infty}\left([0, T] ; H^{1}(\mathbb{R})\right) \tag{1.11}
\end{equation*}
$$

for every $\left\{u_{0, n}\right\}_{n \in \mathbb{N}} \subset H^{1}(\mathbb{R}),\left\{\gamma_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty)$, $\left\{g_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{E}, u_{0} \in H^{1}(\mathbb{R})$, $\gamma>0, g \in \mathcal{E}, T>0$, where

$$
\mathcal{I}:=\frac{1}{\sqrt{2}}\left[-\sup _{n}\left\|u_{0, n}\right\|_{H^{1}(\mathbb{R})}, \sup _{n}\left\|u_{0, n}\right\|_{H^{1}(\mathbb{R})}\right]
$$

Moreover, the following statements hold:
( $k$ ) Estimate (1.9) is valid with

$$
K_{1}:=\sqrt{\frac{2}{\gamma}}\left(2 \max _{|\xi| \leq \sqrt{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}}|h(\xi)|+\frac{\gamma}{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}\right)^{1 / 2}
$$

( $k k$ ) There results

$$
\begin{equation*}
\frac{\partial}{\partial x} S_{t}\left(\gamma, g, u_{0}\right) \in L_{\mathrm{loc}}^{p}([0, \infty) \times \mathbb{R}) \tag{1.12}
\end{equation*}
$$

for each $1 \leq p<3$.
( $k k k$ ) The following identity holds in the sense of distributions on $[0, \infty) \times \mathbb{R}$ :

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{1}{2}\left[u^{2}+q^{2}\right]\right)+\frac{\partial}{\partial x}\left(u\left[\frac{\gamma}{2} q^{2}+P\right]+\frac{\gamma}{3} u^{3}-H(u)\right)=-\mu \tag{1.13}
\end{equation*}
$$

where $u=S_{t}\left(\gamma, g, u_{0}\right), q=\frac{\partial}{\partial x} S_{t}\left(\gamma, g, u_{0}\right), H^{\prime}=h$, the defect measure $\mu$ is a nonnegative Radon measure such that as $R \rightarrow \infty$ there holds $R q(q+R)$ $\chi_{(-\infty,-R)}(q) \stackrel{\star}{\rightharpoonup} \mu$ in the sense of measures and $\mu([0, \infty) \times \mathbb{R}) \leq \frac{1}{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$.
We stress that the existence of a strongly continuous semigroup is new, even for the Camassa-Holm equation itself. In particular, this includes the stability of the solution with respect to perturbations in the initial data and the coefficients in the equation.

As in Xin and Zhang [32, 33] and their study of the Camassa-Holm equation (1.1) with $\kappa=0$, we prove existence of a global weak solution by establishing convergence as $\varepsilon \rightarrow 0$ of a sequence of smooth viscous approximate solutions $u_{\varepsilon}$ (see (2.1)). Regarding the limiting process there is a an interesting mathematical issue: we need to prove that the derivative $q_{\varepsilon}=\partial u_{\varepsilon} / \partial x$, which a priori is only weakly compact, in fact converges strongly (along a subsequence). Strong convergence of $q_{\varepsilon}$ is needed if we want to send $\varepsilon$ to zero in the viscous problem and recover (1). To improve the weak convergence of $q_{\varepsilon}$ to strong convergence we follow [32] closely when using renormalization theory for linear transport equations with nonsmooth coefficients. The idea of renormalization goes back to DiPerna and Lions [19] and it has been developed further and applied by many authors (see Lions [26, 27], Xin and Zhang [32], and the references given therein for relevant information). In the process of improving weak convergence to strong convergence, the higher integrability estimate (1.12) for $q_{\varepsilon}$ is crucial. It ensures that the weak limit of $q_{\varepsilon}^{2}$ does not contain singular measures (there are no concentration effects).

Regarding the optimality of (1.12), one should keep in mind that when a solution $u$ blows up (necessarily in the sense that $|\partial u / \partial x| \rightarrow \infty$ ), say at $x=0$, then $u$ must behave like $x^{2 / 3}$ and $\partial u / \partial x$ like $x^{-1 / 3}$, since $u(t, \cdot) \in H^{1}(\mathbb{R})$, in which case $\partial u / \partial x$ belongs to $L_{\text {loc }}^{p}$ if and only if $1 \leq p<3$.

Denote by $u$ an (admissible) weak solution. If the associated defect measure $\mu$ defined in (1.13) vanishes, then we call $u$ an energy conservative (admissible) weak solution. Xin and Zhang [33] proved a "weak equals strong" uniqueness result for energy conservative admissible weak solutions of the Camassa-Holm equation (1.1) when $\kappa=0$. Their result also contains the uniqueness result of Constantin and Molinet [12] as a special case.

By slightly adapting the arguments of Xin and Zhang we can also have a "weak equals strong" uniqueness result for the generalized hyperelastic-rod wave equation.

Theorem 1.3. Suppose there exists a function u such that (i), (ii), and (iii) of Definition 1.1 hold and that there exists a function $\beta \in L^{2}([0, T))$ for all $T>0$ such that $\left\|\frac{\partial u}{\partial x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leq \beta(t)$ for any $t \geq 0$. Then the energy conservative admissible weak solution is unique.

Due to strong similarities with the proof of Xin and Zhang, we do not prove Theorem 1.3 here and instead ask that the reader consult their paper [33].

Whenever a sufficiently regular solution to (1) can be found (see $[9,16,29,34$, $35,36]$ for some situations where this happens), then Theorem 1.3 ensures that this solution is unique in the class energy conservative admissible weak solutions. Note that peakons are "sufficiently regular." For example, the peakon solution (1.3) is covered by our theory. One should compare Theorem 1.3 with the uniqueness/stability assertion
in Theorem 1.2, which states that there is uniqueness in the class of vanishing viscosity solutions.

In passing, we mention that it is apparently not easy to prove existence and uniqueness results for (1) by adapting the methods in [8, 12] for the Camassa-Holm equation, which are based on studying the equation for the "vorticity" $m:=\left(1-\frac{\partial^{2}}{\partial x^{2}}\right) u$. In the present context the equation for $m$ reads

$$
\begin{equation*}
\frac{\partial m}{\partial t}+\gamma u \frac{\partial m}{\partial x}+2 \gamma \frac{\partial u}{\partial x} m=-\frac{1}{2} \frac{\partial}{\partial x}\left(g(u)-3 \gamma u^{2}\right) \tag{1.14}
\end{equation*}
$$

In the case of the Camassa-Holm equation (that is, $g(u)=3 u^{2}$ and $\gamma=1$ ), the right-hand side of (1.14) vanishes, and assuming that $\left.m\right|_{t=0}$ is a bounded nonnegative measure it is not difficult to see that $m(t, \cdot) \in L^{1}$ remains nonnegative at later times and consequently one can bound $\partial u / \partial x$ in $L^{\infty}$ and $\partial^{2} u / \partial x^{2}$ in $L^{1}$. Using these bounds one can in fact prove the existence and uniqueness of an energy conservative weak solution $[8,12]$. In the general case $\left(g(u)\right.$ is not equal to $\left.3 \gamma u^{2}\right)$, it seems difficult to implement this strategy for proving existence and uniqueness results, and this fact has motivated us to use the "weak convergence" approach.

The remainder of this paper is organized as follows. Section 2 is devoted to stating the viscous problem and a corresponding well-posedness result. In sections 3 and 4 we establish, respectively, an Oleinik type estimate and a higher integrability estimate for the viscous approximants. Section 5 is devoted to proving basic compactness properties for the viscous approximants. Strong compactness of the derivative of the viscous approximants is obtained in section 6 , where an existence result for (1) is also stated. In section 7 we prove the uniqueness of the vanishing viscosity limit, this defines a semigroup of solutions as stated in Theorem 1.2. In section 8 we prove the continuity properties of the semigroup.
2. Viscous approximants: Existence and energy estimate. We will prove existence of a weak solution to the Cauchy problem for (1) by proving compactness of a sequence of smooth functions $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ solving the following viscous problems (see [4, Theorem 2.3]):

$$
\begin{cases}\frac{\partial u_{\varepsilon}}{\partial t}+\gamma u_{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x}+\frac{\partial P_{\varepsilon}}{\partial x}=\varepsilon \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}, & t>0, x \in \mathbb{R}  \tag{2.1}\\ -\frac{\partial^{2} P_{\varepsilon}}{\partial x^{2}}+P_{\varepsilon}=h\left(u_{\varepsilon}\right)+\frac{\gamma}{2}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}, & t>0, x \in \mathbb{R} \\ u_{\varepsilon}(0, x)=u_{\varepsilon, 0}(x), & x \in \mathbb{R}\end{cases}
$$

We shall assume that

$$
\begin{equation*}
\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \quad \varepsilon>0, \quad \text { and } \quad u_{\varepsilon, 0} \rightarrow u_{0} \text { in } H^{1}(\mathbb{R}) \tag{2.2}
\end{equation*}
$$

The starting point of our analysis is the following well-posedness result for (2.1).
Theorem 2.1. Assume (1.4) and (2.2). Let $\varepsilon>0, u_{\varepsilon, 0} \in H^{\ell}(\mathbb{R})$ and $\ell \geq 2$. Then there exists a unique solution $u_{\varepsilon} \in C\left(\mathbb{R} ; H^{\ell}(\mathbb{R})\right)$ to the Cauchy problem (2.1). Moreover, for each $t \geq 0$,

$$
\begin{align*}
& \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right)(t, x) d x \\
& \quad+2 \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left(\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2}\right)(s, x) d x d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2} \tag{2.3}
\end{align*}
$$

or

$$
\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2}+2 \varepsilon \int_{0}^{t}\left\|\frac{\partial u_{\varepsilon}}{\partial x}(s, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2} .
$$

Remark 2.2. Due to [25, Theorem 8.5], (2.2) and (2.3), we have for each $t \geq 0$

$$
\begin{equation*}
\left\|u_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leq \frac{1}{\sqrt{2}}\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq \frac{1}{\sqrt{2}}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} . \tag{2.4}
\end{equation*}
$$

Proof of Theorem 2.1. From Theorem 2.3 in [4] we infer that (2.1) has a solution $u_{\varepsilon} \in C\left(\mathbb{R} ; H^{\ell}(\mathbb{R})\right)$. Define

$$
q_{\varepsilon}(t, x):=\frac{\partial u_{\varepsilon}}{\partial x}(t, x) .
$$

By (2.1), $q_{\varepsilon}=q_{\varepsilon}(t, x)$ is the solution of

$$
\begin{equation*}
\frac{\partial q_{\varepsilon}}{\partial t}+\gamma u_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}+\frac{\gamma}{2} q_{\varepsilon}^{2}=h\left(u_{\varepsilon}\right)-P_{\varepsilon}, \quad q_{\varepsilon}(0, x)=\frac{\partial u_{\varepsilon, 0}}{\partial x}(x), \tag{2.5}
\end{equation*}
$$

for $t>0$ and $x \in \mathbb{R}$. Multiply (2.1) by $u_{\varepsilon}$, (2.5) by $q_{\varepsilon}$, and add the resulting equations. After rearranging a bit, we derive the conservation law

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left(\frac{1}{2}\left[u_{\varepsilon}^{2}+q_{\varepsilon}^{2}\right]\right)+\frac{\partial}{\partial x}\left(u_{\varepsilon}\left[\frac{\gamma}{2} q_{\varepsilon}^{2}+P_{\varepsilon}\right]+\frac{\gamma}{3} u^{3}-H(u)\right) \\
& \quad=\frac{\varepsilon}{2}\left(u_{\varepsilon}^{2}+q_{\varepsilon}^{2}\right)_{x x}-\varepsilon q_{\varepsilon}^{2}-\varepsilon\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2},
\end{aligned}
$$

where $H^{\prime}=h$. From this (2.3) follows easily.
3. Viscous approximants: Oleinik type estimate.

Lemma 3.1. For each $t>0$ and $x \in \mathbb{R}$,

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial x}(t, x) \leq \frac{2}{\gamma t}+C_{2}, \tag{3.1}
\end{equation*}
$$

where $u_{\varepsilon}=u_{\varepsilon}(t, x)$ is the unique solution of (2.1), and

$$
C_{2}:=\sqrt{\frac{2}{\gamma}}\left(2 \max _{|\xi| \leq \sqrt{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}}|h(\xi)|+\frac{\gamma}{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}\right)^{1 / 2} .
$$

Proof. From (2.4),

$$
\begin{equation*}
\left\|h\left(u_{\varepsilon}\right)\right\|_{L^{\infty}([0, \infty) \times \mathbb{R})} \leq \max _{|\xi| \leq \sqrt{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}}|h(\xi)|:=L_{1}<\infty . \tag{3.2}
\end{equation*}
$$

Moreover, since

$$
\begin{equation*}
\int_{\mathbb{R}} e^{-|x-y|} d y=2, \quad x \in \mathbb{R}, \tag{3.3}
\end{equation*}
$$

again using (2.4), for each $t \geq 0$ and $x \in \mathbb{R}$,

$$
\left|P_{\varepsilon}(t, x)\right| \leq L_{1}+\frac{\gamma}{4}\left\|\frac{\partial u_{\varepsilon}}{\partial x}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2} \leq L_{1}+\frac{\gamma}{4}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}:=L_{2} .
$$

So, denoting $L:=L_{1}+L_{2}$, we have, from (2.5),

$$
\begin{equation*}
\frac{\partial q_{\varepsilon}}{\partial t}+\gamma u_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}+\frac{\gamma}{2} q_{\varepsilon}^{2} \leq L \tag{3.4}
\end{equation*}
$$

Let $f=f(t)$ be the solution of

$$
\begin{equation*}
\frac{d f}{d t}+\frac{\gamma}{2} f^{2}=L, \quad t>0, \quad f(0)=\left\|\frac{\partial u_{\varepsilon, 0}}{\partial x}\right\|_{L^{\infty}(\mathbb{R})} . \tag{3.5}
\end{equation*}
$$

Since, by (2.4) and (3.4), $f=f(t)$ is a supersolution of the parabolic initial value problem (2.5), due to the comparison principle for parabolic equations, we get

$$
\begin{equation*}
q_{\varepsilon}(t, x) \leq f(t), \quad t \geq 0, \quad x \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

Finally, consider the map $F(t):=\frac{2}{\gamma t}+\sqrt{\frac{2}{\gamma}} L, t>0$. Observe that $\frac{d F}{d t}(t)+\frac{\gamma}{2} F^{2}(t)-L=$ $\frac{2 \sqrt{2 L / \gamma}}{t}>0$, for any $t>0$, so that $F=F(t)$ is a supersolution of (3.5). Due to the comparison principle for ordinary differential equations, we get $f(t) \leq F(t)$ for all $t>0$. Therefore, by this and (3.6), the estimate (3.1) is proven.

## 4. Viscous approximants: Higher integrability estimate.

Lemma 4.1. Let $0<\alpha<1, T>0$, and $a, b \in \mathbb{R}, a<b$. Then there exists a positive constant $C_{3}$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \alpha, T, a$ and $b$, but independent of $\varepsilon$, such that

$$
\begin{equation*}
\int_{0}^{T} \int_{a}^{b}\left|\frac{\partial u_{\varepsilon}}{\partial x}(t, x)\right|^{2+\alpha} d t d x \leq C_{3}, \tag{4.1}
\end{equation*}
$$

where $u_{\varepsilon}=u_{\varepsilon}(t, x)$ is the unique solution of (2.1).
Proof. The proof is a variant of the proof found in Xin and Zhang [32]. Let $\chi \in C^{\infty}(\mathbb{R})$ be a cut-off function such that

$$
0 \leq \chi \leq 1, \quad \chi(x)= \begin{cases}1, & \text { if } x \in[a, b], \\ 0, & \text { if } x \in(-\infty, a-1] \cup[b+1, \infty) .\end{cases}
$$

Consider also the map $\theta(\xi):=\xi(|\xi|+1)^{\alpha}, \xi \in \mathbb{R}$, and observe that, since $0<\alpha<1$,

$$
\begin{align*}
& \theta^{\prime}(\xi)=((\alpha+1)|\xi|+1)(|\xi|+1)^{\alpha-1}, \\
& \theta^{\prime \prime}(\xi)=\alpha \operatorname{sign}(\xi)(|\xi|+1)^{\alpha-2}((\alpha+1)|\xi|+2) \\
&=\alpha(\alpha+1) \operatorname{sign}(\xi)(|\xi|+1)^{\alpha-1}+(1-\alpha) \alpha \operatorname{sign}(\xi)(|\xi|+1)^{\alpha-2}, \\
&4.2) \quad|\theta(\xi)| \leq|\xi|^{\alpha+1}+|\xi|, \quad\left|\theta^{\prime}(\xi)\right| \leq(\alpha+1)|\xi|+1, \quad\left|\theta^{\prime \prime}(\xi)\right| \leq 2 \alpha,  \tag{4.2}\\
&4.3)  \tag{4.3}\\
& \xi \theta(\xi)-\frac{1}{2} \xi^{2} \theta^{\prime}(\xi)=\frac{1-\alpha}{2} \xi^{2}(|\xi|+1)^{\alpha}+\frac{\alpha}{2} \xi^{2}(|\xi|+1)^{\alpha-1} \\
& \geq \frac{1-\alpha}{2} \xi^{2}(|\xi|+1)^{\alpha} .
\end{align*}
$$

Multiplying (2.5) by $\chi \theta^{\prime}\left(q_{\varepsilon}\right)$, using the chain rule, and integrating over $\Pi_{T}:=$ $[0, T] \times \mathbb{R}$, we get

$$
\begin{align*}
& \int_{\Pi_{T}} \gamma \chi(x) q_{\varepsilon} \theta\left(q_{\varepsilon}\right) d t d x-\frac{\gamma}{2} \int_{\Pi_{T}} q_{\varepsilon}^{2} \chi(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x  \tag{4.4}\\
& \quad=\int_{\mathbb{R}} \chi(x)\left(\theta\left(q_{\varepsilon}(T, x)\right)-\theta\left(q_{\varepsilon}(0, x)\right)\right) d x-\int_{\Pi_{T}} \gamma u_{\varepsilon} \chi^{\prime}(x) \theta\left(q_{\varepsilon}\right) d t d x \\
& \quad+\varepsilon \int_{\Pi_{T}} \frac{\partial q_{\varepsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x+\varepsilon \int_{\Pi_{T}}\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} \chi(x) \theta^{\prime \prime}\left(q_{\varepsilon}\right) d t d x \\
&-\int_{\Pi_{T}}\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right) \chi(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x
\end{align*}
$$

Observe that, by (4.3),

$$
\begin{align*}
& \int_{\Pi_{T}} \gamma \chi(x) q_{\varepsilon} \theta\left(q_{\varepsilon}\right) d t d x-\frac{\gamma}{2} \int_{\Pi_{T}} q_{\varepsilon}^{2} \chi(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x \\
& \quad=\int_{\Pi_{T}} \gamma \chi(x)\left(q_{\varepsilon} \theta\left(q_{\varepsilon}\right)-\frac{1}{2} q_{\varepsilon}^{2} \theta^{\prime}\left(q_{\varepsilon}\right)\right) d t d x \\
& \quad \geq \frac{\gamma(1-\alpha)}{2} \int_{\Pi_{T}} \chi(x) q_{\varepsilon}^{2}\left(\left|q_{\varepsilon}\right|+1\right)^{\alpha} d t d x \tag{4.5}
\end{align*}
$$

Let $t \geq 0$, since $0<\alpha<1$, using the Hölder inequality, (2.4) and the first part of (4.2),

$$
\begin{align*}
\left|\int_{\mathbb{R}} \chi(x) \theta\left(q_{\varepsilon}\right) d x\right| & \leq \int_{\mathbb{R}} \chi(x)\left(\left|q_{\varepsilon}\right|^{\alpha+1}+\left|q_{\varepsilon}\right|\right) d x  \tag{4.6}\\
& \leq\|\chi\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1}+\|\chi\|_{L^{2}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \\
& \leq(b-a+2)^{(1-\alpha) / 2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{\alpha+1}+(b-a+2)^{1 / 2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}
\end{align*}
$$

and

$$
\begin{align*}
&\left|\int_{\Pi_{T}} \gamma u_{\varepsilon} \chi^{\prime}(x) \theta\left(q_{\varepsilon}\right) d t d x\right| \leq \int_{\Pi_{T}} \gamma\left|u_{\varepsilon}\right| \| \chi^{\prime}(x) \mid\left(\left|q_{\varepsilon}\right|^{\alpha+1}+\left|q_{\varepsilon}\right|\right) d t d x  \tag{4.7}\\
& \leq \int_{\Pi_{T}} \gamma\left\|u_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}\left|\chi^{\prime}(x)\right|\left(\left|q_{\varepsilon}\right|^{\alpha+1}+\left|q_{\varepsilon}\right|\right) d t d x \\
& \leq \gamma \frac{\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}}{\sqrt{2}} \int_{0}^{T}\left(\left\|\chi^{\prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1}\right. \\
&\left.+\left\|\chi^{\prime}\right\|_{L^{2}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}\right) d t \\
& \leq \gamma T \frac{\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}}{\sqrt{2}}\left(\left\|\chi^{\prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{\alpha+1}\right. \\
&\left.+\left\|\chi^{\prime}\right\|_{L^{2}(\mathbb{R})}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}\right)
\end{align*}
$$

Moreover, observe that

$$
\varepsilon \int_{\Pi_{T}} \frac{\partial q_{\varepsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x=-\varepsilon \int_{\Pi_{T}} \theta\left(q_{\varepsilon}\right) \chi^{\prime \prime}(x) d t d x
$$

so, again by the Hölder inequality (2.4) and the first part of (4.2),

$$
\begin{align*}
\left|\varepsilon \int_{\Pi_{T}} \frac{\partial q_{\varepsilon}}{\partial x} \chi^{\prime}(x) \theta\left(q_{\varepsilon}\right) d t d x\right| \leq & \leq \int_{\Pi_{T}}\left|\theta\left(q_{\varepsilon}\right) \| \chi^{\prime \prime}(x)\right| d t d x \\
& \leq \varepsilon \int_{\Pi_{T}}\left(\left|q_{\varepsilon}\right|^{\alpha+1}+\left|q_{\varepsilon}\right|\right)\left|\chi^{\prime \prime}(x)\right| d t d x  \tag{4.8}\\
\leq & \varepsilon \int_{0}^{T}\left(\left\|\chi^{\prime \prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1}\right. \\
& \left.\quad+\left\|\chi^{\prime \prime}\right\|_{L^{2}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}\right) d t \\
& \leq \varepsilon T\left(\left\|\chi^{\prime \prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{\alpha+1}+\left\|\chi^{\prime \prime}\right\|_{L^{2}(\mathbb{R})}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}\right) .
\end{align*}
$$

Since $0<\alpha<1$, using (2.3) and the third part of (4.2),

$$
\begin{equation*}
\varepsilon\left|\int_{\Pi_{T}}\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} \chi(x) \theta^{\prime \prime}\left(q_{\varepsilon}\right) d t d x\right| \leq 2 \alpha \varepsilon \int_{\Pi_{T}}\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} d t d x \leq \alpha\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2} \tag{4.9}
\end{equation*}
$$

As we showed in the proof of Lemma 3.1, there exists a constant $L>0$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ such that $\left\|h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right\|_{L^{\infty}([0, \infty) \times \mathbb{R})} \leq L$, so, since $0<\alpha<1$, using the second part of (4.2),

$$
\begin{align*}
& \left|\int_{\Pi_{T}}\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right) \chi(x) \theta^{\prime}\left(q_{\varepsilon}\right) d t d x\right|  \tag{4.10}\\
& \quad \leq L \int_{\Pi_{T}} \chi(x)\left((\alpha+1)\left|q_{\varepsilon}\right|+1\right) d t d x \\
& \quad \leq L \int_{0}^{T}\left((\alpha+1)\|\chi\|_{L^{2}(\mathbb{R})}\left\|q_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}+\|\chi\|_{L^{1}(\mathbb{R})}\right) d t \\
& \quad \leq L T\left((\alpha+1)(b-a+2)^{1 / 2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}+(b-a+2)\right) .
\end{align*}
$$

From (4.4)-(4.10), there exists a constant $c>0$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \alpha$, $T>0, a$, and $b$, but independent of $\varepsilon$, such that

$$
\begin{equation*}
\frac{\gamma(1-\alpha)}{2} \int_{\Pi_{T}}\left|q_{\varepsilon}\right|^{2} \chi(x)\left(\left|q_{\varepsilon}\right|+1\right)^{\alpha} d t d x \leq c \tag{4.11}
\end{equation*}
$$

Then

$$
\int_{0}^{T} \int_{a}^{b}\left|\frac{\partial u_{\varepsilon}}{\partial x}(t, x)\right|^{2+\alpha} d t d x \leq \int_{\Pi_{T}}\left|q_{\varepsilon}\right| \chi(x)\left(\left|q_{\varepsilon}\right|+1\right)^{\alpha+1} d t d x \leq \frac{2 c}{\gamma(1-\alpha)}
$$

hence estimate (4.1) is proved.

## 5. Viscous approximants: Basic compactness.

Lemma 5.1. There exists a positive constant $C_{4}$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ such that

$$
\begin{equation*}
\left\|P_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})},\left\|P_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})},\left\|\frac{\partial P_{\varepsilon}}{\partial x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})},\left\|\frac{\partial P_{\varepsilon}}{\partial x}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leq C_{4} \tag{5.1}
\end{equation*}
$$

where $u_{\varepsilon}=u_{\varepsilon}(t, x)$ is the unique solution of (2.1). In particular, $\left\{P_{\varepsilon}\right\}_{\varepsilon}$ is uniformly bounded in $L^{\infty}\left([0, \infty) ; W^{1, \infty}(\mathbb{R})\right)$ and $L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$.

Proof. Define

$$
\begin{equation*}
P_{1, \varepsilon}(t, x):=\frac{\gamma}{4} \int_{\mathbb{R}} e^{-|x-y|} q_{\varepsilon}^{2} d y, \quad P_{2, \varepsilon}(t, x):=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} h\left(u_{\varepsilon}(t, y)\right) d y \tag{5.2}
\end{equation*}
$$

and notice that $P_{\varepsilon}=P_{1, \varepsilon}+P_{2, \varepsilon}$. By (2.4) and (3.3),

$$
\begin{align*}
P_{1, \varepsilon}(t, x) \mid & \leq \frac{\gamma}{4}\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} \leq \frac{\gamma}{4}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}  \tag{5.3}\\
\left|P_{2, \varepsilon}(t, x)\right| & \leq \max _{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}|h(\xi)| . \tag{5.4}
\end{align*}
$$

Moreover, using (3.3) and the Tonelli theorem,

$$
\begin{equation*}
\int_{\mathbb{R}}\left|P_{1, \varepsilon}(t, x)\right| d x \leq \frac{\gamma}{2}\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} \leq \frac{\gamma}{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2} \tag{5.5}
\end{equation*}
$$

From (3.3), (5.3), (5.5), and the Hölder inequality,

$$
\int_{\mathbb{R}}\left|P_{1, \varepsilon}(t, x)\right|^{2} d x \leq\left\|P_{1, \varepsilon}\right\|_{L^{\infty}([0, \infty) \times \mathbb{R})}\left\|P_{1, \varepsilon}(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leq \frac{\gamma^{2}}{8}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{4}
$$

so that

$$
\begin{equation*}
\left\|P_{1, \varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leq \frac{\gamma}{2 \sqrt{2}}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2} \tag{5.6}
\end{equation*}
$$

Using (1.4), (2.4), (3.3), the Tonelli theorem, and the Hölder inequality,

$$
\begin{align*}
\int_{\mathbb{R}}\left|P_{2, \varepsilon}(t, x)\right|^{2} d x & \leq \frac{1}{2} \int_{\mathbb{R}}\left(\int_{\mathbb{R}} e^{-|x-y|} d x\right)\left(h\left(u_{\varepsilon}(t, y)\right)\right)^{2} d y  \tag{5.7}\\
& \leq\left(\max _{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}\left(h^{\prime}(\xi)\right)^{2}\right) \int_{\mathbb{R}} u_{\varepsilon}^{2}(t, y) d y \\
& \leq\left(\max _{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}\left(h^{\prime}(\xi)\right)^{2}\right)\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2} .
\end{align*}
$$

Finally, observing

$$
\begin{aligned}
\frac{\partial P_{1, \varepsilon}}{\partial x}(t, x) & =\frac{\gamma}{4} \int_{\mathbb{R}} \operatorname{sign}(y-x) e^{-|x-y|}\left(q_{\varepsilon}(t, y)\right)^{2} d y \\
\frac{\partial P_{2, \varepsilon}}{\partial x}(t, x) & =\frac{1}{2} \int_{\mathbb{R}} \operatorname{sign}(y-x) e^{-|x-y|} h\left(u_{\varepsilon}(t, y)\right) d y
\end{aligned}
$$

and recalling $P_{\varepsilon}=P_{1, \varepsilon}+P_{2, \varepsilon}$, the claim is a direct consequence of (5.3), (5.4), (5.6), and (5.7).

Lemma 5.2. There exists a sequence $\left\{\varepsilon_{j}\right\}_{j \in \mathbb{N}}$ tending to zero and a function $u \in L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \cap H^{1}([0, T] \times \mathbb{R})$, for each $T \geq 0$, such that

$$
\begin{align*}
& u_{\varepsilon_{j}} \rightharpoonup u \quad \text { in } H^{1}([0, T] \times \mathbb{R}), \text { for each } T \geq 0  \tag{5.8}\\
& u_{\varepsilon_{j}} \rightarrow u \quad \text { in } L_{\mathrm{loc}}^{\infty}([0, \infty) \times \mathbb{R}) \tag{5.9}
\end{align*}
$$

where $u_{\varepsilon}=u_{\varepsilon}(t, x)$ is the unique solution of (2.1).

Proof. Fix $T>0$. Observe that, from (2.1), $\frac{\partial u_{\varepsilon}}{\partial t}=\varepsilon \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}-\gamma u_{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x}-\frac{\partial P_{\varepsilon}}{\partial x}$, so, by (2.4), (2.3), (5.1), and the Hölder inequality,

$$
\begin{equation*}
\left\|\frac{\partial u_{\varepsilon}}{\partial t}\right\|_{L^{2}([0, T] \times \mathbb{R})} \leq \sqrt{\frac{\varepsilon}{2}}\left\|u_{0}\right\|_{L^{\infty}(\mathbb{R})}+\frac{\gamma \sqrt{T}}{\sqrt{2}}\left\|u_{0}\right\|_{L^{\infty}(\mathbb{R})}^{2}+C_{4} \sqrt{T} \tag{5.10}
\end{equation*}
$$

Hence $\left\{u_{\varepsilon}\right\}$ is uniformly bounded in $H^{1}([0, T] \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$, and (5.8) follows.

Observe that, for each $0 \leq s, t \leq T$,
$\left\|u_{\varepsilon}(t, \cdot)-u_{\varepsilon}(s, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2}=\int_{\mathbb{R}}\left(\int_{s}^{t} \frac{\partial u_{\varepsilon}}{\partial t}(\tau, x) d \tau\right)^{2} d x \leq \sqrt{|t-s|} \int_{\Pi_{T}}\left(\frac{\partial u_{\varepsilon}}{\partial t}(\tau, x)\right)^{2} d \tau d x$.
Moreover, $\left\{u_{\varepsilon}\right\}$ is uniformly bounded in $L^{\infty}\left([0, T] ; H^{1}(\mathbb{R})\right)$ and $H^{1}(\mathbb{R}) \subset \subset L_{\text {loc }}^{\infty}(\mathbb{R}) \subset$ $L_{\mathrm{loc}}^{2}(\mathbb{R})$, then (5.9) is consequence of [31, Theorem 5].

Lemma 5.3. The sequence $\left\{P_{\varepsilon}\right\}_{\varepsilon}$ is uniformly bounded in $W_{\mathrm{loc}}^{1,1}([0, \infty) \times \mathbb{R})$. In particular, there exists a sequence $\left\{\varepsilon_{j}\right\}_{j \in \mathbb{N}}$ tending to zero and a function $P \in$ $L^{\infty}\left([0, \infty) ; W^{1, \infty}(\mathbb{R})\right)$ such that for each $1<p<\infty$

$$
\begin{equation*}
P_{\varepsilon_{j}} \rightarrow P \quad \text { strongly in } L_{\mathrm{loc}}^{p}([0, \infty) \times \mathbb{R}) \tag{5.11}
\end{equation*}
$$

Proof. We begin by proving that $\left\{\frac{\partial P_{\varepsilon}}{\partial t}\right\}_{\varepsilon}$ is uniformly bounded in $L_{\text {loc }}^{1}([0, \infty) \times \mathbb{R})$. Fix $T>0$. We claim that

$$
\begin{align*}
& \left\{\frac{\partial P_{1, \varepsilon}}{\partial t}\right\}_{\varepsilon} \text { is uniformly bounded in } L^{1}([0, T] \times \mathbb{R})  \tag{5.12}\\
& \left\{\frac{\partial P_{2, \varepsilon}}{\partial t}\right\}_{\varepsilon} \text { is uniformly bounded in } L^{2}([0, T] \times \mathbb{R}) \tag{5.13}
\end{align*}
$$

where $P_{1, \varepsilon}$ and $P_{2, \varepsilon}$ are defined in (5.2). We begin by proving (5.12). Observe that, from (2.5),

$$
\begin{align*}
\frac{\partial P_{1, \varepsilon}}{\partial t}(t, x) & =\frac{\gamma}{2} \int_{\mathbb{R}} e^{-|x-y|} q_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial t} d y  \tag{5.14}\\
& =\frac{\gamma}{2} \int_{\mathbb{R}} e^{-|x-y|}\left(-\gamma q_{\varepsilon} u_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}+\varepsilon q_{\varepsilon} \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}-\frac{\gamma}{2} q_{\varepsilon}^{3}+q_{\varepsilon}\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right)\right) d y
\end{align*}
$$

Using $\frac{\gamma}{2} \frac{\partial}{\partial x}\left(u_{\varepsilon} q_{\varepsilon}^{2}\right)=\frac{\gamma}{2} q_{\varepsilon}^{3}+\gamma q_{\varepsilon} u_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}, \frac{\partial}{\partial x}\left(q_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}\right)=q_{\varepsilon} \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}+\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2}$, (5.14), and integration by parts, we get

$$
\begin{aligned}
& \frac{\partial P_{1, \varepsilon}}{\partial t}(t, x) \\
& \quad=\frac{\gamma}{4} \int_{\mathbb{R}} e^{-|x-y|}\left(-\frac{\gamma}{2} \frac{\partial}{\partial x}\left(u_{\varepsilon} q_{\varepsilon}^{2}\right)+\varepsilon \frac{\partial}{\partial x}\left(q_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}\right)-\varepsilon\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2}+q_{\varepsilon}\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right)\right) d y \\
& \quad=\frac{\gamma}{4} \int_{\mathbb{R}} e^{-|x-y|}\left(\operatorname{sign}(y-x)\left[\frac{\gamma}{2} u_{\varepsilon} q_{\varepsilon}^{2}-\varepsilon q_{\varepsilon} \frac{\partial q_{\varepsilon}}{\partial x}\right]-\varepsilon\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2}+q_{\varepsilon}\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right)\right) d y
\end{aligned}
$$

Using (1.4), (2.3), (2.4), (5.1), the Tonelli theorem, and the Hölder inequality,

$$
\begin{aligned}
\int_{\mathbb{R} \times \mathbb{R}} e^{-|x-y|}\left|u_{\varepsilon}\right| q_{\varepsilon}^{2} d x d y & \leq \sqrt{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} \leq \sqrt{2}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{3} \\
\varepsilon \int_{\Pi_{T} \times \mathbb{R}} e^{-|x-y|}\left|q_{\varepsilon}\right|\left|\frac{\partial q_{\varepsilon}}{\partial x}\right| d t d x d y & \leq \varepsilon \int_{0}^{T}\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d t+\varepsilon \int_{0}^{T}\left\|\frac{\partial u_{\varepsilon}}{\partial x}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d t \\
& \leq\left(\varepsilon T+\frac{1}{2}\right)\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2} \\
\varepsilon \int_{\Pi_{T} \times \mathbb{R}} e^{-|x-y|}\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} d t d x d y & \leq 2 \varepsilon \int_{0}^{T}\left\|\frac{\partial u_{\varepsilon}}{\partial x}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d t \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}, \\
\int_{\mathbb{R} \times \mathbb{R}} e^{-|x-y|}\left|q_{\varepsilon}\right|\left|h\left(u_{\varepsilon}\right)\right| d x d y & \leq \int_{\mathbb{R}} q_{\varepsilon}^{2} d y+\underset{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}{\max }\left(h^{\prime}(\xi)\right)^{2} \int_{\mathbb{R}} u_{\varepsilon}^{2} d y \\
& \leq\left(1+\underset{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}{\max }\left(h^{\prime}(\xi)\right)^{2}\right)\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}, \\
\int_{\mathbb{R} \times \mathbb{R}} e^{-|x-y|}\left|q_{\varepsilon} \| P_{\varepsilon}\right| d x d y & \leq\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2}+\left\|P_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}+C_{4}^{2}
\end{aligned}
$$

It follows from these estimates that (5.12) holds.
We continue by proving (5.13). Observe that

$$
\begin{equation*}
\frac{\partial P_{2, \varepsilon}}{\partial t}(t, x)=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} h^{\prime}\left(u_{\varepsilon}\right) \frac{\partial u_{\varepsilon}}{\partial t} d y \tag{5.15}
\end{equation*}
$$

so, using (1.4), (2.4), the Tonelli theorem, and the Hölder inequality,

$$
\begin{equation*}
\left\|\frac{\partial P_{2, \varepsilon}}{\partial t}\right\|_{L^{2}\left(\Pi_{T}\right)}^{2} \leq \max _{|\xi| \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} / \sqrt{2}}\left(h^{\prime}(\xi)\right)^{2}\left\|\frac{\partial u_{\varepsilon}}{\partial t}\right\|_{L^{2}\left(\Pi_{T}\right)}^{2} \tag{5.16}
\end{equation*}
$$

Then (5.13) is a direct consequence of (5.10).
Since the bound on $\left\{\frac{\partial P_{\varepsilon}}{\partial t}\right\}_{\varepsilon}$ is a consequence of (5.12) and (5.13), the family $\left\{P_{\varepsilon}\right\}_{\varepsilon}$ is bounded in $W_{\mathrm{loc}}^{1,1}([0, \infty) \times \mathbb{R})$.

Finally, using also Lemma 5.1, we have the existence of a pointwise converging subsequence that is uniformly bounded in $L^{\infty}([0, \infty) \times \mathbb{R})$. Clearly, this implies (5.11).

Throughout this paper we use overbars to denote weak limits (the spaces in which these weak limits are taken should be clear from the context and thus they are not always explicitly stated).

Lemma 5.4. There exists a sequence $\left\{\varepsilon_{j}\right\}_{j \in \mathbb{N}}$ tending to zero and two functions $q \in L_{\mathrm{loc}}^{p}([0, \infty) \times \mathbb{R}), \overline{q^{2}} \in L_{\mathrm{loc}}^{r}([0, \infty) \times \mathbb{R})$ such that

$$
\begin{align*}
& q_{\varepsilon_{j}} \rightharpoonup q \quad \text { in } L_{\mathrm{loc}}^{p}([0, \infty) \times \mathbb{R}), \quad q_{\varepsilon_{j}} \stackrel{\star}{\rightharpoonup} q \quad \text { in } L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right),  \tag{5.17}\\
& q_{\varepsilon_{j}}^{2} \rightharpoonup \overline{q^{2}} \quad \text { in } L_{\mathrm{loc}}^{r}([0, \infty) \times \mathbb{R}) \tag{5.18}
\end{align*}
$$

for each $1<p<3$ and $1<r<\frac{3}{2}$. Moreover,

$$
\begin{equation*}
q^{2}(t, x) \leq \overline{q^{2}}(t, x) \quad \text { for almost every }(t, x) \in[0, \infty) \times \mathbb{R} \tag{5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial x}=q \quad \text { in the sense of distributions on }[0, \infty) \times \mathbb{R} \tag{5.20}
\end{equation*}
$$

Proof. Formulas (5.17) and (5.18) are direct consequences of Theorem 2.1 and Lemma 4.1. Inequality (5.19) is true thanks to the weak convergence in (5.18). Finally, (5.20) is a consequence of the definition of $q_{\varepsilon}$, Lemma 5.2, and (5.17).

In the following, for notational convenience, we replace the sequences $\left\{u_{\varepsilon_{j}}\right\}_{j \in \mathbb{N}}$, $\left\{q_{\varepsilon_{j}}\right\}_{j \in \mathbb{N}},\left\{P_{\varepsilon_{j}}\right\}_{j \in \mathbb{N}}$ by $\left\{u_{\varepsilon}\right\}_{\varepsilon>0},\left\{q_{\varepsilon}\right\}_{\varepsilon>0},\left\{P_{\varepsilon}\right\}_{\varepsilon>0}$, respectively.

In view of (5.17), we conclude that for any $\eta \in C^{1}(\mathbb{R})$ with $\eta^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}$ and any $1<p<3$ we have

$$
\begin{equation*}
\eta\left(q_{\varepsilon}\right) \rightharpoonup \overline{\eta(q)} \quad \text { in } L_{\mathrm{loc}}^{p}([0, \infty) \times \mathbb{R}), \quad \eta\left(q_{\varepsilon}\right) \stackrel{\star}{\eta(q)} \quad \text { in } L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right) \tag{5.21}
\end{equation*}
$$

Multiplying the equation in (2.5) by $\eta^{\prime}\left(q_{\varepsilon}\right)$, we get

$$
\begin{align*}
& \frac{\partial}{\partial t} \eta\left(q_{\varepsilon}\right)+\frac{\partial}{\partial x}\left(\gamma u_{\varepsilon} \eta\left(q_{\varepsilon}\right)\right)-\varepsilon \frac{\partial^{2}}{\partial x^{2}} \eta\left(q_{\varepsilon}\right)-\varepsilon \eta^{\prime \prime}\left(q_{\varepsilon}\right)\left(\frac{\partial}{\partial x} \eta\left(q_{\varepsilon}\right)\right)^{2}  \tag{5.22}\\
& \quad=\gamma q_{\varepsilon} \eta\left(q_{\varepsilon}\right)-\frac{\gamma}{2} \eta^{\prime}\left(q_{\varepsilon}\right) q_{\varepsilon}^{2}+\left(h\left(u_{\varepsilon}\right)-P_{\varepsilon}\right) \eta^{\prime}\left(q_{\varepsilon}\right)
\end{align*}
$$

Lemma 5.5. For any convex $\eta \in C^{1}(\mathbb{R})$ with $\eta^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}$, we have

$$
\begin{equation*}
\frac{\partial \overline{\eta(q)}}{\partial t}+\frac{\partial}{\partial x}(\gamma u \overline{\eta(q)}) \leq \gamma \overline{q \eta(q)}-\frac{\gamma}{2} \overline{\eta^{\prime}(q) q^{2}}+(h(u)-P) \overline{\eta^{\prime}(q)} \tag{5.23}
\end{equation*}
$$

in the sense of distributions on $[0, \infty) \times \mathbb{R}$. Here $\overline{q \eta(q)}$ and $\overline{\eta^{\prime}(q) q^{2}}$ denote the weak limits of $q_{\varepsilon} \eta\left(q_{\varepsilon}\right)$ and $\eta^{\prime}\left(q_{\varepsilon}\right) q_{\varepsilon}^{2}$ in $L_{\mathrm{loc}}^{r}([0, \infty) \times \mathbb{R}), 1<r<\frac{3}{2}$, respectively.

Proof. In (5.22), by convexity of $\eta,(1.4)$, (5.9), (5.17), and (5.18), sending $\varepsilon \rightarrow 0$ yields (5.23).

Remark 5.6. From (5.17) and (5.18), it is clear that

$$
q=q_{+}+q_{-}=\overline{q_{+}}+\overline{q_{-}}, \quad q^{2}=\left(q_{+}\right)^{2}+\left(q_{-}\right)^{2}, \quad \overline{q^{2}}=\overline{\left(q_{+}\right)^{2}}+\overline{\left(q_{-}\right)^{2}}
$$

almost everywhere in $[0, \infty) \times \mathbb{R}$, where $\xi_{+}:=\xi \chi_{[0,+\infty)}(\xi), \xi_{-}:=\xi \chi_{(-\infty, 0]}(\xi), \xi \in \mathbb{R}$. Moreover, by (3.1) and (5.17),

$$
\begin{equation*}
q_{\varepsilon}(t, x), q(t, x) \leq \frac{2}{\gamma t}+C_{2}, \quad t \geq 0, x \in \mathbb{R} \tag{5.24}
\end{equation*}
$$

Lemma 5.7. There holds
$\frac{\partial q}{\partial t}+\frac{\partial}{\partial x}(\gamma u q)=\frac{\gamma}{2} \overline{q^{2}}+h(u)-P$ in the sense of distributions on $[0, \infty) \times \mathbb{R}$.
Proof. Using (2.5), (5.9), (5.11), (5.17), and (5.18), the result (5.25) follows by $\varepsilon \rightarrow 0$ in (2.5).

The next lemma contains a renormalized formulation of (5.25).

Lemma 5.8. For any $\eta \in C^{1}(\mathbb{R})$ with $\eta^{\prime} \in L^{\infty}(\mathbb{R})$,

$$
\begin{equation*}
\frac{\partial \eta(q)}{\partial t}+\frac{\partial}{\partial x}(\gamma u \eta(q))=\gamma q \eta(q)+\left(\frac{\gamma}{2} \overline{q^{2}}-\gamma q^{2}\right) \eta^{\prime}(q)+(h(u)-P) \eta^{\prime}(q) \tag{5.26}
\end{equation*}
$$

in the sense of distributions on $[0, \infty) \times \mathbb{R}$.
Proof. Let $\left\{\omega_{\delta}\right\}_{\delta}$ be a family of mollifiers defined on $\mathbb{R}$. Denote $q_{\delta}(t, x):=$ $\left(q(t, \cdot) \star \omega_{\delta}\right)(x)$. Here and in the following all convolutions are with respect to the $x$ variable. According to Lemma II. 1 of [19], it follows from (5.25) that $q_{\delta}$ solves

$$
\begin{equation*}
\frac{\partial q_{\delta}}{\partial t}+\gamma u \frac{\partial q_{\delta}}{\partial x}=\frac{\gamma}{2} \overline{q^{2}} \star \omega_{\delta}-\gamma q^{2} \star \omega_{\delta}+h(u) \star \omega_{\delta}-P \star \omega_{\delta}+\rho_{\delta} \tag{5.27}
\end{equation*}
$$

where the error $\rho_{\delta}$ tends to zero in $L_{\text {loc }}^{1}([0, \infty) \times \mathbb{R})$. Multiplying (5.27) by $\eta^{\prime}\left(q_{\delta}\right)$, we get

$$
\begin{align*}
\frac{\partial \eta\left(q_{\delta}\right)}{\partial t}+\frac{\partial}{\partial x}\left(\gamma u \eta\left(q_{\delta}\right)\right)= & q \eta\left(q_{\delta}\right)+\frac{\gamma}{2}\left(\overline{q^{2}} \star \omega_{\delta}\right) \eta^{\prime}\left(q_{\delta}\right)-\gamma\left(q^{2} \star \omega_{\delta}\right) \eta^{\prime}\left(q_{\delta}\right)  \tag{5.28}\\
& +\left(h(u) \star \omega_{\delta}\right) \eta^{\prime}\left(q_{\delta}\right)-\left(P \star \omega_{\delta}\right) \eta^{\prime}\left(q_{\delta}\right)+\rho_{\delta} \eta^{\prime}\left(q_{\delta}\right)
\end{align*}
$$

Using the boundedness of $\eta, \eta^{\prime}$, we can send $\delta \rightarrow 0$ in (5.28) to obtain (5.26). The weak time continuity is standard.
6. Strong convergence of $\varepsilon$ and existence for (1). Following [32], in this section we wish to improve the weak convergence of $q_{\varepsilon}$ in (5.17) to strong convergence (and then we have an existence result for (1)). Roughly speaking, the idea is to derive a "transport equation" for the evolution of the defect measure $\left(\overline{q^{2}}-q^{2}\right)(t, \cdot) \geq 0$, so that if it is zero initially then it will continue to be zero at all later times $t>0$. The proof is complicated by the fact that we do not have a uniform bound on $q_{\varepsilon}$ from below but merely (5.24) and that in Lemma 4.1 we have only $\alpha<1$.

Lemma 6.1. There holds

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \int_{\mathbb{R}} q^{2}(t, x) d x=\lim _{t \rightarrow 0+} \int_{\mathbb{R}} \overline{q^{2}}(t, x) d x=\int_{\mathbb{R}}\left(\frac{\partial u_{0}}{\partial x}\right)^{2} d x \tag{6.1}
\end{equation*}
$$

Proof. Since $u \in C\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ (see Lemma 5.2), from (5.20),

$$
\begin{aligned}
\lim _{t \rightarrow 0} \int_{\mathbb{R}} q(t, x) \varphi(x) d x & =-\lim _{t \rightarrow 0} \int_{\mathbb{R}} u(t, x) \frac{\partial \varphi}{\partial x}(x) d x \\
& =-\int_{\mathbb{R}} u_{0}(x) \frac{\partial \varphi}{\partial x}(x) d x=\int_{\mathbb{R}} \frac{\partial u_{0}}{\partial x}(x) \varphi(x) d x
\end{aligned}
$$

for each test function $\varphi \in C^{\infty}(\mathbb{R})$ with compact support. Due to the boundedness of $\left\{q_{\varepsilon}\right\}_{\varepsilon>0}$ in $L^{\infty}\left((0, \infty) ; L^{2}(\mathbb{R})\right)$ we get

$$
q(t, \cdot) \rightharpoonup \frac{\partial u_{0}}{\partial x} \quad \text { weakly in } L^{2}(\mathbb{R}) \text { as } t \rightarrow 0+
$$

so

$$
\begin{equation*}
\liminf _{t \rightarrow 0+} \int_{\mathbb{R}} q^{2}(t, x) d x \geq \int_{\mathbb{R}}\left(\frac{\partial u_{0}}{\partial x}(x)\right)^{2} d x \tag{6.2}
\end{equation*}
$$

Moreover, from (2.2), (2.3), (5.9), and (5.18),

$$
\int_{\mathbb{R}} u^{2}(t, x) d x+\int_{\mathbb{R}} \overline{q^{2}}(t, x) d x \leq \int_{\mathbb{R}} u_{0}^{2}(x) d x+\int_{\mathbb{R}}\left(\frac{\partial u_{0}}{\partial x}\right)^{2} d x
$$

and, again using the continuity of $u$ (see Lemma 5.2), $\lim _{t \rightarrow 0+} \int_{\mathbb{R}} u^{2}(t, x) d x=\int_{\mathbb{R}} u_{0}^{2} d x$.
Hence

$$
\begin{equation*}
\limsup _{t \rightarrow 0+} \int_{\mathbb{R}} \overline{q^{2}}(t, x) d x \leq \int_{\mathbb{R}}\left(\frac{\partial u_{0}}{\partial x}\right)^{2} d x \tag{6.3}
\end{equation*}
$$

Clearly, (5.19), (6.2), and (6.3) imply (6.1).
Lemma 6.2. For each $R>0$,

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \int_{\mathbb{R}}\left(\overline{\eta_{R}^{ \pm}(q)}(t, x)-\eta_{R}^{ \pm}(q(t, x))\right) d x=0 \tag{6.4}
\end{equation*}
$$

where

$$
\eta_{R}(\xi):= \begin{cases}\frac{1}{2} \xi^{2}, & \text { if }|\xi| \leq R  \tag{6.5}\\ R|\xi|-\frac{1}{2} R^{2}, & \text { if }|\xi|>R\end{cases}
$$

and $\eta_{R}^{+}(\xi):=\eta_{R}(\xi) \chi_{[0,+\infty)}(\xi), \eta_{R}^{-}(\xi):=\eta_{R}(\xi) \chi_{(-\infty, 0]}(\xi), \xi \in \mathbb{R}$.
Proof. Let $R>0$. Observe that

$$
\overline{\eta_{R}(q)}-\eta_{R}(q)=\frac{1}{2}\left(\overline{q^{2}}-q^{2}\right)-\left(\overline{f_{R}(q)}-f_{R}(q)\right)
$$

where $f_{R}(\xi):=\frac{1}{2} \xi^{2}-\eta_{R}(\xi), \xi \in \mathbb{R}$. Since $\eta_{R}$ and $f_{R}$ are convex,

$$
0 \leq \overline{\eta_{R}(q)}-\eta_{R}(q)=\frac{1}{2}\left(\overline{q^{2}}-q^{2}\right)-\left(\overline{f_{R}(q)}-f_{R}(q)\right) \leq \frac{1}{2}\left(\overline{q^{2}}-q^{2}\right)
$$

Then, from $(6.1), \lim _{t \rightarrow 0+} \int_{\mathbb{R}}\left(\overline{\eta_{R}(q)}(t, x)-\eta_{R}(q(t, x))\right) d x=0$. Since, $\overline{\eta_{R}^{ \pm}(q)}-\eta_{R}^{ \pm}(q) \leq$ $\overline{\eta_{R}(q)}-\eta_{R}(q)$, the proof is done.

Remark 6.3. Let $R>0$. Then for each $\xi \in \mathbb{R}$

$$
\begin{aligned}
\eta_{R}(\xi) & =\frac{1}{2} \xi^{2}-\frac{1}{2}(R-|\xi|)^{2} \chi_{(-\infty,-R) \cup(R, \infty)}(\xi), \\
\eta_{R}^{\prime}(\xi) & =\xi+(R-|\xi|) \operatorname{sign}(\xi) \chi_{(-\infty,-R) \cup(R, \infty)}(\xi), \\
\eta_{R}^{+}(\xi) & =\frac{1}{2}\left(\xi_{+}\right)^{2}-\frac{1}{2}(R-\xi)^{2} \chi_{(R, \infty)}(\xi), \\
\left(\eta_{R}^{+}\right)^{\prime}(\xi) & =\xi_{+}+(R-\xi) \chi_{(R, \infty)}(\xi), \\
\eta_{R}^{-}(\xi) & =\frac{1}{2}\left(\xi_{-}\right)^{2}-\frac{1}{2}(R+\xi)^{2} \chi_{(-\infty,-R)}(\xi), \\
\left(\eta_{R}^{-}\right)^{\prime}(\xi) & =\xi_{-}-(R+\xi) \chi_{(-\infty,-R)}(\xi) .
\end{aligned}
$$

Lemma 6.4. Assume (1.4) and (2.2). Then for almost all $t \geq 0$

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right)(t, x) d x \leq 2 \int_{0}^{t} \int_{\mathbb{R}} S(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d s d x \tag{6.6}
\end{equation*}
$$

where $S(s, x):=h(u(s, x))-P(s, x)$.

Proof. Let $R>C_{2}$ (see Lemma 3.1). Subtract (5.26) from (5.23) using the entropy $\eta_{R}^{+}$(see Lemma 6.2). The result is

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\eta_{R}^{+}(q)}-\eta_{R}^{+}(q)\right)+\frac{\partial}{\partial x}\left(\gamma u\left[\overline{\eta_{R}^{+}(q)}-\eta_{R}^{+}(q)\right]\right) \\
& \quad \leq \gamma\left[\overline{q \eta_{R}^{+}(q)}-q \eta_{R}^{+}(q)\right]-\frac{\gamma}{2}\left[\overline{q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q)}-q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q)\right]  \tag{6.7}\\
& \quad-\frac{\gamma}{2}\left(\overline{q^{2}}-q^{2}\right)\left(\eta_{R}^{+}\right)^{\prime}(q)+S(t, x)\left[\overline{\left(\eta_{R}^{+}\right)^{\prime}(q)}-\left(\eta_{R}^{+}\right)^{\prime}(q)\right] .
\end{align*}
$$

Since $\eta_{R}^{+}$is increasing and $\gamma \geq 0$, by (5.19),

$$
\begin{equation*}
-\frac{\gamma}{2}\left(\overline{q^{2}}-q^{2}\right)\left(\eta_{R}^{+}\right)^{\prime}(q) \leq 0 \tag{6.8}
\end{equation*}
$$

Moreover, from Remark 6.3,

$$
\begin{aligned}
\gamma q \eta_{R}^{+}(q)-\frac{\gamma}{2} q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q) & =-\frac{\gamma R}{2} q(R-q) \chi_{(R, \infty)}(q) \\
\gamma \overline{q \eta_{R}^{+}(q)}-\frac{\gamma}{2} \overline{q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q)} & =-\frac{\gamma R}{2} \overline{q(R-q) \chi_{(R, \infty)}(q)}
\end{aligned}
$$

Therefore, due to (5.24),

$$
\begin{equation*}
\gamma q \eta_{R}^{+}(q)-\frac{\gamma}{2} q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q)=\overline{q \eta_{R}^{+}(q)}-\frac{1}{2} \overline{q^{2}\left(\eta_{R}^{+}\right)^{\prime}(q)}=0, \quad \text { in } \Omega_{R}:=\left(\frac{2}{R-C_{2}}, \infty\right) \times \mathbb{R} \tag{6.9}
\end{equation*}
$$

Then from (6.7), (6.8), and (6.9) the following inequality holds in $\Omega_{R}$ :

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\overline{\eta_{R}^{+}(q)}-\eta_{R}^{+}(q)\right)+\frac{\partial}{\partial x}\left(\gamma u\left[\overline{\eta_{R}^{+}(q)}-\eta_{R}^{+}(q)\right]\right) \leq S(t, x)\left[\overline{\left(\eta_{R}^{+}\right)^{\prime}(q)}-\left(\eta_{R}^{+}\right)^{\prime}(q)\right] \tag{6.10}
\end{equation*}
$$

In view of Remark 5.6 and due to (5.24),

$$
\eta_{R}^{+}(q)=\frac{1}{2}\left(q_{+}\right)^{2}, \quad\left(\eta_{R}^{+}\right)^{\prime}(q)=q_{+}, \quad \overline{\eta_{R}^{+}(q)}=\frac{1}{2} \overline{\left(q_{+}\right)^{2}}, \quad \overline{\left(\eta_{R}^{+}\right)^{\prime}(q)}=\overline{q_{+}}, \quad \text { in } \Omega_{R}
$$

Inserting this into (6.10) and integrating the result over $\left(\frac{2}{R-C_{2}}, t\right) \times \mathbb{R}$ gives

$$
\begin{aligned}
\frac{1}{2} \int_{\mathbb{R}}\left[\overline{\left(q_{+}\right)^{2}}(t, x)-q_{+}(t, x)^{2}\right] d x \leq & \int_{\mathbb{R}}\left[\overline{\eta_{R}^{+}(q)}\left(\frac{2}{R-C_{2}}, x\right)-\eta_{R}^{+}(q)\left(\frac{2}{R-C_{2}}, x\right)\right] d x \\
& +\int_{\frac{2}{R-C_{2}}}^{t} \int_{\mathbb{R}} S(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d s d x
\end{aligned}
$$

for almost all $t>\frac{2}{R-C_{2}}$. Sending $R \rightarrow \infty$ and using Lemma 6.2, we get (6.6).
Lemma 6.5. For any $t \geq 0$ and any $R>0$,

$$
\begin{align*}
& \int_{\mathbb{R}}\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right](t, x) d x  \tag{6.11}\\
& \leq \frac{\gamma R^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} \overline{(R+q) \chi_{(-\infty,-R)}(q)} d s d x \\
&-\frac{\gamma R^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}}(R+q) \chi_{(-\infty,-R)}(q) d s d x+\gamma R \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right] d s d x \\
&+\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right] d s d x+\int_{0}^{t} \int_{\mathbb{R}} S(s, x)\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right] d s d x
\end{align*}
$$

Proof. Let $R>0$. By subtracting (5.26) from (5.23), using the entropy $\eta_{R}^{-}$(see Lemma 6.2), we deduce

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right)+\frac{\partial}{\partial x}\left(\gamma u\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right) \\
& \quad \leq \gamma\left[\overline{q \eta_{R}^{-}(q)}-q \eta_{R}^{-}(q)\right]-\frac{\gamma}{2}\left[\overline{q^{2}\left(\eta_{R}^{-}\right)^{\prime}(q)}-q^{2}\left(\eta_{R}^{-}\right)^{\prime}(q)\right]  \tag{6.12}\\
& \quad-\frac{\gamma}{2}\left(\overline{q^{2}}-q^{2}\right)\left(\eta_{R}^{-}\right)^{\prime}(q)+S(t, x)\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right] .
\end{align*}
$$

Since $-R \leq\left(\eta_{R}^{-}\right)^{\prime} \leq 0$ and $\gamma \geq 0$, by (5.19),

$$
\begin{equation*}
-\frac{\gamma}{2}\left(\overline{q^{2}}-q^{2}\right)\left(\eta_{R}^{-}\right)^{\prime}(q) \leq \frac{\gamma R}{2}\left(\overline{q^{2}}-q^{2}\right) \tag{6.13}
\end{equation*}
$$

Using Remarks 5.6 and 6.3

$$
\begin{align*}
\gamma q \eta_{R}^{-}(q)-\frac{\gamma}{2} q^{2}\left(\eta_{R}^{-}\right)^{\prime}(q) & =-\frac{\gamma R}{2} q(R+q) \chi_{(-\infty,-R)}(q)  \tag{6.14}\\
\gamma \overline{q \eta_{R}^{-}(q)}-\frac{\gamma}{2} \overline{q^{2}\left(\eta_{R}^{-}\right)^{\prime}(q)} & =-\frac{\gamma R}{2} \overline{q(R+q) \chi_{(-\infty,-R)}(q)} \tag{6.15}
\end{align*}
$$

Inserting (6.13), (6.14), and (6.15) into (6.12) gives

$$
\begin{aligned}
\frac{\partial}{\partial t} & \left(\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right)+\frac{\partial}{\partial x}\left(\gamma u\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right) \\
\leq & -\frac{\gamma R}{2} \overline{q(R+q) \chi_{(-\infty,-R)}(q)}+\frac{\gamma R}{2} q(R+q) \chi_{(-\infty,-R)}(q) \\
& +\frac{\gamma R}{2}\left(\overline{q^{2}}-q^{2}\right)+S(t, x)\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right]
\end{aligned}
$$

Integrating this inequality over $(0, t) \times \mathbb{R}$ yields

$$
\begin{align*}
\int_{\mathbb{R}} & {\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right](t, x) d x }  \tag{6.16}\\
\leq & -\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}} \overline{q(R+q) \chi_{(-\infty,-R)}(q)} d s d x \\
& +\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}} q(R+q) \chi_{(-\infty,-R)}(q) d s d x+\frac{R}{2} \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{q^{2}}-q^{2}\right] d s d x \\
& +\int_{0}^{t} \int_{\mathbb{R}} S(s, x)\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right] d s d x
\end{align*}
$$

Using Remark 6.3,
$\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)=\frac{1}{2}\left(\overline{\left(q_{-}\right)^{2}}-\left(q_{-}\right)^{2}\right)+\frac{1}{2}(R+q)^{2} \chi_{(-\infty,-R)}(q)-\frac{1}{2} \overline{(R+q)^{2} \chi_{(-\infty,-R)}(q)}$.

Hence, from Remark 5.6 and (6.16),

$$
\begin{aligned}
& \int_{\mathbb{R}}\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right](t, x) d x \\
& \leq-\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}} \overline{q(R+q) \chi_{(-\infty,-R)}(q)} d s d x \\
&+\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}} q(R+q) \chi_{(-\infty,-R)}(q) d s d x+\gamma R \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right] d s d x \\
&-\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}}(R+q)^{2} \chi_{(-\infty,-R)}(q) d s d x+\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}} \overline{(R+q)^{2} \chi_{(-\infty,-R)}(q)} d s d x \\
&+\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right] d s d x+\int_{0}^{t} \int_{\mathbb{R}} S(s, x)\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right] d s d x
\end{aligned}
$$

and applying twice the identity $\frac{R}{2}(R+q)^{2}-\frac{R}{2} q(R+q)=\frac{R^{2}}{2}(R+q)$ we deduce (6.11).

Lemma 6.6. There holds

$$
\begin{equation*}
\overline{q^{2}}=q^{2} \quad \text { almost everywhere in }[0, \infty) \times \mathbb{R} \tag{6.17}
\end{equation*}
$$

Proof. Adding (6.6) and (6.11) yields

$$
\begin{align*}
\int_{\mathbb{R}}( & \left.\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right)(t, x) d x  \tag{6.18}\\
\leq & \frac{\gamma R^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} \overline{(R+q) \chi_{(-\infty,-R)}(q)} d s d x-\frac{\gamma R^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}}(R+q) \chi_{(-\infty,-R)}(q) d s d x \\
& +\gamma R \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right] d s d x+\frac{\gamma R}{2} \int_{0}^{t} \int_{\mathbb{R}}\left[\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right] d s d x \\
& +\int_{0}^{t} \int_{\mathbb{R}} S(s, x)\left(\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right]\right) d s d x
\end{align*}
$$

Arguing as in the proof of Lemma 3.1, there exists a constant $L>0$, depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$, such that

$$
\begin{equation*}
\|S\|_{L^{\infty}([0, \infty) \times \mathbb{R})}=\|h(u)-P\|_{L^{\infty}([0, \infty) \times \mathbb{R})} \leq L \tag{6.19}
\end{equation*}
$$

By Remarks 5.6 and 6.3,
$q_{+}+\left(\eta_{R}^{-}\right)^{\prime}(q)=q-(R+q) \chi_{(-\infty,-R)}(q), \quad \overline{q_{+}}+\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}=q-\overline{(R+q) \chi_{(-\infty,-R)}(q)}$,
so by the convexity of the map $\xi \mapsto \xi_{+}+\left(\eta_{R}^{-}\right)^{\prime}(\xi)$,
$0 \leq\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right]=(R+q) \chi_{(-\infty,-R)}(q)-\overline{(R+q) \chi_{(-\infty,-R)}(q)}$,
and, by (6.19),

$$
\begin{aligned}
& S(s, x)\left(\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right]+\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right]\right) \\
& \quad \leq-L\left(\overline{(R+q) \chi_{(-\infty,-R)}(q)}-(R+q) \chi_{(-\infty,-R)}(q)\right)
\end{aligned}
$$

Since $\xi \mapsto(R+\xi) \chi_{(-\infty,-R)}(\xi)$ is concave and choosing $R$ large enough,

$$
\begin{align*}
\frac{\gamma R^{2}}{2} & \overline{(R+q) \chi_{(-\infty,-R)}(q)}-\frac{\gamma R^{2}}{2}(R+q) \chi_{(-\infty,-R)}(q) \\
& +S(s, x)\left(\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right]+\left[\overline{\left(\eta_{R}^{-}\right)^{\prime}(q)}-\left(\eta_{R}^{-}\right)^{\prime}(q)\right]\right)  \tag{6.20}\\
\leq & \left(\frac{\gamma R^{2}}{2}-L\right)\left(\overline{(R+q) \chi_{(-\infty,-R)}(q)}-(R+q) \chi_{(-\infty,-R)}(q)\right) \leq 0
\end{align*}
$$

Then, from (6.18) and (6.20),

$$
\begin{aligned}
0 & \leq \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right)(t, x) d x \\
& \leq \gamma R \int_{0}^{t} \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right]+\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right) d s d x
\end{aligned}
$$

and using the Gronwall inequality and Lemmas 6.1 and 6.2 we conclude that

$$
\int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\eta_{R}^{-}(q)}-\eta_{R}^{-}(q)\right]\right)(t, x) d x=0, \quad \text { for each } t>0
$$

By the Fatou lemma, Remark 5.6, and (5.19), sending $R \rightarrow \infty$ yields

$$
\begin{equation*}
0 \leq \int_{\mathbb{R}}\left(\overline{q^{2}}-q^{2}\right)(t, x) d x \leq 0, \quad t>0 \tag{6.21}
\end{equation*}
$$

and we see that (6.17) holds.
Lemma 6.7. Assume (1.4) and (2.2). Then there exists an admissible weak solution of (1), satisfying conditions $(k),(k k)$, and $(k k k)$ of Theorem 1.2.

Proof. The conditions $(i),(i i i),(i v)$ of Definition 1.1 are satisfied, due to (2.2), (2.3) and Lemma 5.2. We have to verify (ii). Due to (6.17), we have

$$
\begin{equation*}
q_{\varepsilon} \rightarrow q \quad \text { in } L_{\mathrm{loc}}^{2}([0, \infty) \times \mathbb{R}) \tag{6.22}
\end{equation*}
$$

Clearly (5.9), (5.11), and (6.22) imply that $u$ is a distributional solution of (1.7). Finally, $(k)$ and $(k k)$ are consequences of Lemmas 3.1 and 4.1, respectively. For $(k k k)$ we can argue as in [32], so let us just sketch the proof. From Lemmas 5.8 and 6.6 we get

$$
\begin{equation*}
\frac{\partial \eta_{R}(q)}{\partial t}+\frac{\partial}{\partial x}\left(\gamma u \eta_{R}(q)\right)=\gamma q \eta_{R}(q)-\frac{\gamma}{2} q^{2} \eta_{R}^{\prime}(q)+(h(u)-P) \eta_{R}^{\prime}(q) \tag{6.23}
\end{equation*}
$$

From the definition of $\eta_{R}$,

$$
\begin{aligned}
\gamma\left(q \eta_{R}(q)-\frac{1}{2} q^{2} \eta_{R}^{\prime}(q)\right) & =\frac{\gamma R}{2}\left(q^{2}-R q\right) \chi_{(R, \infty)}(q)-\frac{\gamma R}{2}\left(q^{2}+R q\right) \chi_{(-\infty,-R)}(q) \\
& =: S_{-}^{R}+S_{+}^{R}
\end{aligned}
$$

By (1.9), it follows as in [32] that $\iint_{[0, \infty) \times \mathbb{R}} S_{+}^{R} d x d t \leq C\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ and thus, by integrating (6.23), $\iint_{[0, \infty) \times \mathbb{R}} S_{-}^{R} d x d t \leq C$. The latter bound implies that along a subsequence $S_{-}^{R} \stackrel{\star}{\rightharpoonup} \mu$ in the sense of measures as $R \rightarrow \infty$, for some nonnegative Radon measure $\mu$. By (1.9), $\iint_{[0, \infty) \times \mathbb{R}} S_{+}^{R} d x d t \rightarrow 0$ as $R \rightarrow \infty$. Hence sending
$R \rightarrow \infty$ in (6.23) and adding the result to the equation obtained by multiplying (1) by $u$, we get (1.13). Finally, integrating (1.13) shows that the total mass of $\mu$ is bounded by $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$.

Remark 6.8. It is possible to prove results similar to those obtained for (1.7) for slightly more general equations of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\gamma u \frac{\partial u}{\partial x}+\frac{\partial P}{\partial x}=0, \quad-\alpha^{2} \frac{\partial^{2} P}{\partial x^{2}}+P=h(u)+\frac{\gamma \alpha^{2}}{2}\left(\frac{\partial u}{\partial x}\right)^{2} \tag{6.24}
\end{equation*}
$$

where $\gamma \geq 0, \alpha>0$, and $h: \mathbb{R} \rightarrow \mathbb{R}$ is any locally Lipschitz continuous function with $h(0)=0$. The Green function of the operator $-\alpha^{2} \frac{\partial^{2}}{\partial x^{2}}+1$ is $e^{-|x| / \alpha} / 2$. Formally, by letting $\alpha \rightarrow 0$, we recover the conservation law $\frac{\partial u}{\partial t}+\frac{\partial}{\partial x} F(u)=0$, where the flux $F(u)$ is given by $F^{\prime}(u)=\gamma u-h^{\prime}(u)$. Hence (6.24) may be viewed as a new type of regularization for one-dimensional conservation laws. We are currently investigating this singular limit problem.
7. Uniqueness of the viscous limit: the semigroup. Here we prove the existence of the semigroup.

Lemma 7.1. There exists a strongly continuous semigroup of solutions associated with the Cauchy problem (1)

$$
S:[0, \infty) \times(0, \infty) \times\left(\mathcal{E} \cap C^{\infty}(\mathbb{R})\right) \times H^{1}(\mathbb{R}) \longrightarrow C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)
$$

namely, for each $u_{0} \in H^{1}(\mathbb{R}), \gamma>0, g \in \mathcal{E}$ the $\operatorname{map} u(t, x)=S_{t}\left(\gamma, g, u_{0}\right)(x)$ is an admissible weak solution of (1). Moreover, $(k),(k k)$, and $(k k k)$ of Theorem 1.2 are satisfied.

Clearly, this lemma is a direct consequence of the following lemma and of the lemmas in the previous sections.

Lemma 7.2. Assume (1.4), (1.5). Let $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}},\left\{\mu_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty)$ and $u, v \in$ $L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \cap H^{1}([0, T] \times \mathbb{R})$, for each $T \geq 0$, be such that $\varepsilon_{n}, \mu_{n} \rightarrow 0$ and

$$
\begin{equation*}
u_{\varepsilon_{n}} \rightarrow u, \quad u_{\mu_{n}} \rightarrow v, \quad \text { strongly in } L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \tag{7.1}
\end{equation*}
$$

then

$$
u=v .
$$

Proof. Let $t>0$, it is not restrictive to assume that

$$
\begin{equation*}
\left\|u_{0, \varepsilon}-u_{0, \mu}\right\|_{H^{1}(\mathbb{R})} \leq|\varepsilon-\mu|, \quad \varepsilon, \mu>0 \tag{7.2}
\end{equation*}
$$

Moreover, passing to subsequences, we can assume that

$$
\begin{equation*}
0<\mu_{n}<\varepsilon_{n}<\mu_{n-1}, \quad n \in \mathbb{N} \tag{7.3}
\end{equation*}
$$

Indeed, we can argue in the following way: we begin by considering two strictly decreasing subsequences $\left\{\varepsilon_{n_{k}}\right\}_{k \in \mathbb{N}},\left\{\mu_{n_{k}}\right\}_{k \in \mathbb{N}}$. Then we start by defining $\mu_{n_{k_{0}}}=\mu_{n_{0}}$, then we continue with $\varepsilon_{n_{k_{1}}}$ and $\mu_{n_{k_{1}}}$ in the following way:

$$
\varepsilon_{n_{k_{1}}}=\max \left\{\varepsilon_{n_{k}} ; \varepsilon_{n_{k}}<\mu_{n_{k_{0}}}\right\}, \quad \mu_{n_{k_{1}}}=\max \left\{\mu_{n_{k}} ; \mu_{n_{k}}<\varepsilon_{n_{k_{1}}}\right\}
$$

Arguing inductively in this way we find two subsequences $\left\{\varepsilon_{n_{k_{h}}}\right\}_{h \in \mathbb{N}},\left\{\mu_{n_{k_{h}}}\right\}_{h \in \mathbb{N}}$ satisfying (7.3).

From [4, Theorem 3.1] and (7.2), we have that

$$
\begin{aligned}
& \left\|u_{\varepsilon}(t, \cdot)-u_{\mu}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \\
& \quad \leq A(t, \varepsilon+\mu)\left\|u_{0, \varepsilon}-u_{0, \mu}\right\|_{H^{1}(\mathbb{R})}+B(t, \varepsilon+\mu)|\varepsilon-\mu| \\
& \quad \leq(A(t, \varepsilon+\mu)+B(t, \varepsilon+\mu))|\varepsilon-\mu|
\end{aligned}
$$

with

$$
A(t, \varepsilon+\mu)=\mathcal{O}\left(e^{t /(\varepsilon+\mu)}\right), \quad B(t, \varepsilon+\mu)=\mathcal{O}\left(e^{t /(\varepsilon+\mu)}\right)
$$

for each $\varepsilon, \mu>0$. Hence

$$
\begin{equation*}
\left\|u_{\varepsilon}(t, \cdot)-u_{\mu}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq c_{1} e^{t /(\varepsilon+\mu)}|\varepsilon-\mu|, \quad \varepsilon, \mu>0 \tag{7.4}
\end{equation*}
$$

for some constant $c_{1}>0$. Define

$$
\varepsilon_{k, n}:=\varepsilon_{n}-k e^{-1 / \varepsilon_{n}^{2}}, \quad N_{n}:=\left[\left(\varepsilon_{n}-\mu_{n}\right) e^{1 / \varepsilon_{n}^{2}}\right], \quad k, n \in \mathbb{N}
$$

where [•] denotes the integer part. Observe that

$$
\begin{equation*}
\varepsilon_{N_{n}, n} \leq \mu_{n} \leq \varepsilon_{N_{n}-1, n}, \quad \mu_{n}-\varepsilon_{N_{n}, n} \leq e^{-1 / \varepsilon_{n}^{2}}, \quad n \in \mathbb{N} \tag{7.5}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{n}\left\|u_{\varepsilon_{k, n}}(t, \cdot)-u_{\varepsilon_{n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{7.6}\\
& \quad \leq c_{1} \lim _{n} e^{t /\left(\varepsilon_{k, n}+\varepsilon_{n}\right)}\left|\varepsilon_{k, n}-\varepsilon_{n}\right| \\
& \quad \leq c_{1} k \lim _{n} e^{t / \varepsilon_{n}} e^{-1 / \varepsilon_{n}^{2}}=0
\end{align*}
$$

for each $k \in \mathbb{N}$, in other terms

$$
\begin{equation*}
u_{\varepsilon_{k, n}} \rightarrow u, \quad \text { strongly in } L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \text { as } n \rightarrow \infty, \quad \text { for each } k \in \mathbb{N} \tag{7.7}
\end{equation*}
$$

Since, from (7.3),

$$
\varepsilon_{n+1}<\mu_{n}<\mu_{n}+\varepsilon_{N_{n}, n}, \quad n \in \mathbb{N}
$$

employing (7.5), we have that

$$
\begin{align*}
& \lim _{n}\left\|u_{\varepsilon_{N_{n}, n}}(t, \cdot)-u_{\mu_{n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{7.8}\\
& \quad \leq c_{1} \lim _{n} e^{t /\left(\varepsilon_{N_{n}, n}+\mu_{n}\right)}\left|\varepsilon_{N_{n}, n}-\mu_{n}\right| \\
& \quad \leq c_{1} \lim _{n} e^{t / \varepsilon_{n+1}} e^{-1 / \varepsilon_{n}^{2}}=0 .
\end{align*}
$$

Hence

$$
\begin{equation*}
u_{\varepsilon_{N_{n}, n}} \rightarrow v, \quad \text { strongly in } L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \text { as } n \rightarrow \infty \tag{7.9}
\end{equation*}
$$

If $\left\{N_{n}\right\}_{n \in \mathbb{N}}$ is bounded, the claim is a direct consequence of (7.7) and (7.9). So we consider the case

$$
\begin{equation*}
\lim _{n} N_{n}=\infty \tag{7.10}
\end{equation*}
$$

As before, we define the sequences

$$
\mu_{h, n}:=\mu_{n}+h e^{-1 / \mu_{n}^{2}}, \quad M_{n}:=\left[\left(\varepsilon_{n}-\mu_{n}\right) e^{1 / \mu_{n}^{2}}\right], \quad h, n \in \mathbb{N} .
$$

Due to (7.3) and (7.10),

$$
\begin{equation*}
\lim _{n} M_{n}=\infty \tag{7.11}
\end{equation*}
$$

and, arguing as for (7.7) and (7.9), we are able to prove that

$$
\begin{gather*}
\lim _{n}\left\|u_{\mu_{h, n}}(t, \cdot)-u_{\mu_{n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=\lim _{n}\left\|u_{\mu_{h, n}}(t, \cdot)-v(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0,  \tag{7.12}\\
h \in \mathbb{N}, \\
\lim _{n}\left\|u_{\mu_{M_{n}, n}}(t, \cdot)-u_{\varepsilon_{n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=\lim _{n}\left\|u_{\mu_{M_{n}, n}}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0 . \tag{7.13}
\end{gather*}
$$

Due to (7.10) and (7.11), we can choose two sequences $\left\{k_{n}\right\}_{n \in \mathbb{N}},\left\{h_{n}\right\}_{n \in \mathbb{N}}$, such that

$$
\begin{gather*}
\mu_{n} \leq \mu_{h_{n}, n}, \varepsilon_{k_{n}, n} \leq \varepsilon_{n}, \quad\left|\mu_{h_{n}, n}-\varepsilon_{k_{n}, n}\right| \leq c_{2} e^{-1 / \mu_{n}^{2}}, \quad n \in \mathbb{N}  \tag{7.14}\\
\lim _{n} h_{n}=\lim _{n} k_{n}=\infty \tag{7.15}
\end{gather*}
$$

for some constant $c_{2}>0$. Observe that

$$
\begin{align*}
\|u(t, \cdot)-v(t, \cdot)\|_{H^{1}(\mathbb{R})} \leq & \left\|u(t, \cdot)-u_{\mu_{h, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{7.16}\\
& +\left\|u_{\mu_{h, n}}(t, \cdot)-u_{\varepsilon_{k, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \\
& +\left\|u_{\varepsilon_{k, n}}(t, \cdot)-v(t, \cdot)\right\|_{H^{1}(\mathbb{R})}
\end{align*}
$$

From (7.9) and (7.13), we have

$$
\begin{align*}
& \liminf _{h, n}\left\|u(t, \cdot)-u_{\mu_{h, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq \lim _{n}\left\|u(t, \cdot)-u_{\mu_{M_{n}, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0  \tag{7.17}\\
& \underset{k, n}{ }\left\|u_{\varepsilon_{k, n}}(t, \cdot)-v(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq \lim _{n}\left\|u_{\varepsilon_{N_{n}, n}}(t, \cdot)-v(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0 \tag{7.18}
\end{align*}
$$

respectively. Finally, from (7.4), (7.14), and (7.15),

$$
\begin{align*}
& \liminf _{h, k, n}\left\|u_{\mu_{h, n}}(t, \cdot)-u_{\varepsilon_{k, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{7.19}\\
& \quad \leq \liminf _{n}\left\|u_{\mu_{h_{n}, n}}(t, \cdot)-u_{\varepsilon_{k_{n}, n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \\
& \quad \leq c_{1} c_{2} \lim _{n} \inf e^{-1 / \mu_{n}^{2}} e^{t\left(\mu_{h_{n}, n}+\varepsilon_{k_{n}, n}\right)} \\
& \quad \leq c_{1} c_{2} \lim _{n} e^{-1 / \mu_{n}^{2}} e^{t\left(\mu_{n}\right)}=0 \tag{7.20}
\end{align*}
$$

Clearly, (7.16), (7.17), (7.18), (7.19), imply $u=v$.
8. Stability of the semigroup and proof of Theorem 1.2. Here we prove the stability of the semigroup and then conclude the proof of Theorem 1.2.

Lemma 8.1. The semigroup $S$ defined on $[0, \infty) \times(0, \infty) \times\left(\mathcal{E} \cap C^{\infty}(\mathbb{R})\right) \times H^{1}(\mathbb{R})$ satisfies the stability property $(j j)$ of Theorem 1.2.

Proof. Fix $\varepsilon>0$. Denote $S^{\varepsilon}$ the semigroup associated to the viscous problem (2.1). Choose $\left\{u_{0, n}\right\}_{n \in \mathbb{N}} \subset H^{1}(\mathbb{R}),\left\{\gamma_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty),\left\{g_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{E} \cap C^{\infty}(\mathbb{R})$,
$u_{0} \in H^{1}(\mathbb{R}), \gamma>0, g \in \mathcal{E} \cap C^{\infty}(\mathbb{R})$ satisfying (1.10). The initial data satisfy $u_{0, \varepsilon, n}, u_{0, \varepsilon} \in H^{\ell}(\mathbb{R}), \ell \geq 2$, the condition (2.2), and

$$
\begin{equation*}
\left\|u_{0, \varepsilon, n}-u_{0, \varepsilon}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0, n}-u_{0}\right\|_{H^{1}(\mathbb{R})} \tag{8.1}
\end{equation*}
$$

Finally, write

$$
u_{\varepsilon, n}:=S^{\varepsilon}\left(\gamma_{n}, g_{n}, u_{0, n}\right), \quad u_{n}:=S\left(\gamma_{n}, g_{n}, u_{0, n}\right), \quad u:=S\left(\gamma, g, u_{0}\right)
$$

Let $t>0$, then

$$
\begin{align*}
\left\|u_{n}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq & \left\|u_{n}(t, \cdot)-u_{\varepsilon, n}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{8.2}\\
& +\left\|u_{\varepsilon, n}(t, \cdot)-u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}+\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})}
\end{align*}
$$

so

$$
\begin{align*}
0 \leq \liminf _{n}\left\|u_{n}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq & \liminf _{\varepsilon, n}\left\|u_{n}(t, \cdot)-u_{\varepsilon, n}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}  \tag{8.3}\\
& +\liminf _{\varepsilon, n}\left\|u_{\varepsilon, n}(t, \cdot)-u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \\
& +\liminf _{\varepsilon}\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})}
\end{align*}
$$

From Lemma 5.2 we know that

$$
\begin{align*}
\liminf _{\varepsilon, n}\left\|u_{n}(t, \cdot)-u_{\varepsilon, n}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} & =0  \tag{8.4}\\
\liminf _{\varepsilon}\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})} & =0 \tag{8.5}
\end{align*}
$$

We claim that

$$
\begin{equation*}
\liminf _{\varepsilon, n}\left\|u_{\varepsilon, n}(t, \cdot)-u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0 \tag{8.6}
\end{equation*}
$$

Using [4, Theorem 3.1] and (8.1), we have that

$$
\begin{align*}
\left\|u_{\varepsilon, n}(t, \cdot)-u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq & A(t, \varepsilon)\left\|u_{0, n}-u_{0}\right\|_{H^{1}(\mathbb{R})}  \tag{8.7}\\
& +B(t, \varepsilon)\left(\left\|g_{n}-g\right\|_{L^{\infty}(\mathcal{I})}+\left|\gamma_{n}-\gamma\right|\right)
\end{align*}
$$

with

$$
A(t, \varepsilon)=\mathcal{O}\left(e^{T / \varepsilon}\right), \quad B(t, \varepsilon)=\mathcal{O}\left(e^{T / \varepsilon}\right), \quad t \in[0, T]
$$

Define

$$
\varepsilon_{n}:=\frac{T}{\left|\log \left(k_{n}\right)\right|}, \quad k_{n}:=\max \left\{\left\|u_{0 . n}-u_{0}\right\|_{H^{1}(\mathbb{R})}^{1 / 2},\left\|g_{n}-g\right\|_{L^{\infty}(\mathcal{I})}^{1 / 2},\left|\gamma_{n}-\gamma\right|^{1 / 2}\right\}
$$

clearly

$$
\begin{equation*}
\liminf _{\varepsilon, n}\left\|u_{\varepsilon, n}(t, \cdot)-u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \leq \liminf _{n}\left\|u_{\varepsilon_{n}, n}(t, \cdot)-u_{\varepsilon_{n}}(t, \cdot)\right\|_{H^{1}(\mathbb{R})} \tag{8.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n} A\left(\varepsilon_{n}, t\right)\left\|u_{0, n}-u_{0}\right\|_{H^{1}(\mathbb{R})}=\lim _{n} B\left(\varepsilon_{n}, t\right)\left\|g_{n}-g\right\|_{L^{\infty}(\mathcal{I})}=0 \tag{8.9}
\end{equation*}
$$

Then (8.6) is a consequence of (8.7), (8.8), and (8.9). From (8.3)-(8.6), we get

$$
\lim _{n}\left\|u_{n}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(\mathbb{R})}=0
$$

Proof of Theorem 1.2. The proof is a direct consequence of Lemmas 7.1 and 8.1.
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# AN ACCELERATED SPLITTING-UP METHOD FOR PARABOLIC EQUATIONS* 

ISTVÁN GYÖNGY ${ }^{\dagger}$ AND NICOLAI KRYLOV ${ }^{\ddagger}$

Abstract. We approximate the solution $u$ of the Cauchy problem

$$
\begin{gathered}
\frac{\partial}{\partial t} u(t, x)=L u(t, x)+f(t, x), \quad(t, x) \in(0, T] \times \mathbb{R}^{d} \\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{d}
\end{gathered}
$$

by splitting the equation into the system

$$
\frac{\partial}{\partial t} v_{r}(t, x)=L_{r} v_{r}(t, x)+f_{r}(t, x), \quad r=1,2, \ldots, d_{1}
$$

where $L, L_{r}$ are second order differential operators; $f, f_{r}$ are functions of $t, x$ such that $L=\sum_{r} L_{r}$, $f=\sum_{r} f_{r}$. Under natural conditions on solvability in the Sobolev spaces $W_{p}^{m}$, we show that for any $k>1$ one can approximate the solution $u$ with an error of order $\delta^{k}$, by an appropriate combination of the solutions $v_{r}$ along a sequence of time discretization, where $\delta$ is proportional to the step size of the grid. This result is obtained by using the time change introduced in [I. Gyöngy and N. Krylov, Ann. Probab., 31 (2003), pp. 564-591], together with Richardson's method and a power series expansion of the error of splitting-up approximations in terms of $\delta$.
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1. Introduction. In this paper we are interested in the rate of convergence of splitting-up approximations to the solution of the parabolic, possibly degenerate, differential equation with time dependent coefficients

$$
\begin{equation*}
\frac{\partial}{\partial t} u(t, x)=L u(t, x)+f(t, x), \quad(t, x) \in(0, T] \times \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{d} \tag{1.2}
\end{equation*}
$$

where $L$ is a differential operator of the form

$$
L=a^{i j}(t, x) \frac{\partial^{2}}{\partial x^{i} x^{j}}+a^{i}(t, x) \frac{\partial}{\partial x^{i}}+a(t, x)
$$

and $f$ is a function of $t \geq 0$ and $x \in \mathbb{R}^{d}$. The first step in the splitting methods is to choose suitable decompositions $L=L_{1}+L_{2}+\cdots+L_{d_{1}}$ and $f=f_{1}+f_{2}+\cdots+f_{d_{1}}$ for the operator $L$ and the free term $f$ such that each equation

$$
\begin{equation*}
\frac{\partial}{\partial t} v_{r}(t, x)=L_{r} v_{r}(t, x)+f_{r}(t, x) \tag{1.3}
\end{equation*}
$$

[^57]$r=1,2, \ldots, d_{1}$, is integrable exactly or approximately.
Assume for simplicity that the operators $L_{r}$ and the free terms $f_{r}, r=1,2, \ldots, d_{1}$, are time independent, and, for fixed $T>0$ and integer $n \geq 1$, consider the uniform step
\[

$$
\begin{equation*}
T_{n}:=\left\{t_{i}^{n}:=\frac{i T}{n}, i=0,1,2, \ldots, n\right\} \tag{1.4}
\end{equation*}
$$

\]

of step size $\delta:=T / n$. Then a splitting-up approximation $u^{(n)}$ for the solution $u$ of (1.1)-(1.2) is defined by

$$
\begin{equation*}
u_{n}\left(t_{i}^{n}\right):=\left(\mathbb{S}_{\delta}^{\left(d_{1}\right)} \ldots \mathbb{S}_{\delta}^{(2)} \mathbb{S}_{\delta}^{(1)}\right)^{i} u_{0}, \quad i=0,1, \ldots, n \tag{1.5}
\end{equation*}
$$

at the grid points. Here $\mathbb{S}_{t}^{(r)}$ denotes the solution operator of (1.3); i.e., $\mathbb{S}_{t}^{(r)} \varphi$ is the solution of (1.3) at time $t$ with initial condition $\varphi$ at $t=0$. Formula (1.5) means that we take $u^{(n)}(0)=u_{0}$, and we calculate the approximation at a grid point $t+\delta$ from the approximation $u^{(n)}(t)$ at the previous grid point $t$, by solving (1.3) for $r=1,2, \ldots, d_{1}$ on the same time interval $[0, \delta]$ successively. First we solve the first equation $(r=1)$ on $[0, \delta]$ with initial condition $v_{1}(0)=u^{(n)}(t)$, and then we solve the second equation, third equation, and so on, on the same interval $[0, \delta]$, by always taking the value at $\delta$ of the solution of the previous equation as the initial value for the following equation. Finally we solve the last equation $\left(r=d_{1}\right)$ on the interval $[0, \delta]$ with initial condition $v_{d_{1}}(0)=v_{d_{1}-1}(\delta)$, and the value $v_{d_{1}}(\delta)$ is the value of the splitting-up approximation at $t+\delta$.

This kind of approximations is well known in numerical analysis, and it has been successfully applied to various types of PDE problems. They are often combined with other numerical methods, such as finite differences, finite elements, etc. Pioneering applications to the heat equation, to hyperbolic equations, and to nonlinear PDEs are presented, for example, in [16], [4], [2], in [29], [9] and in [3], [24], [1], [23], respectively. Many applications and modifications of the splitting-up method have been developed in various applied fields of linear and nonlinear PDEs and ODEs, under a variety of different names, like dimensional splitting, operator splitting, predictor-corrector method, method of alternating directions, fractional step method, Lie-Trotter-Kato formula, Baker-Campbell-Hausdorff formula, Chernoff formula, split Hamiltonian, split-steps, or leapfrog. For guidance in the huge varieties of methods, names, and references we refer the reader to the survey article [13] and books [11], [12].

In the context of semigroups the splitting-up method first appears as Trotter's formula [25], which can be formulated as follows:

$$
\lim _{n \rightarrow \infty}\left(e^{t A_{d_{1}} / n} \ldots e^{t A_{2} / n} e^{t A_{1} / n}\right)^{n} z=e^{t A} z \quad \forall z \in \mathbb{B}
$$

where $A=A_{1}+A_{2}+\cdots+A_{d_{1}}$ and $A_{r}$ are infinitesimal generators of $C_{0}$-semigroups of contractions $\left\{e^{t A}: t \geq 0\right\}$ and $\left\{e^{t A_{r}}: t \geq 0\right\}$ on a Banach space $\mathbb{B}$, such that the intersection of the domains of the generators is dense in $\mathbb{B}$. Clearly, in the context of Cauchy problems, Trotter's formula states the convergence of the splitting-up approximations defined by the splitting

$$
\frac{d}{d t} v_{r}(t)=A_{r} v_{r}(t), \quad r=1,2, \ldots, d_{1}
$$

to the solution of the abstract Cauchy problem

$$
\frac{d}{d t} u(t)=A u(t), \quad t \geq 0, \quad u(0)=z
$$

Our main interest in the present paper is to increase the accuracy of the splittingup approximations for (1.1). It is known that the error of the splitting-up approximations is proportional to $\delta$, the step size. There are, however, modifications of these approximations which are more accurate. A celebrated example is the Strang symmetric scheme

$$
u_{n}\left(t_{i}^{(n)}\right):=\left(\mathbb{S}_{\delta / 2}^{(1)} \mathbb{S}_{\delta / 2}^{(2)} \ldots \mathbb{S}_{\delta / 2}^{\left(d_{1}\right)} \mathbb{S}_{\delta / 2}^{\left(d_{1}\right)} \ldots \mathbb{S}_{\delta / 2}^{(2)} \mathbb{S}_{\delta / 2}^{(1)}\right)^{i} u_{0}, \quad i=0,1, \ldots, n,
$$

whose error is proportional to $\delta^{2}$. This approximation scheme is presented in [17], [19]. Other symmetric schemes and their generalizations are given in [17], [18], and [6]. All these schemes are of second order accuracy. Inspired by the above example, for given $k \geq 2$ one looks for a composition of splittings

$$
\begin{equation*}
\prod_{i=1}^{m} \prod_{j=1}^{d_{1}} \mathbb{S}_{c^{i j} \delta}^{(j)} \tag{1.6}
\end{equation*}
$$

with real numbers $c^{i j}$ and integer $m \geq 1$ to be determined, such that

$$
u(\delta)-\prod_{i=1}^{m} \prod_{j=1}^{d_{1}} \mathbb{S}_{c^{i j} \delta}^{(j)} u_{0}
$$

the local error of the corresponding approximation is proportional to $\delta^{k+1}$ in appropriate norms. Such local error leads to a global error, proportional to $\delta^{k}$; i.e., composition (1.6) represents a method of (at least) order $k$. The conditions on the numbers $c^{i j}$ and $m$, which lead to splitting methods of high order, have been studied intensively in the literature. Such methods are obtained in [15] for Hamiltonian systems by the Baker-Campbell-Hausdorff formula. Variations of the Trotter formula and the Baker-Campbell-Hausdorff formula are used for linear and for nonlinear equations, respectively, to show the existence of methods of any order (see [13], [21], [22], [26], [28], and the literature therein). An adaptation of the method of rooted trees from the theory of Runge-Kutta approximations is used in [14]. By [20] and [27], however, the numbers $c^{i j}$ in each scheme (1.6) of order $k \geq 3$ cannot all be nonnegative. Thus, by [20] and [27], the above splitting methods of order greater than or equal to 3 cannot be used to approximate the solution of partial differential equations of parabolic type. As McLachlan and Quispel write on page 392 of [13]: "... splitting was proposed as a cheap way to retain unconditional stability. Methods with backward time steps can be only conditionally stable; this stumbling block held up the development of high-order compositions for years."

Then the natural question arises as to whether there exists, in the case of parabolic equations, a way different from the multiplicative one to accelerate the convergence to a higher order. One of our main results consists of showing that, using the step size of order $\delta$ but organizing the computations differently, it is indeed possible to achieve the accuracy of order $\delta^{k}$ for any $k$, even if $A_{r}$ are (degenerate) elliptic operators with coefficients depending on time. In a subsequent article we intend to show that our method is much more universal in the sense that it covers many situations in which method (1.6) works and requires approximately the same amount of work.

In the present paper we use linear combinations of splittings of type (1.5) with different step sizes to achieve arbitrary high accuracy. We prove that for any given $k \geq 0$ there exist absolute constants $b_{0}, b_{1}, \ldots, b_{k}$ expressed by simple formulas such
that the accuracy of the approximation

$$
\begin{equation*}
v_{n}:=b_{0} u_{n}+b_{1} u_{2 n}+b_{2} u_{4 n}+\cdots+b_{k} u_{2^{k} n} \tag{1.7}
\end{equation*}
$$

is of order $\delta^{k+1}$ (see Theorem 2.3 below). Here $u_{2^{j} n}$ is the splitting-up approximation (1.5) along the grid (1.4), with $2^{j} n$ in place of $n$. In particular, if $k=1$, we have to deal with two step sizes: $\delta$ and $\delta / 2$, and we get the order of accuracy $\delta^{2}$. The Strang formula giving the same order of accuracy, generally, also requires working with step size $\delta / 2$. By the way, if $A=A_{1}+A_{2}$ and we construct our splitting-up scheme according to $A=(1 / 2) A_{1}+A_{2}+(1 / 2) A_{1}$, then our approximations just coincide with the Strang one, and there is no need to use linear combinations to get the error of order $\delta^{2}$. It is also worth noting that the above coefficients $\mathbf{b}=\left(b_{0}, \ldots, b_{k}\right)$ are given by $\mathbf{b}:=\mathbf{e}_{1} V^{-1}$, where $\mathbf{e}_{1}:=(1,0,0, \ldots, 0)$ and $V^{-1}$ is the inverse of the $(k+1) \times(k+1)$ Vandermonde matrix $V^{i j}=2^{-(i-1)(j-1)}$.

Our work is of a purely theoretical nature and, as the referees pointed out, much work yet needs to be done before our results could be used in practical applications. We restricted ourselves to making the first step in attacking Problem 10 on page 492 of [13]: "For systems that evolve in a semigroup, such as the heat equation, develop effective methods of order higher than 2." However, our results show that each time one has any algorithm implementing standard splitting-up method to approximate the solutions of the Cauchy problem for degenerate parabolic equations with sufficiently smooth coefficients and free terms, one can improve the rate of convergence to any degree. For instance, we believe that usually in practice one is not doing computations with only one step size, and we show that having, say, three different step sizes, each of which is of order $\delta$ of accuracy, and just taking a linear combination of the results, one gets an approximation with error of order $\delta^{3}$.

We have to admit that we do not know whether our methods can be carried over to quasi-linear equations or to equations in domains. In this connection we note that there is a very active area of developing and applying in practice splitting-up methods for degenerate nonlinear convection-diffusion equations (see, for instance, [5] and references therein). Our equations can be viewed as belonging to this area only if $a^{i j}$ are constant. However, it is perhaps worth mentioning that our methods can be applied to solving systems of (nonlinear) ODEs, and we are in the process of working on this subject.

Inspired by Richardson's method we obtain our results by expanding the error $u-u_{n}$ of the splitting-up approximation (1.5) in powers of $\delta=T / n$. This is Theorem 2.2 , the main theorem of our paper. We use this expansion with $\delta=T / 2^{j} n, j=$ $0,1,2, \ldots, k$, and choose the above coefficients $b_{0}, b_{1}, \ldots, b_{k}$ to eliminate the terms of order less than $k+1$ in the linear combination (1.7).

The main theorem of the present paper is proved by exploiting a new approach of [7] and [8] to splitting-up methods. As we discussed above, the splitting-up approximation (1.5) means that to get the approximation at $t+\delta$ from that at $t$, one goes back and forth in time $d_{1}$ times while solving (1.3), $r=1,2, \ldots, d_{1}$, successively. A basic idea of [7] is to arrange the splitting continuously in forward time direction, and to synchronize it with the original equation by time-scaling. In this way we have differential equations for the rearranged splitting-up approximations and for the timescaled solution of the original equation, which enables us to use methods of the theory of partial differential equations and not semigroup theory and get an expansion for their difference in terms of powers of $\delta$ even if the coefficients depend on time. The method of [7] and [8] appeared in connection with splitting-up for stochastic PDEs.

It is worth mentioning that most likely it is impossible to accelerate the splitting-up method in this more complicated situation.

The paper is organized as follows. In the next section we introduce our general setting but state the results, Theorems 2.3 and 2.2 , only for the case of time independent data for the sake of simplicity of presentation. Theorem 2.2 is proved immediately after its formulation on the basis of Theorem 2.3 , which in turn is proved in section 4, after we prepare some auxiliary facts in section 3 . In section 5 we generalize Theorems 2.3 and 2.2 for time dependent data and derive some consequences valid in the time-homogeneous case as well.

In conclusion we introduce some notation used everywhere below. Throughout the paper $d \geq 1, d_{1} \geq 2$ are fixed positive integers, $K, T$ are fixed finite positive constants, and

$$
D_{i}:=\frac{\partial}{\partial x^{i}}, \quad D_{i j}:=\frac{\partial^{2}}{\partial x^{i} \partial x^{j}}, \quad D_{t}:=\frac{\partial}{\partial t}
$$

We denote by $W_{p}^{m}$ the Sobolev space defined as the closure of $C_{0}^{\infty}$ functions $\varphi: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$ in the norm

$$
\|\varphi\|_{m, p}:=\left(\sum_{|\gamma| \leq m} \int_{\mathbb{R}^{d}}\left|D^{\gamma} \varphi(x)\right|^{p} d x\right)^{1 / p}
$$

where $D^{\gamma}:=D_{1}^{\gamma_{1}} \ldots D_{d}^{\gamma_{d}}$ for multi-indices $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right)$ of length $|\gamma|:=\gamma_{1}+\gamma_{2}+$ $\cdots+\gamma_{d}$. Unless otherwise indicated, we use the summation convention with respect to repeated indices.
2. Formulation of the main results. The case of time independent coefficients. We consider the problem

$$
\begin{gather*}
D_{t} u(t, x)=L u(t, x)+f(t, x), \quad t \in(0, T], x \in \mathbb{R}^{d}  \tag{2.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{d} \tag{2.2}
\end{gather*}
$$

where $L$ is an operator of the form

$$
L=a^{i j}(t, x) D_{i j}+a^{i}(t, x) D_{i}+a(t, x)
$$

and $f$ and $u_{0}$ are real functions of $(t, x) \in(0, T] \times \mathbb{R}^{d}$ and of $x \in \mathbb{R}^{d}$, respectively. We assume that the coefficients $a^{i j}, a^{i}, a$ and the derivatives $a_{x^{k}}^{i j}$ of $a^{i j}$ are bounded Borel functions of $(t, x)$. We fix $p \geq 2$ and assume that $u_{0}$ and $f$ are measurable and $\left|u_{0}\right|^{p}$ and $|f|^{p}$ are integrable over $\mathbb{R}^{d}$ and over $[0, T] \times \mathbb{R}^{d}$, respectively.

DEfinition 2.1. By a solution of problem (2.1)-(2.2) we mean an $W_{p}^{1}$-valued weakly continuous function $u(t)=u(t, \cdot)$ defined on $[0, T]$ such that for all $\phi \in C_{0}\left(\mathbb{R}^{d}\right)$ and $t \in[0, T]$

$$
\begin{aligned}
(u(t, \cdot), \phi)=(u(0, \cdot), \phi)+\int_{0}^{t} & {\left[-\left(a^{i j} D_{i} u(s), D_{j} \phi\right)\right.} \\
& \left.+\left(\left(a^{i}-a_{x^{j}}^{i j}\right) D_{i} u(s)+a u(s)+f_{r}(s), \phi\right)\right] d s
\end{aligned}
$$

where (, ) denotes the usual inner product in $L^{2}\left(\mathbb{R}^{d}\right)$. Quite often we write (2.1) and similar equations in the form

$$
d u(t)=(L u(t)+f(t)) d t
$$

bearing in mind the differential of $u$ in $t$ only.
Suppose that we split (2.1) into the equations

$$
\begin{equation*}
D_{t} v(t, x)=L_{r} v(t, x)+f_{r}(t, x), \quad t \in(0, T], x \in \mathbb{R}^{d} \tag{2.3}
\end{equation*}
$$

with

$$
L_{r}:=a_{r}^{i j}(t, x) D_{i j}+a_{r}^{i}(t, x) D_{i}+a_{r}(t, x), \quad L=\sum_{r=1}^{d_{1}} L_{r}, \quad f=\sum_{r=1}^{d_{1}} f_{r}
$$

such that these equations are more pleasant from the point of view of numerical methods than the original one. This motivates the multistage splitting method, which we describe below. First we need some assumptions.

Fix an integer $l \geq 1$.
Assumption 2.1 (ellipticity of $L_{r}$ ). For each $r=1,2, \ldots, d_{1}$ for $d t \times d x$-almost every $(t, x) \in[0, T] \times \mathbb{R}^{d}$

$$
a_{r}^{i j}(t, x) \lambda^{i} \lambda^{j} \geq 0
$$

for all $\left(\lambda^{1}, \lambda^{2}, \ldots, \lambda^{d}\right) \in \mathbb{R}^{d}$.
Assumption 2.2. (i) The partial derivatives

$$
D_{t}^{s} D^{\rho} a_{r}^{i j}, \quad D_{t}^{s} D^{\rho} a_{r}^{i}, \quad D_{t}^{s} D^{\rho} a_{r} \quad \text { for } i, j=1,2, \ldots, d, r=1,2, \ldots, d_{1}
$$

exist and by magnitude are bounded by $K$ for all integers $s \geq 0$ and multi-indices $\rho$, satisfying $2 s+|\rho| \leq l$.
(ii) For every integer $s \in[0, l / 2]$

$$
\sup _{t \in[0, T]}\left\|D_{t}^{s} f_{r}(t)\right\|_{l-2 s, p} \leq K
$$

(iii) We have $u_{0} \in W_{p}^{l}$ and $\left\|u_{0}\right\|_{l, p} \leq K$.

It is well known that under the above conditions, (2.1) and (2.3) with initial condition $u(0)=u_{0}$ admit unique generalized solutions $u$ and $v$, respectively, which are $W_{p}^{l}$-valued weakly continuous functions of $t \geq 0$ (see, for instance, Theorem 3.1 below). We want to approximate the solution $u$ by using the splitting-up method, i.e., by solving (2.3) successively with appropriate initial conditions on appropriate time intervals. Let us formulate now our splitting-up scheme in the case when the coefficients $a_{r}^{i j}, a_{r}^{i}, a_{r}$ and free terms $f_{r}$ are independent of the time variable $t$.

Set $T_{n}:=\left\{t_{i}:=i T / n: i=0,1,2, \ldots, n\right\}, \delta:=T / n$ for an integer $n \geq 1$. Then for fixed $n$ we approximate the solution $u$ of (2.1)-(2.2) at $t_{i}=i T / n$ recursively by $u_{n}(0):=u_{0}$,

$$
\begin{equation*}
u_{n}\left(t_{i+1}\right):=\mathbb{S}_{\delta}^{\left(d_{1}\right)} \ldots \mathbb{S}_{\delta}^{(2)} \mathbb{S}_{\delta}^{(1)} u_{n}\left(t_{i}\right), \quad i=0,1,2, \ldots, n-1 \tag{2.4}
\end{equation*}
$$

where $\mathbb{S}_{t}^{(r)} \psi:=v(t)$ denotes the solution of (2.3) for $t \geq 0$ with initial condition $v(0)=\psi$.

It is known that if Assumptions 2.1 and 2.2 are satisfied with $l=m+4$, then

$$
\max _{t \in T_{n}}\left\|u(t)-u_{n}(t)\right\|_{m, p} \leq \frac{N}{n}
$$

for all $n \geq 1$, where $N$ depends only on $d, d_{1}, T, K, p, m$. Moreover, this rate of convergence is sharp (see [8], where this result is a special case of the rate of convergence estimates for stochastic PDEs). In the present paper we want to show that by suitable combinations of splitting-up approximations we can achieve convergence as fast as we wish. We show this by the aid of the following theorem on expansion of $u_{n}$ in powers of the step size $\delta$.

Theorem 2.2. Let $m \geq 0$ and $k \geq 0$ be integers. Let Assumptions 2.1 and 2.2 hold with

$$
\begin{equation*}
l \geq 4+m+4 k \tag{2.5}
\end{equation*}
$$

Suppose that the coefficients $a_{r}^{i j}, a_{r}^{i}, a_{r}$ and the free terms $f_{r}$ do not depend on $t$. Then for all $n \geq 1$ and $t \in T_{n}$ and $x \in \mathbb{R}^{d}$, the following representation holds:

$$
\begin{align*}
u_{n}(t, x)= & u(t, x)+\delta u^{(1)}(t, x) \\
& +\delta^{2} u^{(2)}(t, x)+\cdots+\delta^{k} u^{(k)}(t, x)+R_{n}^{(k)}(t, x) \tag{2.6}
\end{align*}
$$

where the functions $u^{(1)}, \ldots, u^{(k)}$ and $R_{n}^{(k)}$, defined on $[0, T]$, are $W_{p}^{m}$-valued and weakly continuous. Furthermore, $u^{(j)}, j=1,2, \ldots, k$, are independent of $n$, and

$$
\begin{equation*}
\sup _{t \in T_{n}}\left\|R_{n}^{(k)}(t)\right\|_{m, p} \leq N \delta^{k+1} \tag{2.7}
\end{equation*}
$$

for all $n$, where $N$ depends only on $l, k, d, d_{1}, K, m, p, T$.
Remark 2.1. If $k=0$ and $p=2$, the result holds under a weaker restriction on $l$ : $l \geq 3+m$ (see, for instance [7]). For general $p \geq 2$ and $k=0$ the result is proved in [8].

We prove Theorem 2.2 in section 4. Now we deduce from it a result on the acceleration of the splitting-up method. Let $V$ denote the square matrix defined by $V^{i j}:=2^{-(i-1)(j-1)}, i, j=1, \ldots, k+1$. Notice that the determinant of $V$ is the Vandermonde determinant, generated by $1,2^{-1}, \ldots, 2^{-k}$, and hence it is different from 0 . Thus $V$ is invertible. Set $\mathbf{b}:=\left(b_{0}, b_{1}, \ldots, b_{k}\right):=(1,0,0, \ldots, 0) V^{-1}$, and define

$$
v_{n}(t):=\sum_{j=0}^{k} b_{j} u_{2^{j} n}(t), \quad t \in T_{n}:=\left\{\frac{i T}{n}: i=0,1, \ldots, n\right\}
$$

where $u_{2^{j} n}$ is the splitting-up approximation based on the grid $T_{2^{j} n}:=\left\{i T /\left(2^{j} n\right)\right.$ : $\left.i=0,1, \ldots, 2^{j} n\right\}$.

Theorem 2.3. Let $m \geq 0$ and $k \geq 0$ be any integers. Let Assumptions 2.1 and 2.2 hold with $l$ satisfying (2.5). Suppose that the coefficients $a_{r}^{i j}, a_{r}^{i}, a_{r}$ and the free terms $f_{r}$ do not depend on $t$. Then

$$
\max _{t \in T_{n}}\left\|v_{n}(t)-u(t)\right\|_{m, p} \leq N \delta^{k+1}
$$

where $N$ is a constant depending only on $l, k, d, d_{1}, K, m, p, T$.

Proof. By Theorem 2.2

$$
u_{2^{j} n}=u+\sum_{i=1}^{k} \frac{\delta^{i}}{2^{j i}} u^{(i)}+R_{2^{j} n}^{(k)}, \quad j=0,1, \ldots, k .
$$

Therefore for all $n \geq 1$

$$
\begin{aligned}
v_{n} & =\sum_{j=0}^{k} b_{j} u_{2^{j} n}=\left(\sum_{j=0}^{k} b_{j}\right) u+\sum_{j=0}^{k} \sum_{i=1}^{k} b_{j} \frac{\delta^{i}}{2^{i j}} u^{(i)}+\sum_{j=0}^{k} b_{j} R_{2^{j} n}^{(k)} \\
& =u+\sum_{i=1}^{k} \delta^{i} u^{(i)} \sum_{j=0}^{k} \frac{b_{j}}{2^{i j}}+\sum_{j=0}^{k} b_{j} R_{2^{j n}}^{(k)}=u+\sum_{j=0}^{k} b_{j} R_{2^{j} n}^{(k)}
\end{aligned}
$$

since $\sum_{j=0}^{k} b_{j}=1$ and $\sum_{j=0}^{k} b_{j} 2^{-i j}=0$ for $i=1,2, \ldots, k$ by the definition of $\left(b_{0}, \ldots, b_{k}\right)$. Hence $v_{n}-u=\sum_{j=0}^{k} b_{j} R_{2^{j} n}^{(k)}$ and

$$
\begin{gathered}
\max _{t \in T_{n}}\left\|v_{n}(t)-u(t)\right\|_{m, p}=\max _{t \in T_{n}}\left\|\sum_{j=0}^{k} b_{j} R_{2^{j} n}^{(k)}(t)\right\|_{m, p} \\
\leq \sum_{j=0}^{k}\left|b_{j}\right| \max _{t \in T_{n}}\left\|R_{2^{j} n}^{(k)}(t)\right\|_{m, p} \leq N \delta^{k+1}
\end{gathered}
$$

by (2.7), where $N$ is a constant depending only on $l, T, K, d, d_{1}, m, p, k$. $\quad$
Remark 2.2. Assume that $u^{(1)}=0$ in expansion (2.6). This happens, for example, for Strang's splitting, which is a special case of our splitting-up scheme, as is explained in the Introduction. In this case we need take only $k$ terms in the linear combination to achieve accuracy of order $k+1$. Namely, we now define $v_{n}(t)$ by

$$
v_{n}(t):=\sum_{j=0}^{k-1} \lambda_{j} u_{2^{j} n}(t), \quad t \in T_{n}
$$

where

$$
\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{k-1}\right):=(1,0, \ldots, 0) V^{-1}
$$

and $V$ is now a $k \times k$ Vandermonde matrix with entries $V_{i 1}:=1, V_{i, j}:=2^{-(i-1) j}$ for $i=1,2, \ldots, k$ and $j=2, \ldots, k$. Then Theorem 2.3 remains valid, which one can prove in the same way as Theorem 2.3 is proved. For example,

$$
v_{n}(t):=-\frac{1}{3} u_{n}(t)+\frac{4}{3} u_{2 n}(t), \quad t \in T_{n}
$$

is an approximation of accuracy $\delta^{3}$ in the case of Strang's splitting.
3. Auxiliary results. Let us consider the PDE

$$
\begin{gather*}
d u(t, x)=(L u(t, x)+f(t, x)) d A(t), \quad t \in(0, T], x \in \mathbb{R}^{d}  \tag{3.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{d} \tag{3.2}
\end{gather*}
$$

where $L$ is an operator of the form

$$
L=a^{i j}(t, x) D_{i j}+a^{i}(t, x) D_{i}+a(t, x),
$$

$A=A(t)$ is a continuous increasing function starting from 0 , and $f$ and $u_{0}$ are real functions of $(t, x) \in(0, T] \times \mathbb{R}^{d}$ and of $x \in \mathbb{R}^{d}$, respectively. Fix an integer $l \geq 0$ and a real number $p \geq 2$. We understand the solution in the spirit of Definition 2.1 and make the following assumptions.

Assumption 3.1 (smoothness of the coefficients). The coefficients of $L$ are measurable. The derivatives in $x \in \mathbb{R}^{d}$ of the coefficients $a^{i j}$ up to order $2 \vee l$, of the coefficients $a^{i}(t, x)$ up to order $1 \vee l$, and of $a(t, x)$ up to order $l$ exist for any $t \in(0, \infty)$, and by magnitude are bounded by $K$.

Assumption 3.2. We have

$$
u_{0} \in W_{p}^{l}, \quad f \in L_{p}\left([0, T], W_{p}^{l}\right)
$$

Assumption 3.3 (ellipticity of $L$ ). For all $t \geq 0, x \in \mathbb{R}^{d}$, and $\lambda \in \mathbb{R}^{d}$, we have

$$
a^{i j}(t, x) \lambda^{i} \lambda^{j} \geq 0 .
$$

Assumption 3.4. The function $A$ is absolutely continuous and

$$
\dot{A}(t):=\frac{d}{d t} A(t) \leq K
$$

for $d t$-almost every $t \geq 0$.
The following result is well known in PDE theory (after replacing $d A$ in (3.1) with $\dot{A} d t$ we easily get it, for instance, from [10] or from Theorem 3.1 in [7]).

Theorem 3.1. Under Assumptions 3.1, 3.2, 3.3, and 3.4 with $l \geq 1$ the Cauchy problem (3.1)-(3.2) has a unique generalized solution u. If Assumptions 3.1, 3.2, 3.3, and 3.4 hold with $l \geq 0$, and if $u$ is a generalized solution of (3.1)-(3.2), then for every integer $l_{1} \in[0, l]$

$$
\sup _{t \in[0, T]}\|u(t)\|_{l_{1}, p}^{p} \leq N\left\{\left\|u_{0}\right\|_{l_{1}, p}^{p}+\int_{0}^{T}\|f(t)\|_{l_{1}, p}^{p} d t\right\}
$$

where $N$ is a constant depending only on $T, K, l, p, d$.
Under the assumptions of Theorem 3.1 let $\mathcal{R} f$ denote the solution of (3.1) with initial data $u_{0}=0$. Then by virtue of Theorem 3.1

$$
\mathcal{R}: L_{p}\left([0, T], W_{p}^{l}\right) \rightarrow C_{w}\left([0, T], W_{p}^{l}\right)
$$

is a bounded linear operator, where $C_{w}\left([0, T], W_{p}^{l}\right)$ denotes the Banach space of weakly continuous $W_{p}^{l}$-valued functions $u=u(t), t \in[0, T]$ with the norm $\sup _{t \in[0, T]}\|u(t)\|_{l, p}$.

Let us now consider the equation

$$
\begin{align*}
d u(t, x)= & L u(t, x) d A(t)+g(t, x) d H(t),  \tag{3.3}\\
& (t, x) \in(0, T] \times \mathbb{R}^{d},
\end{align*}
$$

where $g$ is a real-valued function of $(t, x) \in[0, T] \times \mathbb{R}^{d}$ and $H$ is an absolutely continuous function of $t \in[0, T]$.

Assumption 3.5. We have $g \in L_{p}\left([0, T], W_{p}^{l+2}\right)$, and there exists $g^{\prime} \in L_{p}\left([0, T], W_{p}^{l}\right)$ such that

$$
d(g(t), \phi)=\left(g^{\prime}(t), \phi\right) d A(t), \quad t \in[0, T]
$$

for all $\phi \in C_{0}\left(\mathbb{R}^{d}\right)$.
Lemma 3.2. Under Assumptions 3.1, 3.3, 3.4, and 3.5 with $l \geq 1$, (3.3) with zero initial data has a unique generalized solution u. Moreover,

$$
\begin{equation*}
u=\mathcal{R}\left(H\left(L g-g^{\prime}\right)\right)+H g=: \mathcal{Q}(H, g) \tag{3.4}
\end{equation*}
$$

If Assumptions 3.1, 3.3, 3.4, and 3.5 hold with $l \geq 0$, and (3.3) with zero initial data admits a generalized solution $u$, then for every integer $l_{1} \in[0, l]$

$$
\begin{equation*}
\leq N \sup _{t \in[0, T]}|H(t)|\left(\sup _{t \in[0, T]}\|g(t)\|_{l_{1}, p}+\left\{\int_{0}^{T}\left(\|g(t)\|_{l_{1}+2, p}^{p}+\left\|g^{\prime}(t)\right\|_{l_{1}, p}^{p}\right) d t\right\}^{1 / p}\right) \tag{3.5}
\end{equation*}
$$

where $N$ is a constant depending only on $p, d, K, l, T$.
Proof. Note that

$$
d((g(t), \phi) H(t))=(g(t), \phi) d H(t)+\left(g^{\prime}(t), \phi\right) H(t) d A(t)
$$

for all $\phi \in C_{0}\left(\mathbb{R}^{d}\right)$. Therefore $u$ solves (3.3) when $w(t, x):=u(t, x)-H(t) g(t, x)$ solves

$$
d w(t, x):=\left\{L w(t, x)+H(t)\left(L g(t, x)-g^{\prime}(t, x)\right)\right\} d A(t)
$$

Hence equality (3.4) follows by Theorem 3.1, and it implies (3.5).
Remark 3.1. We often consider (3.3) when $d H(t) / d t$ is bounded. Then under Assumptions 3.1, 3.3, 3.4, and 3.5 with $l \geq 1$, (3.3) with zero initial data has a unique generalized solution $u$ by Theorem 3.1. By Theorem 3.1 this solution belongs to $C_{w}\left([0, T], W_{p}^{l}\right)$, and its norm in this space admits an estimate with a constant depending on the bound for $\dot{H}$ and only the $L_{p}\left([0, T], W_{p}^{l}\right)$-norm of $g$. It is important that the function $H$ enters (3.5) only through sup $|H|$ and not any characteristic of its derivative; however, for that we pay a price requiring $g$ to have more derivatives.
4. Proof of Theorem 2.2. Throughout this section the assumptions of Theorem 2.2 are supposed to be satisfied. In particular, $l \geq 4$. Fix $n$ and introduce $\delta=T / n$. We use the idea from [7] and [8] of rearranging the splitting method in forward time. We achieve this by considering the equation

$$
\begin{equation*}
d w(t, x)=\sum_{r=1}^{d_{1}}\left(L_{r} w(t, x)+f_{r}\right) d A_{r}(t), \quad w(0, x)=u_{0}(x) \tag{4.1}
\end{equation*}
$$

where the time change $A_{r}, r=1, \ldots, d_{1}$, is defined by the requirements that $A_{r}(0)=$ $0, A_{r}(t)$ be absolutely continuous, and its derivative in time $\dot{A}_{r}$ be periodic with period $d_{1} \delta$ and

$$
\begin{equation*}
\dot{A}_{r}(t)=1_{[r-1, r]}\left(\frac{t}{\delta}\right), \quad t \in\left[0, d_{1} \delta\right] \quad \text { (a.e.). } \tag{4.2}
\end{equation*}
$$

Instead of the original Cauchy problem (2.1)-(2.2) we consider

$$
d v(t, x)=(L v(t, x)+f) d A_{0}(t), \quad v(0, x)=u_{0}(x)
$$

where

$$
\begin{equation*}
A_{0}(t):=\frac{t}{d_{1}} \tag{4.3}
\end{equation*}
$$

Clearly, $v(t)=u\left(A_{0}(t)\right)$ and

$$
v\left(d_{1} t\right)=u(t), \quad w\left(d_{1} t\right)=u_{n}(t) \quad \text { for all } t \in T_{n}
$$

Therefore our aim is to show that Theorem 2.2 holds with $v$ and $w$ in place of $u$, and $u_{n}$, respectively, for all $t=i d_{1} \delta, i=0,1, \ldots, n$. To this end first we introduce some notation. We call a sequence of numbers $\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{i}$ a multinumber of length $|\alpha|:=i$ if $\alpha_{j} \in\left\{0,1,2, \ldots, d_{1}\right\}$. The reader should notice the difference between multinumbers and multi-indices. The set of all multinumbers is denoted by $\mathcal{N}$. For every multinumber $\alpha$ we define a function $B_{\alpha}:[0, \infty) \rightarrow \mathbb{R}$ and a number $c_{\alpha}$ recursively starting as follows:

$$
\begin{equation*}
B_{\gamma}:=\delta^{-1}\left(A_{\gamma}-A_{0}\right), \quad c_{\gamma}=0 \quad \text { for } \gamma=0,1,2, \ldots, d_{1} \tag{4.4}
\end{equation*}
$$

If for every multinumber $\beta=\beta_{1} \ldots \beta_{i}$ of length $i$ the function $B_{\beta}$ and the number $c_{\beta}$ are defined, then

$$
\begin{gather*}
c_{\beta \gamma}:=\delta^{-1} \int_{0}^{d_{1} \delta} B_{\beta}(s) \dot{A}_{\gamma}(s) d s  \tag{4.5}\\
B_{\beta \gamma}(t):=\delta^{-1} \int_{0}^{t}\left(B_{\beta}(s) \dot{A}_{\gamma}(s)-c_{\beta \gamma} \dot{A}_{0}(s)\right) d s \tag{4.6}
\end{gather*}
$$

for $\gamma=0,1,2, \ldots, d_{1}$, where $\dot{A}_{\gamma}(s):=d A_{\gamma}(s) / d s$.
Notice that by (4.6) we have

$$
\begin{equation*}
B_{\beta}(t) d A_{\gamma}(t)=c_{\beta \gamma} d A_{0}(t)+\delta d B_{\beta \gamma}(t) \tag{4.7}
\end{equation*}
$$

for all multinumbers $\beta$ and $\gamma=0,1,2, \ldots, d_{1}$. We will often make use of this equality and of the following lemma.

Lemma 4.1. For every $\alpha \in \mathcal{N}$ the function $B_{\alpha}$ is $d_{1} \delta$-periodic, i.e., $B_{\alpha}\left(t+d_{1} \delta\right)=$ $B_{\alpha}(t)$ for all $t \geq 0$, and $B_{\alpha}\left(i d_{1} \delta\right)=0$ for all integer $i \geq 0$. Moreover, the numbers $c_{\alpha}$, the functions $C_{\alpha}(t):=B_{\alpha}(\delta t)$, and

$$
\sup _{t \geq 0}\left|B_{\alpha}(t)\right|=\sup _{t \geq 0}\left|C_{\alpha}(t)\right|
$$

are finite and do not depend on $\delta$.
Proof. That the first assertion is true for $\alpha=0, \ldots, d_{1}$ is almost obvious. If it is true for $\alpha=\beta$, where $\beta$ is a multinumber, then the integrand in (4.6) is $d_{1} \delta$-periodic, and by definition of $c_{\beta \gamma}$ its integral over the period is zero. It follows that the first assertion holds for $\alpha=\beta \gamma$, so the induction on the length $|\alpha|$ finishes the proof of the first assertion.

To prove the second one we again use the induction on the length $i=|\alpha|$. This statement is true when $|\alpha|=1$. Assume that it is true for all multinumbers $\beta$ of length $i$ and notice that, according to (4.2) and (4.3), $\dot{A}_{\gamma}(\delta s)$ are $d_{1}$-periodic in $s$ and independent of $\delta$. Therefore,

$$
c_{\beta \gamma}=\frac{1}{\delta} \int_{0}^{d_{1} \delta} B_{\beta}(s) \dot{A}_{\gamma}(s) d s=\int_{0}^{d_{1}} C_{\beta}(s) \dot{A}_{\gamma}(\delta s) d s
$$

is independent of $\delta$ by the induction hypothesis. Similar argument works for $C_{\alpha}(t)$.
We use the notation $\mathcal{R} f$ and $\mathcal{Q}_{\alpha} g, \alpha \in \mathcal{N}$, for the solutions of (3.1) and (3.3), respectively, with zero initial condition and $A_{0}$ and $B_{\alpha}$ in place of $A$ and $H$, respectively. Notice that, unlike in the case of uniformly parabolic operators, $\mathcal{R}$ and $\mathcal{Q}_{\alpha}$ do not increase regularity.

The following lemma exhibits our two main technical tools: centering $B_{\alpha}$ and integrating by parts with respect to $t$.

LEmma 4.2. Take some functions

$$
h \in L_{p}\left([0, T], W_{p}^{1}\right), \quad h_{r} \in L_{p}\left([0, T], W_{p}^{1}\right), \quad r=1, \ldots, d_{1}, \quad h_{0}=0
$$

Let $u$ be a solution of the "equation"

$$
d u=\sum_{r=1}^{d_{1}} h_{r} d A_{r},
$$

$u(0) \in W_{p}^{1}$, which is a particular case of (4.1) when $L_{r} \equiv 0$. Finally, let $L u \in$ $L_{p}\left([0, T], W_{p}^{1}\right)$. Then for any $\alpha \in \mathcal{N}$

$$
\begin{gather*}
\mathcal{R}\left(B_{\alpha} h\right)=c_{\alpha 0} \mathcal{R} h+\delta \mathcal{Q}_{\alpha 0} h  \tag{4.8}\\
\mathcal{Q}_{\alpha} u=\mathcal{R}\left(c_{\alpha 0} L u-c_{\alpha r} h_{r}\right)+\delta \mathcal{Q}_{\alpha 0} L u-\delta \mathcal{Q}_{\alpha r} h_{r}+B_{\alpha} u \tag{4.9}
\end{gather*}
$$

Proof. To prove (4.8) it suffices to use the definitions of $\mathcal{R}$ and $\mathcal{Q}_{\beta}$ (see Theorem 3.1 and Lemma 3.2) and that by virtue of (4.7) for $\varphi=\mathcal{R}\left(B_{\alpha} h\right)$ we have

$$
d \varphi=L \varphi d A_{0}+B_{\alpha} h d A_{0}=L \varphi d A_{0}+c_{\alpha 0} h d A_{0}+\delta h d B_{\alpha 0}
$$

To prove (4.9) observe that, by definition, $\theta:=\mathcal{Q}_{\alpha} u$ satisfies

$$
d \theta=L \theta d A_{0}+u d B_{\alpha}, \quad \theta(0)=0
$$

This and (4.7) imply that $\psi:=\theta-u B_{\alpha}$ satisfies $\psi(0)=0$ and

$$
\begin{gathered}
d \psi=L \psi d A_{0}+L u B_{\alpha} d A_{0}-h_{r} B_{\alpha} d A_{r} \\
=L \psi d A_{0}+c_{\alpha 0} L u d A_{0}+\delta L u d B_{\alpha 0}-c_{\alpha r} h_{r} d A_{0}-\delta h_{r} d B_{\alpha r} .
\end{gathered}
$$

Now (4.9) follows from the definitions of $\mathcal{R}$ and $\mathcal{Q}_{\beta}$. The proof of the lemma is complete.

Now we introduce some differential operators $L_{\gamma}$ and functions $f_{\gamma}$ defined for multinumbers $\gamma$ as follows: $L_{0}:=0, f_{0}:=0$,

$$
L_{\gamma}:=L_{r}, \quad f_{\gamma}:=f_{r}
$$

for $\gamma=r \in\left\{1,2, \ldots, d_{1}\right\}$, and

$$
\begin{aligned}
& L_{\gamma 0}:=L L_{\gamma}, \quad L_{\gamma r}:=-L_{\gamma} L_{r}, \\
& f_{\gamma 0}:=L f_{\gamma}, \quad f_{\gamma r}:=-L_{\gamma} f_{r}
\end{aligned}
$$

for $r=1,2, \ldots, d_{1}$.
In this notation we have the following.
Lemma 4.3. Let $\alpha, \beta \in \mathcal{N}$ and $2|\beta|+3 \leq l$. Then

$$
\begin{equation*}
\mathcal{Q}_{\alpha}\left(L_{\beta} w+f_{\beta}\right)=c_{\alpha r} \mathcal{R}\left(L_{\beta r} w+f_{\beta r}\right)+\delta \mathcal{Q}_{\alpha r}\left(L_{\beta r} w+f_{\beta r}\right)+B_{\alpha}\left(L_{\beta} w+f_{\beta}\right) \tag{4.10}
\end{equation*}
$$

Proof. It follows from formula (4.9) applied to $u:=L_{\beta} w+f_{\beta}$, when $h_{r}=$ $L_{\beta} L_{r} w+L_{\beta} f_{r}$ (remember $f_{r}$ are independent of $t$ ), that the left-hand side of (4.10) equals

$$
\begin{gathered}
\mathcal{R}\left[c_{\alpha 0}\left(L L_{\beta} w+L f_{\beta}\right)-c_{\alpha r}\left(L_{\beta} L_{r} w+L_{\beta} f_{r}\right)\right] \\
+\delta \mathcal{Q}_{\alpha 0}\left(L L_{\beta} w+L f_{\beta}\right)-\delta \mathcal{Q}_{\alpha r}\left(L_{\beta} L_{r} w+L_{\beta} f_{r}\right)+B_{\alpha}\left(L_{\beta} w+f_{\beta}\right)
\end{gathered}
$$

which is easily seen to be equal to the right-hand side of (4.10).
We derive from (4.10) one of the most important formulas.
Proposition 4.4. Let $\kappa \geq 0$ be an integer and $l \geq 2 \kappa+3$. Then

$$
\begin{equation*}
w=v+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\alpha|=i} B_{\alpha}\left(L_{\alpha} w+f_{\alpha}\right)+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\alpha|=i+1} c_{\alpha} \mathcal{R}\left(L_{\alpha} w+f_{\alpha}\right)+\delta^{\kappa+1} r^{(\kappa)} \tag{4.11}
\end{equation*}
$$

for all $t \in\left[0, d_{1} T\right]$, where

$$
r^{(\kappa)}=\sum_{|\alpha|=\kappa+1} \mathcal{Q}_{\alpha}\left(L_{\alpha} w+f_{\alpha}\right)
$$

Proof. First notice that for $\varphi_{0}:=w-v$ we have

$$
d \varphi_{0}=d(w-v)=L \varphi_{0} d A_{0}+\delta\left(L_{r} w+f_{r}\right) d B_{r}
$$

which proves (4.11) for $\kappa=0$.
Next we fix a $\kappa \geq 1$ and transform $r^{(i)}$, for $i=0, \ldots, \kappa-1$, by applying (4.10) with $\alpha=\beta$ and $|\alpha|=i+1$ when $f_{r} \in W_{p}^{2|\beta|+3}$. Then we get

$$
\begin{aligned}
& r^{(i)}=\sum_{|\alpha|=i+1,|\beta|=1} c_{\alpha \beta} \mathcal{R}\left(L_{\alpha \beta} w+f_{\alpha \beta}\right)+\delta \sum_{|\alpha|=i+1,|\beta|=1} \mathcal{Q}\left(L_{\alpha \beta} w+f_{\alpha \beta}\right) \\
& \quad+\sum_{|\alpha|=i+1} B_{\alpha}\left(L_{\alpha} w+f_{\alpha}\right)=\sum_{|\alpha|=i+1} B_{\alpha}\left(L_{\alpha} w+f_{\alpha}\right) \\
& \\
& \quad+\sum_{|\alpha|=i+2} c_{\alpha} \mathcal{R}\left(L_{\alpha} w+f_{\alpha}\right)+\delta r^{(i+1)}
\end{aligned}
$$

This shows how $r^{(0)}, r^{(1)}, \ldots, r^{(\kappa)}$ are related to each other and certainly proves the proposition.

Decomposition (4.11) looks very much like (2.6), the only difference being that the factors of $\delta^{j}$ depend on the approximating function $w$, and the coefficients of $\delta^{j}$ in the second term on the right contain $B_{\alpha}$, which is not a power series in $\delta$. However, observe that we have to estimate the difference $v-w$ only at the points $i d_{1} \delta$ at which all $B_{\alpha}$ vanish.

Our next step is to "solve" (4.11) with respect to $w$ by the method of successive iterations, that is, by substituting $w$ given by (4.11) into the right-hand side of the same equation. In the process of doing so we encounter only one difficulty, when the second term on the right is plugged into the third and we have to develop expressions like $\mathcal{R}\left(B_{\alpha} u\right)$ into power series in $\delta$. We transform these terms by using (4.8) and (4.10).

First we introduce the notation

$$
w_{\beta}=L_{\beta} w+f_{\beta}
$$

observe that in these terms (4.10) is rewritten as

$$
\begin{equation*}
\mathcal{Q}_{\alpha} w_{\beta}=c_{\alpha r} \mathcal{R} w_{\beta r}+B_{\alpha} w_{\beta}+\delta \mathcal{Q}_{\alpha r} w_{\beta r} \tag{4.12}
\end{equation*}
$$

and note the following.
Lemma 4.5. If $\kappa \geq 0$ is an integer and $\alpha, \beta \in \mathcal{N}$ and $2(|\beta|+\kappa)+1 \leq l$, then

$$
\begin{gathered}
\mathcal{R}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{|\gamma|=i} c_{\alpha 0 \gamma} \mathcal{R} w_{\beta \gamma} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\gamma|=i=1} B_{\alpha 0 \gamma} w_{\beta \gamma}+\delta^{\kappa+1} \sum_{|\gamma|=\kappa} \mathcal{Q}_{\alpha 0 \gamma} w_{\beta \gamma}
\end{gathered}
$$

where for any multinumbers $\mu, \nu$

$$
\begin{gathered}
\sum_{|\gamma|=0} c_{\nu \gamma} \mathcal{R} w_{\mu \gamma}:=c_{\nu} \mathcal{R} w_{\mu}, \quad \sum_{|\gamma|=0} B_{\nu \gamma} w_{\mu \gamma}:=B_{\nu} w_{\mu} \\
\sum_{|\gamma|=0} \mathcal{Q}_{\nu \gamma} w_{\mu \gamma}:=\mathcal{Q}_{\nu} w_{\mu}
\end{gathered}
$$

Proof. If $\kappa=0$, (4.13) follows from (4.8). If $\kappa \geq 1$, by applying (4.12) repeatedly as in the proof of Proposition 4.4 we find

$$
\begin{gathered}
\mathcal{Q}_{\alpha} w_{\beta}=\sum_{i=0}^{\kappa-1} \delta^{i} \sum_{|\gamma|=i+1} c_{\alpha \gamma} \mathcal{R} w_{\beta \gamma} \\
+\sum_{i=0}^{\kappa-1} \delta^{i} \sum_{|\gamma|=i} B_{\alpha \gamma} w_{\beta \gamma}+\delta^{\kappa} \sum_{|\gamma|=\kappa} \mathcal{Q}_{\alpha \gamma} w_{\beta \gamma} .
\end{gathered}
$$

We use this formula for $\alpha 0$ in place of $\alpha$ and finish the proof by referring to (4.8).
Let $\mathcal{M}$ denote the set of multinumbers $\gamma_{1} \gamma_{2} \ldots \gamma_{i}$ with $\gamma_{j} \in\left\{1,2, \ldots, d_{1}\right\}, j=$ $1,2, \ldots, i$, and integers $i \geq 1$.

Lemma 4.6. The following statements hold:
(i) Let $\gamma=\gamma_{1} \gamma_{2} \ldots \gamma_{i} \in \mathcal{M}$ be such that $|\gamma|=i \leq 1+l / 2$. Then

$$
L_{\gamma}=(-1)^{|\gamma|-1} L_{\gamma_{1}} \ldots L_{\gamma_{i}}, \quad f_{\gamma}=(-1)^{|\gamma|-1} L_{\gamma_{1}} \ldots L_{\gamma_{i-1}} f_{\gamma_{i}}
$$

(ii) Let $\beta, \gamma \in \mathcal{M}$ be such that $|\beta|+|\gamma| \leq 1+l / 2$. Then

$$
L_{\beta} L_{\gamma}=-L_{\beta \gamma}, \quad L_{\beta} f_{\gamma}=-f_{\beta \gamma}
$$

(iii) Let $\alpha \in \mathcal{N}$ be such that $\rho:=|\alpha| \leq 1+l / 2$. Then there exist constants $c(\gamma)=c(\alpha, \gamma) \in\{0, \pm 1\}$ defined for all $\gamma \in \mathcal{M}$ with $|\gamma|=\rho$ such that

$$
\begin{equation*}
L_{\alpha}=\sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) L_{\gamma}, \quad f_{\alpha}=\sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) f_{\gamma} . \tag{4.14}
\end{equation*}
$$

Proof. Part (i) follows immediately from the definition of $L_{\gamma}, f_{\gamma}$ by induction on $|\gamma|$. Part (i) obviously implies part (ii). Part (iii) clearly holds for $\alpha=0$ and $\alpha=r \in\left\{1, \ldots, d_{1}\right\}$. Assume that (4.14) holds for some $\alpha \in \mathcal{N},|\alpha|<1+l / 2$. Then

$$
\begin{gathered}
L_{\alpha r}=-L_{\alpha} L_{r}=-\sum_{|\gamma|=|\alpha|} c(\gamma) L_{\gamma} L_{r}=\sum_{|\gamma|=|\alpha|} c(\gamma) L_{\gamma r} \\
f_{\alpha r}=-L_{\alpha} f_{r}=-\sum_{|\gamma|=|\alpha|} c(\gamma) L_{\gamma} f_{r}=\sum_{|\gamma|=|\alpha|} c(\gamma) f_{\gamma r}
\end{gathered}
$$

for $r \in\left\{1,2, \ldots, d_{1}\right\}$, and

$$
\begin{aligned}
L_{\alpha 0}=L L_{\alpha} & =\sum_{r=1}^{d_{1}} L_{r} \sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) L_{\gamma}=-\sum_{r=1}^{d_{1}} \sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) L_{r \gamma} \\
f_{\alpha 0}=L f_{\alpha} & =\sum_{r=1}^{d_{1}} L_{r} \sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) f_{\gamma}=-\sum_{r=1}^{d_{1}} \sum_{\gamma \in \mathcal{M},|\gamma|=\rho} c(\gamma) f_{r \gamma}
\end{aligned}
$$

which proves (iii) by induction on $|\alpha|$.
We introduce sequences $\sigma=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{i}\right)$ of multinumbers $\beta_{j} \in \mathcal{M}$, where $i \geq 1$ is any integer, and set $|\sigma|:=\left|\beta_{1}\right|+\left|\beta_{2}\right|+\cdots+\left|\beta_{i}\right|$. We consider also the "empty sequence" $e$ of length $|e|=0$, and denote the set of all these sequences by $\mathcal{J}$. For $\sigma=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{i}\right), i \geq 1$, we define

$$
S_{\sigma}=\mathcal{R} L_{\beta_{1}} \cdot \cdots \cdot \mathcal{R} L_{\beta_{i}}
$$

and for $\sigma=e$ we set

$$
S_{e}=\mathcal{R}
$$

Notice that $S_{\sigma}$ involves $2|\sigma|$ derivatives with respect to $x$ and a certain number of operators $\mathcal{R}$ which do not increase regularity. Therefore, basically, $S_{\sigma}$ has the power of a differential operator of $2|\sigma|$ th order. If we have a collection of functions $g_{\nu}$ indexed by a parameter $\nu$ taking values in a set $A$, then we use the notation

$$
\sum_{\nu \in A}^{*} g_{\nu}
$$

for any linear combination of $g_{\nu}$ with coefficients independent of the argument of $g_{\nu}$ and of $\delta$. For instance,

$$
\sum_{A}^{*} S_{\sigma} w_{\gamma}=\sum_{(\sigma, \gamma) \in A}^{*} S_{\sigma} w_{\gamma}=\sum_{(\sigma, \gamma) \in A} c(\sigma, \gamma) S_{\sigma} w_{\gamma}
$$

where $c(\sigma, \gamma)$ are certain constants independent of $\delta$. These constants are allowed to change from one occurrence to another.

For functions $u=u(t, x)=u(\delta, t, x)$ depending on the parameter $\delta$ we write $u=O_{m}\left(\delta^{\kappa}\right)$ if

$$
\sup _{\delta} \delta^{-\kappa} \sup _{t \in\left[0, d_{1} T\right]}\|u(t)\|_{m, p}<\infty
$$

We also use the following sets:

$$
\begin{aligned}
A(i) & =\{(\sigma, \beta): \sigma \in \mathcal{J}, \beta \in \mathcal{M},|\sigma|+|\beta| \leq i\} \\
B(i, j) & =\{(\alpha, \beta): \alpha \in \mathcal{N}, \beta \in \mathcal{M},|\alpha|=i,|\beta| \leq j\}
\end{aligned}
$$

Lemma 4.7. Let $\kappa, \mu \geq 0$ be integers and $\alpha \in \mathcal{N}, \beta \in \mathcal{M}, \sigma \in \mathcal{J}$. Assume that

$$
\begin{equation*}
2(|\sigma|+|\beta|+\kappa)+\mu+2 \leq l \tag{4.15}
\end{equation*}
$$

Then

$$
\begin{gather*}
S_{\sigma}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{A(|\sigma|+|\beta|+i)}^{*} S_{\sigma_{1}} w_{\beta_{1}} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{B(|\alpha|+i,|\sigma|+|\beta|+i-1)}^{*} B_{\alpha_{1}} w_{\beta_{1}}+O_{\mu}\left(\delta^{\kappa+1}\right) \tag{4.16}
\end{gather*}
$$

Proof. For $\sigma=e$, when $S_{\sigma}=\mathcal{R}$, equation (4.16) turns out to be just a different form of (4.13), which is applicable since $2(|\beta|+\kappa)+1 \leq l$. Indeed, owing to Lemma 4.6(iii),

$$
\begin{gathered}
\sum_{|\gamma|=i} c_{\alpha 0 \gamma} \mathcal{R} w_{\beta \gamma}=\sum_{A(|\sigma|+|\beta|+i)}^{*} S_{\sigma_{1}} w_{\beta_{1}}, \\
\sum_{|\gamma|=i-1} B_{\alpha 0 \gamma} w_{\beta \gamma}=\sum_{B(|\alpha|+i,|\sigma|+|\beta|+i-1)}^{*} B_{\alpha_{1}} w_{\beta_{1}} .
\end{gathered}
$$

Furthermore, for $|\gamma|=\kappa($ see Remark 3.1)

$$
\mathcal{Q}_{\alpha 0 \gamma} w_{\beta \gamma}=O_{\mu}(1) \quad \text { since } \quad 2(|\beta|+\kappa)+\mu+2 \leq l
$$

For $|\sigma| \geq 1$ we proceed by induction on the length $\ell\left(S_{\sigma}\right)$ of $S_{\sigma}=\mathcal{R} L_{\beta_{1}} \cdots \cdot \mathcal{R} L_{\beta_{j}}$, which we define to be $j$. If $\ell\left(S_{\sigma}\right)=1$, then $S_{\sigma}=\mathcal{R} L_{\nu}$ for a $\nu \in \mathcal{M}$ with $\nu=\sigma$, and it suffices to notice that

$$
\begin{equation*}
S_{\sigma}\left(B_{\alpha} w_{\beta}\right)=\mathcal{R} L_{\nu}\left(B_{\alpha} w_{\beta}\right)=-\mathcal{R}\left(B_{\alpha} w_{\nu \beta}\right)=-S_{e}\left(B_{\alpha} w_{\beta^{\prime}}\right) \tag{4.17}
\end{equation*}
$$

where $\beta^{\prime}=\nu \beta \in \mathcal{M}$ and $2\left(\left|\beta^{\prime}\right|+\kappa\right)+\mu+2=2(|\sigma|+|\beta|+\kappa)+\mu+2 \leq l$.

Assume that (4.16) holds whenever $\ell\left(S_{\sigma}\right)=s$, and take an $S_{\sigma}$ such that $\ell\left(S_{\sigma}\right)=$ $s+1$. Then $S_{\sigma}=\mathcal{R} L_{\nu} S_{\sigma^{\prime}}$, where $\nu, \sigma^{\prime} \in \mathcal{M},|\nu|+\left|\sigma^{\prime}\right|=|\sigma|$, and $\ell\left(S_{\sigma^{\prime}}\right)=s$. Furthermore,

$$
2\left(\left|\sigma^{\prime}\right|+|\beta|+\kappa\right)+\mu^{\prime}+2 \leq l
$$

where $\mu^{\prime}=\mu+2|\nu|$. By the induction hypothesis,

$$
\begin{gathered}
S_{\sigma^{\prime}}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{A\left(\left|\sigma^{\prime}\right|+|\beta|+i\right)}^{*} S_{\sigma_{1}} w_{\beta_{1}} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{B\left(|\alpha|+i,\left|\sigma^{\prime}\right|+|\beta|+i-1\right)}^{*} B_{\alpha_{1}} w_{\beta_{1}}+O_{\mu^{\prime}}\left(\delta^{\kappa+1}\right)
\end{gathered}
$$

We apply $\mathcal{R} L_{\nu}$ to both parts of this equality and take into account that $L_{\nu} w_{\beta_{1}}=$ $-w_{\nu \beta_{1}}$ and $|\nu|+\left|\sigma^{\prime}\right|=|\sigma|$. Then similarly to (4.17) we get that

$$
\begin{gather*}
S_{\sigma}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{A(|\sigma|+|\beta|+i)}^{*} S_{\sigma_{1}} w_{\beta_{1}} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{B(|\alpha|+i,|\sigma|+|\beta|+i-1)}^{*} S_{e}\left(B_{\alpha_{1}} w_{\beta_{1}}\right)+O_{\mu}\left(\delta^{\kappa+1}\right) \tag{4.18}
\end{gather*}
$$

Now we transform the second term on the right. Take $\left(\alpha_{1}, \beta_{1}\right) \in B(|\alpha|+i,|\sigma|+$ $|\beta|+i-1)$ and notice that then $\left|\beta_{1}\right| \leq|\sigma|+|\beta|+i-1$. Hence, by assumption (4.15),

$$
2\left(\left|\beta_{1}\right|+\kappa-i\right)+\mu+2<l
$$

Therefore, by the result for $\sigma=e$,

$$
\begin{gathered}
S_{e}\left(B_{\alpha_{1}} w_{\beta_{1}}\right)=\sum_{j=0}^{\kappa-i} \delta^{j} \sum_{A\left(\left|\beta_{1}\right|+j\right)}^{*} S_{\sigma_{2}} w_{\beta_{2}} \\
+\sum_{j=1}^{\kappa-i} \delta^{j} \sum_{B\left(\left|\alpha_{1}\right|+j,\left|\beta_{1}\right|+j-1\right)}^{*} B_{\alpha_{2}} w_{\beta_{2}}+O_{\mu}\left(\delta^{\kappa-i+1}\right)
\end{gathered}
$$

We substitute this result into (4.18) and obtain (4.16) after collecting the coefficients of $\delta^{i+j}$ and noticing that, if $\left(\alpha_{1}, \beta_{1}\right) \in B(|\alpha|+i,|\sigma|+|\beta|+i-1)$ and $\left(\alpha_{2}, \beta_{2}\right) \in$ $B\left(\left|\alpha_{1}\right|+j,\left|\beta_{1}\right|+j-1\right)$, then

$$
\left(\alpha_{2}, \beta_{2}\right) \in B(|\alpha|+i+j,|\sigma|+|\beta|+i+j-1)
$$

This justifies the induction and finishes the proof of the lemma.
We remind the reader that throughout this section the assumptions of Theorem 2.2 are supposed to be satisfied, and in the following proposition we use the notation

$$
B^{*}(i, j)=\bigcup_{i_{1}=1}^{i} B\left(i_{1}, j\right)
$$

Proposition 4.8. For any $j=0,1, \ldots, k$ we have

$$
\begin{align*}
w=v & +\sum_{i=1}^{j} \delta^{i} \sum_{A(2 i)}^{*} S_{\sigma} v_{\beta}+\sum_{i=j+1}^{k} \delta^{i} \sum_{A(i+j+1)}^{*} S_{\sigma_{1}} w_{\beta_{1}} \\
& +\sum_{i=1}^{k} \delta^{i} \sum_{B^{*}(i, i+j)}^{*} B_{\alpha_{1}} w_{\beta_{1}}+O_{m}\left(\delta^{k+1}\right), \tag{4.19}
\end{align*}
$$

where $v_{\beta}:=L_{\beta} v+f_{\beta}$.
Proof. By Proposition 4.4 (notice that, due to (2.5), $l \geq 2 k+3$ and $2(k+1)+$ $m+2 \leq l$ ) we have

$$
w=v+\sum_{i=1}^{k} \delta^{i} \sum_{|\beta|=i} B_{\beta} w_{\beta}+\sum_{i=1}^{k} \delta^{i} \sum_{|\beta|=i+1} c_{\beta} \mathcal{R} w_{\beta}+O_{m}\left(\delta^{k+1}\right)
$$

which means that (4.19) holds for $j=0$, since by Lemma 4.6(iii),

$$
\begin{aligned}
\sum_{|\beta|=i} B_{\beta} w_{\beta} & =\sum_{|\beta|=i} B_{\beta} \sum_{\gamma \in \mathcal{M},|\gamma|=i} c(\beta, \gamma) w_{\gamma}=\sum_{B^{*}(i, i)}^{*} B_{\alpha_{1}} w_{\beta_{1}} \\
\sum_{|\beta|=i+1} c_{\beta} \mathcal{R} w_{\beta} & =\sum_{|\beta|=i+1} c_{\beta} \sum_{\gamma \in \mathcal{M},|\gamma|=i+1} c(\beta, \gamma) \mathcal{R} w_{\gamma}=\sum_{A(i+1)}^{*} S_{\sigma_{1}} w_{\beta_{1}}
\end{aligned}
$$

Next, assume that $k \geq 1$ and that (4.19) holds for a $j \in\{0, \ldots, k-1\}$. Transform the first term with $i=j+1$ in the second sum on the right in (4.19) by using Lemma 4.7. To prepare the transformation take $\left(\sigma_{1}, \beta_{1}\right) \in A(2 i)=A(i+j+1)$ so that $\left|\sigma_{1}\right|+\left|\beta_{1}\right| \leq 2 i$ and apply the operator $S_{\sigma_{1}} L_{\beta_{1}}$ to both parts of (4.11) with $k-i$ in place of $\kappa$. Then we obtain

$$
\begin{aligned}
& S_{\sigma_{1}} w_{\beta_{1}}=S_{\sigma_{1}} v_{\beta_{1}}+\sum_{i_{1}=1}^{k-i} \delta^{i_{1}} \sum_{\left|\alpha_{1}\right|=i_{1}} S_{\sigma_{1}}\left(B_{\alpha_{1}} L_{\beta_{1}} w_{\alpha_{1}}\right) \\
& +\sum_{i_{1}=1}^{k-i} \delta^{i_{1}} \sum_{\left|\alpha_{1}\right|=i_{1}+1} c_{\alpha_{1}} S_{\sigma_{1}} L_{\beta_{1}} \mathcal{R} w_{\alpha_{1}}+\delta^{k-i+1} r^{(k-i)}
\end{aligned}
$$

where

$$
r^{(k-i)}=\sum_{|\alpha|=k-i+1} S_{\sigma_{1}} L_{\beta_{1}} \mathcal{Q}_{\alpha} w_{\alpha}
$$

Owing to

$$
\begin{gathered}
l-2\left(k-i+1+\left|\beta_{1}\right|+\left|\sigma_{1}\right|\right) \geq l-2(k+i+1) \\
\geq l-2(2 k+1) \geq m+2
\end{gathered}
$$

we have $r^{(k-i)}=O_{m}(1)$. By the way, this is the only place where we need $l$ to be not
smaller than $4+m+4 k$. Hence by Lemma 4.6(iii),

$$
\begin{align*}
& S_{\sigma_{1}} w_{\beta_{1}}=S_{\sigma_{1}} v_{\beta_{1}}+\sum_{i_{1}=1}^{k-i} \delta^{i_{1}} \sum_{\left(\alpha_{2}, \beta_{2}\right) \in B\left(i_{1},\left|\beta_{1}\right|+i_{1}\right)}^{*} S_{\sigma_{1}}\left(B_{\alpha_{2}} w_{\beta_{2}}\right) \\
& +\sum_{i_{1}=1}^{k-i} \delta^{i_{1}} \sum_{A\left(\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}+1\right)}^{*} S_{\sigma_{2}} w_{\beta_{2}}+O_{m}\left(\delta^{k-i+1}\right)=: J_{1}+\cdots+J_{4} \tag{4.20}
\end{align*}
$$

Now Lemma 4.7 with $k-i-i_{1}$ in place of $\kappa$ and $m$ in place of $\mu$ allows us to transform terms entering $J_{2}$. For $\left|\beta_{2}\right| \leq\left|\beta_{1}\right|+i_{1}$ we have (remember that $\left(\sigma_{1}, \beta_{1}\right) \in A(2 i)$ )

$$
\begin{gathered}
2\left(\left|\sigma_{1}\right|+\left|\beta_{2}\right|+k-i-i_{1}\right)+m+2 \leq 2\left(\left|\sigma_{1}\right|+\left|\beta_{1}\right|+k-i\right)+m+2 \\
\leq 2(i+k)+m+2 \leq 4 k+m+2<l
\end{gathered}
$$

Therefore

$$
\begin{gathered}
S_{\sigma_{1}}\left(B_{\alpha_{2}} w_{\beta_{2}}\right)=\sum_{i_{2}=0}^{k-i-i_{1}} \delta^{i_{2}} \sum_{A\left(\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2}\right)}^{*} S_{\sigma_{3}} w_{\beta_{3}} \\
+\sum_{i_{2}=1}^{k-i-i_{1}} \delta^{i_{2}} \sum_{B\left(\left|\alpha_{2}\right|+i_{2},\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2}-1\right)}^{*} B_{\alpha_{3}} w_{\beta_{3}}+O_{m}\left(\delta^{k-i-i_{1}+1}\right)
\end{gathered}
$$

We plug this result into $J_{2}$ and, in order to collect the coefficients of $\delta^{i_{1}+i_{2}}$, notice that for $\left(\sigma_{3}, \beta_{3}\right) \in A\left(\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2}\right)$ and $\left(\alpha_{2}, \beta_{2}\right) \in B\left(i_{1},\left|\beta_{1}\right|+i_{1}\right)$ it holds that

$$
\left|\sigma_{3}\right|+\left|\beta_{3}\right| \leq\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2} \leq\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}+i_{2}
$$

Furthermore, if $\left(\alpha_{3}, \beta_{3}\right) \in B\left(\left|\alpha_{2}\right|+i_{2},\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2}-1\right)$, then

$$
\left|\alpha_{3}\right|=\left|\alpha_{2}\right|+i_{2}=i_{1}+i_{2}, \quad\left|\beta_{3}\right| \leq\left|\sigma_{1}\right|+\left|\beta_{2}\right|+i_{2}-1<\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}+i_{2}
$$

It follows that $J_{2}$ is written as

$$
\sum_{i_{1}=1}^{k-i} \delta^{i_{1}}\left(\sum_{A\left(\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}\right)}^{*} S_{\sigma_{2}} w_{\beta_{2}}+\sum_{B\left(i_{1},\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}\right)}^{*} B_{\alpha_{2}} w_{\beta_{2}}\right)+O_{m}\left(\delta^{k-i+1}\right)
$$

which just amounts to saying that visually in the definition of $J_{2}$ one can erase $S_{\sigma_{1}}$, carry all differentiations in it onto $w_{\beta_{2}}$, and still preserve (4.20).

Then we see that

$$
\begin{aligned}
& \delta^{j+1} \sum_{A(2 j+2)}^{*} S_{\sigma_{1}} w_{\beta_{1}}=O_{m}\left(\delta^{k+1}\right)+\delta^{j+1} \sum_{A(2 j+2)}^{*} S_{\sigma_{1}} v_{\beta_{1}} \\
+ & \sum_{i_{1}=1}^{k-j-1} \delta^{i_{1}+j+1}\left(\sum_{A\left(\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}+1\right)}^{*} S_{\sigma_{2}} w_{\beta_{2}}+\sum_{B\left(i_{1},\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}\right)}^{*} B_{\alpha_{2}} w_{\beta_{2}}\right) .
\end{aligned}
$$

Next we notice again that, for $\left(\sigma_{1}, \beta_{1}\right) \in A(2 j+2)$ and $\left|\sigma_{2}\right|+\left|\beta_{2}\right| \leq\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}+1$, we have $\left|\sigma_{2}\right|+\left|\beta_{2}\right| \leq j+2+i_{1}+j+1$, whereas if $\left|\beta_{2}\right| \leq\left|\sigma_{1}\right|+\left|\beta_{1}\right|+i_{1}$, then $\left|\beta_{2}\right| \leq j+1+i_{1}+j+1$. Therefore, after changing $i_{1}+j+1 \rightarrow i(\geq j+2)$, we get

$$
\begin{aligned}
& \delta^{j+1} \sum_{A(2 j+2)}^{*} S_{\sigma_{1}} w_{\beta_{1}}=O_{m}\left(\delta^{k+1}\right)+\delta^{j+1} \sum_{A(2 j+2)}^{*} S_{\sigma_{1}} v_{\beta_{1}} \\
& +\sum_{i=j+2}^{k} \delta^{i}\left(\sum_{A(i+j+2)}^{*} S_{\sigma_{2}} w_{\beta_{2}}+\sum_{B^{*}(i, i+j+1)}^{*} B_{\alpha_{2}} w_{\beta_{2}}\right)
\end{aligned}
$$

This shows that the term with $i=j+1$ in the second sum on the right-hand side in (4.19) can be eliminated at the expense of changing $j$ to $j+1$ in the other terms of (4.19). Thus the induction on $j$ proves the proposition indeed.

Now we finish the proof of Theorem 2.2. By taking $j=k$ in Proposition 4.8, we find

$$
\begin{equation*}
w=v+\sum_{i=1}^{k} \delta^{i} w^{(i)}+\sum_{B^{*}(k, 2 k)} c(\alpha, \beta, \delta) B_{\alpha} w_{\beta}+O_{m}\left(\delta^{k+1}\right) \tag{4.21}
\end{equation*}
$$

where

$$
w^{(i)}:=\sum_{A(2 i)}^{*} S_{\sigma} v_{\beta} \in C_{w}\left([0, T], W_{p}^{m}\right), \quad i=1,2, \ldots, k
$$

are independent of $\delta$ and $c(\alpha, \beta, \delta)$ are certain constants. It is not hard to follow our computations in order to see that

$$
\sup _{t \in\left[0, d_{1} T\right]} \sup _{n, \delta=T / n} \delta^{-(k+1)}\left\|O_{m}\left(\delta^{k+1}\right)(t, \cdot)\right\|_{m, p} \leq N
$$

where the constant $N$ depends only on $d, d_{1}, T, K, k, m, p, l$. After that, to finish the proof it remains only to recall that $B_{\alpha}\left(j d_{1} \delta\right)=0$ for all integers $j \geq 0$ and

$$
v\left(d_{1} t\right)=u(t), \quad w\left(d_{1} t\right)=u_{n}(t) \quad \forall t \in T_{n}=\left\{\frac{i T}{n}: i=0,1,2, \ldots, n\right\}
$$

5. The case of time dependent coefficients. We consider here the Cauchy problem (1.1)-(1.2) for time dependent coefficients. We split, as before, the coefficients and the free terms into $d_{1}$ terms,

$$
a^{i j}=\sum_{r=1}^{d_{1}} a_{r}^{i j}, \quad a^{i}=\sum_{r=1}^{d_{1}} a_{r}^{i}, \quad a=\sum_{r=1}^{d_{1}} a_{r}, \quad f=\sum_{r=1}^{d_{1}} f_{r} ;
$$

define $\delta=T / n, t_{i}=t_{i}^{n}=\delta i, T_{n}=\left\{t_{i}: i=0,1, \ldots, n\right\}$; and keep Assumptions 2.1 and 2.2. As before, we also denote $L_{r}:=a_{r}^{i j} D_{i j}+a_{r}^{i} D_{i}+a_{r}$.

One of the splitting-up approximations $u_{n}(t)$ for $t \in T_{n}$ is defined as follows. Let $\mathbb{S}_{s t}^{(r)}$ be the operator mapping each function $\varphi$ of an appropriate class into the solution of the problem

$$
D_{t} v(t, x)=d_{1} L_{r} v(t, x)+d_{1} f_{r}(t, x), \quad t>s, \quad v(s, x)=\varphi(x)
$$

Then the approximations are introduced according to

$$
\begin{gather*}
u_{n}(0):=u_{0} \\
u_{n}\left(t_{i+1}\right):=\mathbb{S}_{t_{i \bar{d}}, t_{i+1}}^{\left(d_{1}\right)} \ldots \mathbb{S}_{t_{i 1}, t_{i 2}}^{(2)} \mathbb{S}_{t_{i}, t_{i 1}}^{(1)} u_{n}\left(t_{i}\right), \quad i=0,1,2, \ldots, n, \tag{5.1}
\end{gather*}
$$

where $t_{i j}:=t_{i}+j \delta / d_{1}$ for $j=1,2, \ldots, d_{1}-1, \bar{d}:=d_{1}-1$.
There are many other ways to extend the splitting-up approximations (2.4) to PDEs with time dependent data. Along with (5.1) we also consider another approximation, which has the advantage that in each step we need to solve a time independent PDE, which is usually more convenient in practice than solving time dependent PDEs. This time we define the approximation $u_{n}$ by

$$
\begin{gather*}
u_{n}(0):=u_{0} \\
u_{n}\left(t_{i+1}^{n}\right):=\mathbb{S}_{\delta}^{\left(d_{1}\right)}\left(t_{i+1}^{n}\right) \ldots \mathbb{S}_{\delta}^{(2)}\left(t_{i+1}^{n}\right) \mathbb{S}_{\delta}^{(1)}\left(t_{i+1}^{n}\right) u_{n}\left(t_{i}^{n}\right), \quad i=0,1,2, \ldots, n \tag{5.2}
\end{gather*}
$$

where $\mathbb{S}_{\delta}^{(r)}(s) \varphi$ denotes the solution of the problem

$$
\begin{equation*}
D_{t} v(t)=L_{r}(s) v(t)+f(s), \quad t \geq 0, \quad v(0)=\varphi \tag{5.3}
\end{equation*}
$$

with

$$
L_{r}(s):=a_{r}^{i j}(s, x) D_{i j}+a_{r}^{i}(s, x) D_{i}+a_{r}(s, x)
$$

for $r=1,2, \ldots, d_{1}$. Notice that the coefficients of the operators $L_{r}(s)$ and $f(s)$ are "frozen" at time $s$; thus (5.3) is a Cauchy problem with time independent data.

We extend Theorem 2.2 as follows.
Theorem 5.1. Let $m \geq 0$ and $k \geq 0$ be any integers. Let Assumptions 2.1 and 2.2 hold with $l \geq 4+m+4 k$. Let the splitting-up approximation $u_{n}$ be defined by (5.1) or by (5.2). Then there exist functions $u^{(j)} \in C_{w}\left([0, T], W_{p}^{m}\right), j=1,2, \ldots, k$, $R_{n}^{(k)} \in C_{w}\left([0, T], W_{p}^{m}\right)$, such that

$$
\begin{gather*}
u_{n}(t, x)=u(t, x)+\delta u^{(1)}(t, x) \\
+\delta^{2} u^{(2)}(t, x)+\cdots+\delta^{k} u^{(k)}(t, x)+R_{n}^{(k)}(t, x) \tag{5.4}
\end{gather*}
$$

for all $t \in T_{n}, x \in \mathbb{R}^{d}$, and $n \geq 1$. The functions $u^{(j)}, j=1,2, \ldots, k$, are independent of $n$, and

$$
\sup _{t \in[0, T]}\left\|R_{n}^{(k)}(t)\right\|_{m, p} \leq N \delta^{k+1}
$$

for all $n$, where $N$ depends only on $k, d, d_{1}, K, m, p, T$.
Clearly Theorem 5.1 implies that we can again accelerate the convergence of the splitting-up approximations by considering

$$
v_{n}(t, \cdot):=\sum_{j=0}^{k} b_{j} u_{2^{j} n}(t, \cdot), \quad t \in T_{n}
$$

where $u_{2^{j}}$ for all $j=0,1, \ldots, k$ are defined by either (5.1) or (5.2).

Theorem 5.2. Let $m \geq 0$ and $k \geq 0$ be any integers. Let Assumptions 2.1 and 2.2 hold with $l \geq 4+m+4 k$. Then for all $n \geq 1$

$$
\max _{t \in T_{n}}\left\|v_{n}(t)-u(t)\right\|_{m, p} \leq N \delta^{k+1}
$$

where $N$ is a constant depending only on $k, d, d_{1}, K, m, p, T$.
Hence by Sobolev's theorem on embedding $W_{p}^{m}$ into $C^{s}$, we immediately get the following result.

THEOREM 5.3. Let $m \geq 0$ and $k \geq 0$ be any integers. Let Assumptions 2.1 and 2.2 hold with $l \geq 4+m+4 k$. Let $s \geq 0$ be an integer such that $m \geq s+d / p$. Then for all $n \geq 1$

$$
\max _{t \in T_{n}} \sup _{x \in \mathbb{R}^{d}} \sum_{|\rho| \leq s}\left|D^{\rho} v_{n}(t, x)-D^{\rho} u(t, x)\right| \leq N \delta^{k+1}
$$

where $N$ is a constant depending only on $k, d, d_{1}, K, m, s, p, T$.
We prove Theorem 5.1 by adapting the proof of Theorem 2.2 to the time dependent case. If $u_{n}$ is defined by (5.1), then we consider the problems

$$
\begin{gather*}
d v(t)=\left(L\left(A_{0}(t)\right) v(t)+f\left(A_{0}(t)\right)\right) d A_{0}(t), \quad v(0)=u_{0}  \tag{5.5}\\
d w(t)=\sum_{r=1}^{d_{1}}\left(L_{r}\left(A_{0}(t)\right) w(t)+f_{r}\left(A_{0}(t)\right)\right) d A_{r}(t), \quad w(0)=u_{0} \tag{5.6}
\end{gather*}
$$

where $A_{0}(t), A_{1}(t), A_{2}(t), \ldots, A_{d_{1}}(t)$ are defined by (4.2) and (4.3), and $L\left(A_{0}(t)\right)$, $L_{r}\left(A_{0}(t)\right)$ mean that we substitute $A_{0}(t)$ in place of the time variable $t$ of the coefficients of $L, L_{r}$.

If $u_{n}$ is defined by (5.2), then we consider problems (5.5) and (5.6) with absolutely continuous functions $A_{0}, A_{1}, \ldots, A_{d_{1}}$, defined by the following requirements:

$$
\begin{gather*}
A_{r}(0)=0, \quad \dot{A}_{r} \text { is periodic with period }\left(d_{1}+1\right) \delta \\
\dot{A}_{r}(t)=1_{[r, r+1]}\left(\frac{t}{\delta}\right), \quad t \in\left[0,\left(d_{1}+1\right) \delta\right] \quad \text { for } \quad r=0,1, \ldots, d_{1} \tag{5.7}
\end{gather*}
$$

By virtue of Theorem 3.1, (5.5) and (5.6) admit unique solutions $v$ and $w$, respectively. Clearly $v, w \in C_{w}\left(\left[0, d^{\prime} T\right], W_{p}^{l}\right)$, and

$$
v\left(d^{\prime} t\right)=u(t), \quad w\left(d^{\prime} t\right)=u_{n}(t) \quad \forall t \in T_{n}
$$

where $d^{\prime}=d_{1}$ if $A_{0}, A_{1}, \ldots, A_{d_{1}}$ are defined by (4.2) and (4.3), and $d^{\prime}=d_{1}+1$ if $A_{0}, A_{1}, \ldots, A_{d_{1}}$ are defined by (5.7). Therefore, our aim is to get an equality like (5.1) with $v$ and $w$ in place of $u$ and $u_{n}$, respectively.

We treat the cases of two approximations simultaneously and warn the reader that, in order not to repeat the same arguments twice, we are going to use the same notation for some objects that have different meanings in each case. From now on, $d^{\prime}$ denotes $d_{1}$ if we consider the splitting-up approximations $u_{n}$ defined by (5.1), and it denotes $d_{1}+1$ in the case of $u_{n}$ defined by (5.2). We keep the notation $\mathcal{N}$ for the set of all multinumbers $\alpha=\alpha_{1} \alpha_{2} \ldots \alpha_{j}$ for $\alpha_{i} \in\left\{0,1,2, \ldots, d_{1}\right\}$ and integers $j \geq 1$. We also use the numbers $c_{\alpha}$ and the functions $B_{\alpha}$, defined by (4.4), (4.5), and (4.6), with $d^{\prime}$ in place of $d_{1}$ in (4.5). Observe that, as is easy to see, Lemma 4.1 still holds with $d^{\prime}$ in place of $d_{1}$ in its formulation.

Let $\mathcal{R} f$ and $\overline{\mathcal{R}} f$ denote the solutions of the problems

$$
d u(t)=(L u(t)+f(t)) d t, \quad u(0)=0
$$

and

$$
d v(t)=(\bar{L} v(t)+f(t)) d A_{0}(t), \quad v(0)=0
$$

respectively, where $\bar{L}:=L\left(A_{0}(t)\right)$, the operator obtained from $L$ by the substitution of $A_{0}(t)$ in place of $t$ in the coefficients of $L$. Notice that $\overline{\mathcal{R}}$ depends on $n$ when $A_{0}$ is defined by (5.7). Notice also that

$$
\begin{equation*}
\overline{\mathcal{R} f}(t, \cdot):=(\mathcal{R} f)\left(A_{0}(t), \cdot\right)=\overline{\mathcal{R}} \bar{f}(t, \cdot), \tag{5.8}
\end{equation*}
$$

where $\bar{f}(t, \cdot)=f\left(A_{0}(t), \cdot\right)$. Let $\bar{Q}_{\alpha} f$ denote the solution of the problem

$$
d v(t)=\bar{L} v(t) d A_{0}(t)+f(t) d B_{\alpha}(t), \quad v(0)=0
$$

We modify the definition of $L_{\alpha}, f_{\alpha}$, used for time independent operators and free terms, as follows: $L_{0}:=0, f_{0}:=0$,

$$
L_{\gamma}:=L_{r}, \quad f_{\gamma}:=f_{r}
$$

for $\gamma=r \in\left\{1,2, \ldots, d_{1}\right\}$, and

$$
\begin{align*}
& L_{\gamma 0}:=L L_{\gamma}-\dot{L}_{\gamma}, \quad L_{\gamma r} \\
& f_{\gamma 0}:=L f_{\gamma}-\dot{f}_{\gamma} L_{r}, \quad f_{\gamma r}  \tag{5.9}\\
&:=-L_{\gamma} f_{r}
\end{align*}
$$

for $r=1,2, \ldots, d_{1}$, where $\dot{f}_{\gamma}:=D_{t} f_{\gamma}$ and $\dot{L}_{\gamma}$ denotes the differential operator which we obtain from $L_{\gamma}$ by taking the derivative in $t$ of its coefficients. As is easy to see, $L_{\gamma}$ and $f_{\gamma}$ are well defined if $2(|\gamma|-1) \leq l$. We use the notation $\bar{L}_{\gamma}$ and $\bar{f}_{\gamma}$ for the operator which we obtain from $L_{\gamma}$ by substituting $A_{0}(t)$ in place of $t$ in its coefficients, and for the function obtained from $f_{\gamma}$ by the same substitution, respectively. Then we have the following counterpart of Lemma 4.2.

Lemma 5.4. Take some functions

$$
h \in L_{p}\left(\left[0, d^{\prime} T\right], W_{p}^{1}\right), \quad h_{r} \in L_{p}\left(\left[0, d^{\prime} T\right], W_{p}^{1}\right), \quad r=0,1, \ldots, d_{1}
$$

Let $u$ be a solution of the "equation"

$$
d u=h_{r} d A_{r}=\sum_{r=0}^{d_{1}} h_{r} d A_{r}
$$

with $u(0) \in W_{p}^{1}$. Assume that $L u \in L_{p}\left(\left[0, d^{\prime} T\right], W_{p}^{1}\right)$. Then for any $\alpha \in \mathcal{N}$

$$
\begin{gathered}
\overline{\mathcal{R}}\left(B_{\alpha} h\right)=c_{\alpha 0} \overline{\mathcal{R}} h+\delta \overline{\mathcal{Q}}_{\alpha 0} h, \\
\overline{\mathcal{Q}}_{\alpha} u=\overline{\mathcal{R}}\left(c_{\alpha 0} \bar{L} u-c_{\alpha r} h_{r}\right)+\delta \overline{\mathcal{Q}}_{\alpha 0} \bar{L} u-\delta \overline{\mathcal{Q}}_{\alpha r} h_{r}+B_{\alpha} u .
\end{gathered}
$$

The proof of this lemma is an obvious modification of that of Lemma 4.2.
Next, let us use the notation

$$
w_{\beta}=\bar{L}_{\beta} w+\bar{f}_{\beta}
$$

Since $w \in C_{w}\left(\left[0, d^{\prime} T\right], W_{p}^{l}\right)$, the functions $w_{\beta}$ are well defined for $2|\beta| \leq l$. Under the same condition the coefficients of $L_{\beta}$ and $f_{\beta}$ have the first derivative in time, and these derivatives are under control. Furthermore, $d w_{\beta}=h_{r} d A_{r}$, where, as long as $2|\beta|+3 \leq l$, the functions

$$
\begin{aligned}
& h_{0}=\left(\bar{L} \bar{L}_{\beta}-\bar{L}_{\beta 0}\right) w+\bar{L} \bar{f}_{\beta}-\bar{f}_{\beta 0}, \\
& h_{r}=\bar{L}\left(\bar{L}_{r} w+\bar{f}_{r}\right), \quad r=1, \ldots, d_{1},
\end{aligned}
$$

are bounded $W_{p}^{1}$-valued functions on $\left[0, d^{\prime} T\right]$.
Then in the same way as Lemma 4.2 was used to obtain Lemma 4.3, Proposition 4.4, and Lemma 4.5, we use Lemma 5.4 to get their counterparts, formulated as follows.

Lemma 5.5. Let $\alpha, \beta \in \mathcal{N}$. If $2|\beta|+3 \leq l$, then

$$
\overline{\mathcal{Q}}_{\alpha} w_{\beta}=c_{\alpha r} \overline{\mathcal{R}} w_{\beta r}+\delta \overline{\mathcal{Q}}_{\alpha r} w_{\beta r}+B_{\alpha} w_{\beta} .
$$

Proposition 5.6. Let $\kappa \geq 0$ be an integer and $l \geq 2 \kappa+3$. Then

$$
\begin{equation*}
w=v+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\alpha|=i} B_{\alpha} w_{\alpha}+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\alpha|=i+1} c_{\alpha} \overline{\mathcal{R}} w_{\alpha}+\delta^{\kappa+1} \sum_{|\alpha|=\kappa+1} \overline{\mathcal{Q}}_{\alpha} w_{\alpha} . \tag{5.10}
\end{equation*}
$$

Lemma 5.7. If $\kappa \geq 0$ is an integer, $\alpha, \beta \in \mathcal{N}$, and $2(|\beta|+\kappa)+1 \leq l$, then

$$
\begin{gathered}
\overline{\mathcal{R}}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{|\gamma|=i} c_{\alpha 0 \gamma} \overline{\mathcal{R}} w_{\beta \gamma} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{|\gamma|=i-1} B_{\alpha 0 \gamma} w_{\beta \gamma}+\delta^{\kappa+1} \sum_{|\gamma|=\kappa} \overline{\mathcal{Q}}_{\alpha 0 \gamma} w_{\beta \gamma},
\end{gathered}
$$

where for any multinumbers $\mu, \nu$

$$
\begin{gathered}
\sum_{|\gamma|=0} c_{\nu \gamma} \overline{\mathcal{R}} w_{\mu \gamma}:=c_{\nu} \overline{\mathcal{R}} w_{\mu}, \quad \sum_{|\gamma|=0} B_{\nu \gamma} w_{\mu \gamma}:=B_{\nu} w_{\mu}, \\
\sum_{|\gamma|=0} \overline{\mathcal{Q}}_{\nu \gamma} w_{\mu \gamma}:=\overline{\mathcal{Q}}_{\nu} w_{\mu} .
\end{gathered}
$$

In order to iterate (5.10) we introduce the following class of indices. We say that

$$
\begin{equation*}
\beta=\gamma^{\nu}:=\gamma_{1}^{\nu_{1}} \gamma_{2}^{\nu_{2}} \ldots \gamma_{j}^{\nu_{j}} \tag{5.11}
\end{equation*}
$$

is a graded multinumber of length $|\beta|:=j+\nu_{1}+\nu_{2}+\cdots+\nu_{j}$ if $\gamma_{i} \in\left\{1,2, \ldots, d_{1}\right\}$; $\nu_{i} \geq 0$ is any integer for $i=1,2, \ldots, j$, where $j \geq 1$ is any integer. If $\nu_{i}=0$ for some $i$, then we also write $\gamma_{i}$ in place of $\gamma_{i}^{0}$ in (5.11). Let $\mathcal{K}$ denote the set of all graded multinumbers. For each $\beta=\gamma^{\nu}=\gamma_{1}^{\nu_{1}} \gamma_{2}^{\nu_{2}} \ldots \gamma_{j}^{\nu_{j}} \in \mathcal{K}$ of length $|\beta| \leq 1+l / 2$ we introduce the following operators and functions:

$$
\begin{align*}
& L_{\beta}=L_{\gamma^{\nu}}:=(-1)^{|\beta|-1} L_{\gamma_{1}}^{\left(\nu_{1}\right)} L_{\gamma_{2}}^{\left(\nu_{2}\right)} \cdots \cdots L_{\gamma_{j}}^{\left(\nu_{j}\right)}, \\
& f_{\beta}=f_{\gamma^{\nu}}:=(-1)^{|\beta|-1} L_{\gamma_{1}}^{\left(\nu_{1}\right)} \cdots \cdots L_{\gamma_{j-1}-1}^{\left(\nu_{j}\right)} f_{\gamma_{j}}^{\left(\nu_{j}\right)}, \tag{5.12}
\end{align*}
$$

where $f_{r}^{(s)}:=D_{t}^{s} f_{r}$ and $L_{r}^{(s)}$ denotes the operator which we obtain from $L_{r}$ by applying the derivation $D_{t}^{s}$ to each of its coefficients. By definition, $f_{r}^{(0)}=f_{r}$ and $L_{r}^{(0)}=L_{r}$. It is easy to see that for $\beta \in \mathcal{N}$, when $\beta=\beta^{0} \in \mathcal{K}$, definitions (5.12) are consistent with (5.9).

Lemma 5.8. The following statements hold:
(i) Let $\beta, \gamma \in \mathcal{K}$ be such that $|\beta|+|\gamma| \leq 1+l / 2$. Then

$$
L_{\beta} L_{\gamma}=-L_{\beta \gamma}, \quad L_{\beta} f_{\gamma}=-f_{\beta \gamma}
$$

(ii) Let $\alpha \in \mathcal{N}$ be such that $\rho:=|\alpha| \leq 1+l / 2$. Then there exist constants $c(\gamma)=c(\alpha, \gamma) \in\{0, \pm 1, \pm 2, \ldots\}$ defined for all $\gamma \in \mathcal{K}$ with $|\gamma|=\rho$, such that

$$
\begin{equation*}
L_{\alpha}=\sum_{\gamma \in \mathcal{K},|\gamma|=\rho} c(\gamma) L_{\gamma}, \quad f_{\alpha}=\sum_{\gamma \in \mathcal{K},|\gamma|=\rho} c(\gamma) f_{\gamma} . \tag{5.13}
\end{equation*}
$$

Proof. Part (i) follows immediately from the definition (5.12) of $L_{\beta}, f_{\beta}$. Part (ii) clearly holds for $\alpha=0$ and $\alpha=r \in\left\{1, \ldots, d_{1}\right\}$. Assume that (5.13) holds for some $\alpha \in \mathcal{N},|\alpha|<1+l / 2$. Then

$$
\begin{aligned}
& L_{\alpha r}=-L_{\alpha} L_{r}=-\sum_{\beta \in \mathcal{K},|\beta|=|\alpha|} c(\beta) L_{\beta} L_{r}=\sum_{\beta \in \mathcal{K},|\beta|=|\alpha|} c(\beta) L_{\beta r}, \\
& f_{\alpha r}=-L_{\alpha} f_{r}=-\sum_{\beta \in \mathcal{K},|\beta|=|\alpha|} c(\beta) L_{\beta} f_{r}=\sum_{\beta \in \mathcal{K},|\beta|=|\alpha|} c(\beta) f_{\beta r}
\end{aligned}
$$

for $r \in\left\{1,2, \ldots, d_{1}\right\}$, and

$$
\begin{aligned}
& L_{\alpha 0}=L L_{\alpha}-\dot{L}_{\alpha}=\sum_{r=1}^{d_{1}} \sum_{\beta \in \mathcal{M},|\beta|=\rho} c(\beta) L_{r} L_{\beta}-\sum_{\gamma^{\nu} \in \mathcal{M},\left|\gamma^{\nu}\right|=\rho} c\left(\gamma^{\nu}\right) \dot{L}_{\gamma^{\nu}} \\
& f_{\alpha 0}=L f_{\alpha}-\dot{f}_{\alpha}=\sum_{r=1}^{d_{1}} \sum_{\beta \in \mathcal{M},|\beta|=\rho} c(\beta) L_{r} f_{\beta}-\sum_{\gamma^{\nu} \in \mathcal{M},\left|\gamma^{\nu}\right|=\rho} c\left(\gamma^{\nu}\right) \dot{f}_{\gamma^{\nu}} .
\end{aligned}
$$

Hence by using assertion (i) and noticing that

$$
\dot{L}_{\gamma^{\nu}}=\sum_{|\mu|=1} L_{\gamma^{\nu+\mu}}, \quad \dot{f}_{\gamma^{\nu}}=\sum_{|\mu|=1} f_{\gamma^{\nu+\mu}}
$$

we get (5.13) for $\alpha r$ with $r=0,1, \ldots, d_{1}$. Thus the induction on the length of $\alpha$ completes the proof.

For $\beta \in \mathcal{K}$ we write $\bar{L}_{\beta}$ and $\bar{f}_{\beta}$, when the time change $A_{0}(t)$ is done in the coefficients of $L_{\beta}$ and in $f_{\beta}$. We set $w_{\gamma}:=\bar{L}_{\gamma} w+\bar{f}_{\gamma}$ for $\gamma \in \mathcal{K},|\gamma| \leq 1+l / 2$. Notice that Lemma 5.8 has an obvious translation in terms of these functions. Namely, by Lemma 5.8(ii) for every $\alpha \in \mathcal{N}$ such that $\rho:=|\alpha| \leq 1+l / 2$ there exist constants $c(\gamma)=c(\alpha, \gamma) \in\{0, \pm 1, \pm 2, \ldots\}$ defined for all $\gamma \in \mathcal{K}$ with $|\gamma|=\rho$ such that

$$
w_{\alpha}=\sum_{\gamma \in \mathcal{K},|\gamma|=\rho} c(\gamma) w_{\gamma} .
$$

For every integer $i \geq 1$ we introduce finite sequences $\sigma:=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{i}\right)$ of graded multinumbers $\beta_{i} \in \mathcal{K}$, and we set $|\sigma|:=\left|\beta_{1}\right|+\left|\beta_{2}\right|+\cdots+\left|\beta_{i}\right|$. We also introduce the empty sequence $e$ of length $|e|:=0$. The set of all these sequences is denoted by $\mathcal{I}$.

For $\sigma=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{i}\right)$ with $|\sigma| \leq 1+l / 2$ we define

$$
S_{\sigma}:=\mathcal{R} L_{\beta_{1}} \mathcal{R} L_{\beta_{2}} \cdots \mathcal{R} L_{\beta_{i}}, \quad \bar{S}_{\sigma}:=\overline{\mathcal{R}} \bar{L}_{\beta_{1}} \overline{\mathcal{R}} \bar{L}_{\beta_{2}} \cdots \overline{\mathcal{R}} \bar{L}_{\beta_{i}}
$$

and for $|\sigma|=0$ we set

$$
S_{e}:=\mathcal{R}, \quad \bar{S}_{e}:=\overline{\mathcal{R}}
$$

Notice that for any $g \in L_{p}\left([0, T], W_{p}^{2|\sigma|}\right)$

$$
\begin{equation*}
\bar{S}_{\sigma} \bar{g}(t, \cdot)=\left(S_{\sigma} g\right)\left(A_{0}(t), \cdot\right), \tag{5.14}
\end{equation*}
$$

where $\bar{g}(t, \cdot):=g\left(A_{0}(t), \cdot\right)$. This follows from (5.8) by induction on $|\sigma|$. In order to formulate the counterparts of Lemma 4.7 and Proposition 4.8 we use the following sets:

$$
\begin{gathered}
A(i)=\{(\sigma, \beta): \sigma \in \mathcal{I}, \beta \in \mathcal{K},|\sigma|+|\beta| \leq i\} \\
B(i, j)=\{(\alpha, \beta): \alpha \in \mathcal{N}, \beta \in \mathcal{K},|\alpha|=i,|\beta| \leq j\} \\
B^{*}(i, j)=\bigcup_{i_{1}=1}^{i} B\left(i_{1}, j\right)
\end{gathered}
$$

Remember that if $g_{\nu}$ is a collection of functions indexed by a parameter $\nu$ taking values in a set $A$, then $\sum_{\nu \in A}^{*} g_{\nu}$ means any linear combination of $g_{\nu}$ with coefficient independent of the argument of $g_{\nu}$ and of $\delta$.

Lemma 5.9. Let $\sigma \in \mathcal{I}, \kappa, \mu \geq 0$ be integers, and $\alpha \in \mathcal{N}, \beta \in \mathcal{K}$. Assume that

$$
2(|\sigma|+|\beta|+\kappa)+\mu+2 \leq l
$$

Then

$$
\begin{gathered}
\bar{S}_{\sigma}\left(B_{\alpha} w_{\beta}\right)=\sum_{i=0}^{\kappa} \delta^{i} \sum_{A(|\sigma|+|\beta|+i)}^{*} \bar{S}_{\sigma_{1}} w_{\beta_{1}} \\
+\sum_{i=1}^{\kappa} \delta^{i} \sum_{B(|\alpha|+i,|\sigma|+|\beta|+i-1)}^{*} B_{\alpha_{1}} w_{\beta_{1}}+O_{\mu}\left(\delta^{\kappa+1}\right) .
\end{gathered}
$$

Proof. We can derive this lemma from Lemma 5.7 in the same way that we proved Lemma 4.7. We need only use the sets $\mathcal{K}$ and $\mathcal{I}$ in place of $\mathcal{M}$ and $\mathcal{J}$, and the operators $\overline{\mathcal{R}}, \bar{L}_{\nu}, \bar{S}_{\sigma}$ for $\nu \in \mathcal{K}, \sigma \in \mathcal{I}$, in place of $\mathcal{R}, L_{\nu}, S_{\sigma}$ for $\nu \in \mathcal{M}, \sigma \in \mathcal{J}$, respectively.

Proposition 5.10. Let $k, m \geq 0$ be integers, and

$$
4+m+4 k \leq l
$$

Then for any $j=0,1, \ldots, k$ we have

$$
\begin{aligned}
w=v & +\sum_{i=1}^{j} \delta^{i} \sum_{A(2 i)}^{*} \bar{S}_{\sigma} v_{\beta}+\sum_{i=j+1}^{k} \delta^{i} \sum_{A(i+j+1)}^{*} \bar{S}_{\sigma_{1}} w_{\beta_{1}} \\
& +\sum_{i=1}^{k} \delta^{i} \sum_{B^{*}(i, i+j)}^{*} B_{\alpha_{1}} w_{\beta_{1}}+O_{m}\left(\delta^{k+1}\right),
\end{aligned}
$$

where $v_{\beta}:=\bar{L}_{\beta} v+\bar{f}_{\beta}$.

Proof. The proof of this proposition is a straightforward translation of the proof of the corresponding proposition, Proposition 4.8, in the time independent case. To make this translation we use the sets $\mathcal{K}$ and $\mathcal{I}$ in place of $\mathcal{M}$ and $\mathcal{J}$, and the operators $\overline{\mathcal{R}}, \bar{L}_{\nu}, \bar{S}_{\sigma}$ for $\nu \in \mathcal{K}, \sigma \in \mathcal{I}$, in place of $\mathcal{R}, L_{\nu}, S_{\sigma}$ for $\nu \in \mathcal{M}, \sigma \in \mathcal{J}$, respectively.

Now we can finish the proof of Theorem 5.1 as follows. Taking $j=k$ in Proposition 5.10, we get

$$
\begin{equation*}
w=v+\sum_{i=1}^{j} \delta^{i} \sum_{A(2 i)} c(\sigma, \beta) \bar{S}_{\sigma} v_{\beta}+\sum_{B^{*}(k, 2 k)} c(\alpha, \beta, \delta) B_{\alpha_{1}} w_{\beta_{1}}+r_{\delta}, \tag{5.15}
\end{equation*}
$$

where $c(\sigma, \beta), c(\alpha, \beta, \delta)$ are certain constants, $r_{\delta}$ is a function in $C_{w}\left(\left[0, d^{\prime} T\right], W_{p}^{m}\right)$ for each $\delta$, and

$$
\sup _{t \in\left[0, d^{\prime} T\right]} \sup _{n, \delta=T / n} \delta^{-(k+1)}\left\|r_{\delta}(t, \cdot)\right\|_{m, p} \leq N .
$$

Observe that, in contrast with (4.21), the functions $v$ and $\bar{S}_{\sigma} v_{\beta}$ in (5.15) may depend on $\delta$. To proceed further, define $R_{n}^{(k)}(t, x):=r_{\delta}\left(d^{\prime} t, x\right)$, and

$$
u^{(i)}:=\sum_{A(2 i)} c(\sigma, \beta) S_{\sigma} u_{\beta}, \quad i=1,2, \ldots, k
$$

where $u_{\beta}:=L_{\beta} u+f_{\beta}$. Then by virtue of equality (5.14) and the fact that $v(t)=$ $u\left(A_{0}(t)\right)$, from (5.15) we get

$$
\begin{gathered}
w(t, \cdot)=u\left(A_{0}(t), \cdot\right)+\sum_{i=1}^{j} \delta^{i} u^{(i)}\left(A_{0}(t), \cdot\right) \\
+\sum_{B^{*}(k, 2 k)} c(\alpha, \beta, \delta) B_{\alpha_{1}}(t) w_{\beta_{1}}(t, \cdot)+R_{n}^{(k)}\left(\frac{t}{d^{\prime}}, \cdot\right) .
\end{gathered}
$$

Substituting $d^{\prime} t$ in place of $t$, we get the required representation (5.1) by taking into account that

$$
w\left(d^{\prime} t\right)=u_{n}(t), \quad A_{0}\left(d^{\prime} t\right)=t, \quad B_{\alpha_{1}}\left(d^{\prime} t\right)=0 \quad \forall t \in T_{n} .
$$

Remark 5.1. Let $1 \leq j \leq d_{1}$. Then Theorems 5.1, 5.2, and 5.3 also hold when the operator $\mathbb{S}_{\delta}^{(r)}\left(t_{i+1}^{n}\right)$ is replaced with $\mathbb{S}_{\delta}^{(r)}\left(t_{i}^{n}\right)$ for every $r=1,2, \ldots, j$ in the definition (5.2) of the splitting-up approximation $u_{n}$. To see this we need only repeat the proof of the previous theorem with $A_{j}$ in place of $A_{0}$ in (5.6) and with $A_{0}$ and $A_{j}$ interchanged in (5.5).
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#### Abstract

In this paper we study the partial regularity of a functional on BV space proposed by Chambolle and Lions [Numer. Math., 76 (1997), pp. 167-188] for the purposes of image restoration. The functional is designed to smooth corrupted images using isotropic diffusion via the Laplacian where the gradients of the image are below a certain threshold $\epsilon$ and retain edges where gradients are above the threshold using the total variation. Here we prove that if the solution $u \in B V$ of the model minimization problem, defined on an open set $\Omega$, is such that the Lebesgue measure of the set where the gradient of $u$ is below the threshold $\epsilon$ is positive, then there exists a nonempty open region $E$ for which $u \in C^{1, \alpha}$ on $E$ and $|\nabla u|<\epsilon$, and $|\nabla u| \geq \epsilon$ on $\Omega \backslash E$ almost everywhere. Thus we indeed have smoothing where $|\nabla u|<\epsilon$.
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1. Introduction. In the last decade PDE and variational method based diffusion models have grown significantly to tackle the problems of image restoration, reconstruction, and inpainting. The challenging aspect of these problems is to design methods which can filter selectively the noise without losing significant features.

Total variation (TV) based regularization, as first proposed by Rudin, Osher, and Fatemi [17], has proved to be an invaluable tool for preserving edges while reconstructing an image. This method has been studied extensively in $[1,7,4,20,2,5,19,16]$ and a sequence of papers in the book of [2]. The definition of the total variation seminorm for $u \in L^{1}(\Omega)$, given by

$$
T V(u)=\sup \left\{\int_{\Omega} u \operatorname{div}(\varphi) d x: \varphi \in C_{0}^{1}\left(\Omega, \mathbf{R}^{n}\right),|\varphi| \leq 1\right\}
$$

does not require differentiability or even continuity of $u$. Thus images with discontinuities are allowed as solutions in the space of $B V(\Omega)$, which is the space of the functions $u \in L^{1}(\Omega)$ with $T V(u)<\infty$. Moreover, the diffusion resulting from minimizing TV norm is strictly orthogonal to the gradient of the image, and tangential to the edges. This is important for preserving edges while image is smoothed. However, TV-based denoising sometimes causes a staircasing effect [6, 7, 8]. The restored image by this regularization can consequently be blocky and even contain false edges.

To overcome this problem and make the filter self-adjustable in order to reap the benefits of isotropic smoothing and TV based regularization, Chambolle and Lions [7]

[^58]proposed minimizing the following energy functional for image restoration:
$$
\frac{1}{2 a} \int_{|\nabla u|<a}|\nabla u|^{2} d x+\int_{|\nabla u| \geq a}\left(|\nabla u|-\frac{a}{2}\right)+\frac{1}{2} \int_{\Omega}(u-I)^{2} d x
$$
where $I$ is an observed noisy image, and we want to recover an image $u$ from $I$, which is related to $I$ by
$$
I=u+\text { noise }
$$

Using the above functional we then expect to have isotropic diffusion where the image is more uniform $(|\nabla u|<a)$ and feature preservation via TV-based diffusion where the boundaries of features are present (the locations where the image gradients most likely have high magnitude: $|\nabla u| \geq a$ ). It has been shown numerically in [7] that this model is successful in restoring images where homogeneous regions are separated by distinct edges. The purpose of this paper is to prove this mathematically. Our partial regularity results for $a=1$ (without loss of generality) below indicates that the restored image through this model is smooth on the region with smaller gradients. The edges appear at the points where the gradient is larger.

More precisely, consider the problem

$$
\begin{equation*}
\min _{u \in B V(\Omega) \cap L^{2}(\Omega)}\left\{\int_{\Omega} \varphi(D u)+\frac{1}{2} \int_{\Omega}(u-I)^{2} d x\right\} \tag{1.1}
\end{equation*}
$$

where $\varphi$ is the $C^{1}$ convex function defined on $\mathbf{R}^{n}$

$$
\varphi(p)= \begin{cases}\frac{1}{2}|p|^{2} & \text { if }|p|<1 \\ |p|-\frac{1}{2} & \text { if }|p| \geq 1\end{cases}
$$

$\Omega \subset \mathbf{R}^{n}$ is a bounded domain with Lipschitz boundary, and $I \in L^{\infty}(\Omega) \cap B V(\Omega)$ is given.

For $u \in B V(\Omega)$ the gradient of $u$ is a measure $D u$; it can be decomposed into its absolutely continuous and singular parts with respect to Lebesgue measure, that is,

$$
D u=\nabla u d x+D^{s} u
$$

See [10] for a complete discussion. Then we define ([12] or [9])

$$
J(u) \equiv \int_{\Omega} \varphi(D u) \equiv \int_{\Omega} \varphi(\nabla u) d x+\int_{\Omega}\left|D^{s} u\right|
$$

with

$$
\int_{\Omega}\left|D^{s} u\right| \equiv \int_{\Omega} d\left|D^{s} u\right|=\left|D^{s} u\right|(\Omega)
$$

It is important to note ([21] or [12]) that the functional $J$ can also be written as

$$
J(u)=\sup _{\phi \in C_{0}^{1}\left(\Omega, \mathbf{R}^{n}\right)}\left\{-\int_{\Omega}\left(\frac{1}{2}|\phi|^{2}+u \operatorname{div}(\phi)\right) d x:|\phi(x)| \leq 1 \forall x \in \Omega\right\}
$$

Using this, we see that the functional $J$ is lower semicontinuous with respect to convergence in $L^{1}(\Omega)$. Then by a standard argument we can show that there is a
unique solution $u \in B V(\Omega) \cap L^{2}(\Omega)$ to (1.1). Now we are interested as to whether this solution $u \in B V$ is smooth on the region where $|\nabla u|<1$. If so, it shows that the denoising governed by (1.1) smoothes out lower gradients while preserving the boundaries of features, which are the discontinuities in an image.

We now state the two main partial regularity results of this paper.
THEOREM 1.1. If $u$ is the solution to (1.1), then for any given $0<\mu<1$ there exist positive constants $\epsilon_{0}$ and $\kappa_{0}$ depending only on $n$ and $\mu$ such that if

$$
\frac{1}{\left|B_{r}\right|} \int_{B_{r}(a)}|D u-l| \leq \epsilon_{0}
$$

holds for some ball $B_{r}(a) \subset \subset \Omega$ and for some $l \in \mathbf{R}^{n}$, with

$$
r C\left(1+\|I\|_{L^{\infty}(\Omega)}\right)<\kappa_{0} \quad \text { and } \quad|l|<1-2 \mu,
$$

for some constant $C$ depending only on $n$ and $\Omega$, then

$$
\left|D^{s} u\right|\left(B_{r / 2}(a)\right)=0 \quad \text { and } \quad|\nabla u|<1-\mu \quad \text { on } \quad B_{r / 2}(a)
$$

and $u$ solves

$$
-\Delta u=I-u \quad \text { on } \quad B_{r / 2}(a) .
$$

Hence $u \in C^{1, \alpha}\left(B_{r / 2}(a)\right)$ for any $\alpha<1$.
Theorem 1.2. Let $u$ be as in Theorem (1.1). If $\mathcal{L}^{n}(\{|\nabla u|<1\})>0$, then there exists a nonempty open region $E$ on which $u$ is $C^{1, \alpha},|\nabla u|<1$, and $u$ solves

$$
-\Delta u=I-u \quad \text { on } \quad E .
$$

In addition we have $|\nabla u| \geq 1$ a.e. on $\Omega \backslash E$.
It is actually straightforward to show that Theorem 1.2 is a direct consequence of Theorem 1.1. Thus from Theorem 1.2, we do indeed have smoothing where $|\nabla u|<1$.

Here we should point out that partial regularity results were obtained in [3] for minimizers in $B V(\Omega)$ of functionals of the form $\int_{\Omega}(F(x, D u)+G(x, u))$, where $F(x, p)$ is a convex function in $p$ with $c_{1}|p| \leq F(x, p) \leq c_{2}(1+|p|)$ for all $p \in \mathbf{R}^{n}, F$ is locally Hölder continuous in $x$, and $G(x, z)$ satisfies Hölder continuity conditions in both $x$ and $z$. In our case, $G(x, z)=1 / 2(z-I(x))^{2}$ with only the stated assumption on $I$, and therefore their results cannot directly be applied in our case. Moreover, our approach is quite different from theirs and can be applied to more general cases.

The partial regularity results for the flow associated with the minimization problem (1) is also discussed in [15] for more general $\varphi$. However, these hold only for $\Omega \subset \mathbf{R}^{n}$ for $n=1$ and $n=2$. We also apply some different techniques to get our results.
2. Proof of Theorems 1.1 and 1.2. First we will show that the solution $u$ to (1.1) is in $L^{\infty}(\Omega)$. To prove this we could consider the time evolution problem corresponding to (1.1), prove an $L^{\infty}$ bound for the time-dependent solution $u(x, t)$, and then consider the time-asymptotic limit $u$, which is the solution to (1.1). We would then conclude that $u \in L^{\infty}(\Omega)$. The following, however, provides a proof of this without having to consider the time evolution of (1.1).

Lemma 2.1. If $u$ is the solution to (1.1), then $u \in L^{\infty}(\Omega)$. In fact, we have $\|u\|_{L^{\infty}(\Omega)} \leq\|I\|_{L^{\infty}(\Omega)}$.

Proof. Let $\varphi_{\epsilon}$ be defined on $\mathbf{R}^{n}$ by

$$
\varphi_{\epsilon}(p)= \begin{cases}\frac{1}{2}|p|^{2} & \text { if }|p|<1 \\ \frac{1}{1+\epsilon}|p|^{1+\epsilon}+\left(\frac{1}{2}-\frac{1}{1+\epsilon}\right) & \text { if }|p| \geq 1\end{cases}
$$

for $\epsilon>0$, and consider the following minimization problem:

$$
\min _{u \in W^{1,1+\epsilon}(\Omega) \cap L^{2}(\Omega)}\left\{\int_{\Omega} \varphi_{\epsilon}(\nabla u)+\frac{1}{2} \int_{\Omega}(u-I)^{2} d x\right\} .
$$

By standard methods, there is a unique solution $u_{\epsilon}$ to this problem. We follow a standard truncation argument where we fix $\epsilon$ and $t \geq 0$ and let $v=\min \left(u_{\epsilon}, t\right)$. Noting that $v \in W^{1,1+\epsilon}(\Omega) \cap L^{2}(\Omega)$ with

$$
\nabla v= \begin{cases}\nabla u_{\epsilon} & \text { if } u_{\epsilon}<t \\ 0 & \text { if } u_{\epsilon} \geq t\end{cases}
$$

we have

$$
\begin{equation*}
\int_{\Omega} \varphi_{\epsilon}\left(\nabla u_{\epsilon}\right)+\frac{1}{2} \int_{\Omega}\left(u_{\epsilon}-I\right)^{2} d x \leq \int_{\Omega} \varphi_{\epsilon}(\nabla v)+\frac{1}{2} \int_{\Omega}(v-I)^{2} d x \tag{2.1}
\end{equation*}
$$

and thus after subtracting

$$
\int_{\left\{u_{\epsilon} \geq t\right\}} \varphi_{\epsilon}\left(\nabla u_{\epsilon}\right) d x+\int_{\left\{u_{\epsilon} \geq t\right\}}\left(u_{\epsilon}-I\right)^{2} d x \leq \int_{\left\{u_{\epsilon} \geq t\right\}}(t-I)^{2} d x
$$

Hence

$$
\int_{\left\{u_{\epsilon} \geq t\right\}}\left(u_{\epsilon}-I\right)^{2} d x \leq \int_{\left\{u_{\epsilon} \geq t\right\}}(t-I)^{2} d x
$$

But setting $t=\|I\|_{L^{\infty}(\Omega)}$ we see that if ess $\sup u_{\epsilon}>t$, then

$$
\int_{\left\{u_{\epsilon} \geq t\right\}}(t-I)^{2} d x<\int_{\left\{u_{\epsilon} \geq t\right\}}\left(u_{\epsilon}-I\right)^{2} d x
$$

which contradicts the above, hence ess sup $u_{\epsilon} \leq\|I\|_{L^{\infty}(\Omega)}$. Applying a similar argument to $v=\max \left(u_{\epsilon},-t\right)$ for $t=\|I\|_{L^{\infty}(\Omega)}$ we get ess $\inf u_{\epsilon} \geq-\|I\|_{L^{\infty}(\Omega)}$ and thus $\left\|u_{\epsilon}\right\|_{L^{\infty}(\Omega)} \leq\|I\|_{L^{\infty}(\Omega)}$. Furthermore, letting $v=0$ in (2.1) we see that $u_{\epsilon}$ is bounded in $W^{1,1+\epsilon}(\Omega) \cap L^{2}(\Omega) \subset B V(\Omega) \cap L^{2}(\Omega)$ independent of $\epsilon$. Thus there is a $\tilde{u} \in B V(\Omega) \cap L^{2}(\Omega)$ and a subsequence of $\left\{u_{\epsilon}\right\}$, still denoted by $\left\{u_{\epsilon}\right\}$, such that $u_{\epsilon} \rightarrow \tilde{u}$ strongly in $L^{1}(\Omega), u_{\epsilon} \rightharpoonup \tilde{u}$ weakly in $L^{2}(\Omega)$, and $u_{\epsilon} \rightarrow \tilde{u}$ almost everywhere (a.e.) in $\Omega$. Letting $\epsilon \rightarrow 0$ in (2.1), noting that $\varphi(p) \leq \varphi_{\epsilon}(p)$ for all $p, \int_{\Omega} \varphi_{\epsilon}(\nabla v) \rightarrow \int_{\Omega} \varphi(\nabla v)$, lower semicontinuity of the functional $\int_{\Omega} \varphi(\nabla u)$ defined on $B V(\Omega)$, and weak lower semicontinuity of the second term on the left-hand side, we get

$$
\int_{\Omega} \varphi(\nabla \tilde{u})+\frac{1}{2} \int_{\Omega}(\tilde{u}-I)^{2} d x \leq \int_{\Omega} \varphi(\nabla v)+\frac{1}{2} \int_{\Omega}(v-I)^{2} d x
$$

for all $v \in W^{1,1+\epsilon}(\Omega) \cap L^{2}(\Omega)$. We now note [12] that for any $v \in B V(\Omega) \cap L^{2}(\Omega)$ there exists a sequence $v_{n}$ in $C^{\infty}(\bar{\Omega})$ such that

$$
\int_{\Omega} \varphi\left(\nabla v_{n}\right) d x \rightarrow \int_{\Omega} \varphi(\nabla v)
$$

and $v_{n} \rightarrow v$ in $L^{1}(\Omega)$, and since $v \in L^{2}(\Omega)$ from the construction of $v_{n}$ [12] we can also take $v_{n} \rightarrow v$ in $L^{2}(\Omega)$. Therefore we see that the above holds for all $v \in$ $B V(\Omega) \cap L^{2}(\Omega)$ as well. Hence $\tilde{u}$ solves (1.1). By uniqueness, $\tilde{u}=u$. By the uniform $L^{\infty}$ bound for $u_{\epsilon}$ and the convergence of $u_{\epsilon}$ to $u$ a.e. in $\Omega$ we have $u \in L^{\infty}(\Omega)$ with $\|u\|_{L^{\infty}(\Omega)} \leq\|I\|_{L^{\infty}(\Omega)}$

Throughout the rest of the paper, we fix $\mu>0$ and unless otherwise stated, all constants depend at most on $n, \mu, u, \Omega, \varphi$, and possibly $I$.

We begin with a local lower bound estimate for any $B V$ function $u$ and $C^{1}$ function $h$ with gradient strictly less than 1.

LEMMA 2.2. Let $u \in B V\left(B_{r}(a)\right)$ for $B_{r}(a) \subset \subset \Omega$ and $h \in C^{1}\left(\bar{B}_{r}(a)\right)$ with

$$
\sup _{B_{r}(a)}|\nabla h| \leq 1-\mu ;
$$

then

$$
\begin{gathered}
\int_{B_{r}(a)} \varphi(D u)-\int_{B_{r}(a)} \varphi(\nabla h) d x \geq \mu \int_{B_{r}(a)}\left|D^{s} u\right|+\int_{B_{r}(a)} \nabla(u-h) \cdot \nabla h d x \\
+\int_{B_{r}(a)} D^{s} u \cdot \nabla h+\frac{\mu^{2}}{2} \int_{B_{r}(a) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x \\
\quad+\frac{1}{2} \int_{B_{r}(a) \cap\{|\nabla u|<1\}}|\nabla(u-h)|^{2} d x .
\end{gathered}
$$

Proof. Where $|\nabla u| \geq 1$, we have

$$
\begin{gathered}
\varphi(\nabla u)-\varphi(\nabla h)-\nabla(u-h) \cdot \nabla h \\
=|\nabla u|-\frac{1}{2}+\frac{1}{2}|\nabla h|^{2}-\nabla u \cdot \nabla h \\
\geq \frac{1}{2}\left(2|\nabla u|-1-2|\nabla u||\nabla h|+|\nabla h|^{2}\right) \\
=\frac{1}{2}(2|\nabla u|-1-|\nabla h|)(1-|\nabla h|) \geq \frac{\mu^{2}}{2}|\nabla u| .
\end{gathered}
$$

Where $|\nabla u|<1$, we have

$$
\varphi(\nabla u)-\varphi(\nabla h)-\nabla(u-h) \cdot \nabla h=\frac{1}{2}|\nabla(u-h)|^{2} .
$$

We now obtain the lemma by using

$$
\int_{B_{r}(a)}\left|D^{s} u\right| \geq \int_{B_{r}(a)} D^{s} u \cdot \nabla h+\int_{B_{r}(a)}\left|D^{s} u\right|(1-|\nabla h|)
$$

the assumption on $h$, and the above estimates. $\quad$
We now fix $B_{2 r}(a) \subset \subset \Omega$. Let $v$ be a Lipschitz function defined on $B_{2 r}(a)$ and assume there exists an $l \in \mathbf{R}^{n}$ with $|l| \leq 1-2 \mu$, such that $\sup _{B_{2 r}(a)}|\nabla v-l| \leq \beta^{2 \delta}$ for $\delta>0$ and $0<\beta<1$ to be chosen later. Also let $\bar{v}$ be defined by $\bar{v}(x)=v(x)-l \cdot x$. Let $\eta_{\epsilon}$ be the usual mollifier on $\mathbf{R}^{n}$ and denote $\bar{v}_{\beta}=\eta_{r \beta} * \bar{v}$ and $v_{\beta}=\eta_{r \beta} * v$. We then have the following estimates from [18]:

$$
\begin{equation*}
\sup _{B_{r}(a)}\left|\nabla v_{\beta}-l\right|=\sup _{B_{r}(a)}\left|\nabla \bar{v}_{\beta}\right| \leq \beta^{2 \delta} \tag{2.2}
\end{equation*}
$$

$$
\begin{gather*}
\sup _{B_{r}(a)}\left|v_{\beta}-v\right|=\sup _{B_{r}(a)}\left|\bar{v}_{\beta}-\bar{v}\right| \leq r \beta \sup _{B_{r}(a)}\left|\nabla \bar{v}_{\beta}\right| \leq r \beta^{1+2 \delta}  \tag{2.3}\\
r^{\delta} \sup _{B_{r}(a)}|x-y|^{-\delta}\left|\nabla v_{\beta}(x)-\nabla v_{\beta}(y)\right|  \tag{2.4}\\
\leq c_{1} r^{\delta} \sup _{B_{r}(a)}|\nabla v-l| \sup _{x^{\prime} \neq y^{\prime}}\left|x^{\prime}-y^{\prime}\right|^{-\delta}\left|\eta_{1}\left((r \beta)^{-1} x^{\prime}\right)-\eta_{1}\left((r \beta)^{-1} y^{\prime}\right)\right| \\
\leq c_{2} \beta^{2 \delta} \beta^{-\delta}=c_{2} \beta^{\delta}
\end{gather*}
$$

Now for any $\tilde{r} \in\left[\frac{r}{2}, r\right]$ there exists a unique solution $[11] w \in H^{1}\left(B_{\tilde{r}}(a)\right) \cap C^{1, \delta}\left(\bar{B}_{\tilde{r}}(a)\right)$ with $\delta \in(0,1)$ for the problem

$$
\begin{equation*}
-\Delta w=I-w \quad \text { on } B_{\tilde{r}}(a), \quad w=v_{\beta} \quad \text { on } \partial B_{\tilde{r}}(a) . \tag{2.5}
\end{equation*}
$$

Lemma 2.3. For $I \in L^{\infty}(\Omega)$, the solution $w$ to (2.5) satisfies

$$
\begin{equation*}
\|w\|_{L^{\infty}\left(B_{\tilde{r}}(a)\right)} \leq\left\|v_{\beta}\right\|_{L^{\infty}\left(\partial B_{\tilde{r}}(a)\right)}+\|I\|_{L^{\infty}(\Omega)} \tag{2.6}
\end{equation*}
$$

$$
\begin{gather*}
\sup _{x, y \in B_{\tilde{r} / 2}(a)} \frac{|\nabla w(x)-\nabla w(y)|}{|x-y|^{1 / 2}} \leq c_{4}\left(\frac{1}{r^{n+1 / 2}} \int_{\left(\partial B_{\tilde{r}}(a)\right)}\left|v_{\beta}\right| d \mathcal{H}^{n-1}\right.  \tag{2.8}\\
\left.+r^{1 / 2}\left(\|I\|_{L^{\infty}(\Omega)}+\left\|v_{\beta}\right\|_{L^{\infty}\left(\partial B_{\tilde{r}}(a)\right)}\right)\right)
\end{gather*}
$$

Proof. Estimate (2.6) is from Theorem 8.16 in [11]. To prove (2.7) and (2.8), we decompose $w$ as $w=w_{1}+w_{2}$, such that

$$
\begin{equation*}
-\Delta w_{1}=I-w \quad \text { on } B_{\tilde{r}}(a), \quad w_{1}=0 \quad \text { on } \partial B_{\tilde{r}}(a) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
-\Delta w_{2}=0 \quad \text { on } B_{\tilde{r}}(a), \quad w=v_{\beta} \quad \text { on } \partial B_{\tilde{r}}(a) \tag{2.10}
\end{equation*}
$$

Let $\tilde{w}_{2} \equiv w_{2}-v_{\beta}$. Then $\tilde{w}_{2}$ solves

$$
\begin{equation*}
-\Delta \tilde{w}_{2}=-\operatorname{div}\left(\nabla v_{\beta}-l\right) \quad \text { on } B_{\tilde{r}}(a), \quad \tilde{w}_{2}=0 \quad \text { on } \partial B_{\tilde{r}}(a), \tag{2.11}
\end{equation*}
$$

for any $l \in R^{n}$. Representing the solution of (2.9) using Green's function, i.e., $w_{1}(x)=$ $\int_{B_{\tilde{r}}(a)} \Gamma(x-y)(I-w)(y) d y$, where $\Gamma$ is the fundamental solution of Laplace's equation, it is not difficult to get

$$
\begin{equation*}
\left\|\nabla w_{1}\right\|_{L^{\infty}\left(B_{\tilde{r}}(a)\right)} \leq c r\|I-w\|_{L^{\infty}\left(B_{\tilde{r}}(a)\right)} \tag{2.12}
\end{equation*}
$$

where $c$ is independent of $r$.
Moreover, by the Stobolev imbedding theorem, Theorem 9.9 in [11], and (2.6),

$$
\begin{align*}
&\left\|\nabla w_{1}\right\|_{C^{0,1 / 2}\left(B_{\tilde{r}}(a)\right)} \leq c\left\|w_{1}\right\|_{W^{2,2 n}\left(B_{\tilde{r}}(a)\right)} \leq c\|I-w\|_{L^{2 n}\left(B_{\tilde{r}}(a)\right)}  \tag{2.13}\\
& \leq c r^{1 / 2}\|I-w\|_{L^{\infty}\left(B_{\tilde{r}}(a)\right)} \leq c r^{1 / 2}\left(\left\|v_{\beta}\right\|_{L^{\infty}\left(\partial B_{\tilde{r}}(a)\right)}+\|I\|_{L^{\infty}(\Omega)}\right)
\end{align*}
$$

Next we shall estimate $w_{2}$. Multiplying both sides of (2.11) by $\tilde{w}_{2}$, and integrating over $B_{\tilde{r}}(a)$, carrying out a simple computation, and using (2.2), we have for any $l \in R^{n}$,

$$
\begin{equation*}
\int_{B_{\tilde{r}}(a)}\left|\nabla w_{2}-l\right|^{2} d x \leq c \int_{B_{\tilde{r}}(a)}\left|\nabla v_{\beta}-l\right|^{2} d x \leq c r^{n} \beta^{4 \delta} \tag{2.14}
\end{equation*}
$$

where $c>0$ is a constant independent of $r$.
Furthermore, applying Theorem 8.16 and 8.33 (with a rescaling argument) in [11] to (2.11), we get the following estimates:

$$
\begin{equation*}
\left\|\tilde{w}_{2}\right\|_{L^{\infty}\left(B_{\tilde{r}}\right)} \leq c\left\|\nabla v_{\beta}-l\right\|_{L^{\infty}\left(B_{\tilde{r}}\right)} \tag{2.15}
\end{equation*}
$$

and
$(2.16) r^{\delta}\left[D \tilde{w}_{2}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)} \leq c\left(\left\|\tilde{w}_{2}\right\|_{L^{\infty}\left(B_{\tilde{r}}\right)}+\left\|\nabla v_{\beta}-l\right\|_{L^{\infty}\left(B_{\tilde{r}}\right)}+r^{\delta}\left[D v_{\beta}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)}\right)$,
where $c>0$ is a constant independent of $r$. Inserting (2.15) into (2.16), and using (2.2) and (2.4), it yields

$$
\begin{gather*}
r^{\delta}\left[D w_{2}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)} \leq\left(r^{\delta}\left[D \tilde{w}_{2}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)}+r^{\delta}\left[D v_{\beta}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)}\right)  \tag{2.17}\\
\leq c\left(\left\|\nabla v_{\beta}-l\right\|_{L^{\infty}\left(B_{\tilde{r}}\right)}+r^{\delta}\left[D v_{\beta}\right]_{C^{0, \delta}\left(B_{\tilde{r}}\right)}\right) \leq c \beta^{\delta} .
\end{gather*}
$$

Now we can estimate $\sup _{B_{\tilde{r}}(a)}\left|\nabla w_{2}-l\right|$. Denoting $\left|B_{\tilde{r}}(a)\right|^{-1} \int_{B_{\tilde{r}}(a)} f d x$ by $(f)_{B_{\tilde{r}}(a)}$, and using (2.14) and (2.17), we get

$$
\begin{align*}
& \sup _{B_{\tilde{r}}(a)}\left|\nabla w_{2}-l\right| \leq \sup _{B_{\tilde{r}}(a)}\left\{\left|\nabla w_{2}-\left(\nabla w_{2}\right)_{B_{\tilde{r}}(a)}\right|+\left|\left(\nabla w_{2}\right)_{B_{\tilde{r}}(a)}-l\right|\right\}  \tag{2.18}\\
& \leq r^{\delta}\left[D w_{2}\right]_{C^{0, \delta}\left(B_{\tilde{r})}\right.}+\left|B_{\tilde{r}}(a)\right|^{-1 / 2}\left(\int_{B_{\tilde{r}}(a)}\left|\nabla w_{2}-l\right|^{2}\right)^{1 / 2} d x \leq c \beta^{\delta}
\end{align*}
$$

here we used (2.14) and (2.17) in the last inequality.
We then have from (2.6) and (2.18)

$$
\begin{aligned}
& \sup _{B_{\tilde{r}}(a)}|\nabla w-l| \leq \sup _{B_{\tilde{r}}(a)}\left|\nabla w_{2}-l\right|+\sup _{B_{\tilde{r}}(a)}\left|\nabla w_{1}\right| \\
& \leq c_{3}\left(\beta^{\delta}+r\left(\|I\|_{L^{\infty}\left(B_{\tilde{r}}(a)\right)}+\left\|v_{\beta}\right\|_{\left.L^{\infty}\left(\partial B_{\tilde{r}}(a)\right)\right)}\right) .\right.
\end{aligned}
$$

Hence (2.7) is proved. To prove (2.8) we represent $w_{2}$ by the Poisson's formula on the ball $B_{\tilde{r}}(a)$, i.e.,

$$
w_{2}(x)=\frac{\tilde{r}^{2}-|x|^{2}}{n \alpha_{n} r} \int_{\partial B_{\tilde{r}}(a)} \frac{v_{\beta}(y)}{|x-y|^{n}} d S_{y}, \quad x \in B_{\tilde{r}}(a),
$$

where $\alpha_{n}$ represents the volume of $n$ dimensional unit ball. A direct computation leads to the estimate

$$
\sup _{B_{\tilde{r} / 2}(a)}\left|D^{2} w_{2}\right| \leq c r^{-n-1} \int_{\partial B_{\tilde{r}}(a)}\left|v_{\beta}(y)\right| d S_{y}
$$

where $c>0$ dependents only on $n$. Then we have

$$
\begin{gather*}
\sup _{x, y \in B_{\tilde{r} / 2}(a)} \frac{\left|\nabla w_{2}(x)-\nabla w_{2}(y)\right|}{|x-y|^{1 / 2}} \leq\left(\sup _{x, y \in B_{\tilde{r} / 2}(a)}\left|D^{2} w_{2}\right|\right)|x-y|^{1 / 2}  \tag{2.19}\\
\leq \frac{c}{r^{n+1 / 2}} \int_{\left.\partial B_{\tilde{r}}(a)\right)}\left|v_{\beta}\right| d \mathcal{H}^{n-1}
\end{gather*}
$$

Now (2.8) immediately follows from (2.13) and (2.19).
Lemma 2.4. Suppose there is a $v \in C^{0,1}\left(B_{2 r}(a)\right)$ and $l \in \mathbf{R}^{n}$ with $|l| \leq 1-2 \mu$, $\sup _{B_{2 r}(a)}|\nabla v-l| \leq \beta^{2 \delta}$, and $\sup _{B_{2 r}(a)}|v| \leq C_{u}$, where $C_{u}$ is a constant depending only on $u$. Let $v_{\beta}, \tilde{r}$, and $w$ be as in the previous discussion. Then there exists constants $c_{5}$ and $c_{6}$ such that if $\beta \leq c_{5}$ and $r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right) \leq c_{6}$, then

$$
\begin{gathered}
\int_{B_{\tilde{r}}(a)} \varphi(D u)-\int_{B_{\tilde{r}}(a)} \varphi(\nabla w) d x \geq \int_{\partial B_{\tilde{r}}(a)}\left(u-v_{\beta}\right) \frac{\partial w}{\partial n} d \mathcal{H}^{n-1} \\
+\int_{B_{\tilde{r}}(a)}(u-w)(I-w) d x+\mu \int_{B_{\tilde{r}}(a)}\left|D^{s} u\right|+\frac{\mu^{2}}{2} \int_{B_{\tilde{r}}(a) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x \\
\quad+\frac{1}{2} \int_{B_{\tilde{r}}(a) \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x \\
\geq \int_{\partial B_{\tilde{r}}(a)}\left(u-v_{\beta}\right) \frac{\partial w}{\partial n} d \mathcal{H}^{n-1}+\frac{1}{2} \int_{B_{\tilde{r}}(a)}(w-I)^{2} d x-\frac{1}{2} \int_{B_{\tilde{r}}(a)}(u-I)^{2} d x \\
+\mu \int_{B_{\tilde{r}}(a)}\left|D^{s} u\right|+\frac{\mu^{2}}{2} \int_{B_{\tilde{r}}(a) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x \\
\\
+\frac{1}{2} \int_{B_{\tilde{r}}(a) \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x .
\end{gathered}
$$

Proof. From (2.7)-(2.8), the definition of $v_{\beta}$, and the assumption on $l$ we see that

$$
\begin{gathered}
\sup _{B_{\tilde{r}(a)}}|\nabla w| \leq \sup _{B_{\tilde{r}(a)}}|\nabla w-l|+|l| \\
\leq c_{3}\left(\beta^{\delta}+r\left(\|v\|_{L^{\infty}\left(\partial B_{\tilde{r}}(a)\right)}+\|I\|_{L^{\infty}(\Omega)}\right)\right)+1-2 \mu \\
\leq c_{3}\left(\beta^{\delta}+r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right)\right)+1-2 \mu .
\end{gathered}
$$

Later, $v$ will be chosen (see, for instance, [14]) to be a Lipschitz approximation of $u$ so that $\|v\|_{L^{\infty}\left(B_{2 r}(a)\right)}$ can be bounded by a constant $C_{u}$ depending only on $u$. Now choose $c_{5}$ and $c_{6}$ such that $\beta^{\delta} \leq c_{5}$ and

$$
r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right) \leq c_{6}
$$

imply

$$
c_{3}\left(\beta^{\delta}+r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right)\right) \leq \mu
$$

Thus

$$
\begin{equation*}
\sup _{B_{\tilde{r}(a)}}|\nabla w| \leq 1-\mu \tag{2.20}
\end{equation*}
$$

The conditions of Lemma 2.2 now hold for $h=w$. Substituting in $w$ for $h$ in the inequality in Lemma 2.2, integrating by parts, and using Young's inequality for ( $u-$ $w)(I-w)=-(u-I)(w-I)+(I-w)^{2}$ the lemma is proved.

Lemma 2.5. If the function $u \in B V(\Omega)$ is solution to (1.1), then

$$
\begin{aligned}
& \int_{B_{r}} \varphi(D u)-\int_{B_{r}} \varphi(D w) \leq 1 / 2 \int_{B_{r}}(w-I)^{2} d x \\
& -1 / 2 \int_{B_{r}}(u-I)^{2} d x+\int_{\partial B_{r}}|T w-T u| d \mathcal{H}^{n-1}
\end{aligned}
$$

for any $w \in B V\left(B_{r}\right), B_{r} \subset \subset \Omega$. Here $T$ denotes the trace operator on $B V$.
Proof. Let $w \in B V\left(B_{r}\right)$ and define

$$
\zeta= \begin{cases}w-u & \text { on } B_{r} \\ 0 & \text { in } \Omega \backslash \bar{B}_{r}\end{cases}
$$

Then since $u$ is a solution we have letting $v=u+\zeta$ in (1.1) and using Theorem 1 of section 5.4 in [10],

$$
\begin{gathered}
\int_{\Omega} \varphi(D u)+1 / 2 \int_{\Omega}(u-I)^{2} d x \leq \int_{B_{r}} \varphi(D w)+\int_{\partial B_{r}}|T w-T u| d \mathcal{H}^{n-1} \\
\quad+\int_{\Omega \backslash \bar{B}_{r}} \varphi(D u)+1 / 2 \int_{B_{r}}(w-I)^{2} d x+1 / 2 \int_{\Omega \backslash B_{r}}(u-I)^{2} d x
\end{gathered}
$$

Hence

$$
\begin{gathered}
\int_{\bar{B}_{r}} \varphi(D u)+1 / 2 \int_{B_{r}}(u-I)^{2} d x \leq \int_{B_{r}} \varphi(D w)+1 / 2 \int_{B_{r}}(w-I)^{2} d x \\
\quad+\int_{\partial B_{r}}|T w-T u| d \mathcal{H}^{n-1} .
\end{gathered}
$$

We use the above lemma, Lemma 2.4, and estimates (2.2)-(2.4) to obtain the following inequality for the solution $u$ to (1.1).

Lemma 2.6. Let $v, l$ be as in Lemma 2.4 with

$$
r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right) \leq c_{6}
$$

$w$ as in (2.5), and $u$ a solution to (1.1). Then

$$
\begin{aligned}
& \int_{B_{\tilde{r}}(a)}\left|D^{s} u\right|+\int_{B_{\tilde{r}(a)} \cap\{|\nabla u| \geq 1\}}|\nabla u| d x+\int_{B_{\tilde{r}(a)} \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x \\
& \leq c_{7} \int_{\partial B_{\tilde{r}( }(a)}|u-v| d \mathcal{H}^{n-1}+c_{8} r^{n} \beta^{1+2 \delta}
\end{aligned}
$$

where $u$ and $v$ on $\partial B_{\tilde{r}}(a)$ is understood in the sense of trace.

Proof. By the previous lemma with $w$ from (2.5) and Lemma 2.4 we have

$$
\begin{gathered}
\int_{\partial B_{\tilde{r}}(a)}\left|u-v_{\beta}\right| d \mathcal{H}^{n-1} \geq \int_{B_{\tilde{r}}(a)} \varphi(D u)+\frac{1}{2} \int_{B_{\tilde{r}}(a)}(u-I)^{2} d x \\
-\int_{B_{\tilde{r}}(a)} \varphi(\nabla w) d x-\frac{1}{2} \int_{B_{\tilde{r}}(a)}(w-I)^{2} d x \\
\geq \int_{\partial B_{\tilde{r}}(a)}\left(u-v_{\beta}\right) \frac{\partial w}{\partial n} d \mathcal{H}^{n-1}+\mu \int_{B_{\tilde{r}}(a)}\left|D^{s} u\right|+\frac{\mu^{2}}{2} \int_{B_{\tilde{r}(a)} \cap\{|\nabla u| \geq 1\}}|\nabla u| d x \\
+\frac{1}{2} \int_{B_{\tilde{r}(a)} \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x .
\end{gathered}
$$

The lemma is thus proved by using (2.20) and the estimate for $\left|v-v_{\beta}\right|$ from (2.3).
The following first variational formula is from Hardt and Kinderlehrer [12]: if $u$ is a solution to (1.1), then

$$
\begin{equation*}
\int_{\Omega} \sigma \cdot \nabla \zeta d x+\int_{\Omega} \sigma \cdot \xi\left|D^{s} u\right|=-\int_{\Omega}(u-I) \zeta d x \tag{2.21}
\end{equation*}
$$

where $\zeta$ is any function in $B V_{0}(\Omega)$ with $D^{s} \zeta \ll\left|D^{s} u\right|, \xi$ is the Radon-Nikodym derivative of $D^{s} \zeta$ with respect to $\left|D^{s} u\right|$, and $\sigma \in L^{1}(\Omega)$ is the stress tensor defined by

$$
\sigma(u)= \begin{cases}\varphi_{P}(\nabla u) & \text { in } \Omega_{a} \\ D^{s} u /\left|D^{s} u\right| & \text { in } \Omega_{s}\end{cases}
$$

Here $D^{s} u /\left|D^{s} u\right|$ denotes the Radon-Nikodym derivative of $D^{s} u$ with respect to $\left|D^{s} u\right|$ and $\Omega=\Omega_{a} \cup \Omega_{s}$ is the decomposition of $\Omega$ with respect to the mutually singular measures $\mathcal{L}^{n}$ and $\left|D^{s} u\right|$. Clearly $|\sigma(u)| \leq 1$. Note that $\sigma(u)$ depends only on $u$. In the sequel we will write $\sigma$ instead of $\sigma(u)$ and write the left-hand side of (2.21) as

$$
\int_{\Omega} \sigma \cdot D \zeta
$$

We may also note that if

$$
\int_{\Omega} \sigma \cdot D \zeta=-\int_{\Omega}(u-I) \zeta d x
$$

holds for arbitrary $\zeta \in B V(\Omega)$ for some $u$ where $\sigma$ is defined as above, then $u$ solves (1.1). In fact, for arbitrary $v \in B V(\Omega)$ we take $\zeta=v-u$, noting that by convexity of $\varphi$ we have $\varphi(\nabla v)-\varphi(\nabla u) \geq \nabla(v-u) \cdot \varphi_{P}(\nabla u)$ on $\Omega_{a}$ and that on $\Omega_{s}$ we have

$$
\int_{\Omega_{s}}\left|D^{s} v\right|-\int_{\Omega_{s}}\left|D^{s} u\right| \geq \int_{\Omega_{s}} D^{s}(v-u) \cdot \frac{D^{s} u}{\left|D^{s} u\right|}
$$

The proof of the lemma below is based on [13], with some necessary modifications.
LEMMA 2.7. Suppose $u$ is a solution to our minimization problem, $B_{2 r}(a) \subset \subset \Omega$, $v \in C^{0,1}\left(B_{2 r}(a)\right)$ with $\sup _{B_{2 r}(a)}|\nabla v| \leq 1-\mu$, and

$$
\mathcal{L}^{n}\left(\{u \neq v\} \cap B_{\rho}(a)\right) \leq \frac{1}{2}\left|B_{\rho}\right| \quad \text { for all } \quad r \leq \rho \leq 2 r
$$

then there exists positive constants $c_{9}$ and $c_{10}$ such that if

$$
\mathcal{L}^{n}\left(\{u \neq v\} \cap B_{2 r}(a)\right) \leq c_{9} r^{n}
$$

then

$$
\|u-v\|_{L^{\infty}\left(B_{r}(a)\right)} \leq c_{10}\left(\mathcal{L}^{n}\left(\{u \neq v\} \cap B_{2 r}(a)\right)\right)^{\frac{1}{n}}
$$

Proof. First we note that the function $\varphi$ satisfies $|p|-\lambda \leq \varphi(p) \leq|p|$ for all $p \in \mathbf{R}^{n}$, some $\lambda>0$. By convexity of $\varphi$ we have $\varphi(p) \leq \varphi_{P}(p) \cdot p+\varphi(0)$ for all $p \in \mathbf{R}^{n}$. Hence we have

$$
\begin{gathered}
|D u|=|\nabla u| d x+\left|D^{s} u\right| \leq \varphi(\nabla u) d x+\left|D^{s} u\right|+\lambda d x \\
\leq \varphi_{P}(\nabla u) \cdot \nabla u d x+\left|D^{s} u\right|+(\lambda+\varphi(0)) d x=\sigma \cdot D u+\lambda d x
\end{gathered}
$$

Let $\theta: \mathbf{R} \rightarrow \mathbf{R}$ be a bounded, increasing, piecewise differentiable function with $\theta^{\prime}(t) \leq 1$ for almost all $t$. Let $0<\rho<h$ and

$$
\eta(x)= \begin{cases}1 & \text { in } B_{\rho}(a) \\ (h-\rho)^{-1}(h-|x-a|) & \text { in } B_{h}(a) \backslash B_{\rho}(a) \\ 0 & \text { in } \Omega \backslash B_{h}(a)\end{cases}
$$

Now apply the first variational formula to $\zeta=\eta \theta(u-v)$ to get

$$
\begin{gather*}
\int_{B_{h}(a)} \eta \sigma \cdot D[\theta(u-v)]=(h-\rho)^{-1} \int_{B_{h}(a) \backslash B_{\rho}(a)} \sigma \cdot \frac{x-a}{|x-a|} \theta(u-v) d x \\
-\int_{B_{h}(a)} \eta \theta(u-v)(u-I) d x . \tag{2.22}
\end{gather*}
$$

To obtain a lower bound for $\eta \sigma \cdot D[\theta(u-v)]$ we use the above properties of $\varphi$. We have $D[\theta(u-v)]=\theta^{\prime}(u-v) D(u-v)$ and hence by noting the bound of $|\nabla v|$

$$
\begin{gathered}
\int_{B_{\rho}(a)}|D[\theta(u-v)]| \leq \int_{B_{\rho}(a)} \theta^{\prime}(u-v)|D u|+\int_{B_{\rho}(a)} \theta^{\prime}(u-v) \\
\leq \int_{B_{\rho}(a)} \theta^{\prime}(u-v) \varphi(D u)+\int_{B_{\rho}(a)}(\lambda+1) \theta^{\prime}(u-v) \\
\leq \int_{B_{\rho}(a)} \theta^{\prime}(u-v) \sigma \cdot D u+\int_{B_{\rho}(a)}(\lambda+1) \theta^{\prime}(u-v) \\
=\int_{B_{\rho}(a)} \theta^{\prime}(u-v) \sigma \cdot D(u-v)+\int_{B_{\rho}(a)} \theta^{\prime}(u-v) \sigma \cdot D v \\
(2.23)+\int_{B_{\rho}(a)}(\lambda+1) \theta^{\prime}(u-v) \leq \int_{B_{h}(a)} \eta \sigma \cdot D[\theta(u-v)]+\int_{B_{h}(a)} C_{\lambda} \theta^{\prime}(u-v)
\end{gathered}
$$

for some constant $C_{\lambda}$ depending only on $\lambda$. Inserting (2.22) into (2.23), and noting the $L^{\infty}$ bound for $u$, we get

$$
\begin{gathered}
\int_{B_{\rho}(a)}|D[\theta(u-v)]| \\
\leq(h-\rho)^{-1} \int_{B_{h}(a) \backslash B_{\rho}(a)}|\theta(u-v)| d x+C_{\lambda}|\operatorname{supp} \eta \theta(u-v)| \\
+2\|I\|_{L^{\infty}(\Omega)} \int_{B_{h}(a)}|\theta(u-v)| d x .
\end{gathered}
$$

For $0<k<s$ we choose $\theta$ as

$$
\theta(t)= \begin{cases}0 & \text { for } t \leq k \\ t-k & \text { for } k<t<s \\ s-k & \text { for } t \geq s\end{cases}
$$

Now let $A(k, h) \equiv B_{h} \cap\{u-v>k\}$. Clearly $\operatorname{supp}[\eta \theta(u-v)] \subset A(k, h)$. Thus

$$
\begin{gathered}
\int_{B_{\rho}(a)}|D[\theta(u-v)]| \\
\leq\left((h-\rho)^{-1}+2\|I\|_{L^{\infty}(\Omega)}\right) \int_{B_{h}(a)}|\theta(u-v)| d x+C_{\lambda}|A(k, h)| .
\end{gathered}
$$

By assumption, $|A(0, \rho)| \leq \frac{1}{2}\left|B_{\rho}(a)\right|$ for $r \leq \rho \leq 2 r$. Thus we see that

$$
\frac{\mathcal{L}^{n}\left\{\{\theta(u-v)=0\} \cap B_{\rho}(a)\right\}}{\left|B_{\rho}(a)\right|} \geq \frac{1}{2} .
$$

We can then apply the isoperimetric inequality for $s>k>0$ to get

$$
\begin{gathered}
(s-k)|A(s, \rho)|^{\frac{n-1}{n}} \leq\left(\int_{B_{\rho}(a)}|\theta(u-v)|^{\frac{n}{n-1}} d x\right)^{\frac{n-1}{n}} \\
\leq c_{11} \int_{B_{\rho}(a)}|D[\theta(u-v)]| \\
\leq c_{12}\left((h-\rho)^{-1}+\|I\|_{L^{\infty}(\Omega)}\right) \int_{B_{h}(a)}|\theta(u-v)| d x+c_{13}|A(k, h)| .
\end{gathered}
$$

So since $h \leq 2 r$ we get

$$
(s-k)|A(s, \rho)|^{\frac{n-1}{n}} \leq c_{14}(h-p)^{-1} \int_{B_{h}(a)}|\theta(u-v)| d x+c_{14}|A(k, h)|
$$

And since

$$
\int_{B_{h}(a)}|\theta(u-v)| d x \leq(s-k)|A(k, h)|
$$

we arrive at

$$
|A(s, \rho)|^{\frac{n-1}{n}} \leq c_{14}\left((h-p)^{-1}+(s-k)^{-1}\right)|A(k, h)|
$$

for every $r \leq \rho<h \leq 2 r$ and $s>k>0$. We now apply Lemma 2.1 in [13] to obtain the upper bound.

The lower bound for $u-v$ is obtained by using a similar argument for $0<k<$ $s<\infty$,

$$
\tilde{\theta}(t)= \begin{cases}0 & \text { for } t \geq-k \\ -t-k & \text { for }-s<t<-k \\ s-k & \text { for } t \leq-s\end{cases}
$$

and $\tilde{A}(k, h) \equiv B_{h} \cap\{u-v<-k\}$. The lemma then follows by again applying Lemma 2.1 in [13].

Now define the energy function
$\Phi(r, l, x)=\frac{1}{\left|B_{r}\right|}\left\{\int_{B_{r}(x) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x+\int_{B_{r}(x) \cap\{|\nabla u|<1\}}|\nabla u-l|^{2} d x+\int_{B_{r}(x)}\left|D^{s} u\right|\right\}$.
The following theorem provides a decay estimate for $\Phi$.
THEOREM 2.8. If $u$ solves (1.1) with $B_{r}(a) \subset \subset \Omega, l_{1} \in \mathbf{R}^{n}$ with $\left|l_{1}\right| \leq 1-\mu$, then there exist positive constants $\omega, \epsilon, \kappa, c_{37}, c_{38}$, and $c_{39}$ such that

$$
\Phi\left(4 r, l_{1}, a\right) \leq \epsilon
$$

and

$$
r \leq \kappa
$$

implies

$$
\Phi\left(\omega r, l_{2}, a\right) \leq \frac{1}{2} \Phi\left(4 r, l_{1}, a\right)+c_{37} r
$$

where

$$
\left|l_{1}-l_{2}\right| \leq c_{38} \Phi\left(4 r, l_{1}, a\right)^{\frac{1}{2}}+c_{39} r .
$$

Proof. For fixed $\lambda>0$, define

$$
R^{\lambda} \equiv\left\{x \in B_{2 r}(a) \mid \Phi\left(\rho, l_{1}, x\right) \leq \lambda \text { for all } 0<\rho \leq 2 r\right\}
$$

By Vitali's covering theorem, there exist disjoint balls $\left\{B_{r_{i}}\left(x_{i}\right)\right\}_{i=1}^{\infty}$ such that

$$
B_{2 r}(a) \backslash R^{\lambda} \subset \cup_{i=1}^{\infty} B_{5 r_{i}}\left(x_{i}\right)
$$

and $\Phi\left(r_{i}, l_{1}, x_{i}\right) \geq \lambda$. Then we have

$$
\mathcal{L}^{n}\left(B_{2 r}(a) \backslash R^{\lambda}\right) \leq 5^{n} \sum_{i=1}^{\infty}\left|B_{r_{i}}\left(x_{i}\right)\right| \leq \frac{5^{n}}{\lambda}\left|B_{4 r}(a)\right| \Phi\left(4 r, l_{1}, a\right)
$$

Let $g(x)=u(x)-l_{1} \cdot x$. By Poincarè's inequality we have for $x \in R^{\lambda}$ and $0<\rho \leq 2 r$

$$
\begin{aligned}
& \frac{1}{\left|B_{\rho}\right|} \int_{B_{\rho}(x)}\left|g(y)-\bar{g}_{x, \rho}\right| d y \leq \frac{c_{15}}{\rho^{n-1}} \int_{B_{\rho}(x)}|D g| \\
\leq & \frac{c_{15}}{\rho^{n-1}}\left\{2 \int_{B_{\rho}(x) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x+\int_{B_{\rho}(x)}\left|D^{s} u\right|\right. \\
+ & \left.\left|B_{\rho}\right|^{1 / 2}\left(\int_{B_{\rho}(x) \cap\{|\nabla u|<1\}}\left|\nabla u-l_{1}\right|^{2} d x\right)^{1 / 2}\right\} \\
\leq & c_{16} \rho \Phi\left(\rho, l_{1}, x\right)^{1 / 2} \leq c_{16} \lambda^{1 / 2} \rho,
\end{aligned}
$$

where $\bar{g}_{x, \rho}=\frac{1}{\left|B_{\rho}\right|} \int_{B_{\rho}(x)} g(y) d y$. Then

$$
\begin{aligned}
& \left|\bar{g}_{x, \rho / 2^{k+1}}-\bar{g}_{x, \rho / 2^{k}}\right| \leq \frac{1}{\left|B_{\rho / 2^{k+1}}\right|} \int_{B_{\rho / 2^{k+1}}(x)}\left|g(y)-\bar{g}_{x, \rho / 2^{k}}\right| d y \\
& \quad \leq 2^{n} \frac{1}{\left|B_{\rho / 2^{k}}\right|} \int_{B_{\rho / 2^{k}(x)}}\left|g(y)-\bar{g}_{x, \rho / 2^{k}}\right| d y \leq c_{17} \rho \lambda^{1 / 2} / 2^{k}
\end{aligned}
$$

Since $g(x)=\lim _{\rho \rightarrow 0} \bar{g}_{x, \rho}$ for $\mathcal{L}^{n}$ a.e. $x \in R^{\lambda}$,

$$
\left|g(x)-\bar{g}_{x, \rho}\right| \leq \sum_{k=1}^{\infty}\left|\bar{g}_{x, \rho / 2^{k+1}}-\bar{g}_{x, \rho / 2^{k}}\right| \leq c_{17} \rho \lambda^{1 / 2}
$$

For $x, y \in R^{\lambda}$ with $|x-y| \leq 2 r$, set $\rho=|x-y|$. Then

$$
\begin{aligned}
& \left|\bar{g}_{x, \rho}-\bar{g}_{y, \rho}\right| \leq \frac{1}{\left|B_{\rho}(x) \cap B_{\rho}(y)\right|} \int_{B_{\rho}(x) \cap B_{\rho}(y)}\left|\bar{g}_{x, \rho}-g(z)\right|+\left|g(z)-\bar{g}_{y, \rho}\right| d z \\
& \quad \leq c_{18} \frac{1}{B_{\rho}}\left(\int_{B_{\rho}(x)}\left|g(z)-\bar{g}_{x, \rho}\right| d z+\int_{B_{\rho}(y)}\left|g(z)-\bar{g}_{y, \rho}\right| d z\right) \leq c_{19} \lambda^{1 / 2} \rho
\end{aligned}
$$

So by combining the above, we have

$$
|g(x)-g(y)| \leq c_{20} \lambda^{1 / 2} \rho=c_{20} \lambda^{1 / 2}|x-y|
$$

for $\mathcal{L}^{n}$ a.e. $x, y \in R^{\lambda} \subset B_{2 r}(a)$. Let $\lambda=c_{20}^{-2} \beta^{4 \delta}$, so that

$$
\left|u(x)-l_{1} \cdot x-u(y)+l_{1} \cdot y\right|=|g(x)-g(y)| \leq \beta^{2 \delta}|x-y|,
$$

and let $v$ be a Lipschitz function defined on $B_{2 r}(a)$ such that

$$
\begin{equation*}
v=u \text { on } R^{\lambda}, \text { and } \sup _{B_{2 r}(a)}\left|\nabla v-l_{1}\right| \leq \beta^{2 \delta} \tag{2.24}
\end{equation*}
$$

Such a $v$ exists by a standard extension for a Lipschitz function. Also note that for this choice of $v$ we have $\sup _{B_{2 r}(a)}|v| \leq C_{u}$. With the choice of $\lambda$, and by choosing

$$
\beta=\Phi\left(4 r, l_{1}, a\right) \text { and } \delta=\frac{1}{8(n+1)}
$$

we can estimate the size of the nonzero set of $u-v$ as

$$
\mathcal{L}^{n}\left(B_{2 r}(a) \cap\{u \neq v\}\right) \leq c_{21} r^{n} \beta^{-4 \delta} \Phi\left(4 r, l_{1}, a\right) \leq c_{21} r^{n} \Phi\left(4 r, l_{1}, a\right)^{1-4 \delta} .
$$

We made the choice of $\delta$ so that $(1-4 \delta) \cdot \frac{n+1}{n}=1+\frac{1}{2 n}>1$. Now choose $\tilde{r} \in\left[\frac{1}{2} r, r\right]$ so that both

$$
\int_{\partial B_{\tilde{r}(a)}}|u-v| d \mathcal{H}^{n-1} \leq \frac{3}{r} \int_{B_{\tilde{r}(a)}}|u-v| d x
$$

and

$$
\int_{\partial B_{\tilde{r}(a)}}\left|u-\bar{u}_{a, r}-l_{1} \cdot(x-a)\right| d \mathcal{H}^{n-1} \leq \frac{3}{r} \int_{B_{\tilde{r}(a)}}\left|u-\bar{u}_{a, r}-l_{1} \cdot(x-a)\right| d x
$$

are satisfied. By the choice of $\tilde{r}$,

$$
\int_{\partial B_{\tilde{r}(a)}}|u-v| d \mathcal{H}^{n-1} \leq \frac{3}{r}\|u-v\|_{L^{\infty}\left(B_{r}(a)\right)} \cdot \mathcal{L}^{n}\left\{B_{r}(a) \cap\{u \neq v\}\right\}
$$

Choose $r\left(C_{u}+\|I\|_{L^{\infty}(\Omega)}\right) \leq c_{6}$. By Lemma 2.7, for $\Phi\left(4 r, l_{1}, a\right) \leq c_{22}$, we have

$$
\frac{1}{r}\|u-v\|_{L^{\infty}\left(B_{r}(a)\right)} \leq c_{10} \frac{1}{r}\left(\mathcal{L}^{n}\left(B_{2 r}(a) \cap\{u \neq v\}\right)\right)^{1 / n} .
$$

Thus

$$
\frac{1}{r^{n}} \int_{\partial B_{\tilde{r}(a)}}|u-v| d \mathcal{H}^{n-1} \leq c_{23} \Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{2 n}}
$$

We now apply Lemma 2.6 to the above, using the estimate for the boundary integral of $u-v$, to obtain

$$
\begin{gather*}
\int_{B_{r \omega}(a)}\left|D^{s} u\right|+\int_{B_{r \omega(a)} \cap\{|\nabla u| \geq 1\}}|\nabla u| d x+\int_{B_{r \omega(a)} \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x  \tag{2.25}\\
\quad \leq c_{24} r^{n}\left(\Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{2 n}}+\Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{4(n+2)}}\right)
\end{gather*}
$$

for any $\omega \leq 1 / 2$. Let $l_{2} \equiv \nabla \omega(a)$. By using the gradient estimate, (2.7)-(2.8), for $\omega$, the choice of $\tilde{r}$, the definition of $v_{\beta}$, the above bound for $v$, and Poincarè's inequality,

$$
\begin{aligned}
& \left|l_{1}-l_{2}\right| \leq \frac{1}{\left|B_{\tilde{r}}\right|} \int_{\partial B_{\tilde{r}(a)}}\left|v_{\beta}-\bar{u}_{a, r}-l_{1} \cdot(x-a)\right| d \mathcal{H}^{n-1}+c_{25} r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right) \\
& \leq \frac{1}{\left|B_{\tilde{r}}\right|} \int_{\partial B_{\tilde{r}(a)}}\left|v_{\beta}-u\right|+\left|u-\bar{u}_{a, r}-l_{1} \cdot(x-a)\right| d \mathcal{H}^{n-1}+c_{25} r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right) \\
& \quad \leq c_{26} \Phi\left(4 r, l_{1}, a\right)+\frac{c_{27}}{r^{n}} \int_{B_{r}(a)}\left|D u-l_{1}\right|+c_{25} r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right) .
\end{aligned}
$$

By the Hölder inequality, we obtain $\left|l_{1}-l_{2}\right| \leq c_{28} \Phi\left(4 r, l_{1}, a\right)^{1 / 2}+c_{25} r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)$. The last term on the left side of inequality (2.25) satisfies

$$
\int_{B_{r \omega}(a) \cap\{|\nabla u|<1\}}|\nabla(u-w)|^{2} d x \geq \int_{B_{r \omega}(a) \cap\{|\nabla u|<1\}} \frac{1}{2}\left|\nabla u-l_{2}\right|^{2}-\left|\nabla w-l_{2}\right|^{2} d x .
$$

Thus by (2.25) and the above inequality,

$$
\begin{equation*}
\left|B_{r \omega}\right| \Phi\left(r \omega, l_{2}, a\right) \leq c_{29} r^{n} \Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{4(n+2)}}+c_{30} \int_{B_{r \omega}}\left|\nabla w-l_{2}\right|^{2} d x \tag{2.26}
\end{equation*}
$$

To estimate the last term, we again use the estimates for the gradient of $w$. Note that

$$
\begin{aligned}
& \sup _{x, y \in B_{r / 4}(a)} \frac{|\nabla w(x)-\nabla w(y)|}{|x-y|^{1 / 2}} \\
& \leq c_{4} \frac{1}{r^{n+1 / 2}} \int_{\partial B_{\tilde{r}(a)}}\left|v_{\beta}-\bar{u}_{a, r}-l_{1} \cdot(x-a)\right| d \mathcal{H}^{n-1} \\
& +c_{4} r^{1 / 2}\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right) .
\end{aligned}
$$

Therefore, similar to the estimate for $\left|l_{1}-l_{2}\right|$, we have

$$
\begin{aligned}
& \sup _{x, y \in B_{r / 4}(a)} \frac{|\nabla w(x)-\nabla w(y)|}{|x-y|^{1 / 2}} \\
& \leq c_{31}\left(r^{-1 / 2} \Phi\left(4 r, l_{1}, a\right)^{1 / 2}+r^{1 / 2}\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)\right)
\end{aligned}
$$

Using this we then have

$$
\begin{gathered}
\int_{B_{r \omega}(a)}\left|\nabla w-l_{2}\right|^{2} d x \leq c_{32}(r \omega)^{n}\left\{\omega \Phi\left(4 r, l_{1}, a\right)\right. \\
\left.+r \Phi\left(4 r, l_{1}, a\right)^{1 / 2}\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)+r^{2}\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)^{2}\right\} \\
\leq c_{33}(r \omega)^{n}\left\{\omega \Phi\left(4 r, l_{1}, a\right)+r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)\right\} .
\end{gathered}
$$

Hence by combining the above with (2.26) we arrive at

$$
\begin{aligned}
\Phi\left(r \omega, l_{2}, a\right) & \leq c_{34} \omega^{-n} \Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{4(n+1)}}+c_{35} \omega \Phi\left(4 r, l_{1}, a\right) \\
& +c_{36} r\left(\|I\|_{L^{\infty}(\Omega)}+C_{u}\right)
\end{aligned}
$$

Choose $\omega<1 / 4$ so small so that $c_{35} \omega<1 / 4$, and again restrict $\Phi\left(4 r, l_{1}, a\right)$ so that $c_{34} \omega^{-n} \Phi\left(4 r, l_{1}, a\right)^{1+\frac{1}{4(n+1)}}<1 / 4$. This now proves the theorem.

We now prove Theorem 1.1 using an iteration argument (see, for example, [14] or [3]).

Proof. Assume that $\frac{1}{\left|B_{r}\right|} \int_{B_{r}(a)}\left|D u-l_{1}\right| \leq \epsilon_{0}$ for some $l_{1} \in \mathbf{R}^{n}$ with $\left|l_{1}\right| \leq 1-4 \mu$ and for any $r$ with $r \leq \kappa$. For each $x \in B_{r / 2}(a)$ we have

$$
\Phi\left(r / 2, l_{1}, x\right) \leq 2^{n} \Phi\left(r, l_{1}, a\right) \leq c_{40} \frac{1}{\left|B_{r}\right|} \int_{B_{r}(a)}\left|D u-l_{1}\right| \leq c_{40} \epsilon_{0}
$$

We will use Theorem 2.8 iteratively. Choose $\epsilon_{0}$ so small so that $c_{40} \epsilon_{0} \leq \epsilon$ and restrict
$r$ so that $c_{37} r \leq r / 2$. Assume $\left|l_{j-1}\right|<1-2 \mu$ and

$$
\begin{aligned}
& \Phi\left(\left(\frac{\omega}{4}\right)^{j-1} \frac{r}{2}, l_{j}, x\right) \leq\left(\frac{1}{2}\right)^{j-1} \Phi\left(\frac{r}{2}, l_{1}, x\right) \\
& +\sum_{i=1}^{j-1}\left(\frac{1}{2}\right)^{j-1} \omega^{j-i-1} c_{41} r \text { for } j=2, \ldots, k
\end{aligned}
$$

We need to show $\Phi\left(\left(\frac{\omega}{4}\right)^{k-1} \frac{r}{2}, l_{k}, x\right) \leq \epsilon$ and $\left|l_{k}\right|<1-2 \mu$ in order to continue the inductive step. Since $\omega<1 / 2$,

$$
\sum_{i=1}^{k-1}\left(\frac{1}{2}\right)^{i-1} \omega^{k-i-1} \leq\left(\frac{1}{2}\right)^{k-2}(k-1) \leq c_{42}\left(\frac{1}{2}\right)^{k / 2}
$$

for all $k$. By further restricting $r$, we have

$$
\Phi\left(\left(\frac{\omega}{4}\right)^{k-1} \frac{r}{2}, l_{k}, x\right) \leq \epsilon
$$

Note that

$$
\begin{gathered}
\left|l_{k}\right| \leq \sum_{j=1}^{k-1}\left|l_{j+1}-l_{j}\right|+\left|l_{1}\right| \\
\leq \sum_{j=1}^{k-1}\left\{c_{38} \Phi\left(\left(\frac{\omega}{4}\right)^{j-1} \frac{r}{2}, l_{j}, x\right)^{1 / 2}+c_{39}\left(\frac{\omega}{4}\right)^{j-1} r\right\}+1-4 \mu \\
\leq c_{38} \sum_{j=1}^{k-1}\left\{\left(\frac{1}{2}\right)^{(j-1) / 2} \Phi\left(\frac{r}{2}, l_{1}, x\right)^{1 / 2}+c_{41}^{1 / 2}\left(\frac{1}{2}\right)^{j / 4} c_{37}^{1 / 2} r^{1 / 2}\right\} \\
+c_{39} r \sum_{j=1}^{k-1}\left(\frac{\omega}{4}\right)^{j-1}+1-4 \mu \\
\leq c_{42} \Phi\left(\frac{r}{2}, l_{1}, x\right)^{1 / 2}+c_{42} r^{1 / 2}+1-4 \mu
\end{gathered}
$$

So by restricting $\epsilon_{0}$ and $r$ again, we see that $\left|l_{k}\right|<1-2 \mu$. Thus we may continue the iterative step indefinitely, giving

$$
\lim _{k \rightarrow \infty}\left(\Phi\left(\frac{\omega}{4}\right)^{k} \frac{r}{2}, l_{k+1}, x\right)=0 \text { for all } x \in B_{r / 2}(a)
$$

Thus

$$
\lim _{\rho \rightarrow 0} \frac{1}{\left|B_{\rho}\right|}\left(\int_{B_{\rho}(x)}\left|D^{s} u\right|+\int_{B_{\rho}(x) \cap\{|\nabla u| \geq 1\}}|\nabla u| d x\right)=0
$$

for all $x \in B_{r / 2}(a)$. We then have (see, for instance, [10]) $\left|D^{s} u\right|\left(B_{r / 2}(a)\right)=0$ with $|\nabla u| \leq 1-\mu<1$ a.e. on $B_{r / 2}(a)$. By (2.21), $u$ also satisfies the stated equation.

Using Theorem 1.1, we can now easily prove Theorem 1.2.
Proof. Assume that $u$ is a minimizer of (1.1) and that $\tilde{E}=\{|\nabla u|<1\}$ has positive Lebesgue measure. From standard measure theory (see, for example, [10]),

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{\left|B_{r}\right|} \int_{B_{r}(x)}\left|D^{s} u\right|=0 \tag{2.27}
\end{equation*}
$$

for $\mathcal{L}^{n}$-a.e. $x \in \tilde{E}$. Also, since $|\nabla u| \in L^{1}(\Omega)$,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{\left|B_{r}\right|} \int_{B_{r}(x)}|\nabla u(y)-\nabla u(x)| d x=0 \tag{2.28}
\end{equation*}
$$

for $\mathcal{L}^{n}$-a.e. $x \in \tilde{E}$ by Lebesgue's differentiation theorem. Now let $E$ be the set of all points of $\tilde{E}$ for which both (2.27) and (2.28) hold. Clearly $\mathcal{L}^{n}(\tilde{E} \backslash E)=0,|\nabla u|<1$ on $E$, and both (2.27) and (2.28) hold at each point of $E$. For each fixed $x \in E$, there exists some $\mu_{x}>0$ such that

$$
|\nabla u(x)|<1-2 \mu_{x}
$$

Then (2.27) and (2.28) combined with Theorem 1.1 show that there exists an $r_{x}$ such that

$$
\left|D^{s} u\right|\left(B_{r_{x}}(x)\right)=0 \text { and }|\nabla u|<1-\mu_{x} \text { on } B_{r_{x}}(x)
$$

and $u \in C^{1, \alpha}\left(B_{r_{x}}(x)\right)$, giving $B_{r_{x}}(x) \subset E$ in particular. Thus $E$ is an open set in $\Omega$ with the required properties.
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#### Abstract

Working in Lagrangian coordinates, we prove the existence and uniqueness of solutions for a class of periodic nonlinear dispersive equations with continuously differentiable initial data. This lowers the regularity requirements available for the Cauchy problem by means of the semigroup approach for quasi-linear hyperbolic equations of evolution or by the viscosity method.
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1. Introduction. This paper is devoted to the Cauchy problem

$$
\begin{equation*}
u_{t}+u u_{x}+\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\alpha u^{2}+\beta u_{x}^{2}\right)=0, \quad x \in \mathbb{R}, t \geq 0, \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
u(t, x+1)=u(t, x), x \in \mathbb{R}, t \geq 0, \quad u(0, x)=u_{0}(x), x \in \mathbb{R}, \tag{2}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{R}$ are given constants. Nonlinear periodic dispersive equations of this type, obtained for particular values of the constants $\alpha$ and $\beta$, has recently attracted a lot of attention in mathematical physics. Setting $\alpha=1$ and $\beta=\frac{1}{2}$ we obtain the periodic Camassa-Holm equation modeling shallow water waves $[1,4]$. This equation, originally derived as a bi-Hamiltonian system with infinitely many conservation laws [18], is also a reexpression of geodesic flow on the diffeomorphism group of the circle [23, 9, 10]. It is a completely integrable infinite-dimensional Hamiltonian system for a large class of initial data [11, 3]. Setting $\alpha=\frac{3}{2}$ and $\beta=0$ in (1), we obtain the Degasperis-Procesi equation [16], another model for shallow water waves (cf. [17]). Finally, setting $\alpha=3 \beta-\frac{1}{2}$ with $\beta \in \mathbb{R}$, equation (1) particularizes to a model for the propagation of waves through cylindrical hyperelastic rods [15], rewritten as in [14] (see relation (2.2) therein, rescaled with $x \mapsto \frac{x}{\gamma}$ ). Despite their similar form, as expressed by (1), these three models have very distinct features: only the Camassa-Holm equation and the Degasperis-Procesi equation have an integrable structure (with entirely different, nonequivalent, isospectral problems) and a geometric interpretation in terms of geodesic flow is available only for the Camassa-Holm equation.

Due to its relevance to mathematical physics, the study of the Cauchy problem for (1) is therefore of interest. For initial data $u_{0} \in H^{s}(\mathbb{S})$ (Sobolev spaces of periodic functions), it is known that there exists some $T=T\left(u_{0}\right)>0$ such that (1) has a unique solution

$$
u \in C\left([0, T) ; H^{s}(\mathbb{S})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{S})\right) .
$$

[^59]This fact was established in $[2,6]$ for $s \geq 3$ using Kato's semigroup approach for quasi-linear hyperbolic equations. For the validity of the statement for $s>\frac{3}{2}$ by implementing the same approach see [24]. In [21], the viscosity method was used to prove the existence and uniqueness of a solution $u \in C\left([0, T) ; H^{s}(\mathbb{S})\right)$ for $s>$ $\frac{3}{2}$. For the Degasperis-Procesi equation and for the hyperelastic rod equation, an approach similar to the one devised in $[2,6]$ works, yielding a unique solution $u \in$ $C\left([0, T) ; H^{s}(\mathbb{S})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{S})\right)$ for some $T=T\left(u_{0}\right)>0$, provided $u_{0} \in H^{s}(\mathbb{S})$ with $s>\frac{3}{2}$ (see [14, 27]). Let us note that in general $T<\infty$ for all three models: singularities can develop by $u_{x}$ becoming unbounded in finite time $[5,7,8,14,22,27$, 28]. Attempts to lower the regularity of the initial data from $u_{0} \in H^{s}(\mathbb{S})$ with $s>\frac{3}{2}$ have been successful in the case of the Camassa-Holm equation by using the special geometric structure of the equation and imposing additional restrictions: $u_{0} \in H^{1}(\mathbb{S})$ with $u_{0}-\partial_{x}^{2} u_{0}$ a positive or negative Radon measure (see [6, 12]). Further results in this direction have been obtained in $[25,26]$. The motivation for seeking solutions with lower regularity is not purely academic: it is motivated by the fact that the Camassa-Holm equation, the Degasperis-Procesi equation, and the hyperelastic rod equation have peaked traveling wave solutions [1, 15, 17] and these special solutions play an important role in the dynamics of these models (see [13, 19, 20]).

In this paper, we use Lagrangian coordinates to improve the previously mentioned results by lowering the regularity requirement on the initial data for (1) to the class of continuously differentiable periodic functions. In other words, rather than viewing (1) as describing an evolution at every fixed spatial point $x$, we track the path of each particle using a diffeomorphism that describes at each instant the location of the particles, the initial state corresponding to the identity diffeomorphism of the real line. Such an approach was successful in proving that the periodic Camassa-Holm equation satisfies the least action principle (see [9, 10]). In contrast to [9, 10], where smooth- $C^{\infty}(\mathbb{S})$-initial data were of interest, we are concerned here with initial data of class $C^{1}$. We will prove that for any $u_{0} \in C^{1}(\mathbb{S})$ there is some $T=T\left(u_{0}\right)>0$ and a unique solution

$$
u \in C\left([0, T) ; C^{1}(\mathbb{S})\right) \cap C^{1}([0, T) ; C(\mathbb{S}))
$$

to the Cauchy problem (1). To compare this with the previously described results, note that any function $u_{0} \in H^{s}(\mathbb{S})$ is continuously differentiable if $s>\frac{3}{2}$ but the inclusion is strict. It is also worthwhile to point out that an implementation of Kato's semigroup approach for spaces of continuously differentiable functions, rather than Sobolev spaces, leads to considerable technical difficulties. It is therefore not clear that the same conclusion as ours can be reached by this method.
2. Main result and its proof. Let us denote first by $C_{1}^{1}(\mathbb{R})$ the linear space over the real field of all continuously differentiable functions $f: \mathbb{R} \rightarrow \mathbb{R}$ that are periodic with period 1. If endowed with the Chebyshev norm

$$
\|f\|=\sup _{x \in \mathbb{R}}|f(x)|+\sup _{x \in \mathbb{R}}\left|f^{\prime}(x)\right|
$$

$C_{1}^{1}(\mathbb{R})$ becomes a Banach space. Let us denote now by $X(\mathbb{R})$ the set of all functions $g \in C^{1}(\mathbb{R}, \mathbb{R})$ such that the derivative $g^{\prime}$ is periodic of period 1 and $g(1)=g(0)+1$. Since

$$
g(x+1)-g(x)=\int_{x}^{x+1} g^{\prime}(s) d s=\int_{0}^{1} g^{\prime}(s) d s=1, \quad x \in \mathbb{R}
$$

yields that the difference of two elements of $X(\mathbb{R})$ is a continuously differentiable function which is periodic of period 1 , it is obvious that $X(\mathbb{R})$ does not have a linear space structure with respect to the usual sum of functions as an internal operation. However, by introducing the distance

$$
d\left(g_{1}, g_{2}\right)=\left|g_{1}(0)-g_{2}(0)\right|+\sup _{x \in \mathbb{R}}\left|g_{1}^{\prime}(x)-g_{2}^{\prime}(x)\right|
$$

$X(\mathbb{R})$ becomes a complete metric space.
Certain features of these spaces are established by the next lemmas.
Lemma 1. Let $r \in(0,1)$ be fixed. The set $U_{r}$ given by

$$
U_{r}=\left\{g \in X(\mathbb{R}) \mid d(I d, g)<r, g^{\prime}(x)>0 \text { for } x \in \mathbb{R}\right\}
$$

is open in $(X(\mathbb{R}), d)$.
Proof. Since $|g(0)|+\left|1-g^{\prime}(x)\right|<r$ for all real $x$ and $g^{\prime}$ has the intermediate value property (Darboux property), the inequality

$$
\left|g^{\prime}(x)\right| \geq 1-r
$$

yields either $g^{\prime}(x) \geq 1-r$ or $g^{\prime}(x) \leq r-1$ for all $x \in \mathbb{R}$. Consequently, $g(\mathbb{R})=\mathbb{R}$ and, due to its monotonicity and smoothness, $g$ is a diffeomorphism of the real line. Further, for $g \in U_{r}$ fixed, let us consider $\varepsilon \in\left(0, \frac{1}{2} \min (r-d(I d, g), 1-r)\right)$. Then, for all $z \in B(g, \varepsilon)$, we have

$$
\begin{aligned}
|z(0)|+\left|1-z^{\prime}(x)\right| & \leq|g(0)-z(0)|+\left|g^{\prime}(x)-z^{\prime}(x)\right| \\
+|g(0)|+\left|1-g^{\prime}(x)\right| & <\varepsilon+(r-2 \varepsilon) \\
& <r .
\end{aligned}
$$

Further, since $g^{\prime}(x)-\varepsilon<z^{\prime}(x)$ and $g^{\prime}(x) \geq 1-r$, we obtain that $z^{\prime}(t)>\frac{1}{2}(1-r)>0$ for all $x \in \mathbb{R}$ yielding $B(g, \varepsilon) \subset U_{r}$.

Lemma 2. Let $r \in(0,1)$ be fixed. For $\varphi \in U_{r}$ and $v \in C_{1}^{1}(\mathbb{R})$, we have

$$
\varphi^{-1} \in X(\mathbb{R}) \quad v \circ \varphi^{-1} \in C_{1}(\mathbb{R})
$$

Here, $C_{1}(\mathbb{R})$ stands for the Banach space (with Chebyshev norm) of all real-valued continuous functions which are periodic with period 1.

Proof. Since $\varphi$ is onto to $\mathbb{R}$ and $\varphi(x+1)=\varphi(x)+1$, we deduce that

$$
\varphi^{-1}(y+1)=\varphi^{-1}(y)+1
$$

and

$$
\begin{aligned}
\left(v \circ \varphi^{-1}\right)(y+1) & =\left(v \circ \varphi^{-1}\right)(\varphi(x+1))=v(x+1)=v(x) \\
& =\left(v \circ \varphi^{-1}\right)(\varphi(x))=\left(v \circ \varphi^{-1}\right)(y),
\end{aligned}
$$

where $y=\varphi(x)$.
The following lemma allows us to introduce an integral representation that is essential for establishing the main result.

Lemma 3. Let $V \in C_{1}(\mathbb{R})$. There exists a unique $y \in C_{1}^{2}(\mathbb{R})$ such that

$$
y-y^{\prime \prime}=V \text { in } \mathbb{R}
$$

Here, $C_{1}^{2}(\mathbb{R})=C_{1}(\mathbb{R}) \cap C^{2}(\mathbb{R}, \mathbb{R})$.

Proof. Let us fix $k \in \mathbb{R}$ and consider the boundary value problem

$$
\left\{\begin{array}{c}
y^{\prime \prime}-y=-V, x \in[k, k+1],  \tag{3}\\
y(k+1)=y(k), \\
y^{\prime}(k+1)=y^{\prime}(k) .
\end{array}\right.
$$

By introducing the matrix

$$
A=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),
$$

the second order differential equation in (3) can be written as a first order differential system

$$
\left\{\begin{array}{c}
z^{\prime}=A z+w(x), x \in[k, k+1] \\
z(k+1)=z(k),
\end{array}\right.
$$

where

$$
z(x)=\binom{y(x)}{y^{\prime}(x)}, \quad w(x)=\binom{0}{-V(x)} .
$$

Using the variation of constants formula, we obtain

$$
\begin{equation*}
z(x)=X(x-k) z_{k}+\int_{k}^{x} X(x-s) w(s) d s \tag{4}
\end{equation*}
$$

where

$$
X(x)=\left(\begin{array}{cc}
\operatorname{ch} x & \operatorname{sh} x \\
\operatorname{sh} x & \operatorname{ch} x
\end{array}\right), \quad z_{k}=z(k) .
$$

By imposing that $z_{k+1}=z_{k}$, formula (4) implies that

$$
z_{k}=\left[I_{2}-X(1)\right]^{-1} \int_{k}^{k+1} X(k+1-s) w(s) d s .
$$

Formula (4) can now be recast as

$$
z(x)=\int_{k}^{k+1}\left\{X(x-k)\left[I_{2}-X(1)\right]^{-1} X(k+1-s)+h(x, s)\right\} w(s) d s,
$$

where

$$
h(x, s)=\left\{\begin{array}{c}
X(x-s), k \leq s \leq x \\
0, x<s \leq k+1
\end{array}\right.
$$

We have used the well-known identity

$$
X(x)[X(s)]^{-1}=X(x-s) .
$$

Straightforward computations that rely on transformations of sums of functions sh, ch into products and vice versa lead us to

$$
\left\{\begin{align*}
y(x) & =\int_{k}^{k+1} G(x-s) V(s) d s  \tag{5}\\
y^{\prime}(x) & =\int_{k}^{k+1} G^{\prime}(x-s) V(s) d s
\end{align*}\right.
$$

where

$$
G(q)=\left\{\begin{array}{l}
\frac{\operatorname{ch}\left(q-\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}, q \geq 0 \\
\frac{\operatorname{ch}\left(q+\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}, q<0
\end{array}\right.
$$

For $x \in \mathbb{R}$ and $k=[x]$, the periodicity of $V$ allows us to deduce that

$$
\left\{\begin{array}{c}
y(x)=\int_{0}^{1} G(x-[x]-s) V(s) d s  \tag{6}\\
y^{\prime}(x)=\int_{0}^{1} G^{\prime}(x-[x]-s) V(s) d s
\end{array}\right.
$$

Here, $[x]$ represents the integer part of $x$. The proof is complete.
Let us introduce now the differential system

$$
\left\{\begin{array}{c}
\partial_{t} \varphi=v  \tag{7}\\
\partial_{t} v=P(\varphi, v)
\end{array}\right.
$$

where $P(\varphi, v)=-\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1} V \circ \varphi, V=\alpha\left(v \circ \varphi^{-1}\right)^{2}+\beta\left(\partial_{x}\left(v \circ \varphi^{-1}\right)\right)^{2}$ with $\alpha$, $\beta \in \mathbb{R}$ and $\varphi(t) \in X(\mathbb{R}), v(t) \in C_{1}^{1}(\mathbb{R})$. According to Lemmas 2 and 3 , the system is well-defined. We need also an initial datum:

$$
\begin{equation*}
\varphi(0)=I d, \quad v(0)=v_{0} \in C_{1}^{1}(\mathbb{R}) \tag{8}
\end{equation*}
$$

Proposition 1. Let $r \in(0,1)$ and $K>0$ be fixed. Then, the operator $P$ : $X(\mathbb{R}) \times C_{1}^{1}(\mathbb{R}) \rightarrow C_{1}^{1}(\mathbb{R})$ is Lipschitzian in $U_{r} \times \bar{B}\left(v_{0}, K\right)$.

Proof. For $y=\left(1-\partial_{x}^{2}\right)^{-1} V$, we deduce that $P(\varphi, v)=y^{\prime} \circ \varphi$, where $y^{\prime}$ is given by (5). To evaluate the norm of $P(\varphi, v)$, let us notice first that

$$
\begin{aligned}
P(\varphi, v)+\partial_{x} P(\varphi, v) & =y^{\prime} \circ \varphi+\left(y^{\prime \prime} \circ \varphi\right) \cdot \varphi^{\prime} \\
& =y^{\prime} \circ \varphi+((y-V) \circ \varphi) \cdot \varphi^{\prime}
\end{aligned}
$$

Via the change of variables $s=\varphi(q)$ and the formula $\partial_{x}\left(v \circ \varphi^{-1}\right)=\frac{\left(\partial_{x} v\right) \circ \varphi^{-1}}{\left(\partial_{x} \varphi\right) \circ \varphi^{-1}}$, we
obtain

$$
\begin{aligned}
y^{\prime}(\varphi(x))= & \int_{\varphi(0)}^{\varphi(1)} G^{\prime}(\varphi(x)-s) V(s) d s=\int_{\varphi(0)}^{\varphi(x)} \frac{\operatorname{sh}\left(\varphi(x)-s-\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}} V(s) d s \\
& +\int_{\varphi(x)}^{\varphi(1)} \frac{\operatorname{sh}\left(\varphi(x)-s+\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}} V(s) d s \\
= & \int_{0}^{x} \frac{\operatorname{sh}\left(\varphi(x)-\varphi(q)-\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}\left[\alpha v^{2}(q)+\beta\left(\frac{v^{\prime}(q)}{\varphi^{\prime}(q)}\right)^{2}\right] \varphi^{\prime}(q) d q \\
& +\int_{x}^{1} \frac{\operatorname{sh}\left(\varphi(x)-\varphi(q)+\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}\left[\alpha v^{2}(q)+\beta\left(\frac{v^{\prime}(q)}{\varphi^{\prime}(q)}\right)^{2}\right] \varphi^{\prime}(q) d q \\
= & P_{1}(\varphi, v)(x)+P_{2}(\varphi, v)(x), \quad x \in[0,1] .
\end{aligned}
$$

Now, for $\varphi_{i} \in U_{r}, v_{i} \in \bar{B}\left(v_{0}, K\right)$, we have

$$
\begin{aligned}
& \left|P_{1}\left(\varphi_{1}, v_{1}\right)(x)-P_{1}\left(\varphi_{2}, v_{2}\right)(x)\right| \\
\leq & \int_{0}^{1}\left|F\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right)(q)-F\left(a_{2}, b_{2}, c_{2}, d_{2}, e_{2}\right)(q)\right| d q
\end{aligned}
$$

where

$$
\begin{array}{ll}
a_{i}(q)=\varphi_{i}(x), & b_{i}(q)=\varphi_{i}(q) \\
c_{i}(q)=v_{i}(q), & d_{i}(q)=\frac{v_{i}^{\prime}(q)}{\varphi_{i}^{\prime}(q)} \\
e_{i}(q)=\varphi_{i}^{\prime}(q)
\end{array}
$$

for $i=\overline{1,2}$, and $F: \mathbb{R}^{5} \rightarrow \mathbb{R}$ is given by

$$
F(a, b, c, d, e)=\frac{\operatorname{sh}\left(a-b-\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}\left(\alpha c^{2}+\beta d^{2}\right) e,
$$

with $a, b, c, d, e \in \mathbb{R}$. The quantities $a_{i}(q), b_{i}(q), c_{i}(q), d_{i}(q), e_{i}(q)$ are uniformly bounded for $q \in[0,1]$. In fact, since

$$
\varphi(q)=\varphi(0)+q-\int_{0}^{q}\left(1-\varphi^{\prime}(s)\right) d s
$$

we have

$$
\begin{aligned}
|a(q)|,|b(q)| & \leq|\varphi(0)|+1+\sup _{s \in[0,1]}\left|1-\varphi^{\prime}(s)\right| \\
& <1+r \\
|c(q)| & \leq\|v\|_{C_{1}^{1}(\mathbb{R})} \leq\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K \\
|d(q)| & \leq \frac{1}{1-r}\|v\|_{C_{1}^{1}(\mathbb{R})} \leq \frac{1}{1-r}\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right)
\end{aligned}
$$

and

$$
0<e(q) \leq 1+\sup _{s \in[0,1]}\left|1-\varphi^{\prime}(s)\right|<1+r
$$

for all $\varphi \in U_{r}, v \in \bar{B}\left(v_{0}, K\right)$. According to the mean value theorem

$$
\begin{aligned}
& \left|F\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right)(q)-F\left(a_{2}, b_{2}, c_{2}, d_{2}, e_{2}\right)(q)\right| \\
& \leq \sup _{w \in\left[w_{1}, w_{2}\right]}\|\nabla F(w)\|\left(\left|a_{1}(q)-a_{2}(q)\right|+\left|b_{1}(q)-b_{2}(q)\right|\right. \\
& \left.+\left|c_{1}(q)-c_{2}(q)\right|+\left|d_{1}(q)-d_{2}(q)\right|+\left|e_{1}(q)-e_{2}(q)\right|\right) \\
& \leq \sup _{w \in \mathbb{R}^{5},\|w\| \leq 5 C}\|\nabla F(w)\|\left(\left|a_{1}(q)-a_{2}(q)\right|+\left|b_{1}(q)-b_{2}(q)\right|\right. \\
& \left.+\left|c_{1}(q)-c_{2}(q)\right|+\left|d_{1}(q)-d_{2}(q)\right|+\left|e_{1}(q)-e_{2}(q)\right|\right),
\end{aligned}
$$

where

$$
w_{i}=\left(a_{i}, b_{i}, c_{i}, d_{i}, e_{i}\right)(q) \in \mathbb{R}^{5}, \quad i=\overline{1,2}
$$

and $C=\max \left(1+r, \frac{1}{1-r}\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right)\right)$. Before returning to the estimate of $P(\varphi, v)$ , we establish that

$$
\begin{aligned}
& \left|a_{1}(q)-a_{2}(q)\right|, \quad\left|b_{1}(q)-b_{2}(q)\right| \\
\leq & \left|\varphi_{1}(0)-\varphi_{2}(0)\right|+\int_{0}^{\max (x, q)}\left|\varphi_{1}^{\prime}(s)-\varphi_{2}^{\prime}(s)\right| d s \\
\leq & d\left(\varphi_{1}, \varphi_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left|d_{1}(q)-d_{2}(q)\right| \leq & \frac{\left|v_{1}^{\prime}(q)-v_{2}^{\prime}(q)\right|}{\varphi_{1}^{\prime}(q)}+\left|v_{2}^{\prime}(q)\right| \frac{\left|\varphi_{1}^{\prime}(q)-\varphi_{2}^{\prime}(q)\right|}{\varphi_{1}^{\prime}(q) \varphi_{2}^{\prime}(q)} \\
\leq & \frac{1}{1-r}\left\|v_{1}-v_{2}\right\|_{C_{1}^{1}(\mathbb{R})}+\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right) \\
& \times \frac{1}{(1-r)^{2}} d\left(\varphi_{1}, \varphi_{2}\right) \\
\leq & \frac{C}{1-r} D\left(\left(\varphi_{1}, v_{1}\right),\left(\varphi_{2}, v_{2}\right)\right)
\end{aligned}
$$

Here, $D$ denotes the metric in $X(\mathbb{R}) \times C_{1}^{1}(\mathbb{R})$, namely,

$$
D\left(\left(\varphi_{1}, v_{1}\right),\left(\varphi_{2}, v_{2}\right)\right)=d\left(\varphi_{1}, \varphi_{2}\right)+\left\|v_{1}-v_{2}\right\|_{C_{1}^{1}(\mathbb{R})}
$$

It is obvious that $\left(X(\mathbb{R}) \times C_{1}^{1}(\mathbb{R}), D\right)$ is a complete metric space. Finally,

$$
\begin{aligned}
& \left|P_{1}\left(\varphi_{1}, v_{1}\right)(x)-P_{1}\left(\varphi_{2}, v_{2}\right)(x)\right| \\
\leq & C(F)\left[3 d\left(\varphi_{1}, \varphi_{2}\right)+\left\|v_{1}-v_{2}\right\|_{C_{1}^{1}(\mathbb{R})}+\frac{C}{1-r} D\left(\left(\varphi_{1}, v_{1}\right),\left(\varphi_{2}, v_{2}\right)\right)\right] \\
\leq & \left(3+\frac{C}{1-r}\right) C(F) \cdot D\left(\left(\varphi_{1}, v_{1}\right),\left(\varphi_{2}, v_{2}\right)\right)
\end{aligned}
$$

where $C(F)=\sup _{w \in \mathbb{R}^{5},\|w\| \leq 5 C}\|\nabla F(w)\|$. Similar computations, performed for
$P_{2}(\varphi, v)$ and $\partial_{x} P(\varphi, v)$, respectively, where

$$
\begin{aligned}
\partial_{x} P(\varphi, v)(x)= & (y-V)(\varphi(x)) \cdot \varphi^{\prime}(x) \\
= & {\left[O_{1}(\varphi, v)(x)+O_{2}(\varphi, v)(x)\right] \varphi^{\prime}(x) } \\
& -\varphi^{\prime}(x)\left[\alpha v^{2}(x)+\beta\left(\frac{v^{\prime}(x)}{\varphi^{\prime}(x)}\right)^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& O_{1}(\varphi, v)(x)=\int_{0}^{x} \frac{\operatorname{ch}\left(\varphi(x)-\varphi(q)-\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}\left[\alpha v^{2}(q)+\beta\left(\frac{v^{\prime}(q)}{\varphi^{\prime}(q)}\right)^{2}\right] \varphi^{\prime}(q) d q \\
& O_{2}(\varphi, v)(x)=\int_{x}^{1} \frac{\operatorname{ch}\left(\varphi(x)-\varphi(q)+\frac{1}{2}\right)}{2 \operatorname{sh} \frac{1}{2}}\left[\alpha v^{2}(q)+\beta\left(\frac{v^{\prime}(q)}{\varphi^{\prime}(q)}\right)^{2}\right] \varphi^{\prime}(q) d q
\end{aligned}
$$

allow us to complete the proof.
Proposition 2. Let $r \in(0,1)$ and $K>0$ be fixed and denote by $c_{0}$ the Lipschitz coefficient of $P$ from Proposition 1. Fix also

$$
0<T<\min \left(\frac{r}{\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K}, \frac{K}{c_{0}(r+K)+\left\|P\left(I d, v_{0}\right)\right\|_{C_{1}^{1}(\mathbb{R})}}\right)
$$

Then, the initial value problem

$$
\left\{\begin{array}{c}
\partial_{t} v=P\left(\varphi_{v}, v\right) \\
v(0)=v_{0}
\end{array}\right.
$$

where $\varphi_{v}(t, x)=x+\int_{0}^{t} v(s, x) d s$, has a unique solution in $C^{1}\left([0, T], C_{1}^{1}(\mathbb{R})\right)$.
Proof. Denote by $M$ the closed ball of radius $K$ and center $v_{0}$ in $C\left([0, T], C_{1}^{1}(\mathbb{R})\right)$ and introduce the operator $\mathcal{T}: C\left([0, T], C_{1}^{1}(\mathbb{R})\right) \rightarrow C\left([0, T], C_{1}^{1}(\mathbb{R})\right)$ given by

$$
(\mathcal{T} v)(t)=v_{0}+\int_{0}^{t} P\left(\varphi_{v}, v\right)(s) d s, \quad t \in[0, T]
$$

For $v \in M$, we have $v(t) \in C_{1}^{1}(\mathbb{R})$ yielding that $\varphi_{v}(t) \in X(\mathbb{R})$. Furthermore,

$$
\begin{aligned}
d\left(I d, \varphi_{v}(t)\right) & =\left|\varphi_{v}(t, 0)\right|+\sup _{x \in \mathbb{R}}\left|1-\frac{d}{d x} \varphi_{v}(t, x)\right| \leq t \sup _{s \in[0, t]}\|v(s)\|_{C_{1}^{1}(\mathbb{R})} \\
& \leq T\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right)<r
\end{aligned}
$$

which implies that $\varphi_{v}(t) \in U_{r}$ for $t \in[0, T]$. Now,

$$
\begin{aligned}
& \left\|(\mathcal{T} v)(t)-v_{0}\right\|_{C_{1}^{1}(\mathbb{R})} \\
\leq & \int_{0}^{T}\left\|P\left(\varphi_{v}, v\right)(s)\right\|_{C_{1}^{1}(\mathbb{R})} d s \\
\leq & \int_{0}^{T}\left(c_{0} D\left(\left(\varphi_{v}(s), v(s)\right),\left(I d, v_{0}\right)\right)+\left\|P\left(I d, v_{0}\right)\right\|_{C_{1}^{1}(\mathbb{R})}\right) d s \\
= & \int_{0}^{T}\left(c_{0}\left(d\left(I d, \varphi_{v}(s)\right)+\left\|v_{0}-v(s)\right\|_{C_{1}^{1}(\mathbb{R})}\right)+\left\|P\left(I d, v_{0}\right)\right\|_{C_{1}^{1}(\mathbb{R})}\right) d s \\
\leq & T\left(c_{0}(r+K)+\left\|P\left(I d, v_{0}\right)\right\|_{C_{1}^{1}(\mathbb{R})}\right)<K
\end{aligned}
$$

and so $\mathcal{T}(M) \subseteq M$. Finally, according to Proposition 1, we have

$$
\begin{aligned}
& \left\|\left(\mathcal{T} v_{1}\right)(t)-\left(\mathcal{T} v_{2}\right)(t)\right\|_{C_{1}^{1}(\mathbb{R})} \\
\leq & \int_{0}^{t}\left\|P\left(\varphi_{v_{1}}, v_{1}\right)(s)-P\left(\varphi_{v_{2}}, v_{2}\right)(s)\right\|_{C_{1}^{1}(\mathbb{R})} d s \\
\leq & \int_{0}^{t} c_{0}(1+T) \sup _{q \in[0, s]}\left\|v_{1}(q)-v_{2}(q)\right\|_{C_{1}^{1}(\mathbb{R})} d s \\
\leq & c_{0}(1+T) d_{k}\left(v_{1}, v_{2}\right) \cdot \frac{e^{k t}-1}{k}
\end{aligned}
$$

and, respectively,

$$
d_{k}\left(\mathcal{T} v_{1}, \mathcal{T} v_{2}\right) \leq \frac{c_{0}(1+T)}{k} d_{k}\left(v_{1}, v_{2}\right)
$$

where $k>c_{0}(1+T)$ is fixed and

$$
d_{k}(v, w)=\sup _{s \in[0, T]}\left(e^{-k s} \sup _{q \in[0, s]}\left\|v_{1}(q)-v_{2}(q)\right\|_{C_{1}^{1}(\mathbb{R})}\right), \quad v, w \in C_{1}^{1}(\mathbb{R})
$$

The operator $\mathcal{T}$ being a contraction, the conclusion follows by application of the Banach contraction principle.

Theorem 1. Let $v$ be the solution obtained at Proposition 2. Then, the function $u:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
u(t, x)=v\left(t, \varphi_{v}^{-1}(t, x)\right)
$$

belongs to $C^{1}\left([0, T], C_{1}(\mathbb{R})\right) \cap C\left([0, T], C_{1}^{1}(\mathbb{R})\right)$, is periodic of period 1 with respect to the spatial variable, and satisfies the nonlinear dispersive equation

$$
u_{t}+u u_{x}+\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\alpha u^{2}+\beta u_{x}^{2}\right)=0, \quad x \in \mathbb{R}, t \geq 0
$$

together with the initial datum $u(0)=v_{0}$.
Proof. The conclusion will be reached in several steps.
Step 1. $\varphi^{-1}(\cdot, x) \in C^{1}([0, T], \mathbb{R})$, where $\varphi=\varphi_{v}$. Consider $t_{1}, t_{2} \in[0, T]$. Then,

$$
\begin{aligned}
& \left|\varphi^{-1}\left(t_{1}, \varphi\left(t_{2}, x\right)\right)-\varphi^{-1}\left(t_{2}, \varphi\left(t_{2}, x\right)\right)\right| \\
= & \left|\varphi^{-1}\left(t_{1}, \varphi\left(t_{2}, x\right)\right)-\varphi^{-1}\left(t_{1}, \varphi\left(t_{1}, x\right)\right)\right| \\
\leq & \left|\int_{\varphi\left(t_{1}, x\right)}^{\varphi\left(t_{2}, x\right)}\right| \partial_{s} \varphi^{-1}\left(t_{1}, s\right)|d s| \leq \frac{1}{1-r}\left|\varphi\left(t_{2}, x\right)-\varphi\left(t_{1}, x\right)\right| \\
\leq & \frac{1}{1-r}\left|\int_{t_{1}}^{t_{2}}\right| \partial_{s} \varphi(s, x)|d s| \leq \frac{1}{1-r}\left|\int_{t_{1}}^{t_{2}}\|v(s)\|_{C_{1}^{1}(\mathbb{R})} d s\right| \\
\leq & \frac{1}{1-r}\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right)\left|t_{1}-t_{2}\right|
\end{aligned}
$$

Since the estimates are independent of $x$, by replacing $x$ with $\varphi^{-1}\left(t_{2}, x\right)$, we get

$$
\begin{equation*}
\left|\varphi^{-1}\left(t_{1}, x\right)-\varphi^{-1}\left(t_{2}, x\right)\right| \leq C\left|t_{1}-t_{2}\right| \tag{9}
\end{equation*}
$$

As a Lipschitzian funtion, $\varphi^{-1}(\cdot, x)$ is a.e. differentiable. On the other hand, by differentiating formally with respect to $t$ the identity

$$
\varphi^{-1}(t, \varphi(t, x))=x
$$

we obtain

$$
\partial_{t} \varphi^{-1}(t, \varphi(t, x))=-\frac{\partial_{t} \varphi(t, x)}{\partial_{x} \varphi(t, x)}
$$

and, consequently,

$$
\begin{equation*}
\partial_{t} \varphi^{-1}(t, x)=-\frac{\partial_{t} \varphi\left(t, \varphi^{-1}(t, x)\right)}{\partial_{x} \varphi\left(t, \varphi^{-1}(t, x)\right)} \quad \text { almost everywhere in }(0, T) \tag{10}
\end{equation*}
$$

The right-hand member of (10) being a continuous function, we have

$$
\begin{equation*}
\varphi^{-1}(t, x)=x-\int_{0}^{t} \frac{\partial_{t} \varphi\left(s, \varphi^{-1}(s, x)\right)}{\partial_{x} \varphi\left(s, \varphi^{-1}(s, x)\right)} d s, \quad t \in[0, T] \tag{11}
\end{equation*}
$$

The latter formula proves our claim, namely, that $\varphi^{-1}$ is continuously differentiable with respect to $t$.

Step 2. $u \in C\left([0, T], C_{1}(\mathbb{R})\right)$ is Lipschitzian. We have the following estimates:

$$
\begin{aligned}
& \left|u\left(t_{1}, x\right)-u\left(t_{2}, x\right)\right| \\
\leq & \left|v\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-v\left(t_{1}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \\
& +\left|v\left(t_{1}, \varphi^{-1}\left(t_{2}, x\right)\right)-v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \\
= & I_{1}\left(t_{1}, t_{2}\right)+I_{2}\left(t_{1}, t_{2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& I_{1}\left(t_{1}, t_{2}\right) \\
\leq & \sup _{q \in \mathbb{R}}\left|\partial_{x} v\left(t_{1}, q\right)\right| \cdot\left|\varphi^{-1}\left(t_{1}, x\right)-\varphi^{-1}\left(t_{2}, x\right)\right| \\
\leq & \left\|v\left(t_{1}\right)\right\|_{C_{1}^{1}(\mathbb{R})} C\left|t_{1}-t_{2}\right| \leq\left(\left\|v_{0}\right\|_{C_{1}^{1}(\mathbb{R})}+K\right) C\left|t_{1}-t_{2}\right| \\
\leq & C^{2}\left|t_{1}-t_{2}\right| \\
& I_{2}\left(t_{1}, t_{2}\right) \leq \sup _{t \in[0, T]}\left|\partial_{t} v\left(t, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \cdot\left|t_{1}-t_{2}\right| \\
& =\sup _{t \in[0, T]}\left|\partial_{x} y(t, x)\right| \cdot\left|t_{1}-t_{2}\right| \leq c_{1} \cdot\left|t_{1}-t_{2}\right|
\end{aligned}
$$

where, according to (6), we take

$$
\begin{aligned}
c_{1} \geq & \max (|\alpha|,|\beta|) C^{2} \int_{0}^{1}\left|\partial_{x} G(x-[x]-s)\right| d s \\
\geq & \left(|\alpha| \sup _{q \in \mathbb{R}}|v(t, q)|^{2}+\frac{|\beta|}{(1-r)^{2}} \sup _{q \in R}\left|\partial_{q} v(t, q)\right|^{2}\right) \\
& \times \int_{0}^{1}\left|\partial_{x} G(x-[x]-s)\right| d s
\end{aligned}
$$

Step 3. The family $\left(\frac{\partial_{t} \varphi\left(\cdot, \varphi^{-1}(\cdot, x)\right)}{\partial_{x} \varphi\left(\cdot, \varphi^{-1}(\cdot, x)\right)}\right)_{x \in \mathbb{R}}$ is equicontinuous in $[0, T]$, that is, the usual $\varepsilon-\delta$ estimates of continuity are independent of $x$. Consider $t_{1}, t_{2} \in[0, T]$. Then,

$$
\begin{aligned}
& \left|\frac{\partial_{t} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)}-\frac{\partial_{t} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)}{\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)}\right| \\
= & \left|\frac{v\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)}-\frac{v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)}{\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)}\right| \\
\leq & \frac{\mid v\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)-v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right) \mid\right.}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)} \\
& +\left|v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \frac{\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right) \partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)} \\
= & J_{1}\left(t_{1}, t_{2}\right)+J_{2}\left(t_{1}, t_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& J_{1}\left(t_{1}, t_{2}\right) \leq \frac{1}{1-r}\left|u\left(t_{1}, x\right)-u\left(t_{2}, x\right)\right| \leq \frac{1}{1-r}\left(C^{2}+c_{1}\right)\left|t_{1}-t_{2}\right| \\
& \quad J_{2}\left(t_{1}, t_{2}\right) \\
& \leq\left\|v\left(t_{2}\right)\right\|_{C_{1}^{1}(\mathbb{R})} \frac{1}{(1-r)^{2}}\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \\
& \leq \frac{C}{1-r}\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|
\end{aligned}
$$

Since the function $\partial_{x} \varphi$ is periodic with period 1 , its restriction to $[0, T] \times \mathbb{R}$ is uniformly continuous, that is, for every $\varepsilon>0$ there exists $\delta=\delta(\varepsilon)>0$ such that

$$
\left|\partial_{x} \varphi\left(t_{1}, x_{1}\right)-\partial_{x} \varphi\left(t_{2}, x_{2}\right)\right|<\varepsilon
$$

for all $t_{1}, t_{2} \in[0, T]$ with $\left|t_{1}-t_{2}\right|<\delta$ and $x_{1}, x_{2} \in \mathbb{R}$ with $\left|x_{1}-x_{2}\right|<\delta$. Let us denote by $\delta_{1}=\delta_{1}(\varepsilon)>0$ the quantity $\min \left(\delta, \frac{\delta}{C}\right)$. According to (9), for $t_{1}, t_{2} \in[0, T]$ with $\left|t_{1}-t_{2}\right|<\delta_{1}$ we get

$$
\begin{equation*}
\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|<\varepsilon, \quad x \in \mathbb{R} \tag{12}
\end{equation*}
$$

All the preceding estimates are independent of $x$, thus proving our claim.
Step 4. $\varphi^{-1} \in C^{1}([0, T], C(\mathbb{R}, \mathbb{R}))$. Consider $t, t+h \in[0, T]$ with $h \neq 0$. Then, formula (11) and the computations in Step 3 yield

$$
\begin{aligned}
& \left|\frac{\varphi^{-1}(t+h, x)-\varphi^{-1}(t, x)}{h}-\frac{\partial_{t} \varphi\left(t, \varphi^{-1}(t, x)\right)}{\partial_{x} \varphi\left(t, \varphi^{-1}(t, x)\right)}\right| \\
\leq & \left|\frac{1}{h} \int_{t}^{t+h}\right| \frac{\partial_{t} \varphi\left(s, \varphi^{-1}(s, x)\right)}{\partial_{x} \varphi\left(s, \varphi^{-1}(s, x)\right)}-\frac{\partial_{t} \varphi\left(t, \varphi^{-1}(t, x)\right)}{\partial_{x} \varphi\left(t, \varphi^{-1}(t, x)\right)}|d s| \\
\leq & \frac{\varepsilon}{2}+\frac{1}{1-r}\left(C^{2}+c_{1}\right)|h|
\end{aligned}
$$

for $|h|<\delta_{1}\left(\frac{\varepsilon}{2}\right)$. By taking $|h|<\delta_{2}(\varepsilon)=\min \left(\frac{\varepsilon(1-r)}{2\left(C^{2}+c_{1}\right)}, \delta_{1}\left(\frac{\varepsilon}{2}\right)\right)$, we obtain that

$$
\begin{equation*}
\left|\frac{\varphi^{-1}(t+h, x)-\varphi^{-1}(t, x)}{h}-\frac{\partial_{t} \varphi\left(t, \varphi^{-1}(t, x)\right)}{\partial_{x} \varphi\left(t, \varphi^{-1}(t, x)\right)}\right|<\varepsilon, \quad x \in \mathbb{R} \tag{13}
\end{equation*}
$$

which proves our claim.
Step 5. $u \in C^{1}\left([0, T], C_{1}(\mathbb{R})\right)$. Consider $t, t+h \in[0, T]$ with $h \neq 0$. The following estimates hold

$$
\begin{aligned}
& \left\lvert\, \frac{v\left(t+h, \varphi^{-1}(t+h, x)\right)-v\left(t, \varphi^{-1}(t, x)\right)}{h}\right. \\
& \left.-\partial_{t} v\left(t, \varphi^{-1}(t, x)\right)-\partial_{x} v\left(t, \varphi^{-1}(t, x)\right) \cdot \frac{1}{h} \int_{\varphi^{-1}(t, x)}^{\varphi^{-1}(t+h, x)} d s \right\rvert\, \\
\leq & \left\lvert\, \frac{v\left(t+h, \varphi^{-1}(t+h, x)\right)-v\left(t+h, \varphi^{-1}(t, x)\right)}{h}\right. \\
& \left.-\frac{1}{h} \int_{\varphi^{-1}(t, x)}^{\varphi^{-1}(t+h, x)} \partial_{x} v\left(t, \varphi^{-1}(t, x)\right) d s \right\rvert\, \\
& +\left|\frac{v\left(t+h, \varphi^{-1}(t, x)\right)-v\left(t, \varphi^{-1}(t, x)\right)}{h}-\partial_{t} v\left(t, \varphi^{-1}(t, x)\right)\right| \\
\leq & \left|\frac{1}{h} \int_{\varphi^{-1}(t, x)}^{\varphi^{-1}(t+h, x)}\right| \partial_{x} v(t+h, s)-\partial_{x} v\left(t, \varphi^{-1}(t, x)\right)|d s| \\
& +\sup _{q \in \mathbb{R}}\left|\frac{v(t+h, q)-v(t, q)}{h}-\partial_{t} v(t, q)\right| \\
= & E(h)+o(1) \quad \text { as } h \rightarrow 0,
\end{aligned}
$$

since $v \in C^{1}\left([0, T], C_{1}^{1}(\mathbb{R})\right)$ according to Proposition 2 . Similar to the situation described at Step 3, the restriction of function $\partial_{x} v$ to $[0, T] \times \mathbb{R}$ is uniformly continuous and so

$$
\begin{equation*}
\left|\partial_{x} v(t+h, s)-\partial_{x} v\left(t, \varphi^{-1}(t, x)\right)\right|<\varepsilon \tag{14}
\end{equation*}
$$

for $|h|$ small enough provided that $\left|s-\varphi^{-1}(t, x)\right| \leq\left|\varphi^{-1}(t+h, x)-\varphi^{-1}(t, x)\right| \leq$ $C|h|$ is also small. Since

$$
E(h) \leq \varepsilon\left|\frac{\varphi^{-1}(t+h, x)-\varphi^{-1}(t, x)}{h}\right| \leq C \varepsilon, \quad x \in \mathbb{R},
$$

and taking into account (13), our claim is established.
Step 6. $u \in C\left([0, T], C_{1}^{1}(\mathbb{R})\right)$. We shall confine ourselves to the issue of $\partial_{x} u \in$ $C\left([0, T], C_{1}(\mathbb{R})\right)$ since $u \in C\left([0, T], C_{1}(\mathbb{R})\right)$ according to Step 2. Consider $t_{1}, t_{2} \in$
$[0, T]$. Then,

$$
\begin{aligned}
& \left|\partial_{x} u\left(t_{1}, x\right)-\partial_{x} u\left(t_{2}, x\right)\right| \\
\leq & \frac{\left|\partial_{x} v\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)} \\
& +\left|\partial_{x} v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \frac{\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|}{\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right) \partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)} \\
\leq & \frac{1}{1-r}\left|\partial_{x} v\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} v\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right| \\
& +\frac{C}{1-r}\left|\partial_{x} \varphi\left(t_{1}, \varphi^{-1}\left(t_{1}, x\right)\right)-\partial_{x} \varphi\left(t_{2}, \varphi^{-1}\left(t_{2}, x\right)\right)\right|
\end{aligned}
$$

A simple inspection of formulas (12), (14) establishes our claim.
The proof is complete.
Acknowledgment. The author is deeply indebted to the referees for their constructive comments.
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#### Abstract

In this work we discuss, from a variational viewpoint, the equilibrium problem for a finite number of Volterra dislocations in a plane domain. For a given set of singularities at fixed locations, we characterize elastic equilibrium as the limit of the minimizers of a family of energy functionals, obtained by a finite-core regularization of the elastic-energy functional. We give a sharp asymptotic estimate of the minimum energy as the core radius tends to zero, which allows one to eliminate this internal length scale from the problem. The energy content of a set of dislocations is fully characterized by the regular part of the asymptotic expansion, the so-called renormalized energy, which contains all information regarding self- and mutual interactions between the defects. Thus our result may be considered as the analogue for dislocations of the classical result of Bethuel, Brezis and Hélein for Ginzburg-Landau vortices. We view the renormalized energy as the basic tool for the study of the discrete-to-continuum limit in plasticity of crystals, i.e., the passage from models of isolated defects to theories of continuous distributions of dislocations. The renormalized energy is a function of the defect positions only: we prove that its derivative with respect to the position of a given dislocation is the resultant of the Eshelby stress on that dislocation, which can be identified in turn with the classical Peach-Köhler force.
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1. Introduction. Dislocations are common defects in crystals and influence their behavior in multiple ways. For instance, isolated dislocations generate concentrations of stress which affect the chemical and electronic properties of solids, while the collective motion of large sets of dislocations represents the basic mechanism for plastic slip in ductile solids (cf., e.g., [3], [16], and [23]).

Hence, it is of considerable interest to study the behavior of both isolated and large sets of dislocations.

However, the study of isolated dislocations and of large clusters of defects requires widely different approaches. Problems involving isolated defects involve scales which are typically of the order of the interatomic distances in the crystal, while the characteristic scales involved in the collective behavior of large clusters of dislocations, typically in plasticity, are much larger. A typical example is self-organization of stored dislocations in cell patterns [25]: the characteristic distance between the cell walls is macroscopic, many orders of magnitude larger than the interatomic distances.

Such problems are better studied in terms of dislocation densities, rather than of isolated dislocations, and require the introduction, in the expression for the macroscopic energy of the solid, of terms which depend on the gradients of the (plastic)

[^60]strain [1], [15], [18], [19], [20]. These terms are necessarily phenomenological-for instance, energies are assumed to be quadratic in the plastic strain gradients, but such simple choices often lead to unphysical behavior, as shown in [8] for interfacial dislocations in epitaxial films.

At a still larger scale lives classical plasticity: plastic strain gradients are ignored, no internal length scale is introduced, and dislocations are only implicitly taken into account. Classical models cannot describe the self-organization of defects in regular patterns.

Hence, a major open problem in the theory of defects in solids is to correlate the microscopic (isolated defects) and the macroscopic (gradient theories) approaches. Specifically, it would be useful to develop a theoretical framework which allows to characterize the constitutive relations of the continuum models, using the information gained by ab initio models of finite sets of dislocations.

The goal for this paper may be viewed as the first stage of this project: we give a variational formulation of the equilibrium problem for a finite number of dislocations in a plane domain and characterize the energy content of a body with isolated defects in terms of a regular function of the defect configuration, the so-called renormalized energy.

Precisely, consider a finite number of dislocations in an elastic solid: since the stress field induced by a dislocation is short ranged, it is reasonable to work in the approximation of linear elasticity, which may be assumed to be valid sufficiently far from the defect. (This topic has been studied extensively in the literature, and explicit solutions are known in special cases [28], [23], [29].) We restrict attention to plane isotropic elasticity. ${ }^{1}$ Let $\Omega$ be a regular domain in $\mathbb{R}^{2}$ : in linear elasticity, a displacement of $\Omega$ is a regular vector field on $\Omega$, with gradient $\nabla=$. The equilibrium equations have the form $\operatorname{Div} C[()]=0$ with $C$ a linear operator from $\mathbb{R}^{2 \times 2}$ into itself and $\quad(\quad)=\frac{1}{2}\left(\nabla+(\nabla)^{\top}\right)$ the infinitesimal strain tensor.

In this framework, Volterra dislocations may be viewed as singularities of the field . Precisely, fix a finite set of points $\{1, \ldots, N\}$ in $\Omega$ and a set of vectors $\{1, \ldots, N\}$ with $i \in \mathbb{R}^{2}$ : we say that a tensor field on $\Omega \backslash\{1, \ldots, N\}$ corresponds to a system of dislocations located at $\{1, \ldots, N\}$ with Burgers vectors $\left\{{ }_{1}, \ldots, N\right\}$ if $^{2}$

$$
\left\{\begin{array}{l}
\operatorname{Curl}=\sum_{i=1}^{N} i_{i} \delta_{i}  \tag{1.1}\\
\operatorname{Div} C[(\quad)]=0
\end{array} \quad \text { in } \Omega\right.
$$

in the sense of distributions, where $\quad(\quad)=\frac{1}{2}\left(\quad+\quad{ }^{\top}\right)$ is the strain associated to .

Solutions of (1.1) are not unique even modulo an infinitesimal rigid motion and, moreover, no variational principle may be associated to (1.1), since the elastic energy of a system of Volterra dislocations is not finite.

Hence, it is necessary to regularize the theory by removing a core $B_{\varepsilon}\left({ }_{i}\right)$ of radius $\varepsilon$ around each dislocation; letting $\Omega_{\varepsilon}=\Omega \backslash\left(\cup_{i=1}^{N} B_{\varepsilon}(\quad i)\right)$, we solve the family

[^61]of minimization problems
\[

\min _{\boldsymbol{H} \in H\left($$
\begin{array}{c}
\left.1, \ldots, N_{N} ; \Omega_{\varepsilon}\right) \tag{1.2}
\end{array}
$$\right.} \int_{\Omega_{\varepsilon}} W(\quad(\quad)) d a
\]

where $W(\quad)=\frac{1}{2} \quad \cdot C[\quad]$ is the elastic energy density,

$$
H\left(1, \ldots, N_{N} ; \Omega_{\varepsilon}\right)=\left\{\quad \in H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right): \int_{\partial B_{\varepsilon}(i)} d s=i, \quad i=1, \ldots, N\right\}
$$

and is the unit tangent vector ${ }^{3}$ to $\partial B_{\varepsilon}\left(i_{i}\right)$.
Our first result shows that the solutions $\quad \varepsilon$ of (1.2) converge strongly in $L_{\text {loc }}^{2}(\Omega \backslash$ $\cup_{i=1}^{N}\{\quad i\} ; \mathbb{R}^{2 \times 2}$ ), as $\varepsilon \rightarrow 0$, to a solution $\quad 0$ of (1.1). This solution is unique modulo a rigid motion. More precisely, we show that

$$
\begin{equation*}
\varepsilon \rightarrow \quad 0=\sum_{i=1}^{N} \quad i+\nabla_{0} \tag{1.3}
\end{equation*}
$$

where $\quad i$ are distributional solutions of (cf. Proposition 3.1),

$$
\left\{\begin{array}{l}
\operatorname{Curl}={ }_{i} \delta_{i} \\
\operatorname{Div} C[(\quad)]=0
\end{array} \quad \text { in } \mathbb{R}^{2},\right.
$$

and ${ }_{0} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ is a regular displacement field which is a minimizer of the functional

$$
\begin{equation*}
I_{0}(\quad):=\int_{\Omega} W(\quad(\quad)) d a+\sum_{i=1}^{N} \int_{\partial \Omega} \cdot C[\quad(\quad i)] d s \tag{1.4}
\end{equation*}
$$

on $H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$.
The field ${ }_{0}$ is independent of the internal length scale $\varepsilon$, but its energy is not finite: we obtain a sharp asymptotic estimate as $\varepsilon \rightarrow 0$ for the minimum energy in (1.2) of the form

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} W(\quad(\quad \varepsilon)) d a=\sum_{i=1}^{N} \frac{\mu(\lambda+\mu)}{4 \pi(\lambda+2 \mu)}\left|{ }_{i}\right|^{2} \ln \frac{1}{\varepsilon}+F(\quad 1, \ldots, \quad N)+O(\varepsilon)+\text { Const. } \tag{1.5}
\end{equation*}
$$

where $\lambda, \mu$ are the Lamé moduli, and

$$
\begin{equation*}
F(\quad 1, \ldots, \quad N)=F_{\text {self }}(1, \ldots, \quad N)+F_{\text {int }}(1, \ldots, \quad N)+F_{\text {elastic }}(1, \ldots, \quad N) \tag{1.6}
\end{equation*}
$$

[^62]is the renormalized energy, with
and
$$
0<R<\frac{1}{4} \min \{|-|: \neq,(, \quad) \in S \times(S \cup \partial \Omega)\}
$$
where $S=\{1, \ldots, \quad N\}$. It can be shown that $F_{\text {self }}$ is independent of $R$.
It is important to remark that while for special domains the asymptotic formula
\[

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} W(\quad(\quad \varepsilon)) d a \sim \sum_{i=1}^{N} \frac{\mu(\lambda+\mu)}{4 \pi(\lambda+2 \mu)}| |^{2} \ln \frac{1}{\varepsilon} \tag{1.8}
\end{equation*}
$$

\]

is classical (see, e.g., [23], [29]) and can be obtained by solving explicitly the Euler equation (1.1) (see [28]), for general domains there are various formal arguments in support of (1.8) but we are not aware of any rigorous derivation prior to ours.

More importantly, the introduction of the renormalized energy in this context appears to be new, and thus our result may be considered as the analogue for dislocations of the classical result of Bethuel, Brezis, and Hélein (see Chapter 2 in [5]; see also [4]) for Ginzburg-Landau vortices. We refer to the monograph [5] for more details about the Ginzburg-Landau functional. (See also [2], [6], [22] and the references contained therein for more recent results.)

Note that the renormalized energy is independent of the core radius and is a function of the defect position which fully characterizes the energy content of a dislocated body. Hence, it provides a basis for the study of the behavior of finite sets of dislocations.

As an example application of these ideas, we prove that the interaction energy $F_{\text {int }}$ in $(1.7)_{2}$ diverges logarithmically with the relative distance between the defects:

$$
F_{\text {int }}(\quad 1, \ldots, \quad N)=\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{\mu(\lambda+\mu)}{\pi(\lambda+2 \mu)} i \cdot{ }_{j} \ln \frac{1}{\left|{ }_{i}-{ }_{j}\right|}+O(1)
$$

as $|i-j| \rightarrow 0$.
When more than one dislocation is present, or an external stress is applied to the dislocated body, defects interact between themselves and with the applied field, by means of the so-called Peach-Köhler force [30]. Since the renormalized energy contains all the information about defect interactions, a natural question is whether it is somehow related to the Peach-Köhler force on dislocations. Indeed, the asymptotic analysis of a regularized Ginzburg-Landau equation, intended to model disclinations in liquid crystals, shows that on a long time scale defects move according to a simple
evolution equation, which has the form velocity $=$ force on the defect [21], [27], [26], where the force on the defect is defined as the derivative of the renormalized energy with respect to the defect position.

In this line of thought, we prove the fundamental relation

$$
\begin{equation*}
\nabla_{k} F=-\int_{\partial B_{R}(k)}\left\{W(\quad(\quad 0)) \mathbf{1}-{ }_{0}^{\top} C[\quad(\quad 0)]\right\} d s \tag{1.9}
\end{equation*}
$$

for $R<\min _{i} \frac{1}{2} \mathrm{~d}\left({ }_{i}, \partial \Omega\right)$, where the integrand $=W(\quad(\quad 0)) 1-{ }_{0}^{\top} C\left[\left(\begin{array}{l}0\end{array}\right)\right]$ is called the Eshelby stress. This object, also known as configurational stress, is usually introduced in continuum mechanics in conjunction with an additional balance law, the configurational balance, when defective structures such as interfaces, cracks, or inclusions are present [18]. The configurational balance governs the evolution of the defect, and the resultant of the Eshelby stress in (1.9) may be identified with the force acting on a defect. In the theory of elastic dislocations, the force on a defect is defined by means of the Peach-Köhler force, and indeed it can be shown that the resultant of the configurational stress coincides with the Peach-Köhler force on a dislocation [7].

Hence, (1.9) shows that the derivative of the renormalized energy coincides with the force on a dislocation.

The idea that the force on a defect is the derivative of the minimum energy with respect to changes of the defect position is the basis of Eshelby's treatment of defects [12], [13], [11]. However, when dislocations are present the energy is not finite, so that Eshelby's approach fails without modifications. Our result may be viewed as the generalization of Eshelby's notion of force on a defect, when bad singularities are associated to the defect itself.
2. The variational problem. Let $\Omega \subset \mathbb{R}^{2}$ be a simply connected bounded open domain with smooth boundary $\partial \Omega$, with outward unit normal. In the absence of defect, we denote by $: \Omega \rightarrow \mathbb{R}^{2}$ the displacement field, with displacement gradient $\nabla$ and strain tensor $\quad(\quad)=\frac{1}{2}\left(\nabla+(\nabla)^{\top}\right)$. We write

$$
=C[\quad]
$$

for the (symmetric) Cauchy stress, with $C:$ Sym $\rightarrow$ Sym the elasticity tensor, a symmetric ${ }^{4}$ linear map on the space Sym of symmetric $2 \times 2$ tensors. For isotropic materials, the stress has the form

$$
\begin{equation*}
C[\quad]=\lambda(\operatorname{tr} \quad) \mathbf{1}+2 \mu \tag{2.1}
\end{equation*}
$$

with $\lambda, \mu$ the Lamé moduli. The associated energy functional is

$$
\begin{equation*}
J(\quad)=\int_{\Omega} W(\quad(\quad)) d a \tag{2.2}
\end{equation*}
$$

which is defined on $H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$. Here $W(\quad)=\frac{1}{2} \cdot C[\quad]$ is the strain energy density, and we assume that the elasticity tensor $C$ is positive definite. ${ }^{5}$ In plane elasticity and for isotropic materials this is equivalent to requiring

$$
\begin{equation*}
\mu>0 \quad \text { and } \quad \lambda+\mu>0 \tag{2.3}
\end{equation*}
$$

[^63]In this paper we shall deal with isotropic materials only.
When defects such as dislocations are present, the displacement field is not singlevalued, and the equilibrium problem must be formulated in terms of a $2 \times 2$ tensor field , defined away from the defects, and such that Curl $=0$. The field plays the role of displacement gradient but is not necessarily the gradient of a displacement field globally defined on $\Omega$ : we will continue to use the denomination strain tensor associated to for the symmetric part of , writing

$$
\begin{equation*}
(\quad)=\frac{1}{2}(+\quad \top) . \tag{2.4}
\end{equation*}
$$

More precisely, we are interested in situations in which the field has a finite number of singularities in $\Omega$ : to this purpose, let $\left\{{ }_{i}\right\}_{i=1, \ldots, N}$ be a finite sequence of points in $\Omega$, and for $\varepsilon>0$ let

$$
\Omega_{\varepsilon}=\Omega \backslash\left(\bigcup_{i=1}^{N} B_{\varepsilon}(\quad i)\right)
$$

and consider the space

$$
\begin{equation*}
H\left(\operatorname{Curl} ; \Omega_{\varepsilon}\right):=\left\{\quad \in L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2 \times 2}\right): \text { Curl } \in L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2 \times 2}\right)\right\} \tag{2.5}
\end{equation*}
$$

Following [10] we set

$$
H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right):=\left\{\quad \in H\left(\operatorname{Curl} ; \Omega_{\varepsilon}\right): \text { Curl }=\mathbf{0}\right\}
$$

We say that $\in H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right)$ corresponds to a system of dislocations located at ${ }_{i}$, with Burgers vectors $i$ and cores $B_{\varepsilon}(i)$, if

$$
\begin{equation*}
\int_{\partial B_{\varepsilon}(i)} d s=i, \quad i=1, \ldots, N \tag{2.6}
\end{equation*}
$$

with the unit tangent to $\partial B_{\varepsilon}\left({ }_{i}\right)$, obtained by rotating counterclockwise by $\pi / 2$ the outward unit normal to $\partial B_{\varepsilon}(\quad i)$. Here we have used the fact that for each $i=1, \ldots, N$ the trace map
defined on $C^{\infty}\left(\overline{\Omega_{\varepsilon}} ; \mathbb{R}^{2 \times 2}\right)$ extends by continuity to a continuous linear mapping, still denoted , from $H\left(\operatorname{Curl} ; \Omega_{\varepsilon}\right)$ to $H^{-\frac{1}{2}}\left(\partial B_{\varepsilon}(i) ; \mathbb{R}^{2}\right)$. (See, e.g., Theorem 2 in [10].) With an abuse of notation for every $\varphi \in H^{\frac{1}{2}}\left(\partial B_{\varepsilon}(i)\right)$ we continue to denote by $\int_{\partial B_{\varepsilon}\left({ }_{i}\right)} \varphi \quad d s$ the value of the linear mapping applied to $\varphi$. We shall denote by $H\left({ }_{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)$ the closed subspace of $H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right)$ of tensor fields corresponding to systems of dislocations with Burgers vectors ${ }_{i}$, i.e.,

$$
\begin{equation*}
H\left({ }_{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right):=\left\{\quad \in H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right): \int_{\partial B_{\varepsilon}(i)} d s=i, \quad i=1, \ldots, N\right\} . \tag{2.7}
\end{equation*}
$$

The strain energy functional is defined as in the absence of defects (cf. (2.2)),

$$
\begin{equation*}
J_{\varepsilon}(\quad)=\int_{\Omega_{\varepsilon}} W(\quad(\quad)) d a \tag{2.8}
\end{equation*}
$$

and the associated minimization problem is
$\left(M_{\boldsymbol{H}, \varepsilon}\right)$ : minimize the strain energy functional over all systems of dislocations located at given points $(1, \ldots, N)$, and with given Burgers vectors $(1, \ldots, N)$, i.e., find the solutions of

$$
\begin{equation*}
\min _{\boldsymbol{H} \in H\left(\underset{\left.1, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)}{ } J_{\varepsilon}(\quad) .\right.} \tag{2.9}
\end{equation*}
$$

Proposition 2.1. Assume that the elasticity tensor $C$ satisfies condition (2.3). Then

$$
\varepsilon \in H\left(1, \ldots, \quad n ; \Omega_{\varepsilon}\right)
$$

is a minimizer of (2.9) if and only if $\quad \varepsilon$ is a weak solution of the Neumann boundary problem

$$
\begin{cases}\operatorname{Div} C[(\varepsilon)]=\mathbf{0} & \text { in } \Omega_{\varepsilon},  \tag{2.10}\\ C[(\varepsilon)]=0 & \text { on } \partial \Omega_{\varepsilon}=\partial \Omega \cup\left(\cup_{i=1}^{N} \partial B_{\varepsilon}(\quad i)\right) .\end{cases}
$$

Moreover, $\varepsilon$ is unique modulo an infinitesimal rigid-body motion.
Proof. Since $J_{\varepsilon}$ is quadratic it follows from standard arguments in the calculus of variations that $\quad \varepsilon$ is a minimizer if and only if it satisfies the weak Euler equation

$$
\int_{\Omega_{\varepsilon}} C\left[\begin{array}{ll} 
& \varepsilon \tag{2.11}
\end{array}\right] \cdot(\quad) d a=0 \quad \text { for all } \quad \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)
$$

Indeed, note that for every,${ }_{\sim}^{\sim} \in H\left(\underset{\sim}{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)$ there exists $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ such that ${ }^{\sim}=+\nabla:$ moreover, for $t$ a real parameter,

$$
J_{\varepsilon}(\quad+t \nabla \quad)-J_{\varepsilon}(\quad)=t \int_{\Omega_{\varepsilon}} C[\quad] \cdot \quad(\quad) d a+t^{2} J_{\varepsilon}(\nabla \quad)
$$

and this proves the assertion.
To prove uniqueness let $\quad \varepsilon$ and $\quad{ }_{\varepsilon}^{\prime}$ be two solutions of (2.11); then $\quad{ }_{\varepsilon}^{\prime}={ }_{\varepsilon}+$ with a constant skew-symmetric tensor. Indeed, since $\varepsilon_{\varepsilon}$ and ${ }_{\varepsilon}^{\prime}$ both belong to $H\left({ }_{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)$, then ${ }_{\varepsilon}^{\prime}={ }_{\varepsilon}+\nabla$ for some $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$, which satisfies the equation

$$
\int_{\Omega_{\varepsilon}} C[\quad(\quad)] \cdot \quad(\quad) d a=0 \quad \text { for all } \quad \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)
$$

choosing $=$ and using the strong ellipticity of $C$, this implies that $\quad(\quad)=0$, and, in turn, that ()$=+\quad$ with and a constant vector and a constant skew-symmetric tensor, respectively, which proves the assertion.

Remark 2.2. Uniqueness of the solution of (2.9) is guaranteed, for instance, by assuming that the total infinitesimal rotation of the body vanishes, i.e.,

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}(\varepsilon-\quad \stackrel{\tau}{\varepsilon}) d a=0 \tag{2.12}
\end{equation*}
$$

3. Existence for a single dislocation in a ball. In this section we consider the special case where

$$
\Omega=B_{R}\left(\begin{array}{l}
0
\end{array}\right)
$$

and we have a single dislocation located at 0 and with Burger vector . We are interested in the asymptotic behavior as $\varepsilon \rightarrow 0^{+}$and $R \rightarrow \infty$ of the solutions of the minimization problem

$$
\min _{\boldsymbol{H} \in H\left(; B_{R}\left(\begin{array}{l}
0
\end{array}\right) \backslash B_{\varepsilon}\left(\begin{array}{l}
0
\end{array}\right)\right)} \int_{B_{R}\left(\begin{array}{l}
0
\end{array}\right) \backslash B_{\varepsilon}\left(\begin{array}{ll}
0 \tag{3.1}
\end{array}\right)} W(\quad(\quad)) d a .
$$

Proposition 3.1. Assume that the elasticity tensor $C$ satisfies condition (2.3) and let ${ }_{, \varepsilon, R}$ be the unique solution of (3.1) such that

$$
\int_{B_{R}\left(\begin{array}{ll}
0
\end{array}\right) \backslash B_{\varepsilon}\left(\begin{array}{ll}
0 \tag{3.2}
\end{array}\right)}\left(\quad, \varepsilon, R-\quad \top_{, \varepsilon, R}^{\top}\right) d a=0 .
$$

Then $\{\quad, \varepsilon, R\}$ converges uniformly on compact subsets of $\mathbb{R}^{2} \backslash\left\{\begin{array}{l}0\end{array}\right\}$ as $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$ to the function ${ }^{6}$

$$
\left(\begin{array}{c}
; \tag{3.3}
\end{array}\right):=\frac{1}{2 \pi\left|-{ }_{0}\right|^{2}} \otimes\left(-{ }_{0}\right)^{\perp}+\nabla\left(-{ }_{0}\right)
$$

with

$$
\begin{equation*}
(\quad)=-\frac{\mu \log | |}{2 \pi(\lambda+2 \mu)}{ }^{\perp}-\frac{\lambda+\mu}{4 \pi(\lambda+2 \mu)| |^{2}}\left\{\left(.{ }^{\perp}\right)+(.)^{\perp}\right\} \tag{3.4}
\end{equation*}
$$

which is a solution in the distributional sense of the system

$$
\left\{\begin{array}{l}
\text { Curl }=\delta_{0} \\
\operatorname{Div} C[()]=0
\end{array} \quad \text { in } \mathbb{R}^{2} .\right.
$$

Proof. By Proposition 2.1 and Remark 2.2 the functions ${ }_{, \varepsilon, R}$ are given by the solutions of (2.9) in $B_{R}(0) \backslash B_{\varepsilon}\left({ }_{0}\right)$ satisfying (3.2). In the isotropic case, these are explicitly known [28]:

$$
{ }_{, \varepsilon, R}(; \quad 0)=\left(\begin{array}{cc}
; & 0 \tag{3.5}
\end{array}\right)+\nabla \quad{ }_{, \varepsilon, R}(-0)
$$

where

$$
\begin{aligned}
, \varepsilon, R(~)= & \frac{(\lambda+\mu)\left|\left.\right|^{2}\right.}{2 \pi(\lambda+2 \mu)\left(\varepsilon^{2}+R^{2}\right)}\left\{-{ }^{\perp}-\frac{\lambda+3 \mu}{2(\lambda+\mu)| |^{2}}\left(\left(.{ }^{\perp}\right)+(.)^{\perp}\right)\right\} \\
& +\frac{(\lambda+\mu) \varepsilon^{2} R^{2}}{2 \pi(\lambda+2 \mu)\left(\varepsilon^{2}+R^{2}\right)| |^{4}}\left\{\left(.{ }^{\perp}\right)+(.)^{\perp}\right\}
\end{aligned}
$$

A straightforward calculation shows that ${ }_{, \varepsilon, R}$ satisfies the constraint (3.2) and the Euler equations (2.10). Uniform convergence to is immediate.

It is easy to see that $\frac{1}{2 \pi\left|-{ }_{0}\right|^{2}} \otimes(-0)^{\perp}$ satisfies

$$
\begin{equation*}
\text { Curl }=\delta_{0} \tag{3.6}
\end{equation*}
$$

[^64]in the sense of distributions, and it is clear that all other solutions have the form $\frac{1}{2 \pi\left|-{ }_{0}\right|^{2}} \otimes(-0)^{\perp}+\nabla, \quad$ a vector field in $W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$. A straightforward calculation shows that choosing as in (3.4) we obtain that also satisfies
\[

$$
\begin{equation*}
\operatorname{Div} C[\quad(\quad)]=0 \tag{3.7}
\end{equation*}
$$

\]

and the proof is complete.
Remark 3.2.
(i) The field may be regarded as the deformation induced by a dislocation with Burgers vector in the whole plane. By introducing polar coordinates $(\varrho, \vartheta)$ centered at 0 , with associated basis $(\varrho, \vartheta)$, we may write

$$
\begin{equation*}
=\frac{1}{2 \pi \varrho} \otimes \vartheta+\nabla \tag{3.8}
\end{equation*}
$$

with

$$
\begin{equation*}
=-\frac{\mu \log \varrho}{2 \pi(\lambda+2 \mu)}{ }^{\perp}-\frac{\lambda+\mu}{4 \pi(\lambda+2 \mu)}\{(\cdot \vartheta) \varrho+(\cdot \varrho) \vartheta\} . \tag{3.9}
\end{equation*}
$$

The complete expression for in polar coordinates is

$$
\begin{gathered}
=\frac{1}{2 \pi \varrho(\lambda+2 \mu)}[\mu(\cdot \vartheta) \varrho \otimes \varrho+(2 \lambda+3 \mu)(\cdot \varrho) \varrho \otimes \vartheta \\
-\mu(\cdot \varrho) \vartheta \otimes \varrho+\mu(\cdot \vartheta) \vartheta \otimes \vartheta
\end{gathered} \begin{aligned}
& \text { • }
\end{aligned}
$$

and the corresponding stress tensor is

$$
=\frac{\mu(\lambda+\mu)}{\pi \varrho(\lambda+2 \mu)}\left\{\left(\boldsymbol{r}_{\vartheta}\right) \varrho \otimes \varrho+(\cdot \varrho)(\varrho \otimes \vartheta+\vartheta \otimes \varrho)+(\cdot \vartheta) \vartheta \otimes \vartheta\right\} .
$$

Note that is homogeneous of degree -1 in $\varrho$ so that we may write

$$
\begin{equation*}
(\varrho, \vartheta ; \quad 0)=\frac{1}{\varrho} \quad(\vartheta), \tag{3.10}
\end{equation*}
$$

where is independent of $\varrho$ and $\quad 0$.
(ii) In what follows we shall use extensively the family of tensor fields

$$
{ }_{, \varepsilon}(; \quad 0):=\left(\begin{array}{ll}
; & 0 \tag{3.11}
\end{array}\right)+\nabla \quad{ }_{, \varepsilon}\left(-0_{0}\right)
$$

with

$$
\begin{equation*}
{ }_{, \varepsilon}(\quad)=\lim _{R \rightarrow \infty} \quad{ }_{, \varepsilon, R}(\quad)=\frac{(\lambda+\mu) \varepsilon^{2}}{2 \pi(\lambda+2 \mu)| |^{4}}\left\{\left(.{ }^{\perp}\right)+(.)^{\perp}\right\} \tag{3.12}
\end{equation*}
$$

which have the property that $\operatorname{Div} C[(, \varepsilon)]=0$ on $\mathbb{R}^{2} \backslash B_{\varepsilon}(0)$, and $C[(, \varepsilon)]=0$ on $\partial B_{\varepsilon}\left({ }_{0}\right)$. Notice also that ${ }_{, \varepsilon} \rightarrow 0$ uniformly on compacta in $\mathbb{R}^{2} \backslash\{0\}$.
4. Existence for systems of dislocations in a bounded domain. In this section we study the asymptotic behavior as $\varepsilon \rightarrow 0^{+}$of the solutions of the minimization problem
where, we recall,

$$
H\left({ }_{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)=\left\{\quad \in H\left(\operatorname{Curl} 0 ; \Omega_{\varepsilon}\right): \int_{\partial B_{\varepsilon}(i)} d s=i, \quad i=1, \ldots, N\right\}
$$

and where ${ }_{1}, \ldots, N$ and ${ }_{1}, \ldots, N$ are given sets of points in $\Omega$ and of Burgers vectors, respectively. The main result of this section is the following theorem.

ThEOREM 4.1. Assume that the elasticity tensor $C$ satisfies condition (2.3). Then the minimization problem

$$
\min _{\boldsymbol{H} \in H\left(\begin{array}{c}
\left.1, \ldots, N ; \Omega_{\varepsilon}\right) \tag{4.1}
\end{array}\right.}^{\int_{\Omega_{\varepsilon}} W(\quad(\quad)) d a}
$$

admits a unique solution, modulo an infinitesimal rigid-body motion, $\varepsilon$ which converges as $\varepsilon \rightarrow 0$, strongly in $L_{\mathrm{loc}}^{2}\left(\Omega \backslash \cup_{i=1}^{N}\{\quad i\} ; \mathbb{R}^{2 \times 2}\right)$, to a solution, in the distributional sense, of the system

$$
\left\{\begin{array}{l}
\operatorname{Curl}=\sum_{i=1}^{N}{ }_{i} \delta_{i}  \tag{4.2}\\
\operatorname{Div} C[(\quad)]=0
\end{array} \quad \text { in } \Omega .\right.
$$

The proof of the previous theorem is divided in several lemmas. We begin by recalling that any tensor field $\in H\left(1, \ldots, N ; \Omega_{\varepsilon}\right)$ can be written as the sum of a given tensor field in $H\left(1, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)$ and the gradient of a vector field. In particular, we may choose

$$
\begin{equation*}
=\sum_{i=1}^{N} \quad i, \varepsilon+\nabla \tag{4.3}
\end{equation*}
$$

with $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ and (cf. (3.5))

$$
\begin{equation*}
i, \varepsilon():=\quad{ }_{i}, \varepsilon(; \quad i) . \tag{4.4}
\end{equation*}
$$

Notice that ${ }_{i, \varepsilon}$ satisfies the Euler equations (2.10) on $\mathbb{R}^{2} \backslash B_{\varepsilon}\left({ }_{i}\right)$, i.e.,

$$
\begin{cases}\operatorname{Div} C[(i, \varepsilon)]=0 & \text { in } \mathbb{R}^{2} \backslash B_{\varepsilon}(\quad i) \\ C[(i, \varepsilon)]=\mathbf{0} & \text { on } \partial B_{\varepsilon}(\quad i)\end{cases}
$$

Also, $\int_{\partial B_{\varepsilon}\left({ }_{i}\right)} \quad i, \varepsilon d s={ }_{i}$.
Inserting (4.3) into the energy functional (2.8) and applying the divergence theorem we obtain

$$
\begin{equation*}
J_{\varepsilon}(\quad)=\sum_{i=1}^{N} J_{\varepsilon}(\quad i, \varepsilon)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \int_{\Omega_{\varepsilon}} C[\quad(\quad i, \varepsilon)] \cdot \quad j, \varepsilon d a+I_{\varepsilon}(\quad) \tag{4.5}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{\varepsilon}(\quad):=\int_{\Omega_{\varepsilon}} W(\quad(\quad)) d a+\sum_{i=1}^{N} \int_{\partial \Omega} \cdot{ }_{i, \varepsilon} d s-\sum_{i=1}^{N} \sum_{j \neq i} \int_{\partial B_{\varepsilon}\left(~_{i}\right)} \quad{ }_{j, \varepsilon} d s \tag{4.6}
\end{equation*}
$$

and where $\quad i, \varepsilon:=C[\quad(\quad i, \varepsilon)]$.
Hence, granted the decomposition (4.5), for $\varepsilon$ fixed, the minimization problem (4.1) is equivalent to the problem
$\left(M_{, \varepsilon}\right):$ minimize the functional $I_{\varepsilon}$ over all displacement fields $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$, i.e., find the solutions of

$$
\begin{equation*}
\min _{\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} I_{\varepsilon}(\quad) \tag{4.7}
\end{equation*}
$$

In view of (4.3), (4.5), and the invariance of the functional $J_{\varepsilon}$ with respect to infinitesimal rigid-body motions, it is clear that to minimize the functional $I_{\varepsilon}$ over all displacement fields $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ is equivalent to minimize $I_{\varepsilon}$ over all $\in$ $H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\int_{B} d a=\mathbf{0}, \quad \int_{\Omega_{\varepsilon}}\left(\nabla-(\nabla)^{\top}\right) d a=0 \tag{4.8}
\end{equation*}
$$

for a fixed ball $B \subset \Omega_{\varepsilon}$. Conditions (4.8) guarantee the coerciveness of the functional $I_{\varepsilon}$ and in turn the existence of minimizers. Indeed we have the following lemma.

Lemma 4.2. Assume that the elasticity tensor $C$ satisfies condition (2.3). Then there exist two positive constants $c_{1}$ and $c_{2}$ independent of $\varepsilon$ such that

$$
\begin{equation*}
I_{\varepsilon}(\quad) \geq c_{1}\| \|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)}^{2}-c_{2}\|\quad\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} \tag{4.9}
\end{equation*}
$$

for every $\varepsilon \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ satisfying the constraint (4.8). Moreover, for every $\varepsilon$ the minimization problem

$$
\min _{\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} I_{\varepsilon}()
$$

admits a unique solution $\varepsilon_{\varepsilon} \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ satisfying (4.8) and such that

$$
\begin{equation*}
\|\varepsilon\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} \leq M \tag{4.10}
\end{equation*}
$$

for some positive constant $M$ independent of $\varepsilon$.
Proof. By the positive definiteness of the elasticity tensor $C$, for $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$,

$$
\begin{align*}
I_{\varepsilon}(~) \geq & K_{0} \int_{\Omega_{\varepsilon}} \mid\left(\left.\quad\right|^{2} d a-\sum_{i=1}^{N} \sup _{\partial \Omega}|i, \varepsilon| \int_{\partial \Omega}| | d s\right.  \tag{4.11}\\
& -\sum_{i=1}^{N} \sum_{j \neq i} \sup _{\partial B_{\varepsilon}\left(i_{i}\right)}|j, \varepsilon| \int_{\partial B_{\varepsilon}(i)}| | d s . \tag{4.12}
\end{align*}
$$

By Korn's inequality (see Proposition A.5) there exists a constant $c_{3}$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}|(\varepsilon)|^{2} d a \geq c_{3}\|\quad \varepsilon\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)}^{2} \tag{4.13}
\end{equation*}
$$

Now, by Proposition A. 6

$$
\begin{equation*}
\int_{\partial \Omega}|\varepsilon| d s \leq c_{4}\|\quad\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)}, \quad \text { and } \quad \int_{\partial B_{\varepsilon}(i)} \mid \varepsilon \varepsilon \leq c_{4}\|\varepsilon\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} \tag{4.14}
\end{equation*}
$$

with $c_{4}$ independent of $\varepsilon$. Moreover,

$$
\begin{equation*}
\sup _{\partial B_{\varepsilon}\left(i_{i}\right)}|\quad j, \varepsilon| \leq c_{5}, \quad j \neq i, \tag{4.15}
\end{equation*}
$$

with $c_{5}$ independent of $\varepsilon$.
Combining (4.12), (4.13), (4.14), and (4.15) yields (4.9). In turn, since the functional $I_{\varepsilon}$ is convex and $I_{\varepsilon}(\mathbf{0})=0$ the remaining of the proof follows immediately.

We now study the asymptotic behavior of the minimizers $\varepsilon$.
Lemma 4.3. Assume that the elasticity tensor $C$ satisfies condition (2.3). Let $\varepsilon \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ be the unique solution of

$$
\min _{\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} I_{\varepsilon}(\quad)
$$

satisfying (4.8). Then as $\varepsilon \rightarrow 0$ the sequence $\{\varepsilon\}$ converges strongly in $H_{\mathrm{loc}}^{1}(\Omega \backslash$ $\left.\cup_{i=1}^{N}\{\quad i\} ; \mathbb{R}^{2}\right)$ to a solution 0 of the minimization problem

$$
\begin{equation*}
\min _{\in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} I_{0}() . \tag{4.16}
\end{equation*}
$$

Here

$$
\begin{equation*}
I_{0}(\quad):=\int_{\Omega} W(\quad(\quad)) d a+\sum_{i=1}^{N} \int_{\partial \Omega} \quad i_{i} \quad d s \tag{4.17}
\end{equation*}
$$

where $\quad i:=C[\quad(\quad i)]$ and

$$
{ }_{i}(\quad):=\quad{ }_{i}\left(\begin{array}{l}
i \tag{4.18}
\end{array}\right)
$$

is the fundamental solution defined in (3.3). Moreover,

$$
I_{\varepsilon}(\varepsilon) \rightarrow I_{0}\left(\begin{array}{l}
0 \tag{4.19}
\end{array}\right) .
$$

Proof. By Proposition A.7, we can extend $\varepsilon$ to $\Omega$ in such a way that

$$
\|\varepsilon\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \leq c M,
$$

where $M$ is the constant given by (4.10). Hence there exists a subsequence of $\{\varepsilon\}$ not relabeled, such that

$$
\varepsilon \rightharpoonup \quad 0 \quad \text { in } H^{1}\left(\Omega ; \mathbb{R}^{2}\right)
$$

for some $\quad{ }_{0} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$. By Hölder's inequality,
(4.20)

$$
\left|\int_{\partial B_{\varepsilon}\left(i_{i}\right)} \varepsilon^{\varepsilon} \cdot j_{j, \varepsilon} d s\right|^{2} \leq \int_{\partial B_{\varepsilon}\left(i_{i}\right)}|\varepsilon|^{2} d s \int_{\partial B_{\varepsilon}(i)}|j, \varepsilon|^{2} d s \leq \varepsilon c \sup _{B_{\varepsilon}\left(\text { i }_{i}\right)}|j, \varepsilon|^{2} M^{2}
$$

which vanishes as $\varepsilon \rightarrow 0$, and where we have used Proposition A.6, (4.10) and the fact that ${ }_{j, \varepsilon} \rightarrow \quad j$ uniformly on $B_{\varepsilon}\left(i_{i}\right)$. Hence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\partial B_{\varepsilon}\left(i^{2}\right)} \varepsilon^{\cdot} \quad j, \varepsilon \quad d s=0 \tag{4.21}
\end{equation*}
$$

Fix now $\varepsilon_{0}>0$. For $\varepsilon<\varepsilon_{0}$, by (4.6),

$$
I_{\varepsilon}(\quad \varepsilon) \geq \int_{\Omega_{\varepsilon_{0}}} W(\quad(\varepsilon)) d a+\sum_{i=1}^{N} \int_{\partial \Omega} \varepsilon^{\cdot} \quad{ }_{i, \varepsilon} d s-\sum_{i=1}^{N} \sum_{j \neq i} \int_{\partial B_{\varepsilon}(i)} \varepsilon^{i} \cdot{ }_{j, \varepsilon} d s
$$

Letting $\varepsilon \rightarrow 0^{+}$, by standard lower semicontinuity results and (4.21), we obtain that

$$
\liminf _{\varepsilon \rightarrow 0^{+}} I_{\varepsilon}(\quad \varepsilon) \geq \int_{\Omega_{\varepsilon_{0}}} W(\quad(\quad 0)) d a+\sum_{i=1}^{N} \int_{\partial \Omega} 0^{\cdot} \quad i \quad d s
$$

Letting $\varepsilon_{0} \rightarrow 0^{+}$we get

$$
\liminf _{\varepsilon \rightarrow 0^{+}} I_{\varepsilon}(\quad \varepsilon) \geq I_{0}(0)
$$

On the other hand, since

$$
I_{\varepsilon}(\varepsilon) \leq I_{\varepsilon}(\quad 0),
$$

we also have that

$$
\limsup _{\varepsilon \rightarrow 0^{+}} I_{\varepsilon}(\quad \varepsilon) \leq I_{0}\left(\quad{ }_{0}\right)
$$

Hence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} I_{\varepsilon}(\varepsilon)=I_{0}(\quad 0) \tag{4.22}
\end{equation*}
$$

To prove strong convergence, notice that (4.19) implies that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}} W(\quad(\varepsilon)) d a=\int_{\Omega} W(\quad(0)) d a
$$

from which we conclude that, as in Evans [14],

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}}|(\varepsilon)-\quad()|^{2} d a=0
$$

and strong convergence of $\varepsilon$ in $H_{\mathrm{loc}}^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ follows from Korn's inequality.
Now we claim that $\quad 0$ minimizes $I_{0}$. Indeed for any $\in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ we have that

$$
I_{\varepsilon}() \geq I_{\varepsilon}(\varepsilon)
$$

so that letting $\varepsilon \rightarrow 0^{+}$and using (4.19),

$$
I_{0}(\quad) \geq I_{0}(\quad 0)
$$

Next we claim that 0 satisfies

$$
\int_{B}{ }_{0} d a=\mathbf{0}, \quad \int_{\Omega}\left(\nabla_{0}-\left(\begin{array}{ll}
\nabla_{0} \tag{4.23}
\end{array}\right)^{\top}\right) d a=0,
$$

The first constraint follows immediately from (4.8), since $\left\{\begin{array}{l}\quad \\ \varepsilon\end{array}\right\}$ converges strongly in $H_{\text {loc }}^{1}\left(\Omega \backslash \cup_{i=1}^{N}\{\quad i\} ; \mathbb{R}^{2}\right)$ to $\quad 0$. To prove the second constraint, let $\varepsilon:=\frac{1}{2}\left(\nabla{ }_{\varepsilon}-\right.$
 $\cup_{i=1}^{N}\{i\} ; \mathbb{R}^{2 \times 2}$ ). Now, denote by ${ }_{\varepsilon}$ the extension of $\varepsilon$ to zero on $\Omega$. Then, since $\left\|\nabla_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2 \times 2}\right)}$ is bounded independently of $\varepsilon$, it follows that the sequence $\left\|\tilde{\varepsilon}_{\varepsilon}\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)}$ is bounded, so that ${ }^{\sim}{ }_{\varepsilon} \sim^{\sim}{ }_{0}$ in $L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ for some ${ }_{0} \in L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$. Hence, also ${ }^{\sim}{ }_{\varepsilon} \rightharpoonup^{\sim}{ }_{0}$ weakly in $L_{\text {loc }}^{2}\left(\Omega \backslash\{0\} ; \mathbb{R}^{2 \times 2}\right)$, and ${ }^{\sim}{ }_{0}={ }_{0}$. By weak convergence,

$$
0=\int_{\Omega_{\varepsilon}}{ }_{\varepsilon} d a=\int_{\Omega}{ }_{\varepsilon} d a \rightarrow \int_{\Omega}{ }_{0} d a,
$$

and the claim follows. Since the minimization problem

$$
\min _{\in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} I_{0}(),
$$

admits a unique solution modulo an infinitesimal rigid-body displacement, we conclude that all sequences $\quad \varepsilon$ converge strongly to ${ }_{0}$.

We are now ready to conclude the proof of Theorem 4.1.
Proof of Theorem 4.1. Let $\quad \varepsilon \in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ be the unique solution of

$$
\min _{\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} I_{\varepsilon}()
$$

satisfying (4.8). It suffices to define

$$
\varepsilon:=\sum_{i=1}^{N} \quad i, \varepsilon+\nabla_{\varepsilon}
$$

Since, by Proposition 3.1, $\quad{ }_{i, \varepsilon} \rightarrow \quad i$ uniformly on compact subsets of $\mathbb{R}^{2} \backslash\left\{{ }_{i}\right\}$ the proof is concluded.
5. The renormalized energy. In this section we prove a sharp estimate for the minimum energy
as the core radius $\varepsilon \rightarrow 0$, and compute the renormalized energy which, being a function of the defect position only, allows to study the equilibrium configurations of the defects and the force acting on them.

Let $\Omega$ a bounded domain with the cone property as before, let $S=\left\{{ }_{1}, \ldots,{ }_{N}\right\}$ be a system of dislocations in $\Omega$, and let

$$
\begin{equation*}
\bar{R}:=\frac{1}{4} \min \{|-|: \neq,(,) \in S \times(S \cup \partial \Omega)\} \tag{5.1}
\end{equation*}
$$

The main result of this section is the following theorem.

Theorem 5.1. Assume that the elasticity tensor $C$ satisfies condition (2.3). Let $\varepsilon \in H\left({ }_{1}, \ldots,{ }_{N} ; \Omega_{\varepsilon}\right)$ be a solution of

$$
\min _{\boldsymbol{H} \in H\left(\begin{array}{c}
1, \ldots, N
\end{array}\right.} \int_{\Omega_{\varepsilon}} \int_{\Omega_{\varepsilon}} W(\quad(\quad)) d a
$$

for a system of dislocations with Burgers vectors ${ }_{i}$. Then

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} W(\quad(\quad \varepsilon)) d a=\sum_{i=1}^{N} \frac{\mu(\lambda+\mu)}{4 \pi(\lambda+2 \mu)}\left|{ }_{i}\right|^{2} \ln \frac{1}{\varepsilon}+F(\quad 1, \ldots, \quad N)+c+O(\varepsilon) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\quad 1, \ldots, \quad N)=F_{\text {self }}(1, \ldots, \quad N)+F_{\text {int }}(1, \ldots, \quad N)+F_{\text {elastic }}(1, \ldots, \quad N) \tag{5.3}
\end{equation*}
$$

is the renormalized energy with
where ${ }_{i}():={ }_{i}(; i)$ is the fundamental solution defined in (3.3), the function ${ }_{0}$ is defined in Lemma 4.3, $c$ is a constant independent of ${ }_{1}, \ldots, \quad{ }_{N}$, and $0<R<\bar{R}$ is arbitrary. Moreover, $F_{\text {self }}$ is independent of $R$.

Proof. Consider the fundamental solution $\quad{ }_{i}():={ }_{i}\left(;_{i}\right)$ defined in (3.3): by (3.10) we may write

$$
\begin{equation*}
{ }_{i}\left(\varrho_{i}, \vartheta_{i}\right)=\frac{1}{\varrho_{i}} \quad i\left(\vartheta_{i}\right) \tag{5.5}
\end{equation*}
$$

where $\left(\varrho_{i}, \vartheta_{i}\right)$ are polar coordinates centered at $\quad i$, and ${ }_{i}\left(\vartheta_{i}\right)$ is independent of $\varrho_{i}$ and is defined by (3.10), with replaced by $i$. A straightforward computation using (3.8) and (3.9) yields

$$
\begin{equation*}
a_{i}:=\int_{0}^{2 \pi} W\left(\quad\left(\quad{ }_{i}(\vartheta)\right)\right) d \vartheta=\frac{\mu(\lambda+\mu)}{4 \pi(\lambda+2 \mu)}\left|{ }_{i}\right|^{2} \tag{5.6}
\end{equation*}
$$

By (4.5) we can write the minimum energy in the form

$$
\begin{equation*}
J_{\varepsilon}(\quad \varepsilon)=I_{\varepsilon}(\quad \varepsilon)+\sum_{i=1}^{N} J_{\varepsilon}(\quad i, \varepsilon)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \int_{\Omega_{\varepsilon}} C[\quad(\quad i, \varepsilon)] \cdot \quad j, \varepsilon d a \tag{5.7}
\end{equation*}
$$

where $I_{\varepsilon}\left(\varepsilon_{\varepsilon}\right)$ is the functional defined by (4.6).
Notice first that the representation of the elastic contribution $F_{\text {elastic }}$ in $(5.4)_{3}$ follows immediately from (4.19).

We now compute the self-energy contribution $F_{\text {self }}$ : fix $R<\bar{R}$ and write

$$
\begin{equation*}
J_{\varepsilon}(\quad i, \varepsilon)=\int_{\Omega_{\varepsilon} \backslash B_{R}(i)} W(\quad(\quad i, \varepsilon)) d a+\int_{C_{\varepsilon, R}(i)} W(\quad(\quad i, \varepsilon)) d a \tag{5.8}
\end{equation*}
$$

with $C_{\varepsilon, R}(\quad i)=B_{R}(\quad i) \backslash B_{\varepsilon}(\quad i)$.
Now, as $\varepsilon \rightarrow 0$, by uniform-on-compacta convergence of ${ }_{i, \varepsilon}$ on $\mathbb{R}^{2} \backslash\left\{{ }_{i}\right\}$,

$$
\begin{equation*}
\int_{\Omega_{\varepsilon} \backslash B_{R}(\quad i)} W(\quad(\quad i, \varepsilon)) d a \rightarrow \int_{\Omega \backslash B_{R}(\quad i)} W(\quad(\quad i)) d a . \tag{5.9}
\end{equation*}
$$

Moreover, writing as in (3.11) $\quad i, \varepsilon=i+\nabla_{\varepsilon}$, with $\quad \varepsilon \rightarrow 0$ uniformly on compacta in $\mathbb{R}^{2} \backslash\{i\}$, we have

$$
\begin{aligned}
\int_{C_{\varepsilon, R}\left(i_{i}\right)} W(\quad(\quad i, \varepsilon)) d a= & \int_{C_{\varepsilon, R}\left(i_{i}\right)} W(\quad(\quad i)) d a+\int_{C_{\varepsilon, R}\left(i_{i}\right)} C[(\quad i)] \cdot \nabla_{\varepsilon} d a \\
& +\int_{C_{\varepsilon, R}\left(i_{i}\right)} W(\quad(\quad \varepsilon)) d a
\end{aligned}
$$

and, by (5.5), the first integral on the right-hand side of this identity gives

$$
\begin{equation*}
\int_{C_{\varepsilon, R}(\quad i)} W(\quad(\quad i)) d a=a_{i}(\ln R-\ln \varepsilon) \tag{5.10}
\end{equation*}
$$

while the second and third integral may be written as
 $(5.11)=\int_{\partial B_{R}\left(i_{i}\right)} \varepsilon \cdot C\left[(\quad i)+\frac{1}{2}(\quad \varepsilon)\right] d s-\frac{1}{2} \int_{\partial B_{\varepsilon}\left(i_{i}\right)} \varepsilon \cdot C[(\quad(i)] d s$
where we have used the fact that $C[(\varepsilon)]=-C\left[\left({ }_{i}\right)\right]$ on $\partial B_{\varepsilon}\left({ }_{i}\right)$, since $C[(\quad i, \varepsilon)]=\mathbf{0}$ on $\partial B_{\varepsilon}(\quad i)$. The first integral on the right-hand side of the above expression vanishes as $\varepsilon \rightarrow 0$, while by (3.12) we may write

$$
\varepsilon\left(\varrho_{i}, \vartheta_{i}\right)=\frac{\varepsilon^{2}}{\varrho_{i}^{2}}-\left(\vartheta_{i}\right)
$$

which, in conjunction with (5.5), shows that

$$
-\frac{1}{2} \int_{\partial B_{\varepsilon}\left({ }_{i}\right)} \varepsilon \cdot C\left[(\quad(\quad)] \quad d s=-\frac{1}{2} \int_{0}^{2 \pi}-(\vartheta) \cdot C[(\quad i(\vartheta))] \quad d \vartheta=c\right.
$$

with $c$ a constant independent of $(1, \ldots, N)$. To summarize, (5.11) converges, as $\varepsilon \rightarrow 0$, to a constant $c$ independent of $R$ and ${ }_{i}$. Note that this is the constant which appears in (5.2).

Notice that $F_{\text {self }}$ is independent of $R$, since, for $R^{\prime}<\bar{R}$, say, $R^{\prime}<R$,

$$
\begin{aligned}
& \int_{\Omega \backslash B_{R^{\prime}(i)}} W(\quad(\quad i)) d a+a_{i} \ln R^{\prime} \\
& \quad=\int_{\Omega \backslash B_{R}(i)} W(\quad(\quad i)) d a+\int_{C_{R^{\prime}, R}(i)} W(\quad(\quad i)) d a+a_{i} \ln R^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\Omega \backslash B_{R}\left({ }_{i}\right)} W(\quad(\quad i)) d a+a_{i} \ln \frac{R}{R^{\prime}}+a_{i} \ln R^{\prime} \\
& =\int_{\Omega \backslash B_{R}\left({ }_{i}\right)} W(\quad(\quad i)) d a+a_{i} \ln R
\end{aligned}
$$

We finally compute the contribution of the interaction term $F_{\text {int }}$ to the renormalized energy and prove that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} C[\quad(\quad i, \varepsilon)] \cdot \quad(\quad j, \varepsilon) d a=\int_{\Omega} C[\quad(\quad i)] \cdot \quad(\quad j) d a+O(\varepsilon) \tag{5.12}
\end{equation*}
$$

To see this, let as before ${ }_{i, \varepsilon}=\quad i+\nabla_{i, \varepsilon}$ and $\quad{ }_{j, \varepsilon}=\quad{ }_{j}+\nabla_{j, \varepsilon}$ (cf. (3.11)), so that

$$
\begin{aligned}
& \int_{\Omega_{\varepsilon}} C[\quad(\quad i, \varepsilon)] \cdot \quad(\quad j, \varepsilon) d a=\int_{\Omega_{\varepsilon}} C[\quad(\quad i)] \cdot \quad(\quad j) d a+\int_{\Omega_{\varepsilon}} C[\quad(\quad i)] \cdot \nabla_{j, \varepsilon} d a \\
& +\int_{\Omega_{\varepsilon}} C[\quad(\quad j)] \cdot \nabla_{i, \varepsilon} d a+\int_{\Omega_{\varepsilon}} C[\quad(\quad i, \varepsilon)] \cdot \nabla_{j, \varepsilon} d a .
\end{aligned}
$$

It can be easily proved that

$$
\int_{\Omega_{\varepsilon}} C[\quad(\quad i)] \cdot \quad(\quad j) d a \rightarrow \int_{\Omega} C[\quad(\quad i)] \cdot \quad(\quad j) d a
$$

while, applying the divergence theorem, the last three integrals become

$$
\begin{align*}
& \int_{\partial \Omega}\left({ }_{j, \varepsilon} \cdot C[(\quad i)]+{ }_{i, \varepsilon} \cdot C[(\quad j)]+{ }_{j, \varepsilon} \cdot C[(\quad i, \varepsilon)]\right) d a \\
& -\sum_{k=1}^{N} \int_{\partial B_{\varepsilon}\left(\begin{array}{l}
k
\end{array}\right)}\left({ }_{j, \varepsilon} \cdot C[(\quad i)]+\quad{ }_{i, \varepsilon} \cdot C[(\quad j)]+{ }_{j, \varepsilon} \cdot C[(\quad i, \varepsilon)]\right) d a . \tag{5.13}
\end{align*}
$$

Now, recall that $\quad{ }_{i, \varepsilon} \rightarrow 0$ uniformly on compacta in $\mathbb{R}^{2} \backslash\left\{{ }_{i}\right\}$ (see Remark 3.2(ii)), so that the integrals over $\partial \Omega$ and $\partial B_{\varepsilon}(\quad k)$ with $k \neq i, j$ vanish in the limit as $\varepsilon \rightarrow 0$, and (5.13) becomes
$-\int_{\left.\partial B_{\varepsilon(~}\right)}\left({ }_{j, \varepsilon} \cdot C[(\quad i)]+{ }_{i, \varepsilon} \cdot C[(\quad j)]+{ }_{j, \varepsilon} \cdot C[(i, \varepsilon)]\right) d a$

$$
\begin{equation*}
-\int_{\partial B_{\varepsilon}(j)}\left(\quad j, \varepsilon \cdot C[(\quad i)]+{ }_{i, \varepsilon} \cdot C[(\quad j)]+{ }_{j, \varepsilon} \cdot C[(i, \varepsilon)]\right) d a \tag{5.14}
\end{equation*}
$$

which tends to 0 as $\varepsilon \rightarrow 0$. Consider in fact the first term: then

$$
\begin{aligned}
\mid \int_{\partial B_{\varepsilon}\left(i_{i}\right)}{ }_{j, \varepsilon} \cdot C[(\quad(\quad)] d a \mid & \leq C \sup _{B_{\varepsilon}\left(i_{i}\right)}|j, \varepsilon| \int_{\partial B_{\varepsilon}(i)}\left|C\left[\quad\left(\begin{array}{ll}
i
\end{array}\right)\right]\right| d a \\
& \leq \sup _{B_{\varepsilon}\left(i_{i}\right)}|j, \varepsilon| \int_{\partial B_{\varepsilon}(i)}|\quad i| d a \rightarrow 0
\end{aligned}
$$

by uniform convergence of ${ }_{j, \varepsilon}$. Consider now the second term in (5.14): as before, we may write

$$
{ }_{i, \varepsilon}\left(\varrho_{i}, \vartheta_{i}\right)=\frac{\varepsilon^{2}}{\varrho_{i}^{2}}-{ }_{i}\left(\vartheta_{i}\right)
$$

so that, since $\quad{ }_{j}$ is continuous at ${ }_{i}$,

$$
\left|\int_{\partial B_{\varepsilon}\left(i_{i}\right)} \quad i, \varepsilon \cdot C[\quad(\quad j)] d s\right| \leq\left.\sup _{B_{\varepsilon}\left({ }_{i}\right)}|C[\quad(\quad j)]| \int_{\partial B_{\varepsilon}\left(i_{i}\right)}\right|^{-}{ }_{i} \mid d s \rightarrow 0
$$

as $\varepsilon \rightarrow 0$, since ${ }^{-}{ }_{i}$ is bounded. The remaining terms in (5.14) can be treated analogously, and this completes the proof of (5.2).

Proposition 5.2. The interaction energy $F_{\mathrm{int}}$ in (5.4) $)_{2}$ diverges logarithmically with the relative distance between the defects:

$$
\begin{equation*}
F_{\mathrm{int}}(\quad 1, \ldots, \quad N)=\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{\mu(\lambda+\mu)}{\pi(\lambda+2 \mu)} \quad i \cdot{ }_{j} \ln \frac{1}{\left|i_{j}-{ }_{j}\right|}+O(1), \tag{5.15}
\end{equation*}
$$

as $|i-j| \rightarrow 0$.
Proof. Recall that $\quad i \in L^{1}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ for each $i$, and

$$
F_{\text {int }}(\quad 1, \ldots, \quad N)=\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \int_{\Omega} C[(\quad i)] \cdot(\quad j) d a
$$

let ${ }_{i}, \quad j \in \Omega$, and $\gamma$ a line segment parallel to ${ }_{j}-{ }_{i}$ connecting $j_{j}$ to $\partial \Omega$ (cf. Figure 5.1), so that $\gamma=\{\in \Omega:=j+s(j-i)\}$, with $s \in[0, \bar{s}]$. Moreover, let $=\left(\frac{j-i}{|j-i|}\right)^{\perp}$ be the unit vector orthogonal to $\gamma$. Consider the tensor field $\quad j$ : while $\Omega \backslash\left\{\begin{array}{c} \\ j\end{array}\right\}$ is not simply connected, $\Omega \backslash \gamma$ is, so that there exists a field ${ }_{j}$ on $\Omega \backslash \gamma$ such that $\quad j=\nabla \quad j$, and

$$
\llbracket \quad j \rrbracket=-{ }_{j},
$$

where $\llbracket{ }_{j} \rrbracket$ is the jump of $\quad j$ across $\gamma$, defined by


Fig. 5.1. Connecting cut $\gamma$.
for $\quad \in \gamma$. Applying the divergence theorem to $\Omega \backslash \gamma$, and noting that $\partial(\Omega \backslash \gamma)=\partial \Omega \cup \gamma$, we find

$$
\begin{aligned}
\int_{\Omega} C[\quad(\quad i)] \cdot{ }_{j} d a & =\int_{\Omega \backslash \gamma} C[(\quad i)] \cdot \nabla \quad j d a \\
& =\int_{\partial \Omega} j \cdot C[(\quad i)] d s-\int_{\gamma} \llbracket{ }_{j} \rrbracket \cdot C\left[\begin{array}{ll}
(\quad i)] \quad d s
\end{array}\right.
\end{aligned}
$$

The first integral in the above expression remains bounded as ${ }_{i}-{ }_{j} \rightarrow \mathbf{0}$, since $i()={ }_{i}(; i) \rightarrow \quad{ }_{i}(; j)$ uniformly on $\partial \Omega$ as ${ }_{j}-{ }_{j} \rightarrow \mathbf{0}$. As to the second integral, write $i=\frac{1}{\varrho_{i}} i\left(\vartheta_{i}\right)$, and choose $s=\varrho_{i}-d, \vartheta_{i}=\bar{\vartheta}$ on $\gamma$ with $d=\mid j-\quad i$ : then

$$
\begin{aligned}
-\int_{\gamma} \llbracket{ }_{j} \rrbracket \cdot C\left[\left(\quad i_{1}\right)\right] \quad d s & =\int_{0}^{\bar{s}}{ }_{j} \cdot C\left[\left({ }_{i}(\bar{\vartheta})\right)\right] \frac{1}{d+s} d s \\
& ={ }_{j} \cdot C\left[\left(\quad{ }_{i}(\bar{\vartheta})\right)\right] \quad\left(\ln \frac{1}{d}+\ln (d+\bar{s})\right)
\end{aligned}
$$

which proves (5.15) since by a straightforward computation using (3.8) and (3.9) we have

$$
{ }_{j} \cdot C\left[\quad\left({ }_{i}(\bar{\vartheta})\right)\right]=\frac{\mu(\lambda+\mu)}{\pi(\lambda+2 \mu)} i_{i}{ }_{j}
$$

6. The force on a dislocation. We prove in this section that the derivative of the renormalized energy with respect to defect position coincides with the resultant of the Eshelby stress

$$
\begin{equation*}
=W(\quad(\quad)) \mathbf{1}-\quad{ }^{\top} C[\quad(\quad)] \tag{6.1}
\end{equation*}
$$

on the dislocation. ${ }^{7}$
To highlight the dependence of the minimizers on the location of the dislocations, we write

$$
{ }_{0}(; \quad 1, \ldots, \quad N)
$$

[^65]for a minimizer of $I_{0}$ relative to a system of dislocations located at $(1, \ldots, N)$ in $\Omega$, and
\[

$$
\begin{equation*}
0={ }_{0}\left(; \quad 1, \ldots, N_{0}\right):=\sum_{i=1}^{N} \quad{ }_{i}(; \quad i)+\nabla{ }_{0}\left(; \quad 1, \ldots,{ }^{\prime}\right) \tag{6.2}
\end{equation*}
$$

\]

for the corresponding solution of (4.2) as in Theorem 2.1. Let also $\in \mathbb{R}^{2}$ be a fixed vector and $t \in I \subset \mathbb{R}$ a real parameter.

Lemma 6.1. The field ${ }_{i}(; i),{ }_{0}\left(; 1, \ldots, N^{\prime}\right)$ and ${ }_{0}\left(;{ }_{1}, \ldots, N_{N}\right)$ are smooth with respect to $\quad i$ for $i \in\{1, \ldots, N\}$.

In particular,

$$
\begin{equation*}
{ }_{i}(\quad):=\left.\frac{d}{d t} \quad{ }_{i}(; \quad i+t)\right|_{t=0}=-\nabla\left(\quad{ }_{i}(; \quad i)\right)=-\nabla\left(\quad i_{i}()\right) \tag{6.3}
\end{equation*}
$$

Moreover, if for a fixed $k \in\{1, \ldots, N\}$ we denote by ${ }_{0}$ and ${ }_{0}{ }_{0}$ the smooth fields such that

$$
\begin{aligned}
& { }_{0}(\quad):=\left.\frac{d}{d t}{ }_{0}\left(\begin{array}{llll}
; & 1, \ldots, & k+t, \ldots, & N
\end{array}\right)\right|_{t=0} \\
& { }_{0}(\quad):=\left.\frac{d}{d t}{ }_{0}\left(\begin{array}{llll}
; & 1, \ldots, & k+t, \ldots, & N
\end{array}\right)\right|_{t=0}
\end{aligned}
$$

then

$$
\begin{equation*}
0_{0}=\nabla \quad \text { with } \quad={ }_{0}-\quad k . \tag{6.4}
\end{equation*}
$$

Proof. Smoothness of $i_{i}$ follows upon recalling that ${ }_{i}(; i)$ is a smooth function of $-{ }_{i}($ cf. (3.3) $)$. This implies that $\quad{ }_{i}(; i+t)={ }_{i}(-t ; i)=$ ${ }_{i}(-t)$, so that

$$
i(\quad)=-\nabla(\quad i(\quad))
$$

where $\nabla(\quad i)$ is the tensor field defined by the identity $[\nabla(\quad i)]=[\nabla(\quad i)]$ for any constant vector $\in \mathbb{R}^{2}$. Since Curl $\quad i=0$ in $\mathbb{R}^{2} \backslash\left\{\begin{array}{l}i\end{array}\right\}$,

$$
\nabla(\quad i)=\nabla(\quad i)
$$

which yields (6.3).
Now, since $\quad{ }_{0}$ minimizes the functional $I_{0}$, and satisfies the corresponding Euler equations, it may be written in the form

$$
{ }_{0}\left(; \quad 1, \ldots,{ }_{N}\right)=\int_{\partial \Omega}(,,)\left(\sum_{i=1}^{N} i\left(\begin{array}{lll}
; & 1 \tag{6.5}
\end{array}, \ldots,{ }_{N}\right)()\right) d a
$$

modulo an infinitesimal rigid body motion, where ( , ) is the Green's function for the Neumann problem in plane elasticity. Since

$$
\sum_{i=1}^{N} i(; \quad 1, \ldots, \quad N)=\sum_{i=1}^{N} C\left[\quad\left(\quad{ }_{i}(; \quad i)\right)\right]
$$

the smoothness of ${ }_{0}$ follows from the smoothness of ${ }_{i}$.

Finally, the smoothness of 0 follows from (6.2), and (6.4) can be directly verified.

Lemma 6.2. Let $f=f(, t), g=g(, t), r=r(, t)$ be smooth functions defined on $B_{R}\left(0_{0}+t\right), \partial B_{R}\left(0_{0}+t\right)$ and $\Omega \backslash B_{R}\left(0_{0}+t\right)$ for $t \in I \subset \mathbb{R}$, respectively, with $R>0$ and a constant vector. Then

$$
\begin{align*}
& \left.\frac{d}{d t} \int_{B_{R}\left(\begin{array}{l}
\text { o }+t)
\end{array}\right.} f(, t) d a\right|_{t=0}=\int_{B_{R}\left(\begin{array}{l}
\text { o })
\end{array}\right.} D_{t} f(, 0) d a \\
& \quad=\int_{B_{R}(\text { o o })} \partial_{t} f(, 0) d a+\int_{\partial B_{R}(\text { o) }} f(, 0) \cdot d s \tag{6.6}
\end{align*}
$$

and

$$
\begin{equation*}
\left.\frac{d}{d t} \int_{\partial B_{R}\left(0_{0}+t\right)} g(, t) d s\right|_{t=0}=\int_{\partial B_{R}\left(\mathrm{o}^{\circ}\right)} D_{t} g(, 0) d s \tag{6.7}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left.\frac{d}{d t} \int_{\Omega \backslash B_{R}\left(\mathrm{o}^{+}+t\right)} r(, t) d a\right|_{t=0}=\int_{\Omega \backslash B_{R}\left(\mathrm{o}_{\mathrm{o}}\right)} \partial_{t} r(, 0) d a-\int_{\partial B_{R}(\mathrm{o})} r(, 0) \cdot d s \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{t} f=\partial_{t} f+\nabla f \tag{6.9}
\end{equation*}
$$

Proof. The first identity follows upon applying the classical theorem of derivation under the integral

$$
\begin{aligned}
& \frac{d}{d t} \int_{B_{R}(o+t)} f(, t) d a=\frac{d}{d t} \int_{B_{R}(\mathrm{o})} f(+t, t) d a \\
& \quad=\int_{B_{R}(0)}\left(\partial_{t} f(+t, t)+\cdot \nabla f(+t, t)\right) d a
\end{aligned}
$$

letting $t=0$ and using the divergence theorem we obtain (6.6). Relation (6.7) follows from a similar argument. To prove (6.8), denote by $\hat{r}(, t)$ a smooth extension of $r(, t)$ to $\Omega$ for all $t \in I$. Then

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega \backslash B_{R}\left(0_{0}+t\right)} r(, t) d a= & \frac{d}{d t} \int_{\Omega} \hat{r}(, t) d a-\frac{d}{d t} \int_{B_{R}\left(o_{0}+t\right)} \hat{r}(, t) d a \\
= & \int_{\Omega} \partial_{t} \hat{r}(, t) d a-\int_{B_{R}\left(o_{0}+t\right)} \partial_{t} \hat{r}(, t) d a \\
& -\int_{\partial B_{R}\left(o_{0}+t\right)} \hat{r}(, t) \cdot d s \\
= & \int_{\Omega \backslash B_{R}\left(o_{0}+t\right)} \partial_{t} \hat{r}(, t) d a-\int_{\partial B_{R}\left(o_{0}+t\right)} \hat{r}(, t) \cdot d s
\end{aligned}
$$

which proves the assertion.

The next theorem, one of our main results, shows that the derivative of the renormalized energy coincides with the force on a dislocation and thus, as mentioned in the introduction, it may be viewed as the generalization of Eshelby's notion of force on a defect, when bad singularities are associated to the defect itself.

ThEOREM 6.3. Let 0 be defined by (6.2), and let $F=F(1, \ldots, n)$ be the renormalized energy (5.3): then

$$
\nabla_{k} F=-\int_{\partial B_{R}\left(k_{k}\right)}\left\{W(\quad(\quad 0)) \mathbf{1}-\quad{ }_{0}^{\top} C\left[\quad\left(\begin{array}{l}
0 \tag{6.10}
\end{array}\right)\right]\right\} d s
$$

for $R<\bar{R}$, where $\bar{R}$ is defined in (5.1).
Proof. The first step is to rewrite the renormalized energy as the sum of two contributions,

$$
\begin{equation*}
F(\quad 1, \ldots, \quad N)=F_{R}(\quad 1, \ldots, \quad N)+G(\quad 1, \ldots, \quad N) \tag{6.11}
\end{equation*}
$$

where we have omitted the constant logarithmic term and

$$
\begin{equation*}
F_{R}(\quad 1, \ldots, \quad N)=\int_{\Omega_{R}} W(\quad(\quad 0)) d a, \tag{6.12}
\end{equation*}
$$

and
$G(\quad 1, \ldots, \quad N)=\sum_{i=1}^{N} \sum_{h \neq i} \int_{B_{R}\binom{h}{h}} W(\quad(\quad i)) d a+\sum_{h=1}^{N} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \int_{B_{R}\left(\begin{array}{l}h\end{array}\right)} C[\quad(\quad i)] \cdot{ }_{j} d a$

$$
\begin{equation*}
+\sum_{h=1}^{N} \int_{B_{R}\left(h_{h}\right)} W\left(\quad\left(\mathbf{o}^{\prime}\right)\right) d a+\sum_{h=1}^{N} \sum_{i=1}^{N} \int_{\partial B_{R}\left(h_{h}\right)} 0 \cdot C[\quad(\quad i)] d a . \tag{6.13}
\end{equation*}
$$

Consider now a variation of the position of the $k$ th dislocation of the form ${ }_{k} \rightarrow{ }_{k}+t$ with a fixed vector. Then

$$
\begin{aligned}
& \left.\frac{d}{d t} F_{R}(\quad, \ldots, \quad k+t, \ldots, \quad N)\right|_{t=0}
\end{aligned}
$$

and applying Lemma 6.2 we obtain

$$
\int_{\Omega_{R}} C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] \cdot{ }_{0} d a-\int_{\partial B_{R}(k)} W(\quad(\quad 0)) \cdot d s
$$

Recalling now Lemma 6.1, writing ${ }_{0}=\nabla$, applying the divergence theorem, and recalling that $C\left[\left(\begin{array}{l}0\end{array}\right)\right]=0$ on $\partial \Omega$ this becomes

$$
\begin{aligned}
& \int_{\Omega_{R}} C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] \cdot \nabla \quad d a-\int_{\partial B_{R}\left({ }_{k}\right)} W\left(\quad\left(\begin{array}{l}
0
\end{array}\right)\right) \cdot d s \\
& =-\sum_{i=1}^{N} \int_{\partial B_{R}\left({ }_{i}\right)} \cdot C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] d s-\int_{\partial B_{R}\left(k_{k}\right)} W\left(\begin{array}{l}
(0)) \cdot d s, \\
\end{array}\right)
\end{aligned}
$$

which in turn equals

$$
\begin{aligned}
& -\int_{\partial B_{R}(k)} \cdot\left(W(\quad(\quad 0)) \mathbf{1}-{ }_{0}^{\top} C\left[\left(\begin{array}{l}
0
\end{array}\right)\right]\right) d s \\
& -\int_{\partial B_{R}(k)}(+0) \cdot C[(0)] d s-\sum_{i \neq k} \int_{\partial B_{R}(i)} \cdot C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] d s .
\end{aligned}
$$

The first term is the resultant of the Eshelby stress on the $k$ th dislocation, while the second and third term may be written as

$$
\left.\begin{array}{l}
-\int_{\partial B_{R}(k)}\left(\dot{0}_{0}+\left(\begin{array}{ll}
\nabla & 0
\end{array}\right)+\sum_{i \neq k} i\right.
\end{array}\right) \cdot C\left[\begin{array}{l}
(0)] d s \\
\quad-\sum_{i \neq k} \int_{\partial B_{R}(i)}\left(0_{0}-k\right) \cdot C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] d s \tag{6.14}
\end{array}\right.
$$

since $={ }_{0}-{ }_{k}$ and

$$
+0=j_{0}-k+\left(\sum_{i} i+\nabla 0_{0}\right)=\dot{0}_{0}+\left(\begin{array}{ll}
\nabla_{0}
\end{array}\right)+\sum_{i \neq k} i
$$

We now prove that (6.14) cancels with the derivative of (6.13), i.e.,

$$
\left.\frac{d}{d t} G(\quad 1, \ldots, \quad k+t, \ldots, \quad N)\right|_{t=0}
$$

In fact, rewriting (6.13) as the sum of the terms

$$
\begin{align*}
& \left.\int_{B_{R}(k)} \quad\left\{\sum_{i \neq k} W(\quad(\quad i))+\sum_{i<j} C\left[\begin{array}{ll}
(\quad i
\end{array}\right)\right] \cdot j+W\left(\quad\left(\begin{array}{l}
0
\end{array}\right)\right)\right\} d a \\
& \quad+  \tag{6.15}\\
& \quad \int_{\partial B_{R}(k)} \sum_{i}\left({ }_{0} \cdot C[(\quad i)]\right) d s
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{h \neq k} \int_{B_{R}(h)}\left\{\sum_{i \neq h} W((\quad i))+\sum_{i<j} C\left[\left(\begin{array}{l}
i
\end{array}\right)\right] \cdot j+W\left(\quad\left(\begin{array}{l}
0
\end{array}\right)\right)\right\} d a \\
& \quad+\sum_{h \neq k} \int_{\partial B_{R}\left({ }_{h}\right)} \sum_{i}\left({ }_{0} \cdot C[(\quad(\quad)]) d s\right. \tag{6.16}
\end{align*}
$$

and computing the derivative of (6.15) with respect to $t$ and using Lemma 6.2, we find

$$
\begin{aligned}
& \int_{B_{R}(\quad k)}\left\{\sum_{i \neq k} C[\quad(\quad i)] \cdot D_{t} \quad i+\sum_{i<j} C[\quad(\quad i)] \cdot D_{t} \quad j\right. \\
& \left.+\sum_{i<j} C[\quad(\quad j)] \cdot D_{t} \quad i+C\left[\quad\left(\begin{array}{ll}
0
\end{array}\right)\right] \cdot \nabla\left(\begin{array}{ll}
D_{t} & 0
\end{array}\right)\right\} d a \\
& +\int_{\partial B_{R}(\quad k)}\left\{\sum_{i}{ }_{0} \cdot C\left[\begin{array}{ll}
\left.\left(\begin{array}{ll}
D_{t} & i
\end{array}\right)\right]+\sum_{i} D_{t} \quad 0 \cdot C\left[\begin{array}{ll} 
& (
\end{array}\right)
\end{array}\right]\right\} d s,
\end{aligned}
$$

where $D_{t} \quad{ }_{j}:={ }_{j}+\nabla(\quad j)$ and $D_{t} \quad{ }_{0}={ }_{j}{ }_{0}+\left(\begin{array}{l}\nabla\end{array}{ }_{0}\right)$. Since $D_{t} \quad k=0$ and $D_{t} \quad j=\nabla(\quad j)=\nabla(\quad j)$ for $j \neq k$ (since $\quad j=0$ for $j \neq k$ ), using the divergence theorem and noting that $\left.\operatorname{Div} C\left[\begin{array}{ll}\left(D_{t}\right. & i\end{array}\right)\right]=0$ on $\mathbb{R}^{2} \backslash\left\{\begin{array}{c}i \\ i\end{array}\right\}$, we find

$$
\begin{aligned}
\int_{\partial B_{R}(k)}\left\{\begin{array}{ll}
D_{t} & \left.0 \cdot C\left[\begin{array}{l}
0
\end{array}\right)\right]+\sum_{i \neq k}\left(\begin{array}{ll}
i
\end{array}\right) \cdot C\left[\left(\begin{array}{l}
0
\end{array}\right)\right] \\
& \left.\left.+\sum_{i \neq k}\left(\begin{array}{l}
i
\end{array}\right) \cdot C[(\quad i)]+\sum_{i \neq k} \sum_{j \neq i}\left(\begin{array}{ll}
i
\end{array}\right) \cdot C\left[\begin{array}{ll}
( & j
\end{array}\right)\right]\right\} d s
\end{array},\right.
\end{aligned}
$$

which becomes finally

$$
\int_{\partial B_{R}(k)}\left(\begin{array}{ll}
D_{t} & 0
\end{array} \sum_{i \neq k} \quad i\right) \cdot C\left[\left(\begin{array}{l}
0 \tag{6.17}
\end{array}\right)\right] d s
$$

Consider now the derivative of (6.16) with respect to $t$ : using Lemma 6.2, we find

$$
\begin{aligned}
& +\sum_{h \neq k} \int_{\partial B_{R}\left({ }_{h}\right)}\left\{0 \cdot C\left[\left({ }^{\prime}\right)\right]+\sum_{i} \cdot{ }_{0} \cdot C[(\quad(i)]\} d s,\right.
\end{aligned}
$$

and using the fact that $\operatorname{Div} C\left[\left({ }^{\cdot} k\right)\right]=0$ on $\mathbb{R}^{2} \backslash\left\{\begin{array}{l}k\end{array}\right\}$, and ${ }^{\cdot}{ }_{k}=-\nabla(\quad k)$ we finally obtain

$$
\sum_{h \neq k} \int_{\partial B_{R}\left({ }_{h}\right)}\left(\cdot_{0}-k\right) \cdot C\left[\left(\begin{array}{l}
0 \tag{6.18}
\end{array}\right)\right] d s
$$

Relation (6.10) follows now upon noting that the sum of (6.14), (6.17), and (6.18) vanishes. $\quad$ ]

## Appendix: Poincaré and Korn inequalities for $\Omega_{\varepsilon}$.

The basic tool to study the compactness of a sequence of minimizers of problem (2.9) is Korn's inequality: we prove here that for a perforated domain such as $\Omega_{\varepsilon}$, under mild regularity assumptions, Korn's and Poincaré's inequalities hold uniformly in $\varepsilon$ as $\varepsilon \rightarrow 0$. Also, we show that the trace constant for $\Omega_{\varepsilon}$ may be chosen independent of $\varepsilon$.

We begin by proving that Poincaré's inequality holds for each domain $\Omega_{\varepsilon}$ uniformly in $\varepsilon$, when $\Omega$ has the cone property.

Proposition A.1. Let $\Omega$ be a bounded open connected domain in $\mathbb{R}^{2}$ with the cone property: then, for any $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$,

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left|-{ }_{B}\right|^{2} d \leq c \int_{\Omega_{\varepsilon}}|\nabla|^{2} d \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
B:=\frac{1}{|B|} \int_{B} d a \tag{A.2}
\end{equation*}
$$

$B$ is any fixed ball contained in $\Omega \backslash\{1, \ldots, N\}$, and the constant $c$ is independent of $\varepsilon$ (but may depend on $\Omega \backslash\{1, \ldots, \quad N\}$ and $B$ ).

Proof. Fix $R>2 \epsilon$ so small that $B_{R}\left({ }_{i}\right) \subset \Omega \backslash B$ for any $i=1, \ldots, N, B_{R}\left({ }_{i}\right) \cap$ $B_{R}(j)=\emptyset$ for $i \neq j$, and decompose $\Omega_{\varepsilon}$ as the union of the annuli $C_{\varepsilon, \frac{R}{2}}\left({ }_{i}\right)=$ $B_{\frac{R}{2}}(\quad i) \backslash B_{\varepsilon}\left({ }_{i}\right)$ and its complement $\Omega^{\prime}$, which is independent of $\varepsilon$. Since $\Omega^{\prime}$ is still connected and has the cone property, by the classical Poincaré's inequality we may find a constant $c$ depending on $\Omega^{\prime}$ and $B$ such that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|-{ }_{B}\right|^{2} d \leq c \int_{\Omega^{\prime}}|\nabla|^{2} d \tag{A.3}
\end{equation*}
$$

For each fixed $i=1, \ldots, N$ let $(\varrho, \vartheta)$ be polar coordinates centered at $i$ : for $\mathcal{L}^{1}$ almost everywhere $\varepsilon \leq s \leq \varrho<R$ and $\theta \in[0,2 \pi]$ we have

$$
(s, \vartheta)=(\varrho, \vartheta)-\int_{s}^{\varrho} \frac{\partial}{\partial \varrho}(r, \vartheta) d r
$$

from which it follows, by Hölder's inequality,

$$
|(s, \vartheta)|^{2} \leq 2|\quad(\varrho, \vartheta)|^{2}+2 R \int_{s}^{R}\left|\frac{\partial}{\partial \varrho}(r, \vartheta)\right|^{2} d r
$$

Integrating with respect to $\vartheta$ and multiplying by $s$ yields

$$
\begin{equation*}
\int_{0}^{2 \pi} s|\quad(s, \vartheta)|^{2} d \vartheta \leq 2 \int_{0}^{2 \pi} \varrho|\quad(\varrho, \vartheta)|^{2} d \vartheta+2 R \int_{C_{\varepsilon, R}\left(i_{i}\right)}|\nabla|^{2} d a \tag{A.4}
\end{equation*}
$$

where we have used the fact that $s \leq \varrho, r$. By integrating first with respect to $s$ in $\left[\varepsilon, \frac{R}{2}\right]$ and then to $\varrho$ in $\left[\frac{R}{2}, R\right]$ we obtain

$$
\int_{C_{\varepsilon, \frac{R}{2}(i)}}| |^{2} d a \leq 2 \int_{C_{\frac{R}{2}, R}(i)}| |^{2} d a+2 R \int_{C_{\varepsilon, R}\left(i_{i}\right)}|\nabla|^{2} d a
$$

If we now replace with $-{ }_{B}$ in the previous inequality we get

$$
\int_{C_{\varepsilon, \frac{R}{2}(i)}}|-B|^{2} d a \leq 2 \int_{C_{\frac{R}{2}, R}(i)}\left|-{ }_{B}\right|^{2} d a+2 R \int_{C_{\varepsilon, R}(i)}|\nabla|^{2} d a
$$

which together with (A.3) and the fact that $C_{\frac{R}{2}, R} \subset \Omega^{\prime}$ concludes the proof.
We now turn to Korn's inequality. First we notice that if $\Omega$ has the cone property, then for all $\varepsilon>0 \Omega_{\varepsilon}$ has the cone property, and the following version of this inequality holds [9, 17, 24].

Proposition A. 2 (Korn's inequality I). Let $\Omega \subset \mathbb{R}^{2}$ be an open bounded connected domain with the cone property, and let $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left(\nabla-(\nabla)^{\top}\right) d a=0 \tag{A.5}
\end{equation*}
$$

then there exists a constant $c_{\varepsilon}$ such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}|\nabla|^{2} d a \leq c_{\varepsilon} \int_{\Omega_{\varepsilon}}|\quad(\quad)|^{2} d a \tag{A.6}
\end{equation*}
$$

We continue to denote by $c_{\varepsilon}$ the infimum of all constants satisfying (A.6) and refer to it as Korn's constant for $\Omega_{\varepsilon}$. The following result shows that $c_{\varepsilon}$ is bounded from above independently of $\varepsilon$ as $\varepsilon \rightarrow 0$.

Proposition A.3. Let $c_{\varepsilon}$ be Korn's constant for $\Omega_{\varepsilon}$ as defined in (A.6): then there exists a constant $c<\infty$, independent of $\varepsilon$ (but possibly depending on $\Omega$ ), such that

$$
\begin{equation*}
c_{\varepsilon} \leq c \tag{A.7}
\end{equation*}
$$

for all $\varepsilon>0$.
Proof. Consider first the case $N=1$, and let ${ }_{1}=\mathbf{0}$, so that $\Omega_{\varepsilon}=\Omega \backslash B_{\varepsilon}(\mathbf{0})$. The proof follows from two results of [9]. The first result states that the minimum value for Korn's constant of the annulus $C_{\varepsilon, R}(\mathbf{0})$ with internal radius $\varepsilon$ and external radius $R$ (under the constraint (A.5)) is

$$
\begin{equation*}
4\left[1-\left(\frac{3 R^{2} \varepsilon^{2}}{R^{4}+R^{2} \varepsilon^{2}+\varepsilon^{4}}\right)\right]^{-1} \tag{A.8}
\end{equation*}
$$

which tends to Korn's constant for the circle $c=4$ as $\varepsilon \rightarrow 0$. The second result states that if Korn's inequality (A.5)-(A.6) holds for two open bounded domains $\Omega_{1}$ and $\Omega_{2}$ such that $\left|\Omega_{1} \cap \Omega_{2}\right|>0$, then it also holds for $\Omega_{1} \cup \Omega_{2}$, and

$$
\begin{equation*}
c_{12} \leq c_{1}+c_{2}+\frac{\min \left\{\left|\Omega_{1}\right|,\left|\Omega_{2}\right|\right\}}{\left|\Omega_{1} \cap \Omega_{2}\right|}\left(\sqrt{c_{1}}+\sqrt{c_{2}}\right)^{2} \tag{A.9}
\end{equation*}
$$

with $c_{12}, c_{1}$, and $c_{2}$ the Korn's constants of $\Omega_{1} \cup \Omega_{2}, \Omega_{1}$, and $\Omega_{2}$, respectively.
To prove (A.7), choose $R$ such that $2 R<d(\mathbf{0}, \partial \Omega)$, let $\Omega_{1}=C_{\varepsilon, 2 R}(\mathbf{0})$ and $\Omega_{2}=$ $\Omega_{\varepsilon} \backslash C_{\varepsilon, R}(\mathbf{0})$, and apply (A.9): since $c_{2}$ is independent of $\varepsilon$ and, by (A.8), $c_{1} \rightarrow 4$ as $\varepsilon \rightarrow 0$, Korn's constant $c_{\varepsilon}=c_{12}$ is bounded from above, and the thesis follows for $N=1$.

When $N>1$, to obtain the thesis it is sufficient to iterate the above procedure: define

$$
\left\{\begin{array}{l}
\tilde{\Omega}_{0}:=\Omega \backslash\left(\cup_{i=1}^{N} B_{R}\left({ }_{i}\right)\right) \\
\vdots \\
\tilde{\Omega}_{i}:=\tilde{\Omega}_{i-1} \cup\left(B_{2 R}(\quad i) \backslash B_{\varepsilon}(\quad i)\right), \quad i=1, \ldots, N-1, \\
\vdots \\
\tilde{\Omega}_{N}:=\Omega_{\varepsilon}
\end{array}\right.
$$

Applying (A.9) to each $\tilde{\Omega}_{i}$ we obtain

$$
\begin{aligned}
\tilde{c}_{i} & \leq \tilde{c}_{i-1}+\tilde{c}_{\varepsilon}+\frac{\min \left\{\left|\tilde{\Omega}_{i-1}\right|,\left|c_{\varepsilon, 2 R}\left({ }_{i}\right)\right|\right\}}{\left|\tilde{\Omega}_{i-1} \cap c_{\varepsilon, 2 R}(i)\right|}\left(\sqrt{\tilde{c}_{i-1}}+\sqrt{\tilde{c}_{\varepsilon}}\right)^{2} \\
& =\tilde{c}_{i-1}+\tilde{c}_{\varepsilon}+\frac{4 R^{2}-\varepsilon^{2}}{3 R^{2}}\left(\sqrt{\tilde{c}_{i-1}}+\sqrt{\tilde{c}_{\varepsilon}}\right)^{2}
\end{aligned}
$$

where $\tilde{c}_{i}$ and $\tilde{c}_{\varepsilon}$ are Korn's constants for $\tilde{\Omega}_{i}$ and $C_{\varepsilon, 2 R}\left(\quad{ }_{i}\right)$, respectively. Using the relation $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, and taking $\varepsilon=0$, this relation implies

$$
\tilde{c}_{i} \leq \frac{11}{3}\left(\tilde{c}_{i-1}+\tilde{c}_{\varepsilon}\right)
$$

which yields in turn

$$
\tilde{c}_{N} \leq\left(\frac{11}{3}\right)^{N} \tilde{c}_{0}+\left(\sum_{i=1}^{N}\left(\frac{11}{3}\right)^{i}\right) \tilde{c}_{\varepsilon}
$$

Since $\tilde{c}_{\varepsilon}$ is given by (A.8) and is bounded from above, and $\tilde{c}_{0}$ is independent of $\varepsilon$, this relation shows that $c_{\varepsilon}=\tilde{c}_{N}$ is also bounded from above as $\varepsilon \rightarrow 0$.

Korn's inequality extends trivially to displacement fields which do not satisfy (A.5).

Corollary A. 4 (Korn's inequality $\mathrm{I}^{\prime}$ ). Let $\Omega \subset \mathbb{R}^{2}$ be an open bounded connected domain with the cone property, and $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ : then there exists a constant $c$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}|\nabla-\quad|^{2} d a \leq c \int_{\Omega_{\varepsilon}}|\quad(\quad)|^{2} d a \tag{A.10}
\end{equation*}
$$

where

$$
\begin{equation*}
=\frac{1}{2} \int_{\Omega_{\varepsilon}}\left(\nabla-(\nabla)^{\top}\right) d a \tag{A.11}
\end{equation*}
$$

Combining (A.1), (A.6), and (A.7), we finally obtain the following basic inequality. Proposition A. 5 (Korn's inequality II). Let $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left(\nabla-(\nabla)^{\top}\right) d a=0 \tag{A.12}
\end{equation*}
$$

then there exists a constant $c$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left|-{ }_{B}\right|^{2} d a+\int_{\Omega_{\varepsilon}}|\nabla \quad|^{2} d a \leq c \int_{\Omega_{\varepsilon}}|\quad(\quad)|^{2} d a \tag{A.13}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }_{B}:=\frac{1}{|B|} \int_{B} d a \tag{A.14}
\end{equation*}
$$

and $B$ is any fixed ball contained in $\Omega \backslash\{1, \ldots, N\}$.
We now show that the trace constant for $\Omega_{\varepsilon}$ may be chosen to be independent of $\varepsilon$.

Proposition A.6. Let $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ : then there exists a positive constant $c$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\int_{\partial \Omega_{\varepsilon}}| |^{2} d s \leq c\left(\int_{\Omega_{\varepsilon}}| |^{2} d a+\int_{\Omega_{\varepsilon}}|\nabla|^{2} d a\right) \tag{A.15}
\end{equation*}
$$

Proof. Taking $s=\varepsilon$ in (A.4) we have

$$
\int_{\partial B_{\varepsilon(~ i) ~}}| |^{2} d s \leq 2 \int_{0}^{2 \pi} \varrho|\quad(\varrho, \vartheta)|^{2} d \vartheta+2 R \int_{C_{\varepsilon, R}(i)}|\nabla|^{2} d a
$$

By averaging with respect to $\varrho$ over $[\varepsilon, R]$ we obtain

$$
\int_{\partial B_{\varepsilon}\left(i_{i}\right)}| |^{2} d s \leq \frac{2}{R-\varepsilon} \int_{C_{\varepsilon, R}\left(i_{i}\right)}| |^{2} d a+2 R \int_{C_{\varepsilon, R}(i)}|\nabla|^{2} d a
$$

Hence, for $\varepsilon$ sufficiently small, there exists a constant $c_{1}$ such that

$$
\begin{equation*}
\int_{\partial B_{\varepsilon}(i)}| |^{2} d s \leq c_{1}\left(\int_{\Omega_{\varepsilon}}| |^{2} d a+\int_{\Omega_{\varepsilon}}|\nabla|^{2} d a\right) \tag{A.16}
\end{equation*}
$$

for each $i=1, \ldots, N$. Now, let $c_{2}$ be the trace constant for $\Omega_{R}$, so that

$$
\begin{equation*}
\int_{\partial \Omega}| |^{2} d s \leq c_{2}\left(\int_{\Omega_{R}}| |^{2} d a+\int_{\Omega_{R}}|\nabla|^{2} d a\right) \leq c_{2}\left(\int_{\Omega_{\varepsilon}}| |^{2} d a+\int_{\Omega_{\varepsilon}}|\nabla|^{2} d a\right) \tag{A.17}
\end{equation*}
$$

Adding the expressions above we finally obtain the thesis.
Finally, we show that functions in $H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ can be extended to $\Omega$ with extension constant independent of $\varepsilon$.

Proposition A.7. Let $\in H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)$ : then admits an extension ${ }^{\wedge} \in$ $H^{1}\left(\Omega, \mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\|\wedge\|_{H^{1}\left(\Omega, \mathbb{R}^{2}\right)} \leq c\|\quad\|_{H^{1}\left(\Omega_{\varepsilon} ; \mathbb{R}^{2}\right)} \tag{A.18}
\end{equation*}
$$

where the constant $c$ is independent of $\varepsilon$.
Proof. First notice that, using a partition of unity, we may assume that $\in$ $H^{1}\left(\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0}) ; \mathbb{R}^{2}\right)$, and $=0$ outside a compact in $\mathbb{R}^{2}$. Let

$$
(~)= \begin{cases}\left(\frac{\varepsilon^{2}}{| |^{2}}\right), & \in B_{\varepsilon}(\mathbf{0}) \\ (), & \in \mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})\end{cases}
$$

so that ${ }^{\wedge}()=(\quad)$ when $\mid=\varepsilon$. Then

$$
\begin{aligned}
\left.\left.\int_{B_{\varepsilon}(\mathbf{0})}\right|^{\wedge}(\quad)\right|^{2} d a & =\int_{B_{\varepsilon}(\mathbf{0})}\left|\left(\frac{\varepsilon^{2}}{| |^{2}}\right)\right|^{2} d a=\int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})} \frac{\varepsilon^{4}}{| |^{4}}|()|^{2} d a \\
& \leq \int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})}|(\quad)|^{2} d a
\end{aligned}
$$

since the modulus of the Jacobian of the transformation $\quad \rightarrow \varepsilon^{2} \quad /| |^{2}$ is $|J|=\varepsilon^{4} /| |^{4}$, and $\varepsilon^{4} /| |^{4} \leq 1$ for $|\mid \geq \epsilon$. Also, notice that

$$
\nabla^{\wedge}()=\nabla \quad\left(\frac{\varepsilon^{2}}{| |^{2}}\right)\left[\frac{\varepsilon^{2}}{| |^{2}}\left(\mathbf{1}-\frac{2}{| |^{2}} \quad \otimes\right)\right]
$$

and

$$
\left|\mathbf{1}-\frac{2}{| |^{2}} \otimes\right|^{2}=1
$$

Hence,

$$
\begin{aligned}
\int_{B_{\varepsilon}(\mathbf{0})}\left|\nabla^{\wedge}()\right|^{2} d a & \leq M \int_{B_{\varepsilon}(\mathbf{0})} \frac{\varepsilon^{4}}{| |^{4}}\left|\nabla \quad\left(\frac{\varepsilon^{2}}{| |^{2}}\right)\right|^{2} d a \\
& =M \int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})} \frac{\varepsilon^{4}}{| |^{4}} \frac{| |^{4}}{\varepsilon^{4}}|\nabla()|^{2} d a \\
& \leq M \int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})}|\nabla()|^{2} d a
\end{aligned}
$$

with $M$ a positive constant independent of $\varepsilon$. Since ${ }^{\wedge}=$ on $\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0})$, it follows that there exists a constant $c$ independent of $\varepsilon$ such that

$$
\|\wedge\|_{H^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)} \leq c\| \|_{H^{1}\left(\mathbb{R}^{2} \backslash B_{\varepsilon}(\mathbf{0}) ; \mathbb{R}^{2}\right)},
$$

which implies the thesis.
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#### Abstract

In order to investigate corrections to the common KdV approximation for surface water waves in a canal, we derive modulation equations for the evolution of long wavelength initial data. We work in Lagrangian coordinates. The equations which govern corrections to the KdV approximation consist of linearized and inhomogeneous KdV equations plus an inhomogeneous wave equation. These equations are explicitly solvable and we prove estimates showing that they do indeed give a significantly better approximation than the KdV equation alone.
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1. Introduction. It is often easier to write down a partial differential equation which models a physical phenomena than it is to study solutions of such an equation. Equations which model the evolution of the surface of a fluid in a canal have been known since at least the 19th century; however, it has only been in recent years that questions of existence and uniqueness for general initial data have been answered (see [35], [36], and [22]). Moreover, numerical simulations of water waves and similarly complex phenomena are frequently time consuming and challenging to implement. Consequently, it can be quite difficult to say much about the behavior of a general solution. Therefore scientists often restrict their attention to limiting cases-for instance, one may assume that solutions are of long wavelength and small amplitude (see Figure 1). Under such a supposition, a modulation equation may be (formally) derived. In particular, one hopes that the modulation equation

- is well-posed,
- is either explicitly solvable or easy to solve numerically, and
- captures the essential behavior of the original system.

Remarkably, many seemingly disparate physical phenomena possess modulation equations of the same form. For solutions of long wavelength, Korteweg-de Vries (KdV) equations are often used as modulation equations for a wide variety of nonlinear dispersive systems, including the water wave equation, the Euler-Poisson equations for plasma dynamics, and the Fermi-Pasta-Ulam equation for the interaction of particles in an infinite lattice.

Despite the fact that modulation equations have been in use for over a hundred years - the KdV equation was first proposed as a model for water waves by Boussinesq in 1872 and also by Korteweg and de Vries in 1895 - only recently have attempts been made to rigorously connect the behavior of the modulation equations to the original

[^66]

Fig. 1. The long wave, small amplitude scaling.
physical problem. In particular, through the work of Craig [10], Kano and Nishida [18], [19], Kalyakin [17], Schneider [27], Ben Youssef and Colin [2], and Schneider and Wayne [28], [29], the validity of KdV equations as a leading order approximation to the evolution of long wavelength water waves and to a number of other dispersive partial differential equations has been established.

In many respects, the KdV equation is an ideal modulation equation; it is simple in form and explicitly solvable via the inverse scattering transform. Nevertheless, both experimentally and numerically one observes deviations from the predictions of the KdV approximation. In this paper we derive a hierarchy of modulation equations which govern corrections to the KdV model and also prove rigorously that these higher order equations do indeed improve the accuracy of the approximation. While the correction is valid in general long wavelength/small amplitude settings, heuristically the model is set up to better approximate interactions between solitary waves-both counterpropagating collisions and unidirectional interactions.

Note that in [33], as a case study, Wayne and Wright examined higher order corrections to the KdV approximation to a Boussinesq equation. As the KdV equation is in some sense a universal approximation for long waves, we expect that the equations for corrections to this approximation will also be universal. Indeed, our results show that the higher order corrections for the water wave equation are nearly identical to those for the Boussinesq equation. Also, since a significant part of the work for the Boussinesq problem consists of showing that the modulation equations have wellbehaved solutions over the time scales of interest, this is of use in tackling the water wave problem.

We now describe our results in some detail. The equations of motion for a water wave in an infinitely long canal (commonly called the water wave equation) are
(WW)

$$
\begin{gathered}
x_{t t}\left(1+x_{\alpha}\right)+y_{\alpha}\left(1+y_{t t}\right)=0 \\
y_{t}=K(x, y) x_{t} \\
\alpha \in \mathbb{R}, \quad t \geq 0, \quad(x(\alpha, t), y(\alpha, t)) \in \mathbb{R}^{2},
\end{gathered}
$$

where $K(x, y)$ is a complicated operator (see section 3 for the definition of $K$ ) and ( $\alpha+$ $x(\alpha, t), y(\alpha, t))$ parameterizes the free surface. According to the KdV approximation results of [28], to the order of the approximation long wavelength solutions of (WW) split up into two pieces, one a right-moving wave train and one a left-moving wave train. Each of these wave trains evolves according to a KdV equation, and there is no interaction between the left- and right-moving pieces. That is, for $0<\epsilon \ll 1$, if we scale amplitudes to be $O\left(\epsilon^{2}\right)$ (i.e., small) and wavelengths to be $O\left(\epsilon^{-1}\right)$ (i.e., long), then for times of $O\left(\epsilon^{-3}\right)$, solutions to (WW) satisfy

$$
\begin{equation*}
-x_{\alpha}(\alpha, t)=\epsilon^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right)+O\left(\epsilon^{4}\right) \tag{1}
\end{equation*}
$$



Fig. 2. Sketch of the right- and left-moving wave trains.
where $U$ and $V$ satisfy the KdV equations
(KdV)

$$
\begin{aligned}
-2 \partial_{T} U & =\frac{1}{3} \partial_{\beta_{-}}^{3} U+\frac{3}{2} \partial_{\beta_{-}}\left(U^{2}\right) \\
2 \partial_{T} V & =\frac{1}{3} \partial_{\beta_{+}}^{3} V+\frac{3}{2} \partial_{\beta_{+}}\left(V^{2}\right)
\end{aligned}
$$

See Figure 2. Here, $\beta_{ \pm}=\epsilon(\beta \pm t)$ represent long wavelength moving reference frames and $T=\epsilon^{3} t$ is the very long time scale coordinate. For technical reasons (which we discuss later), $-x_{\alpha}$ is the natural variable to estimate for the water wave equation. To lowest order, $-x_{\alpha}$ is proportional to the height of the wave. At higher order, this ceases to be true, though for purposes of intuition one can think of $-x_{\alpha}$ as representing the wave amplitude.

The KdV equation was initially derived from the water wave equation in an attempt to prove the existence of a solitary wave solution for waves in a canal. Famously, the KdV equation admits solitary wave solutions and also multisoliton solutions. (See Figure 3.) Note that the existence of a true solitary wave solution to (WW) was established first by Friedrichs and Hyers in [14] and subsequently by Beale in [1]. Also note that there exist standing wave solutions (also known as Stokes' waves) to (WW) which in many ways are similar to solitary waves, though our methods do not carry over to studying such behavior-see Toland [32] and Constantin and Strauss [8] for an overview of Stokes' waves in the irrotational and rotational problems, respectively.

We will frequently refer to multisoliton solutions as "overtaking wave" collisions. We remind the reader that the only notable first order effect after such a collision is that the waves are phase shifted after the collision.

Given the results in [28], one expects to see similar behavior in solutions systems modeled by KdV equations. Though it is unknown if these soliton-like solutions persist globally, analogous behavior is indeed observed for very long times (see [15]). The most notable deviation between true solutions and the KdV approximation is the size of the phase shift after a collision. In addition, soliton-like solutions to the type of systems we study frequently develop a very small amplitude dispersive wave train behind each soliton, which moves in the same direction; see Figure 4. The KdV approximation does not predict the existence of these dispersive wave trains. As these sorts of discrepancies are observed even in the case where there is only one wave train moving unidirectionally, we believe that they are, loosely, independent of interactions between the left- and right-moving wave trains. They reflect intrinsic differences between the approximation and the original system.

On the other hand, there is evidence that a noticeable interaction takes place between the left- and right-moving waves. One can see from the form of the approximation in (1) that during a head-on collision of waves moving in opposite directions, the KdV approximation predicts that the heights of the waves add linearly. In true head-on collisions in solutions to the water wave equation, however, the height of the

before collision

during interaction

after collision

* dashed lines are KdV approximation

FIG. 3. Sketch of the overtaking wave interaction.


Fig. 4. Sketch of the dispersive wave.
waves is slightly different from the sum of the heights of the waves taken separatelyit is slightly larger. (See the works of Maxworthy [23], Byatt-Smith [6], [7], Cooker, Weidman, and Bale [9], and Su and Mirie [30], [31].) We sketch this in Figure 5.

Thus we might expect two types of corrections to the KdV approximation:

- corrections due to the fact that, even in the case of a purely right- (or left-) moving wave train, solutions to the water wave equation are not exactly described by solutions to the KdV equation-we will refer to this source of error as unidirectional error;
- corrections due the fact that the left- and right-moving wave trains will interact at higher order-we call such errors counterpropagation error.
Both of these types of corrections are apparent in our results, and to incorporate these two types of corrections, we add an additional three functions to the KdV wave trains. The first two, $F$ and $G$, will correct for unidirectional errors. The third, $P$, will correct for counterpropagation errors. We scale the amplitudes of these three functions so they are $O\left(\epsilon^{4}\right)$, which is the same as the order of the error in using only the KdV equations. $F$ and $G$ will take the same functional form as $U$ and $V$, as they correct for differences between the approximate and actual wave trains. Therefore we


Fig. 5. Sketch of the head-on collision.
add

$$
\epsilon^{4} F\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{4} G\left(\epsilon(\alpha+t), \epsilon^{3} t\right)
$$

to the first order approximation (1).
We do not expect $P$ to be moving strictly left or right, as it corrects for the interaction between waves moving in opposite directions. Thus its spatial dependence will be on $\beta=\epsilon \alpha$. Suppose that the functions $U$ and $V$ are solitary wave solutions. In the long wavelength variables we are considering, this means that the right- and left-moving wave packets are large only over a length of $O\left(\epsilon^{-1}\right)$. In addition, the reference frame moves with unit velocity. Thus we expect any interaction of the two waves to last a time of $O\left(\epsilon^{-1}\right)$. Accordingly, we let $P$ depend on the time variable $\tau=\epsilon t$. That is, we add a correction term of the form

$$
\epsilon^{4} P(\epsilon \alpha, \epsilon t)
$$

to the KdV model.
Through formal means we find that $P$ satisfies an inhomogeneous wave equation

$$
\begin{equation*}
\partial_{\tau}^{2} P-\partial_{\beta}^{2} P=3 \partial_{\beta}^{2}\left(U\left(\beta-\tau, \epsilon^{2} \tau\right) V\left(\beta+\tau, \epsilon^{2} \tau\right)\right) \tag{IW}
\end{equation*}
$$

Similarly, $F$ and $G$ satisfy a pair of driven, linearized KdV equations

$$
\begin{align*}
-2 \partial_{T} F & =\frac{1}{3} \partial_{\beta_{-}}^{3} F+3 \partial_{\beta_{-}}(U F)+J^{-}  \tag{LK}\\
2 \partial_{T} G & =\frac{1}{3} \partial_{\beta_{+}}^{3} G+3 \partial_{\beta_{+}}(V G)+J^{+}
\end{align*}
$$

Notice that these equations are linearized about the KdV solutions $U$ and $V$. The inhomogeneous terms $J^{-}$and $J^{+}$are made up of a combination of sums and products of $U, V$, and $P$. For explicit forms of these driving terms see equations (22). Linearized KdV equations are explicitly solvable, though this is a complicated matter (see [25] and [16]). However, solutions are simple to compute numerically.

One can solve inhomogeneous wave equations explicitly and easily via the method of characteristics. Moreover, we can reduce such systems to a pair of transport equations by the following fact.

FACT 1. If $\partial_{t} f-\partial_{x} f=1 / 2 \partial_{x} h$ and $\partial_{t} g+\partial_{x} g=-1 / 2 \partial_{x} h$, then $q=f+g$ satisfies $\partial_{t}^{2} q-\partial_{x}^{2} q=\partial_{x}^{2} h$.

Thus, we have

$$
\begin{align*}
P_{\tau}^{-}+P_{\beta}^{-} & =-\frac{3}{2} \partial_{\beta}\left(U\left(\beta-\tau, \epsilon^{2} \tau\right) V\left(\beta+\tau, \epsilon^{2} \tau\right)\right) \\
P_{\tau}^{+}-P_{\beta}^{+} & =\frac{3}{2} \partial_{\beta}\left(U\left(\beta-\tau, \epsilon^{2} \tau\right) V\left(\beta+\tau, \epsilon^{2} \tau\right)\right) \tag{T}
\end{align*}
$$

where

$$
P(\beta, \tau)=P^{+}(\beta, \tau)+P^{-}(\beta, \tau)
$$

We remark that the initial data for the modulation equations is determined from initial conditions for the original system in ways described in section 6. Also, this hierarchy of higher order modulation equations is nearly identical to that derived in Wayne and Wright [33] for the Boussinesq equation-the chief difference lying in the specific forms of the inhomogeneous terms $J^{ \pm}$.

To enforce the notion of spatial localization, we will be considering initial data which is of rapid decay, that is, initial data in

$$
H^{s}(m)=\left\{f(\alpha) \mid\left(1+\alpha^{2}\right)^{m / 2} f(\alpha) \in H^{s}\right\}
$$

The inner product on $H^{s}(m)$ is given by

$$
(f(\cdot), g(\cdot))_{H^{s}(m)}=\left(\left(1+\cdot^{2}\right)^{m / 2} f(\cdot),\left(1+\cdot^{2}\right)^{m / 2} g(\cdot)\right)_{H^{s}}
$$

where we use the standard inner product in $H^{s}$. In particular, the known soliton solutions of the KdV equations are in such spaces.

That the KdV equations have solutions for all times with this sort of initial data is well known. In particular, we have the following theorem from [28].

Theorem 1. Let $\sigma \geq 4$. Then for all $C_{I}, T_{0}>0$ there exists $C_{1}>0$ such that if $U, V$ satisfy $(\mathrm{KdV})$ with initial conditions $U_{0}, V_{0}$ and

$$
\begin{equation*}
\max \left\{\left\|U_{0}\right\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+9}},\left\|V_{0}\right\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+9}}\right\}<C_{I} \tag{2}
\end{equation*}
$$

then

$$
\begin{equation*}
\sup _{T \in\left[0, T_{0}\right]}\left\{\|U(\cdot, T)\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+8}},\|V(\cdot, T)\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+8}}\right\}<C_{1} . \tag{3}
\end{equation*}
$$

On the other hand, it is less clear that solutions of (IW) and (LK) will remain bounded over the very long time scales necessary for the KdV approximation. In [33] we proved the following result which guarantees that the solutions of the modulation equations remain bounded for sufficiently long times.

Proposition 1. Fix $T_{0}>0$ and $\sigma>11 / 2$. Suppose that $U_{0}, V_{0}$ satisfy (2) and $U, V, P^{ \pm}, F$, and $G$ satisfy $(\mathrm{KdV}),(\mathrm{T})$, and (LK). Then there exists a constant $C_{2}$, independent of $\epsilon$, such that the solutions of (T) and (LK) satisfy the estimates

$$
\begin{gathered}
\sup _{\tau \in\left[0, T_{0} \epsilon^{-2}\right]}\left\|P^{ \pm}(\cdot, \tau)\right\|_{H^{\sigma+3}} \leq C_{2}, \\
\sup _{T \in\left[0, T_{0}\right]}\left\{\|F(\cdot, T)\|_{H^{\sigma} \cap H^{\sigma-4}(2)},\|G(\cdot, T)\|_{H^{\sigma} \cap H^{\sigma-4}(2)}\right\} \leq C_{2} .
\end{gathered}
$$

Moreover, $P^{ \pm}(\beta, \tau)=\varphi^{ \pm}\left(\beta_{ \pm}, T\right)$ with

$$
\sup _{T \in\left[0, T_{0}\right]}\left\|\varphi^{ \pm}(\cdot, T)\right\|_{H^{\sigma+3} \cap H^{\sigma-1}(2)} \leq C_{2}
$$

Finally we note that since $\partial_{\tau} P=\partial_{\beta} P^{+}-\partial_{\beta} P^{-}$we have $\left\|\partial_{\tau} P\right\|_{s} \leq\left\|\partial_{\beta} P\right\|_{s}$.
With this preliminary result in hand we can state our principal results. Denote the sum of the modulation functions, properly scaled, as

$$
\begin{align*}
-\psi^{d}(\alpha, t)= & \epsilon^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right) \\
& +\epsilon^{4} F\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{4} G\left(\epsilon(\alpha+t), \epsilon^{3} t\right)  \tag{4}\\
& +\epsilon^{4} P(\epsilon \alpha, \epsilon t)
\end{align*}
$$

As mentioned earlier, $(x, y)$ are not the natural coordinates to study solutions to (WW). The coordinates we use are $\left(x_{\alpha}, y, x_{t}\right)^{t r} . x_{\alpha}$ is approximated by $\psi^{d}$, and the functions $y$ and $x_{t}$ are approximated by functions we denote $\psi^{y}$ and $\psi^{u}$, respectively. They are given by

$$
\begin{align*}
\psi^{y}(\alpha, t)= & \epsilon^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right) \\
& +\epsilon^{4} F\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\epsilon^{4} G\left(\epsilon(\alpha+t), \epsilon^{3} t\right)+\epsilon^{4} P(\epsilon \alpha, \epsilon t) \\
& +\frac{1}{3} \epsilon^{4} \partial_{\beta_{-}}^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+\frac{1}{3} \epsilon^{4} \partial_{\beta_{+}}^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right)  \tag{5}\\
& +\epsilon^{4}\left(U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)+V\left(\epsilon(\alpha+t), \epsilon^{3} t\right)\right)^{2}
\end{align*}
$$

and

$$
\begin{align*}
\psi^{u}(\alpha, t)= & \epsilon^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)-\epsilon^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right) \\
& +\epsilon^{4} F\left(\epsilon(\alpha-t), \epsilon^{3} t\right)-\epsilon^{4} G\left(\epsilon(\alpha+t), \epsilon^{3} t\right) \\
& +\epsilon^{4} \varphi^{-}\left(\epsilon(\alpha-t), \epsilon^{3} t\right)-\epsilon^{4} \varphi^{+}\left(\epsilon(\alpha+t), \epsilon^{3} t\right)  \tag{6}\\
& +\frac{1}{6} \epsilon^{4} \partial_{\beta_{-}}^{2} U\left(\epsilon(\alpha-t), \epsilon^{3} t\right)-\frac{1}{6} \epsilon^{4} \partial_{\beta_{+}}^{2} V\left(\epsilon(\alpha+t), \epsilon^{3} t\right) \\
& +\frac{3}{4} \epsilon^{4} U^{2}\left(\epsilon(\alpha-t), \epsilon^{3} t\right)-\frac{3}{4} \epsilon^{4} V^{2}\left(\epsilon(\alpha+t), \epsilon^{3} t\right)
\end{align*}
$$

We discuss the origin of these equations in section 4.
The approximation will be valid in the space

$$
\mathfrak{H}^{s}=H^{s} \times H^{s} \times H^{s-1 / 2} .
$$

Our main result is the following.
Theorem 2. Fix $T_{0}, C_{I}>0, s>4, \sigma \geq s+7$. Suppose that $U, V, P, F$, and $G$ satisfy (KdV), (IW), and (LK) and that $\psi^{d}$, $\psi^{y}$, and $\psi^{u}$ are the combinations of these functions given in (4), (5), and (6). Then there exist $\epsilon_{0}>0$ and $C_{F}>0$ such that the following is true. If the initial conditions for (WW) are of the form $\left(\left(x_{\alpha}(\alpha, 0), y(\alpha, 0), x_{t}(\alpha, 0)\right)^{t r}=\left(0, \epsilon^{2} \Theta_{y}(\epsilon \alpha), \epsilon^{2} \Theta_{u}(\epsilon \alpha)\right)^{t r}\right.$ with

$$
\max _{i=y, z}\left\{\left\|\Theta_{i}(\cdot)\right\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+9}}\right\} \leq C_{I}
$$

then for $\epsilon \in\left(0, \epsilon_{0}\right)$ there is a reparameterization of the free surface such that the unique solution to (WW) satisfies

$$
\left\|\left(\begin{array}{c}
x_{\alpha}(\cdot, t) \\
y(\cdot, t) \\
x_{t}(\cdot, t)
\end{array}\right)-\left(\begin{array}{c}
\psi^{d}(\cdot, t) \\
\psi^{y}(\cdot, t) \\
\psi^{u}(\cdot, t)
\end{array}\right)\right\|_{\mathfrak{H}^{s}} \leq C_{F} \epsilon^{11 / 2}
$$

for $t \in\left[0, T_{0} \epsilon^{-3}\right]$. The constant $C_{F}$ does not depend on $\epsilon$.
Remark 1. The loss of the one-half power of $\epsilon$ in Theorem 2 is caused by the long wave scaling and not a lack of sharpness in the estimates.

Remark 2. It is clear that the form of the initial conditions specified in the hypotheses of this theorem does not agree with that found by setting $t=0$ in the approximation inequality (unless, of course, $\psi^{d} \equiv 0$ ). This is precisely why we mention the need to reparameterize the free surface. We discuss this at length in section 6.

Remark 3. In [28], Schneider and Wayne prove the analogous result for the KdV (i.e., $O\left(\epsilon^{4}\right)$ ) approximation alone. The methods used here follow largely from their work.

Remark 4. The long time scale on which this theorem holds is natural given the form of the approximation- $t \sim O\left(\epsilon^{-3}\right)$ corresponds to times $T$ of $O(1)$ in the KdV equation. The methods of the proof rely on a Gronwall-type estimate which imposes this time scale. Moreover, while Proposition 1 shows that the functions $F$ and $G$ remain $O(1)$ for $t \sim O\left(\epsilon^{-3}\right)$, estimates show that beyond this they are likely to grow very rapidly, ruining any chance for the higher order correction to be valid for longer times. Nonetheless, it is unclear whether or not the approximation of water waves by the KdV solutions alone is valid for even longer times. Numerical experiments done for the KdV approximation to the Euler-Poisson equations by Haragus, Nicholls, and Sattinger in [15] indicate that the approximation is valid for very long times, but little is known analytically.

Less technically, this theorem states that solutions to (WW), in the long wavelength limit, satisfy

$$
x_{\alpha}(\alpha, t)=\psi^{d}(\alpha, t)+O\left(\epsilon^{6}\right)
$$

for times of $O\left(\epsilon^{-3}\right)$. This is, as expected, a marked improvement over the use of KdV alone.

We note that this is not the first time that linearized KdV equations have been put forward as a means to improve the accuracy of the KdV approximation. Other instances where linearized KdV equations appear include Sachs [26], Haragus, Nicholls, and Sattinger [15], Kodama and Taniuti [21], and Drazin and Johnson [12]. Moreover, there have been numerous models put forward over the years which model water waves in the same scaling regime we are considering. We refer the reader to Kodama [20], Olver [24], Bona, Pritchard, and Scott [5], Craig and Groves [11], Dullin, Gottwald, and Holm [13], and Bona and Chen [4]. Much of the work done in the above papers pertains to analyzing the behavior of the model equations and not to their connection to the original system. A notable exception is the recent work by Bona, Colin, and Lannes [3], wherein they prove the rigorous validity of a large number of Boussinesqstyle models. There, they prove that such models are at least as accurate as the KdV approximation alone (though not as accurate as the model described here) and for the same time scales. Their models are designed, in part, to be easy to approximate numerically and are not, in general, explicitly solvable. Our particular combination of linearized $K d V$ equations with an inhomogeneous wave equation appears to be unique and is asymptotically the most accurate model for long wavelength solutions to the water wave equation which has currently been justified rigorously.

The remainder of this paper is organized as follows. First, in section 2, we conduct a preliminary discussion of the water wave equation. Sections 3 and 5 contain a thorough discussion of the operator $K(x, y)$. Then, in section 4 we derive the higher order modulation equations and prove an important estimate. In section 6 we prove


FIG. 6. The water wave in Lagrangian coordinates.
the validity of the approximation, i.e., Theorem 2. Finally, section 7 contains the details for a number of proofs.
2. Preliminaries. We begin by discussing the water wave problem in greater detail. Consider an infinitely long canal of unit mean depth in two dimensions (see Figure 6). We denote the region occupied by the fluid at time $t$ as $\Omega(t)$, and the upper surface as $\Gamma(t)$. We parameterize $\Gamma(t)$ by $(\tilde{x}(\alpha, t), y(\alpha, t))$, where $\alpha \in \mathbb{R}$ is the parameter and $\tilde{x}$ and $y$ are the real-valued coordinate functions. It is useful to break $\tilde{x}$ up as follows:

$$
\tilde{x}(\alpha, t)=\alpha+x(\alpha, t)
$$

We consider fluids which are inviscid and incompressible and flows which are irrotational. Also, we assume that the pressure on the top surface is constant and that the acceleration due to gravity is 1 . With these assumptions, the evolution of $x$ and $y$ are given by the equations

$$
\begin{gather*}
x_{t t}\left(1+x_{\alpha}\right)+y_{\alpha}\left(1+y_{t t}\right)=0  \tag{WW}\\
y_{t}=K(x, y) x_{t}
\end{gather*}
$$

(See [10].)
The first of these two equations is found from Euler's equations for fluid motion. The operator $K$ in the second line is a transformation which is linear in $x_{t}$, but depends nonlinearly on $(x, y)$. That such an operator exists and gives a relationship between $x_{t}$ and $y_{t}$ is discussed in sections 3 and 5 , along with an analysis of $K$. Much of the difficulty in answering questions about the water wave equation is related to this operator. If the surface of the water is perfectly flat, i.e., $x=y=0$, then we have $K(0,0)=K_{0}$, where $K_{0}$ is a linear operator defined by $\widehat{K_{0} f}(k)=\widehat{K_{0}}(k) \widehat{f}(k)$, with $\widehat{K_{0}}(k)=-i \tanh (k)$. Notice that since tanh is a bounded function, $K_{0}$ is bounded from $H^{s}$ to $H^{s}$. $K_{0}$ will be appearing frequently.

This formulation of the water wave problem is said to be in Lagrangian, or material, coordinates. In this point of view we are not in a fixed "lab" frame, but instead we are tracking the position of each "particle" of water separately. That is, $(\alpha+x(\alpha, t), y(\alpha, t))$ gives the location of the particle which was initially at ( $\alpha+$ $x(\alpha, 0), y(\alpha, 0))$. The laboratory, or Eulerian, point of view is to fix a system of coordinates on the fluid domain and to measure the velocity of the fluid at each point
of this fixed reference frame. For our purposes, it is far more convenient to use Lagrangian coordinates; however, experimentalists work with Eulerian coordinates. The coordinate change from one frame to the other is nontrivial and adapting our approximation results to the Eulerian point of view requires some involved computations. We will carry the change of variables out and give formulae for the approximation in terms of Eulerian coordinates in a future publication. The interested reader may also see the author's thesis [34] for this information. We remark that the results of Bona, Colin, and Lannes on the approximation of water waves by Boussinesq models in [3] are proven in Eulerian coordinates, and as such do not contend with this issue.

Since the water wave equation is second order in time for both $x$ and $y$, one might suppose that four functions are necessary to specify the initial state of the system$x(\alpha, 0), y(\alpha, 0), x_{t}(\alpha, 0)$, and $y_{t}(\alpha, 0)$. In fact, in general only three are needed, and for initial data with small amplitudes, only two are needed. The relationship $y_{t}=K(x, y) x_{t}$ specifies the value of $y_{t}(\alpha, 0)$ given the other three functions. We can also "do away" with the initial condition for $x$, provided we are in the small amplitude, long wave limit. If $x(\alpha, 0)$ and its first derivative are sufficiently small, then $\alpha+x(\alpha, 0)$ will be invertible. This implies that $\Gamma(0)$ will be a graph over the horizontal coordinate. And so, without loss of generality, we can reparameterize the initial conditions so that

$$
\Gamma(0)=\{(\alpha, y(\alpha, 0)) \mid \alpha \in \mathbb{R}\}
$$

Thus we need only to choose $y(\alpha, 0)$ and $x_{t}(\alpha, 0)$. As it turns out, we need to reparameterize the system one more time to prove the approximation theorem, but we will leave this technicality until section 6 . The essential point here is that due to the freedom in choosing the initial parameterization, we can eliminate two of our initial conditions.

Even though we can assume that $x(\alpha, 0)=0$ (or, alternately, is small), this coordinate grows linearly in time. (See the linear estimates in Chapter 2 of [28].) As we are concerned with very long time scales, this is a problem. As was shown in [28], one can replace $x$ with the new coordinate $z=K_{0} x$, which is well behaved over long times. Rewriting (WW) with this new variable, we have
(WW3)

$$
\begin{aligned}
\partial_{t} z & =K_{0} u \\
\partial_{t} y & =K(z, y) u \\
\partial_{t} u & =-\frac{\partial_{\alpha} y\left(1+\partial_{t}^{2} y\right)}{1+K_{0}^{-1} \partial_{\alpha} z}
\end{aligned}
$$

We will see that the operator $K(x, y)$ in truth depends not on $x$ but on $z$, so the abuse of the notation $K(z, y)$ above is in some sense legitimate (see section 3 for further discussion). Furthermore, even though $K_{0}^{-1}$ is not well defined, as it blows up at frequency $k=0$, the composition

$$
L=K_{0}^{-1} \partial_{\alpha}
$$

is well defined, as its symbol, $-k / \tanh (k)$, has no singularities; $L$ is also invertible. Finally, we notice that the Maclaurin expansion of $\widehat{K_{0}}(k)=-i k+O\left(k^{3}\right)$. Thus to lowest order $K_{0} \sim-\partial_{\alpha}$, and so $z \sim-x_{\alpha}$. This is precisely the reason why, in the introduction, we stated that $-x_{\alpha}$ is a natural coordinate for the water wave equation.

Though we will primarily be working with the three-dimensional system (WW3), we will need to embed this system into a four-dimensional system to prove certain
aspects of the validity of the approximation. We introduce the new coordinate $a=u_{t}$, and (WW3) becomes
(WW4)

$$
\begin{aligned}
\partial_{t} z & =K_{0} u \\
\partial_{t} y & =K(z, y) u \\
\partial_{t} u & =a \\
\partial_{t} a & =-\frac{a \partial_{\alpha} u+\partial_{\alpha} \partial_{t}\left(1+\partial_{t}^{2} y\right)+\partial_{t} y \partial_{t}^{3} y}{1+K_{0}^{-1} \partial_{\alpha} z} .
\end{aligned}
$$

Though things appear to be getting out of hand, we remark that this is as large a system as we will need. Results in [28] prove that solutions to (WW), (WW3), and (WW4) do indeed exist for long times. We will be considering solutions to the four-dimensional system which are in

$$
\mathfrak{H}_{e}^{s}=H^{s} \times H^{s} \times H^{s-1 / 2} \times H^{s-1}
$$

The main goal of this paper is to prove Theorem 2. To do this, we first prove a similar theorem for solutions to (WW3), from which Theorem 2 will follow. Let

$$
\begin{equation*}
\Psi^{d}(\alpha, t)=\psi^{d}(\alpha, t)+\epsilon^{6} W_{3}(\epsilon \alpha, \epsilon t) \tag{7}
\end{equation*}
$$

The additional function $W_{3}$ will solve an equation we specify later. While we assure the reader that we will be following Chekhov's rule and that this gun which appears in the first act will be fired in the third, interested parties may look ahead to equation (23) in section 4 for more information about $W_{3}$. Define the functions

$$
\begin{aligned}
& \Psi^{z}=L^{-1} \Psi^{d} \\
& \Psi^{y}=\Psi^{z}+\epsilon^{4} \Delta_{1}+\epsilon^{6} \Delta_{2} \\
& \Psi^{u}=\partial_{\alpha}^{-1} \partial_{t} \Psi^{d}
\end{aligned}
$$

$\Delta_{1}$ and $\Delta_{2}$ are combinations of solutions to the modulation equations and are given in (17) and (19) in section 4 . We justify the presence of the inverse derivative in $\Psi^{u}$ by means of example. $\Psi^{d}$ contains the term $U$ which solves a KdV equation. Thus $\partial_{t} \Psi^{d}$ contains the terms from the right-hand side of the KdV equation, all of which are perfect space derivatives. These then are cancelled by the inverse derivative. It is simple to check that this method applies to all terms in $\Psi^{d}$.

With these function, we have the following results.
Theorem 3. Fix $T_{0}, C_{I}>0, s>4, \sigma \geq s+7$. Let $\Psi^{d}, \Psi^{z}, \Psi^{y}$, and $\Psi^{u}$ be as above. Moreover assume that the initial conditions for (KdV) satisfy

$$
\max \left\{\left\|U_{0}\right\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+9}},\left\|V_{0}\right\|_{H^{\sigma}(4) \cap H^{\sigma+4}(2) \cap H^{\sigma+9}}\right\}<C_{I}
$$

Then there exist $\epsilon_{0}>0$ and $C_{F}=C_{F}\left(T_{0}, C_{I}, s\right)>0$ such that if the initial conditions for (WW3) are of the form

$$
\left(\begin{array}{l}
z(\alpha, 0) \\
y(\alpha, 0) \\
u(\alpha, 0)
\end{array}\right)=\left(\begin{array}{l}
\Psi^{z}(\alpha, 0) \\
\Psi^{y}(\alpha, 0) \\
\Psi^{u}(\alpha, 0)
\end{array}\right)+\epsilon^{11 / 2} \bar{R}_{0}(\alpha)
$$

with $\left\|\bar{R}_{0}\right\|_{\mathfrak{H}^{s}} \leq C_{I}$, then the unique solution of (WW3) satisfies the estimate

$$
\left\|\left(\begin{array}{c}
z(\cdot, t) \\
y(\cdot, t) \\
u(\cdot, t)
\end{array}\right)-\left(\begin{array}{c}
\Psi^{z}(\cdot, t) \\
\Psi^{y}(\cdot, t) \\
\Psi^{u}(\cdot, t)
\end{array}\right)\right\|_{\mathfrak{H}^{s}} \leq C_{F} \epsilon^{11 / 2}
$$

for $t \in\left[0, T_{0} \epsilon^{-3}\right]$. The constant $C_{F}$ does not depend on $\epsilon$.
3. The operator ( ). Part I: Basics and basic expansions. This is the first of two sections where we discuss the operator $K(x, y)$ which gives the relation between $y_{t}$ and $x_{t}$ in the water wave equation. Here we briefly discuss the origin of this operator and report expansions of $K$ found in previous work. We also state some very basic facts about these expansions. In section 5 we quote more complicated results and prove some new technical extensions needed for our purposes.
$K(x, y)$ (or, more precisely $-K(x, y)$ ) is sometimes called the Hilbert transform for the region $\Omega(t)$. Loosely, given a region $\Omega$ in the complex plane, and any function $F$ which is analytic in $\Omega$, the Hilbert transform for $\Omega, H(\Omega)$, is a linear operator which relates the real and imaginary parts of $F$ on the boundary of $\Omega$. That is,

$$
\left.\operatorname{Im}(F)\right|_{\partial \Omega}=\left.H(\Omega) \operatorname{Re}(F)\right|_{\partial \Omega}
$$

For example, if $\Omega$ were the lower half-plane, then the Hilbert transform would be the operator $H$, given by $\widehat{H f}=i \operatorname{sgn}(k) \widehat{f}$. (This particular operator $H$ is also frequently called the Hilbert transform.) The nature of the operator depends greatly on the region being studied. Unsurprisingly, the proof that such an operator exists is connected to the Riemann mapping theorem and to techniques for solving boundary value problems for Laplace's equation in the plane. In this problem, since the region $\Omega(t)$ is completely specified by the coordinate functions $x$ and $y$, we denote the Hilbert transform by $H(\Omega(t))=-K(x, y)$.

As we are considering a fluid which is incompressible and a flow which is irrotational, $x_{t}(\alpha, t)-i y_{t}(\alpha, t)$ is the value, on the upper boundary $\Gamma(t)$, of an analytic function on $\Omega(t), \omega(\alpha+i \beta)=v^{x}(\alpha, \beta)-i v^{y}(\alpha, \beta)$. Here $\left(v^{x}, v^{y}\right)$ is the velocity field for the fluid in the whole region. Thus, given that $K(x, y)$ exists, we have

$$
y_{t}=K(x, y) x_{t}
$$

Of course, the boundary of $\Omega(t)$ is not just $\Gamma(t)$, but also includes the bottom of the canal (i.e., where $\beta=-1$ ). As we do not have fluid flow through the bottom, we have $v^{y}(\alpha,-1)=0$.

Under these conditions, $K(x, y)$ has been analyzed extensively by Craig in [10] and Schneider and Wayne in [28]. In particular Craig shows that $K(x, y)$ has the following expansion:

$$
\begin{equation*}
K(x, y) u=K_{0} u+K_{1}(x, y) u+S_{2}(x, y) u \tag{8}
\end{equation*}
$$

where

$$
\begin{gathered}
\widehat{K_{0} u}(k)=-i \tanh (k) \widehat{u}(k), \\
K_{1}(x, y) u=\left[x, K_{0}\right] \partial_{\alpha} u-\left(y+K_{0}\left(y K_{0}\right)\right) \partial_{\alpha} u,
\end{gathered}
$$

and $S_{2}$ is quadratic in $(x, y)$.
First of all we note that $K_{0}$ is a bounded operator from $H^{s}$ to $H^{s}$ since $\tanh (k)$ is a bounded function. That is,

$$
\left\|K_{0} u\right\|_{s} \leq\|u\|_{s}
$$

The operator $L=K_{0}^{-1} \partial_{\alpha}$, which is well defined as we discussed in section 2 , will also be used frequently. $L$ is not a bounded operator on $H^{s}$. It effectively takes one derivative. That is,

$$
\begin{equation*}
\|L u\|_{s} \leq\|u\|_{s+1} . \tag{9}
\end{equation*}
$$

On the other hand, $L^{-1}$ replaces one derivative. That is, since

$$
|\tanh (k) / k| \leq\left(1+k^{2}\right)^{-1 / 2},
$$

we know

$$
\begin{equation*}
\left\|L^{-1} u\right\|_{s} \leq\|u\|_{s-1} \tag{10}
\end{equation*}
$$

We will be considering functions which are of long wavelength, that is, functions of the form $f(\alpha)=F(\beta)$ where $\beta=\epsilon \alpha$. We define operators $K_{0, \epsilon}$ and $L_{\epsilon}$ via

$$
\begin{array}{r}
K_{0, \epsilon} F(\beta)=K_{0} f(\alpha) \\
L_{\epsilon} F(\beta)=L f(\alpha)
\end{array}
$$

Taking the Maclaurin series expansion for $\tanh (k)$ shows that formally

$$
K_{0, \epsilon}=-\epsilon \partial_{\beta}-\frac{1}{3} \epsilon^{3} \partial_{\beta}^{3}-\frac{2}{15} \epsilon^{5} \partial_{\beta}^{5}+O\left(\epsilon^{7}\right)
$$

Similarly $L_{\epsilon}$ and $L_{\epsilon}^{-1}$ have expansions in terms of derivatives

$$
\begin{aligned}
L_{\epsilon} & =-1+\frac{1}{3} \epsilon^{2} \partial_{\beta}^{2}+\frac{1}{45} \epsilon^{4} \partial_{\beta}^{4}+O\left(\epsilon^{6}\right) \\
L_{\epsilon}^{-1} & =-1-\frac{1}{3} \epsilon^{2} \partial_{\beta}^{2}-\frac{2}{15} \epsilon^{4} \partial_{\beta}^{4}+O\left(\epsilon^{6}\right)
\end{aligned}
$$

We call such expansions of Fourier multiplier operators long wave approximations. The rigorous connection between a long wave approximation and the original operator is given in the following lemma, whose simple proof is contained in section 7 .

Lemma 1. Suppose $A$ and $A_{n}$ are linear operators defined by $\widehat{A f}(k)=\widehat{A}(k) \widehat{f}(k)$ and $\widehat{A_{n} f}(k)=\widehat{A_{n}}(k) \widehat{f}(k)$, where $\widehat{A}(k)$ and $\widehat{A_{n}}(k)$ are complex-valued functions. Also suppose that $\left|\widehat{A}(k)-\widehat{A_{n}}(k)\right| \leq C|k|^{n}$ (e.g., $\widehat{A_{n}}$ is a Taylor polynomial for $\widehat{A}$ ). Then for $f \in H^{s+n}$ we have

$$
\left\|A f(\cdot)-A_{n} f(\cdot)\right\|_{s} \leq C\left\|\partial_{\alpha}^{n} f(\cdot)\right\|_{s}
$$

Moreover, if $f(\alpha)$ is of long wavelength form-that is, if $f(\alpha)=F(\epsilon \alpha)$, with $F \in$ $H^{s+n}$-then for $0<\epsilon<1$ there exists $C$ independent of $\epsilon$ such that

$$
\left\|A f(\cdot)-A_{n} f(\cdot)\right\|_{s} \leq C \epsilon^{n-1 / 2}\|F(\cdot)\|_{s+n}
$$

In [28], Schneider and Wayne show that the operator $K(x, y)$ does not depend on $x$ per se, but rather on $z=K_{0} x$. We confuse the notation for the operators intentionally. They showed that $K(z, y)$ has the following expansion:

$$
K(z, y) u=K_{0} u+K_{1}(z, y) u+S_{2}(z, y) u
$$

where

$$
K_{1}(z, y) u=M_{1}(z) \partial_{\alpha} u-\left(y+K_{0} y K_{0}\right) \partial_{\alpha} u
$$

with

$$
\mathfrak{F}\left[M_{1}(z) v\right](k)=-\int \frac{\widehat{K_{0}}(k)-\widehat{K_{0}}(l)}{\widehat{K_{0}}(k-l)} \widehat{z}(k-l) \widehat{v}(l) d l
$$

$S_{2}$ is an operator which depends quadratically on $z$ and $y$. Section 5 contains an analysis of these operators.

By using the hyperbolic trigonometric identity

$$
\begin{equation*}
\frac{\tanh (l)-\tanh (k)}{\tanh (l-k)}=1-\tanh (k) \tanh (l) \tag{11}
\end{equation*}
$$

we can simplify the expression for $K_{1}$ to

$$
\begin{align*}
K_{1}(z, y) u & =M_{1}(z+y) \partial_{\alpha} u  \tag{12}\\
& =-\left(z+y+K_{0}(z+y) K_{0}\right) \partial_{\alpha} u
\end{align*}
$$

Since we know $K_{0}$ is a bounded operator, it is clear that

$$
\begin{equation*}
\left\|M_{1}(z) v\right\|_{s} \leq\|z v\|_{s} \tag{13}
\end{equation*}
$$

4. The derivation. In this section we will derive the higher order correction to the KdV approximation. For technical reasons, it is most convenient to work with the water wave equation written in the form (WW3). Suppose that one is given the function $\Psi(\alpha, t)=\left(\Psi^{z}(\alpha, t), \Psi^{y}(\alpha, t), \Psi^{u}(\alpha, t)\right)^{t r}$. The amount that this function fails to satisfy (WW3) is called the residual and is given by $\operatorname{Res}[\Psi]=\left(\operatorname{Res}_{z}, \operatorname{Res}_{y}, \operatorname{Res}_{u}\right)^{t r}$ with

$$
\begin{aligned}
& \operatorname{Res}_{z}=\partial_{t} \Psi^{z}-K_{0} \Psi^{u} \\
& \operatorname{Res}_{y}=\partial_{t} \Psi^{y}-K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u} \\
& \operatorname{Res}_{u}=\partial_{t} \Psi^{u}+\partial_{\alpha} \Psi^{y} \frac{1+\partial_{t}^{2} \Psi^{y}}{1+L \Psi^{z}}
\end{aligned}
$$

For a true solution, notice that $\operatorname{Res}[\Psi]$ is identically zero.
Remark 5. We will also consider the four-dimensional system (WW4). If we let $\Psi^{a}=\partial_{t} \Psi^{u}$, then we have the additional Res function

$$
\begin{aligned}
\operatorname{Res}_{a} & =\partial_{t} \Psi^{a}+\frac{\Psi^{a} \partial_{\alpha} \Psi^{u}+\partial_{\alpha} \partial_{t}\left(1+\partial_{t}^{2} \Psi^{y}\right)+\partial_{t} \Psi^{y} \partial_{t}^{3} \Psi^{y}}{1+L \Psi^{z}} \\
& =\partial_{t} \operatorname{Res}_{u}+\frac{\partial_{\alpha} \Psi^{u}}{1+L \Psi^{z}} \operatorname{Res}_{u}
\end{aligned}
$$

The main goal when deriving modulation equations is to choose a system of equations such that solutions to this system yield a very small residual. This is different from (but connected to) showing that solutions to the modulation equations are close to true solutions for the original problem. This latter issue is precisely that answered by the main results, Theorem 2 and Proposition 3, and is discussed in section 6. Here, we will perform a series of calculations on the residual and derive equations (KdV), (IW), and (LK). In this process we guarantee the smallness of the residual. While several of the steps will initially seem to have little mathematical justification (i.e., they are formal), once the calculation is completed it will be obvious that all steps are valid. For example, we will take

$$
\begin{equation*}
\Psi^{u}=K_{0}^{-1} \partial_{t} \Psi^{z} \tag{14}
\end{equation*}
$$

With this choice

$$
\operatorname{Res}_{z}=0
$$

which is small indeed! However, $K_{0}^{-1}$ is not in general a well-defined operator. Nonetheless, when we eventually select $\Psi^{z}, K_{0}^{-1} \partial_{t} \Psi^{z}$ will make perfect sense.

We are looking for solutions which are small in amplitude and long in wavelength. Thus we let

$$
\begin{aligned}
\Psi^{z}(\alpha, t) & =\epsilon^{2} Z(\beta, \tau) \\
& =\epsilon^{2} Z_{1}(\beta, \tau)+\epsilon^{4} Z_{2}(\beta, \tau)+\epsilon^{6} Z_{3}(\beta, \tau)
\end{aligned}
$$

Recall $\beta=\epsilon \alpha$ and $\tau=\epsilon t$. We require $\operatorname{Res}[\Psi]$ to be $O\left(\epsilon^{17 / 2}\right)$. Loosely, we need three powers of $\epsilon$ more than the expected error of $O\left(\epsilon^{11 / 2}\right)$ to account for the long times $\left(O\left(\epsilon^{-3}\right)\right)$ over which our approximation will be valid. See Schneider and Wayne [28] and Wayne and Wright [33].

Remark 6. More specifically, if we wish to prove Theorem 2 in the space $\mathfrak{H}^{s}$ we will need

$$
\begin{aligned}
\left\|\operatorname{Res}_{z}\right\|_{s} & \leq C \epsilon^{17 / 2} \\
\left\|\operatorname{Res}_{y}\right\|_{s} & \leq C \epsilon^{17 / 2} \\
\left\|\operatorname{Res}_{u}\right\|_{s-1} & \leq C \epsilon^{17 / 2} \\
\left\|\operatorname{Res}_{a}\right\|_{s-1} & \leq C \epsilon^{19 / 2}
\end{aligned}
$$

for $0 \leq t \leq T_{0} \epsilon^{-3}$. Given the definition of $\operatorname{Res}_{a}$, the final estimate will follow automatically from the estimate on $\operatorname{Res}_{u}$.

We have already chosen $\Psi^{u}$ in terms of $\Psi^{z}$. We will first use the expression for $\operatorname{Res}_{y}$ to similarly determine $\Psi^{y}$ in terms of $\Psi^{z}$. This is not as simple a matter because while $K_{0}$ commutes with $\partial_{t}$, the full operator $K(z, y)$ does not.

We have

$$
\begin{aligned}
\operatorname{Res}_{y} & =-\partial_{t} \Psi^{y}+K_{0} \Psi^{u}+M_{1}\left(\Psi^{z}+\Psi^{y}\right) \partial_{\alpha} \Psi^{u}+S_{2}\left(\Psi^{y}, \Psi^{z}\right) \Psi^{u} \\
& =-\partial_{t} \Psi^{y}+\partial_{t} \Psi^{z}+M_{1}\left(\Psi^{z}+\Psi^{y}\right) K_{0}^{-1} \partial_{\alpha} \partial_{t} \Psi^{z}+S_{2}\left(\Psi^{y}, \Psi^{z}\right) \Psi^{u}
\end{aligned}
$$

Notice that in the above expression we can cancel the linear terms by taking $\Psi^{y} \sim \Psi^{z}$. More precisely, we set

$$
\Psi^{y}(\alpha, t)=\epsilon^{2} Z(\beta, \tau)+\epsilon^{4} \Delta_{1}(\beta, \tau)+\epsilon^{6} \Delta_{2}(\beta, \tau)
$$

for as yet undetermined functions $\Delta_{i}$. Thus

$$
\begin{aligned}
\operatorname{Res}_{y}= & -\epsilon^{5} \partial_{\tau} \Delta_{1}-\epsilon^{7} \partial_{\tau} \Delta_{2}+M_{1}\left(2 \epsilon^{2} Z\right) L_{\epsilon} \epsilon^{3} \partial_{\tau} Z \\
& +M_{1}\left(\epsilon^{4} \Delta_{1}+\epsilon^{6} \Delta_{2}\right) L_{\epsilon} \epsilon^{3} \partial_{\tau} Z+S_{2}\left(\Psi^{y}, \Psi^{z}\right) \Psi^{u} \\
= & -\epsilon^{5} \partial_{\tau} \Delta_{1}-\epsilon^{7} \partial_{\tau} \Delta_{2}-2 \epsilon^{5} Z L_{\epsilon} \partial_{\tau} Z-\epsilon^{6} K_{0, \epsilon}\left(2 Z \partial_{\beta} \partial_{\tau} Z\right) \\
& -\epsilon^{7} \Delta_{1} L_{\epsilon} \partial_{\tau} Z-\epsilon^{8} K_{0, \epsilon}\left(\Delta_{1} \partial_{\beta} \partial_{\tau} Z\right)+\epsilon^{9} M_{1}\left(\Delta_{2}\right) L_{\epsilon} \partial_{\tau} Z \\
& +S_{2}\left(\Psi^{y}, \Psi^{z}\right) \Psi^{u} .
\end{aligned}
$$

A number of the terms in $\operatorname{Res}_{y}$ are already $O\left(\epsilon^{17 / 2}\right)$. By Lemma 1 we have the following estimate on $K_{0, \epsilon}$ :

$$
\begin{equation*}
\left\|K_{0, \epsilon} F\right\|_{s} \leq \epsilon^{1 / 2}\|F\|_{s+1} \tag{15}
\end{equation*}
$$

Thus terms containing $K_{0, \epsilon}$ can be considered to be a power of $\epsilon$ smaller than they appear (though this costs a derivative). On the other hand, $K_{0}$ is bounded so we have

$$
\begin{equation*}
\left\|K_{0, \epsilon} F\right\|_{s} \leq \epsilon^{-1 / 2}\|F\|_{s} \tag{16}
\end{equation*}
$$

Thus we can use $K_{0, \epsilon}$ either as a bounded functional or to gain powers of $\epsilon$, but not both. Notice that $L_{\epsilon}$ does not contribute any additional powers of $\epsilon$ in any case. We separate out all the terms that are already sufficiently small into error terms. That is,

$$
\begin{aligned}
\operatorname{Res}_{y}= & -\epsilon^{5} \partial_{\tau} \Delta_{1}-\epsilon^{7} \partial_{\tau} \Delta_{2}-2 \epsilon^{5} Z_{1} L_{\epsilon} \partial_{\tau} Z_{1} \\
& -2 \epsilon^{7} Z_{1} L_{\epsilon} \partial_{\tau} Z_{2}-2 \epsilon^{7} Z_{2} L_{\epsilon} \partial_{\tau} Z_{1} \\
& -\epsilon^{6} K_{0, \epsilon}\left(2 Z_{1} \partial_{\beta} \partial_{\tau} Z_{1}\right)-\epsilon^{7} \Delta_{1} L_{\epsilon} \partial_{\tau} Z_{1} \\
& +E_{\text {small }}^{y}+E_{S_{2}}^{y}
\end{aligned}
$$

with

$$
\begin{aligned}
E_{\text {small }}^{y}= & 2 \epsilon^{9} Z_{3} L_{\epsilon} \partial_{\tau} Z+2 \epsilon^{9}\left(Z_{1}+\epsilon^{2} Z_{2}\right) L_{\epsilon} \partial_{\tau} Z_{3}+2 \epsilon^{9} Z_{2} L_{\epsilon} \partial_{\tau} Z_{2} \\
& -\epsilon^{8} K_{0, \epsilon}\left(\left(2 Z_{2}+2 \epsilon^{2} Z_{3}\right) \partial_{\beta} \partial_{\tau} Z\right)-\epsilon^{8} K_{0, \epsilon}\left(2 Z_{1} \partial_{\beta} \partial_{\tau}\left(Z_{2}+\epsilon^{2} Z_{3}\right)\right) \\
& -\epsilon^{9} \Delta_{1} L_{\epsilon} \partial_{\tau}\left(Z_{2}+\epsilon^{2} Z_{3}\right)-\epsilon^{8} K_{0, \epsilon}\left(\Delta_{1} \partial_{\beta} \partial_{\tau} Z\right)+\epsilon^{9} M_{1}\left(\Delta_{2}\right) L_{\epsilon} \partial_{\tau} Z \\
E_{S_{2}}^{y}= & S_{2}\left(\Psi^{y}, \Psi^{z}\right) \Psi^{u} .
\end{aligned}
$$

It is clear that $E_{\text {small }}^{y}$ is $O\left(\epsilon^{17 / 2}\right)$. That is,

$$
\left\|E_{\text {small }}^{y}\right\|_{s} \leq C \epsilon^{17 / 2}
$$

The constant $C$ depends on various norms of the functions $Z_{i}, \partial_{\tau} Z_{i}$, and $\Delta_{i}$. Specifically, chasing through the various terms in $E_{\text {small }}^{y}$ and applying the estimates in (9), (13), (15), and (16), one can show that $C$ depends on $\left\|Z_{1}\right\|_{s+1},\left\|Z_{2}\right\|_{s+1},\left\|Z_{3}\right\|_{s}$, $\left\|\partial_{\tau} Z_{1}\right\|_{s+2},\left\|\partial_{\tau} Z_{2}\right\|_{s+2},\left\|\partial_{\tau} Z_{3}\right\|_{s+1},\left\|\Delta_{1}\right\|_{s+1}$, and $\left\|\Delta_{2}\right\|_{s}$.

The term $E_{S_{2}}^{y}$ is also $O\left(\epsilon^{17 / 2}\right)$, though this is not as obvious. We prove this in Proposition 3 in section 5. The proof of this relies strongly on the fact that we have taken $\Psi^{y}$ and $\Psi^{z}$ such that $\Psi^{y}-\Psi^{z}$ is $O\left(\epsilon^{4}\right)$. This causes a cancellation in $S_{2}$, which in turn makes this term small.

We now expand $L_{\epsilon}$ and $K_{0, \epsilon}$ in the remaining low order terms in $\operatorname{Res}_{y}$ to find

$$
\begin{aligned}
\operatorname{Res}_{y}= & -\epsilon^{5} \partial_{\tau} \Delta_{1}-\epsilon^{7} \partial_{\tau} \Delta_{2}+2 \epsilon^{5} Z_{1} \partial_{\tau} Z_{1}+\frac{4}{3} \epsilon^{7} Z_{1} \partial_{\tau} \partial_{\beta}^{2} Z_{1} \\
& +2 \epsilon^{7} Z_{1} \partial_{\tau} Z_{2}+2 \epsilon^{7} Z_{2} \partial_{\tau} Z_{1} \\
& +2 \epsilon^{7} \partial_{\beta} Z_{1} \partial_{\beta} \partial_{\tau} Z_{1}+\epsilon^{7} \Delta_{1} \partial_{\tau} Z_{1} \\
& +E_{\text {small }}^{y}+E_{S_{2}}^{y}+E_{l w a}^{y}
\end{aligned}
$$

with

$$
\begin{aligned}
E_{l w a}^{y}= & -2 \epsilon^{5} Z_{1}\left(L_{\epsilon}+1-\frac{1}{3} \epsilon^{2} \partial_{\beta}^{2}\right) \partial_{\tau} Z_{1}-2 \epsilon^{7} Z_{1}\left(L_{\epsilon}+1\right) \partial_{\tau} Z_{2} \\
& -2 \epsilon^{7} Z_{2}\left(L_{\epsilon}+1\right) \partial_{\tau} Z_{1}-2 \epsilon^{6}\left(K_{0, \epsilon}+\epsilon \partial_{\beta}\right)\left(Z_{1} \partial_{\beta} \partial_{\tau} Z_{1}\right) \\
& -\epsilon^{7} \Delta_{1}\left(L_{\epsilon}+1\right) \partial_{\tau} Z_{1}
\end{aligned}
$$

Each term in $E_{l w a}^{y}$ is $O\left(\epsilon^{17 / 2}\right)$ by Lemma 1. That is,

$$
\left\|E_{l w a}^{y}\right\| \leq C \epsilon^{17 / 2}
$$

where $C$ depends on $\left\|Z_{1}\right\|_{s+3},\left\|Z_{2}\right\|_{s},\left\|\partial_{\tau} Z_{1}\right\|_{s+4},\left\|\partial_{\tau} Z_{2}\right\|_{s+2}$, and $\left\|\Delta_{1}\right\|_{s}$. (The subscript "lwa" stands for "long wave approximation.")

The only $O\left(\epsilon^{5}\right)$ terms remaining in $\operatorname{Res}_{y}$ are

$$
-\epsilon^{5} \partial_{\tau} \Delta_{1}+2 \epsilon^{5} Z_{1} \partial_{\tau} Z_{1}
$$

which we remove by selecting

$$
\begin{equation*}
\Delta_{1}=Z_{1}^{2} \tag{17}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\operatorname{Res}_{y}= & -\epsilon^{7} \partial_{\tau} \Delta_{2}+\frac{4}{3} \epsilon^{7} Z_{1} \partial_{\tau} \partial_{\beta}^{2} Z_{1} \\
& +2 \epsilon^{7} Z_{1} \partial_{\tau} Z_{2}+2 \epsilon^{7} Z_{2} \partial_{\tau} Z_{1} \\
& +2 \epsilon^{7} \partial_{\beta} Z_{1} \partial_{\beta} \partial_{\tau} Z_{1}+\epsilon^{7} Z_{1}^{2} \partial_{\tau} Z_{1} \\
& +E_{\text {small }}^{y}+E_{S_{2}}^{y}+E_{l w a}^{y}
\end{aligned}
$$

The remaining $O\left(\epsilon^{7}\right)$ terms in $\operatorname{Res}_{y}$ are all perfect time derivatives with the exception of

$$
\frac{4}{3} Z_{1} \partial_{\tau} \partial_{\beta}^{2} Z_{1}
$$

Notice, however, that

$$
\partial_{\tau}\left(\frac{4}{3} Z_{1} \partial_{\beta}^{2} Z_{1}-\frac{2}{3}\left(\partial_{\tau} Z_{1}\right)^{2}\right)=\frac{4}{3} Z_{1} \partial_{\tau} \partial_{\beta}^{2} Z_{1}+\frac{4}{3} \partial_{\tau} Z_{2}\left(\partial_{\beta}^{2} Z_{1}-\partial_{\tau}^{2} Z_{1}\right)
$$

Given the form of the approximation in (1), it is not unreasonable to suspect that

$$
\begin{equation*}
\partial_{\beta}^{2} Z_{1}-\partial_{\tau}^{2} Z_{1} \sim O\left(\epsilon^{2}\right) \tag{18}
\end{equation*}
$$

We are now in a position to select $\Delta_{2}$. Taking

$$
\begin{equation*}
\Delta_{2}=\left(\partial_{\beta} Z_{1}\right)^{2}+2 Z_{1} Z_{2}+\frac{1}{3} Z_{1}^{3}+\frac{4}{3} Z_{1} \partial_{\beta}^{2} Z_{1}-\frac{2}{3}\left(\partial_{\tau} Z_{1}\right)^{2} \tag{19}
\end{equation*}
$$

gives

$$
\operatorname{Res}_{y}=E_{s m a l l}^{y}+E_{S_{2}}^{y}+E_{l w a}^{y}+E_{s w i t c h}^{y}
$$

where

$$
E_{\text {switch }}^{y}=\frac{4}{3} \epsilon^{7} \partial_{\tau} Z_{1}\left(\partial_{\beta}^{2} Z_{1}-\partial_{\tau}^{2} Z_{1}\right)
$$

Given that our assumption (18) is valid, we have shown, with our choices for $\Psi^{y}$ and $\Psi^{u}$ in terms of $\Psi^{z}$, that $\operatorname{Res}_{y}=O\left(\epsilon^{17 / 2}\right)$. More specifically, we have shown that if

$$
\left\|\partial_{\beta}^{2} Z_{1}-\partial_{\tau}^{2} Z_{1}\right\|_{s} \leq C \epsilon^{3 / 2}
$$

then

$$
\operatorname{Res}_{y} \leq C \epsilon^{17 / 2}
$$

where the constant depends only on $\left\|Z_{1}\right\|_{s+3},\left\|Z_{2}\right\|_{s+1},\left\|Z_{3}\right\|_{s},\left\|\partial_{\tau} Z_{1}\right\|_{s+4},\left\|\partial_{\tau} Z_{2}\right\|_{s+2}$, and $\left\|\partial_{\tau} Z_{3}\right\|_{s+1}$.

Now that we have computed $\Psi^{y}$ and $\Psi^{u}$ in terms of $\Psi^{z}$, we now turn our attention to determining $\Psi^{z}$ by examining $\operatorname{Res}_{u}$ :

$$
\operatorname{Res}_{u}=K_{0}^{-1} \partial_{t}^{2} \Psi^{z}+\partial_{\alpha} \Psi^{y} \frac{1+\partial_{t}^{2} \Psi^{y}}{1+L \Psi^{z}}
$$

We expand $\left(1+L \Psi^{z}\right)^{-1}$ by the geometric series to find

$$
\operatorname{Res}_{u}=K_{0}^{-1} \partial_{t}^{2} \Psi^{z}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}^{2} \Psi^{y}\right)\left(1-L \Psi^{z}+\left(L \Psi^{z}\right)^{2}\right)+E_{1}^{u}
$$

where

$$
E_{g e o}^{u}=\partial_{\alpha} \Psi^{y} \frac{1+\partial_{t}^{2} \Psi^{y}}{1+L \Psi^{z}}-\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}^{2} \Psi^{y}\right)\left(1-L \Psi^{z}+\left(L \Psi^{z}\right)^{2}\right)
$$

Since $\Psi^{z}$ is "small" this error term can be shown to be $O\left(\epsilon^{17 / 2}\right)$. We have the following lemma.

Lemma 2. Let $f \in H^{s+1}, s>0$. Take $\epsilon_{0}$ such that $\epsilon_{0}^{2}\|f\|_{L^{\infty}} \leq 1 / 2$. Then for $0<\epsilon<\epsilon_{0}$ we have that the function

$$
g(\epsilon x)=\frac{1}{1+\epsilon^{2} f(\epsilon x)}-1+\epsilon^{2} f(\epsilon x)
$$

satisfies $\|g(\epsilon \cdot)\|_{s} \leq C \epsilon^{7 / 2}$ for $C$ independent of $\epsilon$.
Remark 7. Under the same hypotheses as in Lemma 2, arguments similar to the proof of that lemma show that

- $\left(1+\epsilon^{2} f(\epsilon x)\right)^{-1} \in C^{s}$ and is bounded there independent of $\epsilon$,
- $\left(1+\epsilon^{2} f(\epsilon x)\right)^{-1}-1 \in H^{s}$ and has norm there bounded by $C \epsilon^{3 / 2}$ for $C$ independent of $\epsilon$, and
- $\left(1+\epsilon^{2} f(\epsilon x)\right)^{-1}-1+\epsilon^{2} f(\epsilon x)-\epsilon^{4} f^{2}(\epsilon x) \in H^{s}$ and has norm there bounded by $C \epsilon^{11 / 2}$ for $C$ independent of $\epsilon$.
Now, after substituting from the definitions of $\Psi^{y}$ and $\Psi^{z}$, we collect all the terms which are smaller than $O\left(\epsilon^{17 / 2}\right)$ and find

$$
\begin{aligned}
\operatorname{Res}_{u}= & \epsilon^{4} K_{0, \epsilon}^{-1} \partial_{\tau}^{2}\left(Z_{1}+\epsilon^{2} Z_{2}+\epsilon^{4} Z_{3}\right)+\epsilon^{3} \partial_{\beta} Z_{1}-\epsilon^{5} \partial_{\beta} Z_{1} L_{\epsilon} Z_{1} \\
& +\epsilon^{5} \partial_{\beta}\left(Z_{2}+Z_{1}^{2}\right)+\epsilon^{7} \partial_{\beta} Z_{1}\left(\partial_{\beta}^{2} Z_{1}-L_{\epsilon} Z_{2}+\left(L_{\epsilon} Z_{1}\right)^{2}\right) \\
& -\epsilon^{7} \partial_{\beta}\left(Z_{2}+Z_{1}^{2}\right) L_{\epsilon} Z_{1}+\epsilon^{7} \partial_{\beta} Z_{3} \\
& +\epsilon^{7} \partial_{\beta}\left(\left(\partial_{\beta} Z_{1}\right)^{2}+2 Z_{1} Z_{2}+\frac{1}{3} Z_{1}^{3}\right) \\
& +\epsilon^{7} \partial_{\beta}\left(\frac{4}{3} Z_{1} \partial_{\beta}^{2} Z_{1}-\frac{2}{3}\left(\partial_{\tau} Z_{1}\right)^{2}\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u} .
\end{aligned}
$$

We omit the exact expression for $E_{\text {small }}^{u}$ because it is both lengthy and uninteresting. We have

$$
\begin{equation*}
\left\|E_{s m a l l}^{u}\right\|_{s} \leq C \epsilon^{17 / 2} \tag{20}
\end{equation*}
$$

where the constant $C$ depends on $H^{s+1}$ norms of the functions $Z_{i}$ and the $H^{s}$ norms of $\partial_{\tau}^{2} Z_{i}$. We have also replaced one instance of $\partial_{\tau}^{2} Z_{1}$ with $\partial_{\beta}^{2} Z_{1}$ (much as we did earlier); thus

$$
E_{\text {switch }}^{u}=\epsilon^{7} \partial_{\beta} Z_{1}\left(\partial_{\beta}^{2} Z_{1}-\partial_{\tau}^{2} Z_{1}\right)
$$

We now define new functions $W_{i}$ by $Z_{i}=L_{\epsilon}^{-1} W_{i}$. This seemingly mysterious (and sudden!) change of variables will seem less so if we remind the reader that at the end of the day we wish to model not $z$ but rather the function $x_{\alpha}$. Accordingly, if we approximate $x_{\alpha}$ by a function

$$
\Psi^{d}=\epsilon^{2} W_{1}+\epsilon^{4} W_{2}+\epsilon^{6} W_{3}
$$

then it is logical to take

$$
\Psi^{z}=L^{-1} \Psi^{d}
$$

and in the long wavelength limit we arrive at these functions $W_{i}$.
Therefore we have

$$
\begin{aligned}
\operatorname{Res}_{u}= & \epsilon^{3} \partial_{\beta}^{-1} \partial_{\tau}^{2}\left(W_{1}+\epsilon^{2} W_{2}+\epsilon^{4} W_{3}\right)+\epsilon^{2} K_{0, \epsilon} W_{1}-\epsilon^{4} W_{1} K_{0, \epsilon} W_{1} \\
& +\epsilon^{4} K_{0, \epsilon} W_{2}+\epsilon^{5} \partial_{\beta}\left(L_{\epsilon}^{-1} W_{1}\right)^{2} \\
& +\epsilon^{2} K_{0, \epsilon} W_{1}\left(\epsilon^{3} K_{0, \epsilon} \partial_{\beta} W_{1}-\epsilon^{4} W_{2}+\epsilon^{4} W_{1}^{2}\right) \\
& -\left(\epsilon^{6} K_{0, \epsilon} W_{2}+\epsilon^{7} \partial_{\beta}\left(L_{\epsilon}^{-1} W_{1}\right)^{2}\right) W_{1}+\epsilon^{6} K_{0, \epsilon} W_{3} \\
& +\epsilon^{5} \partial_{\beta}\left(\left(K_{0, \epsilon} W_{1}\right)^{2}+2 \epsilon^{2} L_{\epsilon}^{-1} W_{1} L_{\epsilon}^{-1} W_{2}+\frac{1}{3} \epsilon^{2}\left(L_{\epsilon}^{-1} W_{1}\right)^{3}\right) \\
& +\epsilon^{7} \partial_{\beta}\left(\frac{4}{3} L_{\epsilon}^{-1} W_{1} L_{\epsilon}^{-1} \partial_{\beta}^{2} W_{1}-\frac{2}{3}\left(L_{\epsilon}^{-1} \partial_{\tau} W_{1}\right)^{2}\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u} .
\end{aligned}
$$

At this time, the presence of inverse $\beta$ derivatives may seem problematic. Notice that each such inverse derivative precedes a time derivative. Once we select the functions $W_{i}$ we will see that there can be an exchange between time and space derivatives, which will justify the instances of $\partial_{\beta}^{-1}$.

Now we replace $K_{0, \epsilon}$ and $L_{\epsilon}^{-1}$ with their long wave approximates and find

$$
\begin{aligned}
\operatorname{Res}_{u}= & \epsilon^{3} \partial_{\beta}^{-1} \partial_{\tau}^{2}\left(W_{1}+\epsilon^{2} W_{2}+\epsilon^{4} W_{3}\right) \\
& -\epsilon^{2}\left(\epsilon \partial_{\beta}+\frac{1}{3} \epsilon^{3} \partial_{\beta}^{3}+\frac{2}{15} \epsilon^{5} \partial_{\beta}^{5}\right) W_{1} \\
& +\epsilon^{4} W_{1}\left(\epsilon \partial_{\beta}+\frac{1}{3} \epsilon^{3} \partial_{\beta}^{3}\right) W_{1} \\
& -\epsilon^{4}\left(\epsilon \partial_{\beta}+\frac{1}{3} \epsilon^{3} \partial_{\beta}^{3}\right) W_{2}+\epsilon^{5} \partial_{\beta}\left(W_{1}\right)^{2}+\frac{2}{3} \epsilon^{7} \partial_{\beta}\left(W_{1} \partial_{\beta}^{2} W_{1}\right) \\
& -\epsilon^{7} \partial_{\beta} W_{1}\left(-\partial_{\beta}^{2} W_{1}-W_{2}+W_{1}^{2}\right) \\
& -\epsilon^{7} W_{1}\left(-\partial_{\beta} W_{2}+\partial_{\beta}\left(W_{1}\right)^{2}\right)-\epsilon^{7} \partial_{\beta} W_{3} \\
& +\epsilon^{7} \partial_{\beta}\left(\left(\partial_{\beta} W_{1}\right)^{2}+2 W_{1} W_{2}-\frac{1}{3} W_{1}^{3}\right) \\
& +\epsilon^{7} \partial_{\beta}\left(\frac{4}{3} W_{1} \partial_{\beta}^{2} W_{1}-\frac{2}{3}\left(\partial_{\tau} W_{1}\right)^{2}\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{l w a}^{u} .
\end{aligned}
$$

The error made by the long wave approximations is denoted $E_{l w a}^{u}$. By Lemma 1 we have

$$
\left\|E_{l w a}^{u}\right\|_{s} \leq C \epsilon^{17 / 2}
$$

where $C$ depends on $\left\|W_{1}\right\|_{s+7},\left\|W_{2}\right\|_{s+5},\left\|W_{3}\right\|_{s+3}$, and $\left\|\partial_{\tau} W_{1}\right\|_{s+2}$.
Now we organize the above as

$$
\begin{aligned}
\operatorname{Res}_{y}= & \epsilon^{3} \partial_{\beta}^{-1} \partial_{\tau}^{2} W_{1}-\epsilon^{3} \partial_{\beta} W_{1} \\
& -\epsilon^{5} \frac{1}{3} \partial_{\beta}^{3} W_{1}+\epsilon^{5} \frac{3}{2} \partial_{\beta}\left(W_{1}\right)^{2} \\
& +\epsilon^{5} \partial_{\beta}^{-1} \partial_{\tau}^{2} W_{2}-\epsilon^{5} \partial_{\beta} W_{2} \\
& -\epsilon^{7} \frac{1}{3} \partial_{\beta}^{3} W_{2}+\epsilon^{7} 3 \partial_{\beta}\left(W_{1} W_{2}\right) \\
& -\frac{2}{15} \epsilon^{7} \partial_{\beta}^{5} W_{1}+\epsilon^{7} \frac{1}{3} W_{1} \partial_{\beta}^{3} W_{1} \\
& +\epsilon^{7} 2 \partial_{\beta}\left(W_{1} \partial_{\beta}^{2} W_{1}\right)+\epsilon^{7} \frac{3}{2} \partial_{\beta}\left(\partial_{\beta} W_{1}\right)^{2} \\
& -\epsilon^{7} \frac{4}{3} \partial_{\beta}\left(W_{1}\right)^{3}-\epsilon^{7} \frac{2}{3} \partial_{\beta}\left(\partial_{\tau} W_{1}\right)^{2} \\
& +\epsilon^{7} \partial_{\beta}^{-1} \partial_{\tau}^{2} W_{3}-\epsilon^{7} \partial_{\beta} W_{3} \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{l w a}^{u} .
\end{aligned}
$$

The term on the first line of the right-hand side looks formally like an inverse derivative of a wave equation:

$$
\partial_{\beta}^{-1} \partial_{\tau}^{2} W_{1}-\partial_{\beta} W_{1}=\partial_{\beta}^{-1}\left(\partial_{\tau}^{2} W_{1}-\partial_{\beta}^{2} W_{1}\right)
$$

We cancel this term (to lowest order) by taking $W_{1}$ of the form

$$
W_{1}(\beta, \tau)=-U\left(\beta-\tau, \epsilon^{2} \tau\right)-V\left(\beta+\tau, \epsilon^{2} \tau\right)
$$

Recall $\beta_{ \pm}=\beta \pm \tau$ and $T=\epsilon^{2} \tau$. The "minus" signs may seem arbitrary, but are included at this stage so that they agree with previous work in the area. Noting that the third line looks very much like the first, we also set

$$
W_{2}(\beta, \tau)=-F\left(\beta-\tau, \epsilon^{2} \tau\right)-G\left(\beta+\tau, \epsilon^{2} \tau\right)-P(\beta, \tau)
$$

These choices for $W_{1}$ and $W_{2}$ are precisely those described heuristically in the introduction.

The first three lines in (21) become

$$
\begin{aligned}
& \epsilon^{5}\left(2 \partial_{T} U+\frac{1}{3} \partial_{\beta_{-}}^{3} U+\frac{3}{2} \partial_{\beta_{-}} U^{2}\right) \\
+ & \epsilon^{5}\left(-2 \partial_{T} V+\frac{1}{3} \partial_{\beta_{+}}^{3} V+\frac{3}{2} \partial_{\beta_{+}} V^{2}\right) \\
+ & \epsilon^{5}\left(\partial_{\beta}^{-1}\left(\partial_{\beta}^{2} P-\partial_{\tau}^{2} P\right)+3 \partial_{\beta}(U V)\right) \\
+ & \epsilon^{7}\left(2 \partial_{T} F-2 \partial_{T} G-\partial_{\beta}^{-1}\left(\partial_{T}^{2} U+\partial_{T}^{2} V\right)\right) \\
- & \epsilon^{9} \partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right) .
\end{aligned}
$$

We cancel everything multiplied by $\epsilon^{5}$ by taking

$$
\begin{gathered}
-2 \partial_{T} U=\frac{1}{3} \partial_{\beta_{-}}^{3} U+\frac{3}{2} \partial_{\beta_{-}} U^{2} \\
2 \partial_{T} V=\frac{1}{3} \partial_{\beta_{+}}^{3} V+\frac{3}{2} \partial_{\beta_{+}} V^{2} \\
\partial_{\tau}^{2} P-\partial_{\beta}^{2} P=3 \partial_{\beta}^{2}(U V)
\end{gathered}
$$

which are precisely equations (KdV) and (IW). By Proposition 1 we know that the solutions to these equations are well behaved over the long time scales.

Given that the functions $U$ and $V$ have been chosen to solve (KdV), one computes that

$$
\begin{aligned}
\partial_{T}^{2} U & =\partial_{\beta_{-}}\left(\frac{1}{36} \partial_{\beta_{-}}^{5} U+\frac{9}{4} U^{2} \partial_{\beta_{-}} U+\frac{1}{2} U \partial_{\beta_{-}}^{3} U+\frac{3}{4} \partial_{\beta_{-}} U \partial_{\beta_{-}}^{2} U\right) \\
\partial_{T}^{2} V & =\partial_{\beta_{+}}\left(\frac{1}{36} \partial_{\beta_{+}}^{5} V+\frac{9}{4} V^{2} \partial_{\beta_{+}} V+\frac{1}{2} V \partial_{\beta_{+}}^{3} V+\frac{3}{4} \partial_{\beta_{+}} V \partial_{\beta_{+}}^{2} V\right)
\end{aligned}
$$

Thus the term $\partial_{\beta}^{-1}\left(\partial_{T}^{2} U+\partial_{T}^{2} V\right)$ is perfectly well defined. For brevity, we will continue to write these terms with the inverse derivatives instead of in the longer form above.

Moreover, now we can put more precise estimates on $E_{\text {switch }}^{y}$ and $E_{\text {switch }}^{u}$. In particular, since each time derivative for solutions to KdV equations counts for three space derivatives, we have

$$
\left\|\partial_{\beta}^{2} W_{1}-\partial_{\tau}^{2} W_{1}\right\|_{s} \leq C \epsilon^{3 / 2}
$$

where $C$ depends on $\left\|W_{1}\right\|_{s+6}$.
Recall from Fact 1 and Proposition 1 that solutions to (IW) can be rewritten as

$$
\begin{aligned}
P(\beta, \tau) & =P^{+}(\beta, \tau)+P^{-}(\beta, \tau) \\
& =\varphi^{+}\left(\beta_{+}, T\right)+\varphi^{-}\left(\beta_{-}, T\right) .
\end{aligned}
$$

The functions $\varphi^{ \pm}$are rapidly decaying. We make this decomposition so that every remaining term in (21)

- will be a unidirectional term which is rapidly decaying;
- will be a product of two such terms which are moving in opposite directions;
- or will include a derivative of $W_{3}$.

That is,

$$
\begin{aligned}
\operatorname{Res}_{y}= & \epsilon^{7}\left(2 \partial_{T} F+\frac{1}{3} \partial_{\beta_{-}}^{3} F+3 \partial_{\beta_{-}}(U F)+J^{-}\right) \\
& +\epsilon^{7}\left(-2 \partial_{T} G+\frac{1}{3} \partial_{\beta_{+}}^{3} G+3 \partial_{\beta_{+}}(V G)+J^{+}\right) \\
& +\epsilon^{7}\left(\partial_{\beta}^{-1}\left(\partial_{\tau}^{2} W_{3}-\partial_{\beta}^{2} W_{3}\right)+J^{s}\right) \\
& -\epsilon^{9} \partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{l w a}^{u}+E_{\text {time }}^{u}
\end{aligned}
$$

where

$$
\begin{align*}
J^{-}= & 3 \partial_{\beta_{-}}\left(U \varphi^{-}\right)+4 U^{2} \partial_{\beta_{-}} U+\frac{7}{3} U \partial_{\beta_{-}}^{3} U \\
& +\frac{11}{3} \partial_{\beta_{-}} U \partial_{\beta_{-}}^{2} U+\frac{2}{15} \partial_{\beta_{-}}^{5} U+\frac{1}{3} \partial_{\beta_{-}}^{3} \varphi^{-} \\
& -\partial_{\beta_{-}}^{-1} \partial_{T}^{2} U, \\
J^{+}= & 3 \partial_{\beta_{+}}\left(V \varphi^{+}\right)+4 V^{2} \partial_{\beta_{+}} V+\frac{7}{3} V \partial_{\beta_{+}}^{3} V \\
& +\frac{11}{3} \partial_{\beta_{+}} V \partial_{\beta_{+}}^{2} V+\frac{2}{15} \partial_{\beta_{+}}^{5} V+\frac{1}{3} \partial_{\beta_{+}}^{3} \varphi^{+}  \tag{22}\\
& -\partial_{\beta_{+}}^{-1} \partial_{T}^{2} V, \\
J^{s}= & \partial_{\beta}\left(U\left(3 G+3 \varphi^{+}+4 V^{2}+\frac{7}{3} \partial_{\beta_{+}}^{2} V\right)\right) \\
& +\partial_{\beta}\left(V\left(3 F+3 \varphi^{-}+4 U^{2}+\frac{7}{3} \partial_{\beta_{-}}^{2} U\right)\right) \\
& +4 \partial_{\beta}\left(\partial_{\beta_{-}} U \partial_{\beta_{+}} V\right),
\end{align*}
$$

and

$$
\begin{aligned}
E_{t i m e}^{u}= & \epsilon^{9} \frac{4}{3} \partial_{\beta}\left(\left(\partial_{\beta_{-}} U-\partial_{\beta_{+}} V\right)\left(\partial_{T} U+\partial_{T} V\right)\right) \\
& -\epsilon^{11} \frac{2}{3} \partial_{\beta}\left(\left(\partial_{T} U+\partial_{T} V\right)^{2}\right)
\end{aligned}
$$

Notice that $J^{ \pm}=J^{ \pm}\left(\beta_{ \pm}, T\right)$. $E_{\text {time }}^{u}$ (so called because each term in it contains some sort of time derivative) is clearly $O\left(\epsilon^{17 / 2}\right)$. That is,

$$
\left\|E_{t i m e}^{u}\right\|_{s} \leq C \epsilon^{17 / 2}
$$

The constant above depends on $\|U\|_{s+4}$ and $\|V\|_{s+4}$.
The term $\epsilon^{9} \partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right)$ is not included in $E_{\text {time }}^{u}$ for the following reason. In a moment, when we select the equations $F$ and $G$ solve, a consequence will be that there will be terms in $\partial_{T}^{2} F$ and $\partial_{T}^{2} G$ which are $O\left(\epsilon^{-2}\right)$.

By taking

$$
\begin{aligned}
-2 \partial_{T} F & =\frac{1}{3} \partial_{\beta_{-}}(U F)+\frac{3}{2} \partial_{\beta_{-}}^{3} F+J^{-} \\
2 \partial_{T} G & =\frac{1}{3} \partial_{\beta_{+}}(V G)+\frac{3}{2} \partial_{\beta_{+}}^{3} G+J^{+}
\end{aligned}
$$

we cancel nearly all the terms which are not in the various $E^{u}$ terms. These are the linearized KdV equations (LK) discussed in the introduction. Proposition 1 guarantees that the solutions are well behaved. We are left with

$$
\begin{aligned}
\operatorname{Res}_{y}= & +\epsilon^{7}\left(\partial_{\beta}^{-1}\left(\partial_{\tau}^{2} W_{3}-\partial_{\beta}^{2} W_{3}\right)+J^{s}\right) \\
& -\epsilon^{9} \partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{l w a}^{u}+E_{\text {time }}^{u}
\end{aligned}
$$

Now we consider the terms in $\partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right)$. Notice that

$$
\begin{aligned}
-\partial_{\beta_{-}}^{-1} \partial_{T}^{2} F & =\partial_{\beta_{-}}^{-1} \partial_{T}\left(\frac{1}{6} \partial_{\beta}^{3} F+\frac{3}{2} \partial_{\beta}(U F)+\frac{1}{2} J^{-}\right) \\
& =\frac{1}{6} \partial_{\beta_{-}}^{2} \partial_{T} F+\frac{3}{2} \partial_{T}(U F)+\frac{1}{2} \partial_{\beta_{-}}^{-1} \partial_{T} J^{-}
\end{aligned}
$$

$J^{-}$contains the term $3 \partial_{\beta_{-}}\left(U \varphi^{-}\right)+\frac{1}{3} \partial_{\beta_{-}}^{3} \varphi^{-}$. From the definition of $\varphi^{-}$we know that

$$
\partial_{T} \varphi^{-}=-\epsilon^{-2} \frac{3}{2} \partial_{\beta}(U V)
$$

Thus we have

$$
\begin{aligned}
\frac{1}{2} \partial_{\beta_{-}}^{-1} \partial_{T}\left(3 \partial_{\beta_{-}}\left(U \varphi^{-}\right)+\frac{1}{3} \partial_{\beta_{-}}^{3} \varphi^{-}\right) & =\frac{3}{2} \varphi^{-} \partial_{T} U+\frac{3}{2} U \partial_{T} \varphi^{-}+\frac{1}{6} \partial_{\beta_{-}}^{2} \partial_{T} \varphi^{-} \\
& =\frac{3}{2} \varphi^{-} \partial_{T} U-\frac{9}{4} \epsilon^{-2} U \partial_{\beta}(U V)+\frac{1}{4} \epsilon^{-2} \partial_{\beta}^{3}(U V)
\end{aligned}
$$

We treat $\partial_{T}^{2} G$ in the same fashion. Therefore we can write

$$
-\epsilon^{9} \partial_{\beta}^{-1}\left(\partial_{T}^{2} F+\partial_{T}^{2} G\right)=E_{F, G}^{u}-\epsilon^{7}\left(\frac{9}{4}(U+V) \partial_{\beta}(U V)+\frac{1}{2} \partial_{\beta}^{3}(U V)\right)
$$

By construction $E_{F, G}^{u}$ satisfies the estimate

$$
\left\|E_{F, G}^{u}\right\|_{s} \leq C \epsilon^{17 / 2}
$$

where $C$ depends on $\|U\|_{s+7},\|V\|_{s+7},\|F\|_{s+5}$, and $\|G\|_{s+5}$.
We have

$$
\begin{aligned}
\operatorname{Res}_{y}= & \epsilon^{7}\left(\partial_{\beta}^{-1}\left(\partial_{\tau}^{2} W_{3}-\partial_{\beta}^{2} W_{3}\right)+J^{s}\right) \\
& -\epsilon^{7}\left(\frac{9}{4}(U+V) \partial_{\beta}(U V)+\frac{1}{2} \partial_{\beta}^{3}(U V)\right) \\
& +E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{\text {lwa }}^{u}+E_{\text {time }}^{u}+E_{F, G}^{u}
\end{aligned}
$$

By selecting

$$
\begin{equation*}
\partial_{\tau}^{2} W_{3}-\partial_{\beta}^{2} W_{3}=\partial_{\beta}\left(\frac{9}{4}(U+V) \partial_{\beta}(U V)+\frac{1}{2} \partial_{\beta}^{3}(U V)-J^{s}\right) \tag{23}
\end{equation*}
$$

the gun goes off and we cancel all remaining $O\left(\epsilon^{7}\right)$ terms. Thus

$$
\operatorname{Res}_{y}=E_{\text {geo }}^{u}+E_{\text {small }}^{u}+E_{\text {switch }}^{u}+E_{l w a}^{u}+E_{\text {time }}^{u}+E_{F, G}^{u}
$$

Each of the $E^{u}$ is $O\left(\epsilon^{17 / 2}\right)$.
Unlike the previous equations (KdV), (IW), and (LK), Proposition 1 does not tell us that the solutions to (23) are controllable. Nonetheless, (23) is an inhomogeneous wave equation where the inhomogeneity consists entirely of terms which are products of left- and right-moving rapidly decaying functions. From Wayne and Wright [33] we have the following lemma.

Lemma 3. Suppose

$$
\partial_{\tau} u \pm \partial_{\beta} u=l\left(\beta+\tau, \epsilon^{2} \tau\right) r\left(\beta-\tau, \epsilon^{2} \tau\right), \quad u(X, 0)=0
$$

with $\|l(\cdot, T)\|_{H^{s}(2)} \leq C$ and $\|r(\cdot, T)\|_{H^{s}(2)} \leq C$ for $T \in\left[0, T_{0}\right]$; then

$$
\|u(\beta, \tau)\|_{s} \leq C
$$

for all $\tau \in\left[0, T_{0} \epsilon^{-2}\right]$. The constant $C$ is uniform in $\epsilon$.
Thus $W_{3}$ will remain $O(1)$.
Remark 8. If we are in the situation in which Proposition 1 applies, we see that least regular parts in the driving term are $\partial_{\beta}^{2}(U G)$ and $\partial_{\beta}^{2}(V F)$, which are in $H^{\sigma-6}(2)$. Thus, by this lemma we have that $W_{3} \in H^{\sigma-5}$ for all times of interest.

At this time we have derived the modulation equations and shown that the residual is small. The only remaining order of business in this section is to determine how smooth the solutions to our modulation equations need to be in order for $\operatorname{Res}[\Psi]$ to be appropriately regular. This may seem to be a fairly tiresome task, but fortunately the least regular terms in all of the sundry $E$ functions come from only one term- $E_{\text {small }}^{u}$ ! This is because $E_{\text {small }}^{u}$ contains many time derivatives.

We need to control $\operatorname{Res}_{a}$ in $H^{s-1}$. For this we need $\partial_{t} \operatorname{Res}_{u} \in H^{s-1}$, which in turn implies that we must have $\partial_{t} E_{\text {small }}^{u} \in H^{s-1}$. Recalling (20), we see that this will require $\partial_{\tau}^{3} Z_{2} \in H^{s-1}$, or rather (since $L_{\epsilon}^{-1}$ saves a derivative) $\partial_{\tau}^{3} W_{2} \in H^{s-2}$. For this, we need $\partial_{T}^{3} F$ and $\partial_{T}^{3} G$ in $H^{s-2}$. Given that $F$ solves (LK) where $J^{+}$contains the terms $\partial_{\beta_{-}}^{5} U, \partial_{\beta_{-}}^{3} \varphi^{-}$, one sees that $\partial_{T}^{3} F$ will include the terms $\partial_{\beta_{-}}^{9} F, \partial_{\beta_{-}}^{11} U$, and $\partial_{\beta_{-}}^{9} \varphi^{-}$. Thus $\left\|\partial_{T}^{3} F\right\|_{s-2}$ is controlled by the $H^{s+9}$ norms of $U$ and $V$, and the $H^{s+7}$ norms of $\varphi^{-}, F$, and $G$. The analogous result is true for $\partial_{T}^{3} G$. We also need $\partial_{\tau}^{3} W_{3} \in H^{s-2}$. Since $W_{3}$ solves (23), we require $W_{3} \in H^{s+1}$.

In summary we have the following proposition.
Proposition 2. Take $\Psi^{d}$ as in (7), with $U, V, F, G, P$, and $W_{3}$ solving their respective equations. Let

$$
\begin{aligned}
& \Psi^{z}=L^{-1} \Psi^{d} \\
& \Psi^{y}=\Psi^{z}+\epsilon^{4} \Delta_{1}+\epsilon^{6} \Delta_{2} \\
& \Psi^{u}=\partial_{\alpha}^{-1} \partial_{t} \Psi^{d} \\
& \Psi^{a}=\partial_{\alpha}^{-1} \partial_{t}^{2} \Psi^{d}
\end{aligned}
$$

with $\Delta_{1}$ and $\Delta_{2}$ as in (17) and (19), and form $\operatorname{Res}[\Psi]$ as in (4). Then

$$
\begin{aligned}
\left\|R e s_{z}\right\|_{s} & \leq C \epsilon^{17 / 2} \\
\left\|R e s_{y}\right\|_{s} & \leq C \epsilon^{17 / 2} \\
\left\|R e s_{u}\right\|_{s-1} & \leq C \epsilon^{17 / 2} \\
\left\|\operatorname{Res}_{a}\right\|_{s-1} & \leq C \epsilon^{19 / 2}
\end{aligned}
$$

where $C$ is a constant which depends on $\|U\|_{s+9},\|V\|_{s+9},\|P\|_{s+7},\|F\|_{s+7},\|G\|_{s+7}$, and $\left\|W_{3}\right\|_{s+1}$. The estimate (6) holds as long as these quantities remain bounded. The constant $C$ does not depend on $\epsilon$.

In light of Proposition 1 and Remark 8, we see, if we take the initial conditions for $U$ and $V$ to satisfy (2) with $\sigma \geq s+7$, that $\|U\|_{s+9},\|V\|_{s+9},\|P\|_{s+7},\|F\|_{s+7}$, $\|G\|_{s+7}$, and $\left\|W_{3}\right\|_{s+1}$ are all $O(1)$ for $t \in\left[0, T_{0} \epsilon^{-3}\right]$. Thus we move on.
5. The operator ( ). Part II: Estimates and extensions. In this section we will describe a few more estimates related to $K(x, y)$. All such estimates are either smoothing estimates or ones which show that certain terms are small in the long wavelength setting.

First, since $1+{\widehat{K_{0}}}^{2}(k)$ goes to zero exponentially fast as $|k| \rightarrow \infty$, the operator $1+K_{0}^{2}$ is smoothing. That is, for all $s \geq 0$

$$
\left\|\left(1+K_{0}^{2}\right) u\right\|_{s} \leq C\|u\|_{L^{2}}
$$

Also, commutators involving $K_{0}$ are smoothing. We quote the following lemma from [28].

Lemma 4. Let $r \geq 0, q>1 / 2$, and $0 \leq p \leq q$. Then there exists a $C>0$ such that

$$
\left\|\left[f, K_{0}\right] g\right\|_{r} \leq C\|f\|_{r+p}\|g\|_{q-p}
$$

Proof. See Lemma 3.12 on page 1498 of [28].
Schneider and Wayne show that $K_{1}(z, y)$ is a smoothing operator.
Lemma 5. For $r \geq 0, q \geq 1 / 2$ and $0 \leq p \leq q$, there is $C$ such that

$$
\begin{equation*}
\left\|K_{1}(z, y) u\right\|_{r} \leq C\left(\|z\|_{r+p}+\|y\|_{r+p}\right)\|u\|_{q-p} \tag{24}
\end{equation*}
$$

Proof. See Corollary 3.13 on page 1499 of [28].
If we let $S_{1}(z, y)=K(z, y)-K_{0}$, we also have the following estimates from [28].
Lemma 6. Fix $s \geq 4$. If the free surface is sufficiently smooth, then for $j=1,2$ we have

$$
\text { (a) } \quad\left\|S_{j}(z, y) u\right\|_{s} \leq C\left(\|z\|_{s}^{j}+\|y\|_{s}^{j}\right)\|u\|_{3}
$$

that is, $S_{j}$ is a smoothing operator;
(b) $\quad\left\|\partial_{\alpha}\left(S_{j}(z, y) u\right)\right\|_{s} \leq C\left(\|z\|_{s}^{j}+\|y\|_{s}^{j}\right)\|u\|_{3}$,
that is, $\partial_{\alpha} S_{j}$ is a smoothing operator;
(c) $\left\|\left[\partial_{t}, S_{j}\right] u\right\| \leq C\left(\|z\|_{s}^{j}+\|y\|_{s}^{j}\right)\|u\|_{3}$,
that is, $\left[\partial_{t}, S_{j}\right]$ is a smoothing operator and this operator can be bounded independently of $\partial_{t} u$; and

$$
\text { (d) } \quad\left\|\left[\partial_{t}^{2}, S_{j}\right] u\right\| \leq C\left(\|z\|_{s}^{j}+\|y\|_{s}^{j}\right)\left(\|u\|_{4}+\left\|\partial_{t} u\right\|_{4}\right)
$$

that is, $\left[\partial_{t}^{2}, S_{j}\right]$ is a smoothing operator and this operator can be bounded independently of $\partial_{t}^{2} u$.

Proof. The proof is in [28]; see Lemmas 3.14 and 3.15 and Corollary 3.16 on pages 1500,1506 , and 1507 , respectively.

We will also need the following propositions concerning the behavior of the remainder terms $S_{1}$ and $S_{2}$. The first of these says that more or less the remainder $S_{2}$ is negligible for the sort of scalings we are considering. That is to say, the term $E_{S_{2}}^{y}$ in section 4 is very small.

Proposition 3. Fix $s>5 / 2$. Suppose $z=\epsilon^{2} Z(\epsilon \alpha)$, $y=\epsilon^{2} Y(\epsilon \alpha)$, and $f=\epsilon^{2} F(\epsilon \alpha)$, with $Z, Y, F \in H^{s+1}(2)$. Moreover, assume $z-y=\epsilon^{4} \Delta(\epsilon \alpha)$ with
$\Delta \in H^{s+1}(2)$. Then there exists $\epsilon_{0}$ such that for $\epsilon \in\left[0, \epsilon_{0}\right]$ there is a constant $C$ independent of $\epsilon$ such that

$$
\left\|S_{2}(z, y) f\right\|_{s} \leq C \epsilon^{17 / 2}
$$

The second proposition is a technical version of the mean value theorem as applied to the operator $S_{1}$.

Proposition 4. Suppose $z(\alpha, t)=\epsilon^{2} Z\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)$, $y(\alpha, t)=\epsilon^{2} Y\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)$, $u(\alpha, t)=\epsilon^{2} U\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)$, and $f(\alpha, t)=\epsilon^{2} F\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)$ with $Z, Y, U, F \in H^{s}(2)$ for $t \in\left[0, T_{0} \epsilon^{-3}\right]$. Also suppose $R^{z}(\alpha, t), R^{y}(\alpha, t)$, and $R^{u}(\alpha, t) \in H^{s}$ for the same time interval. Then

$$
\left\|S_{1}\left(z(\cdot)+\epsilon^{11 / 2} R^{z}(\cdot), y(\cdot)+\epsilon^{11 / 2} R^{y}(\cdot)\right) f(\cdot)-S_{1}(z(\cdot), y(\cdot)) f(\cdot)\right\|_{s} \leq C \epsilon^{17 / 2}
$$

for $t \in\left[0, T_{0} \epsilon^{-3}\right]$.
Proof of Proposition 3. First, notice that $x(\alpha)=\int_{0}^{\alpha} L z(a) d a=\epsilon X(\epsilon \alpha)$. We know that $X$ is in $L^{\infty}$ by the following lemma.

Lemma 7. Suppose $f(\alpha)=\epsilon^{2} F(\epsilon \alpha)$ with $F \in H^{s}(2)$. Then for all $\alpha$

$$
\left|\int_{0}^{\alpha} f(a) d a\right| \leq C \epsilon\|F\|_{H^{s}(2)}
$$

Proof. See section 7.
Let $\Phi(\tilde{x}, y)=\left(\Phi_{1}, \Phi_{2}\right)$ be the analytic map which takes $\Omega(t)$ to

$$
P^{-}=\{(\xi, \gamma) \mid \gamma \in[-1,0]\} .
$$

That such a map exists and is analytic is guaranteed by the Riemann mapping theorem. Let

$$
h(\alpha)=\Phi_{1}(\tilde{x}(\alpha), y(\alpha))
$$

and $Q f=f \circ h$. From [28], we know that

$$
\begin{equation*}
K(x, y) f(\alpha)=Q \circ K_{0} \circ Q^{-1} f(\alpha) \tag{25}
\end{equation*}
$$

We can derive a very useful implicit formula for $h^{-1}$ as follows. The function $\Phi^{-1}(\xi, \gamma)$ is analytic on $P^{-}$; thus it satisfies the Cauchy-Riemann equations. If we set

$$
\Phi^{-1}(\xi, \gamma)=\left(\xi+u_{1}(\xi, \gamma)\right)+i\left(\gamma-v_{1}(\xi, \gamma)\right)
$$

and notice that $\Phi^{-1}$ sends the bottom and top of $P^{-}$to the bottom and top of $\Omega(t)$, respectively, we see that we have the following system:

$$
\begin{gathered}
\partial_{\xi} u_{1}+\partial_{\gamma} v_{1}=0 \\
\partial_{\gamma} u_{1}-\partial_{\xi} v_{1}=0 \\
v_{1}(\xi,-1)=0, \quad v_{1}(\xi, 0)=\eta(\xi)
\end{gathered}
$$

where $\eta(\xi)=y\left(h^{-1}(\xi)\right)$. One can solve this system with the use of Fourier transforms relatively simply. If one does so, one finds that

$$
u_{1}(\xi, 0)=-\int_{0}^{\xi} \eta\left(\xi_{1}\right) d \xi_{1}-M \eta(\xi)
$$

where $M$ is the pseudodifferential operator given by

$$
\widehat{M \eta}(k)=\frac{k \cosh (k)-\sinh (k)}{i k \sinh (k)} \widehat{\eta}(k) .
$$

Notice that to lowest order, $M$ is $C \partial_{\alpha}$.
Now, notice that $h^{-1}(\xi)=\tilde{x}^{-1}(u(\xi, 0))$ and so we have an implicit equation for $h^{-1}$ :

$$
\begin{align*}
h^{-1}(\xi) & =\tilde{x}^{-1}\left(\xi-\int_{0}^{\xi} \eta\left(\xi_{1}\right) d \xi_{1}-M \eta(\xi)\right) \\
& =\tilde{x}^{-1}\left(\xi-\int_{0}^{\xi} y\left(h^{-1}\left(\xi_{1}\right)\right) d \xi_{1}-M\left(y \circ h^{-1}\right)(\xi)\right) \tag{26}
\end{align*}
$$

Remark 9. In [28, p. 1494], Schneider and Wayne make a minor error in calculating this same function. As a result, they claim that the above representation gives an explicit formula for $h^{-1}$. Our correction here changes nothing about subsequent steps in their proofs.

Since $\tilde{x}=\alpha+\epsilon X(\epsilon \alpha)$, where $X$ is well behaved, we can expect a similar form for $\tilde{x}^{-1}$.

Lemma 8. Suppose $f(\alpha)=\alpha+g(\alpha)$ with $\|g\|_{C^{2}} \leq 1 / 2$. Then

$$
f^{-1}(\xi)=\xi-g(\xi)+g(\xi) g^{\prime}(\xi)+E
$$

where $E=O\left(\|g\|_{W^{2, \infty}}^{3}\right)$. More specifically

$$
E \leq C\left(\left\|g^{\prime}\right\|_{L^{\infty}}^{2}\|g\|_{L^{\infty}}+\|g\|_{L^{\infty}}^{2}\left\|g^{\prime \prime}\right\|_{L^{\infty}}\right)
$$

In particular, notice that if $g(\alpha)=\epsilon G(\epsilon \alpha)$ this means that $E=O\left(\epsilon^{5}\right)$.
Proof. See section $7 . \quad \square$
We apply this lemma to $\tilde{x}$ and find that

$$
\tilde{x}^{-1}(\xi)=\xi-\epsilon X(\epsilon \xi)+\epsilon^{3} X(\epsilon \xi) \partial_{\beta} X(\epsilon \xi)+O\left(\epsilon^{5}\right)
$$

Combining this with (26) we can determine $h^{-1}(\xi)$ (and therefore $h$ ) in terms of $x$ and $y$ to any order we wish. To lowest order we see that

$$
\begin{equation*}
h^{-1}(\xi)=\xi+O(\epsilon) \tag{27}
\end{equation*}
$$

Therefore now we have

$$
\begin{aligned}
h^{-1}(\xi)= & \xi-\int_{0}^{\xi} y\left(h^{-1}\left(\xi_{1}\right)\right) d \xi_{1}-M\left(y \circ h^{-1}\right)(\xi) \\
& -\epsilon X\left(\epsilon\left(\xi-\int_{0}^{\xi} y\left(h^{-1}\left(\xi_{1}\right)\right) d \xi_{1}-M\left(y \circ h^{-1}\right)(\xi)\right)\right) \\
& +O\left(\epsilon^{3}\right) \\
= & \xi-\int_{0}^{\xi} \epsilon^{2} Y\left(\epsilon h^{-1}\left(\xi_{1}\right)\right) d \xi_{1}-M\left(\epsilon^{2} Y \circ \epsilon h^{-1}\right)(\xi) \\
& -\epsilon X\left(\epsilon\left(\xi-\int_{0}^{\xi} \epsilon^{2} Y\left(\epsilon h^{-1}\left(\xi_{1}\right)\right) d \xi_{1}-M\left(\epsilon^{2} Y \circ \epsilon h^{-1}\right)(\xi)\right)\right) \\
& +O\left(\epsilon^{3}\right) .
\end{aligned}
$$

If we insert (27) into the above and expand we have

$$
\left.h^{-1}(\xi)=\xi-\epsilon X(\epsilon \xi)-\int_{0}^{\xi} \epsilon^{2} Y\left(\epsilon \xi_{1}\right)\right) d \xi_{1}-\epsilon^{2} M(Y(\epsilon \cdot))(\xi)+O\left(\epsilon^{3}\right)
$$

One can continue in this manner and determine the next order terms in the expansion of $h^{-1}$. If we let

$$
\left.\epsilon G_{1}(\epsilon \alpha)=-\epsilon X(\epsilon \alpha)-\int_{0}^{\alpha} \epsilon^{2} Y\left(\epsilon \alpha_{1}\right)\right) d \alpha_{1}-\epsilon^{2} M(Y(\epsilon \cdot))(\alpha)
$$

the expansion is

$$
h^{-1}(\xi)=\xi+\epsilon G_{1}(\epsilon \xi)+\epsilon^{3} B_{1}(\epsilon \xi)+O\left(\epsilon^{5}\right)
$$

where

$$
\begin{aligned}
B_{1}(\xi)= & \int_{0}^{\xi} \epsilon G_{1}(\epsilon a) \partial_{\beta} \epsilon^{3} Y(\epsilon a) d a \\
& +M\left(\epsilon^{3} G_{1}(\epsilon \cdot) \partial_{\beta} Y(\epsilon \cdot)\right)(\xi)+\epsilon^{3} G_{1}(\epsilon \xi) \partial_{\beta} X(\epsilon \xi)
\end{aligned}
$$

Notice that since $M$ is $C \partial_{\alpha}$ to lowest order, $-\epsilon^{2} M(Y(\epsilon \cdot))(\alpha)$ is $O\left(\epsilon^{3}\right)$. Moreover, by hypothesis, we have $\epsilon^{2} Z(\epsilon \alpha)-\epsilon^{2} Y(\epsilon \alpha)=\epsilon^{4} \Delta(\epsilon \alpha)$. Thus

$$
\begin{aligned}
-\epsilon X(\epsilon \alpha)-\int_{0}^{\alpha} \epsilon^{2} Y(\epsilon a) d a & =-\int_{0}^{\alpha}\left(\epsilon^{2} \partial_{\beta} X(\epsilon a)+\epsilon^{2} Y(\epsilon a)\right) d a \\
& =-\int_{0}^{\alpha}\left(\epsilon^{2} L(Z(\epsilon \cdot))(a)+\epsilon^{2} Y(\epsilon a)\right) d a \\
& =\int_{0}^{\alpha}\left(\epsilon^{2} Z(\epsilon a)-\epsilon^{2} Y(\epsilon a)\right) d a+O\left(\epsilon^{3}\right) \\
& =\int_{0}^{\alpha}\left(\epsilon^{4} \Delta(\epsilon a)\right) d a+O\left(\epsilon^{3}\right) \\
& =O\left(\epsilon^{3}\right)
\end{aligned}
$$

That is, $\epsilon G_{1}$ is really $O\left(\epsilon^{3}\right)$ ! This cancellation is the crucial step in this proof. Since $\epsilon G_{1}$ appears in each term in $B_{1}$, we have shown

$$
h^{-1}(\xi)=\xi+\epsilon^{3} G(\epsilon \xi)+O\left(\epsilon^{5}\right)
$$

with $\epsilon^{3} G=\epsilon G_{1}$. We appeal to Lemma 8 again, and we have

$$
h(\alpha)=\alpha-\epsilon^{3} G(\epsilon \alpha)+O\left(\epsilon^{5}\right)
$$

Now that we have particularly good estimates on $h$ and $h^{-1}$, we can begin our discussion of $K$ in earnest. For notational simplicity, we will let

$$
\begin{array}{r}
h(\alpha)=\alpha+g_{1}(\alpha), \\
h^{-1}(\xi)=\xi+g_{2}(\xi)
\end{array}
$$

If we let

$$
\tilde{f}=Q^{-1} f
$$

we can make the following formal approximation using Taylor's theorem:

$$
\begin{aligned}
K(x, y) f(\alpha) & =Q \circ K_{0} \tilde{f}(\alpha) \\
& =K_{0} \tilde{f}(h(\alpha)) \\
& =K_{0} \tilde{f}\left(\alpha+g_{1}(\alpha)\right) \\
& =K_{0} \tilde{f}(\alpha)+g_{1}(\alpha) K_{0} \partial_{\alpha} \tilde{f}(\alpha)+\text { h.o.t. }
\end{aligned}
$$

Also by Taylor's theorem,

$$
\tilde{f}(\alpha)=f(\alpha)+g_{2}(\alpha) \partial_{\alpha} f(\alpha)+\text { h.o.t. }
$$

Putting these together we have

$$
K(x, y) f(\alpha)=K_{0} f(\alpha)+g_{1}(\alpha) K_{0} f^{\prime}(\alpha)+K_{0}\left(g_{2} f^{\prime}\right)(\alpha)+\text { h.o.t. }
$$

Thus let

$$
\begin{aligned}
& E_{1} f=K_{0} f(\alpha)+g_{1}(\alpha) K_{0} f^{\prime}(\alpha)+K_{0}\left(g_{2} f^{\prime}\right)(\alpha) \\
& E_{2} f=K(x, y) f-E_{1} f
\end{aligned}
$$

We prove Proposition 3 if we can prove

- $\left\|E_{1} f-K_{0} f-K_{1}(x, y) f\right\|_{s} \leq C \epsilon^{17 / 2}$ and
- $\left\|E_{2} f\right\|_{s} \leq C \epsilon^{17 / 2}$.

Let us deal with $E_{2} f$ first. We can rewrite $E_{2} f$ as

$$
E_{2} f=E_{2}^{1} f+E_{2}^{2} f+E_{2}^{3} f
$$

with

$$
\begin{aligned}
& E_{2}^{1} f=K(x, y) f-K_{0} \tilde{f}-g_{1} K_{0} \partial_{\alpha} \tilde{f} \\
& E_{2}^{2} f=K_{0} \tilde{f}-K_{0} f-K_{0}\left(g_{2} \partial_{\alpha} f\right) \\
& E_{2}^{3} f=g_{1} K_{0} \partial_{\alpha} \tilde{f}-g_{1} K_{0} \partial_{\alpha} f
\end{aligned}
$$

As our approximation for $K$ was determined by an application of Taylor's theorem, we need to prove a lemma which shows that this formal step can be made rigorous, at least for functions in the weighted Sobolev spaces.

Lemma 9. Suppose $F \in H^{s}(n), s>1 / 2, n>1 / 2$. Then for all $C_{0}>0$ there exists $\epsilon_{0}$ such that for $\epsilon \in\left[0, \epsilon_{0}\right]$ there is a constant $C$ independent of $\epsilon$ such that

$$
\left(\int_{|\alpha|>C_{0} \epsilon^{-3}}|F(\epsilon \alpha)|^{2} d \alpha\right)^{1 / 2} \leq C \epsilon^{2 n-3 / 2}
$$

Moreover, for $1 \leq j \leq s$ we have

$$
\left(\int_{|\alpha|>C_{0} \epsilon^{-3}}\left|\partial_{\alpha}^{j} F(\epsilon \alpha)\right|^{2} d \alpha\right)^{1 / 2} \leq C \epsilon^{2 n-3 / 2+j}
$$

Proof. See section 7.

Remark 10. If instead we are considering

$$
\left(\int_{|\alpha|>C_{0} \epsilon^{-3}}\left|F\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)\right|^{2} d \alpha\right)^{1 / 2}
$$

with $F(\cdot, T) \in H^{s}(n)$ for $T \in\left[0, T_{0}\right]$, we can maintain the same bound as above by taking $C_{0} \geq 2 T_{0}$.

We can use the above lemma to prove a version of Taylor's theorem.
Lemma 10. Suppose $F \in H^{s}(2), s>5 / 2$, and $g \in L^{\infty}$. Then

$$
\left\|F\left(\epsilon \cdot+\epsilon^{2} g(\epsilon \cdot)\right)-F(\epsilon \cdot)\right\|_{L^{2}} \leq C \epsilon^{3 / 2} .
$$

Proof. By Lemma 9 we have

$$
\begin{aligned}
& \left\|F\left(\epsilon \cdot+\epsilon^{2} g(\epsilon \cdot)\right)-F(\epsilon \cdot)\right\|^{2} \\
= & \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)\right|^{2} d \alpha \\
+ & \int_{|\alpha| \geq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)\right|^{2} d \alpha \\
\leq & \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)\right|^{2} d \alpha+C \epsilon^{5} .
\end{aligned}
$$

Now, we add and subtract $\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)$ in the remaining integral,

$$
\begin{aligned}
& \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)\right|^{2} d \alpha \\
\leq & \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)-\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)\right|^{2} d \alpha \\
& +\int_{|\alpha| \leq \epsilon^{-3}}\left|\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)\right|^{2} d \alpha \\
\leq & \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)-\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)\right|^{2} d \alpha \\
& +\epsilon^{3}\|g(\cdot)\|_{L^{\infty}}^{2}\left\|F^{\prime}(\cdot)\right\|_{L^{2}}^{2} .
\end{aligned}
$$

We naively bound the above integral and apply the mean value theorem. That is,

$$
\begin{aligned}
& \int_{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)-\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)\right|^{2} d \alpha \\
\leq & C \epsilon^{-3} \sup _{|\alpha| \leq \epsilon^{-3}}\left|F\left(\epsilon \alpha+\epsilon^{2} g(\epsilon \alpha)\right)-F(\epsilon \alpha)-\epsilon^{2} g(\epsilon \alpha) F^{\prime}(\epsilon \alpha)\right|^{2} \\
\leq & C \epsilon^{-3} \sup _{|\alpha| \leq \epsilon^{-3}}\left|\epsilon^{4} g^{2}(\epsilon \alpha) F^{\prime \prime}\left(\epsilon \alpha^{*}\right)\right|^{2} \\
\leq & C \epsilon^{5}\|g\|_{L^{\infty}}^{4}\left\|F^{\prime \prime}\right\|_{L^{\infty}}^{2} .
\end{aligned}
$$

With this, we have proven the lemma.
Remark 11. With this general technique we are also able to show that

$$
\left\|\partial_{\alpha}^{j}\left(F\left(\epsilon \cdot+\epsilon^{2} g(\epsilon \cdot)\right)-F(\epsilon \cdot)\right)\right\|_{L^{2}} \leq C \epsilon^{3 / 2+j}
$$

$$
\begin{gathered}
\left\|\partial_{\alpha}^{j}\left(F\left(\epsilon \cdot+\epsilon^{2} g(\epsilon \cdot)\right)-F(\epsilon \cdot)-\epsilon^{2} g(\epsilon \cdot) F^{\prime}(\cdot)\right)\right\|_{L^{2}} \leq C \epsilon^{7 / 2+j} \\
\left\|\partial_{\alpha}^{j}\left(F\left(\epsilon \cdot+\epsilon^{2} g(\epsilon \cdot)\right)\right)-\partial_{\alpha}^{j}\left(F(\epsilon \cdot)+\epsilon^{2} g(\epsilon \cdot) F^{\prime}(\cdot)+1 / 2 \epsilon^{4} g^{2}(\epsilon \cdot) F^{\prime \prime}(\epsilon \cdot)\right)\right\|_{L^{2}} \leq C \epsilon^{11 / 2+j}
\end{gathered}
$$

and so on.
Now we will be able to control $E_{2}^{1}$. We can control the other functions in precisely the same fashion. Since $f$ is of long wavelength and rapid decay, so is $\tilde{f}$. Thus we can use Lemma 10. In what follows, $\epsilon^{3} \tilde{F}(\epsilon \alpha)=K_{0} \tilde{f}(\alpha)$. (The extra $\epsilon$ comes from the long wave approximation of $K_{0}$.)

$$
\begin{aligned}
& \left\|E_{2}^{1} f(\cdot)\right\|_{s}=\left\|K_{0} \tilde{f}\left(\cdot+g_{1}(\cdot)\right)-K_{0} \tilde{f}(\cdot)-g_{1}(\cdot) K_{0} \partial_{\alpha} \tilde{f}(\cdot)\right\|_{s} \\
\leq & C \epsilon^{3}\left\|\tilde{F}\left(\epsilon \cdot+\epsilon^{4} G(\epsilon \cdot)\right)-\tilde{F}(\epsilon \cdot)-\epsilon^{4} G(\epsilon \cdot) \partial_{\beta} \tilde{F}(\epsilon \cdot)\right\|_{s} \\
\leq & C \epsilon^{17 / 2}
\end{aligned}
$$

Now we turn our attention to $E_{1} f-K_{0} f-K_{1}(x, y) f$. A routine calculation shows that this is equal to

$$
\begin{aligned}
& -\epsilon^{3}\left[G(\epsilon \alpha), K_{0}\right] \epsilon^{3} \partial_{\beta} F(\epsilon \alpha)-K_{1}\left(\epsilon X, \epsilon^{2} Y\right) \epsilon^{2} F(\epsilon \alpha) \\
& +\left(g_{1}+\epsilon^{3} G\right) K_{0} \epsilon^{3} \partial_{\beta} F(\epsilon \alpha)+K_{0}\left(\left(g_{2}-\epsilon^{3} G\right) \epsilon^{3} \partial_{\beta} F(\epsilon \cdot)\right)(\alpha)
\end{aligned}
$$

Now, $g_{1}+\epsilon^{3} G$ and $g_{2}-\epsilon^{3} G$ are $O\left(\epsilon^{5}\right)$, so the second line above can be bounded by $C \epsilon^{17 / 2}$, if we make use of $K_{0}$ 's long wavelength approximation. Moreover, we claim that the first line is identically zero. Let

$$
\begin{aligned}
b(\alpha) & =-\int_{0}^{\alpha} \epsilon^{2} Y\left(\epsilon \alpha_{1}\right) d \alpha_{1}-\epsilon^{2} M(Y(\epsilon \cdot))(\alpha) \\
& =-\int_{0}^{\alpha} y\left(\alpha_{1}\right) d \alpha_{1}-M y(\alpha)
\end{aligned}
$$

Thus $\epsilon^{3} G(\epsilon \alpha)=b(\alpha)-x(\alpha)$. So

$$
\epsilon^{3}\left[G(\epsilon \alpha), K_{0}\right] \epsilon^{3} \partial_{\beta} F(\epsilon \alpha)=-\left[x(\alpha), K_{0}\right] \partial_{\alpha} f(\alpha)+\left[b(\alpha), K_{0}\right] \partial_{\alpha} f(\alpha)
$$

Taking the Fourier transform of the second term we have

$$
\begin{aligned}
& \mathfrak{F}\left(\left[b(\alpha), K_{0}\right] \partial_{\alpha} f(\alpha)\right)(k) \\
= & \int\left(\widehat{K_{0}}(l)-\widehat{K_{0}}(k)\right) \widehat{b}(l-k) i l \widehat{f}(l) d l \\
= & \int \frac{\widehat{K_{0}}(l)-\widehat{K_{0}}(k)}{i(l-k)} i(l-k) \widehat{b}(l-k) i l \widehat{f}(l) d l \\
= & \int \frac{\widehat{K_{0}}(l)-\widehat{K_{0}}(k)}{i(l-k)} \widehat{\partial_{\alpha} b}(l-k) i l \widehat{f}(l) d l .
\end{aligned}
$$

Now notice that $\partial_{\alpha} b=L y$, so the above becomes

$$
\begin{aligned}
& \int \frac{\widehat{K_{0}}(l)-\widehat{K_{0}}(k)}{i(l-k)} \widehat{L y}(l-k) i l \widehat{f}(l) d l=\int \frac{\widehat{K_{0}}(l)-\widehat{K_{0}}(k)}{\widehat{K}_{0}(l-k)} \widehat{y}(l-k) i l \widehat{f}(l) d l \\
= & \int\left(1+\widehat{K_{0}}(k) \widehat{K_{0}}(l)\right) \widehat{y}(l-k) i l \widehat{f}(l) d l \\
= & \mathfrak{F}\left(\left(y+K_{0} y K_{0}\right) \partial_{\alpha} f\right)(k),
\end{aligned}
$$

where we have used the trigonometric identity (11) from section 4.
That is,

$$
\begin{aligned}
& \epsilon^{3}\left[G(\epsilon \alpha), K_{0}\right] \epsilon^{3} \partial_{\beta} F(\epsilon \alpha)=-\left[x(\alpha), K_{0}\right] \partial_{\alpha} f(\alpha)+\left(\left(y+K_{0} y K_{0}\right) \partial_{\alpha} f\right)(k) \\
= & -K_{1}(x, y) f
\end{aligned}
$$

and so we are done with the proof of Proposition 3.
Proof of Proposition 4. Let $h$ be as in Proposition 3 and $h_{2}$ be the analogous function for the configuration $\left(z_{2}, y_{2}\right)=\left(z+\epsilon^{11 / 2} R^{z}, y+\epsilon^{11 / 2} R^{y}\right)$. We also define the function $\tilde{x}_{2}=\alpha+x_{2}$ by $\partial_{\alpha} x_{2}=L z_{2}$. Unlike in the previous lemma, here the time dependence of the functions is important. Thus we determine $x$ and $x_{2}$ by integrating in both space and time. That is,

$$
\begin{aligned}
\tilde{x}(\alpha, t) & =\alpha+\epsilon \chi(\epsilon \alpha, \epsilon t) \\
\tilde{x}_{2}(\alpha, t) & =\alpha+\epsilon \chi(\epsilon \alpha, \epsilon t)+\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho(\alpha, t)
\end{aligned}
$$

with

$$
\begin{aligned}
\epsilon \chi(\epsilon \alpha, \epsilon t) & =\left(\int_{0}^{t} u(0, s) d s+\int_{0}^{\alpha} L z(w, t) d w\right) \\
\epsilon^{5 / 2} E(t) & =\epsilon^{11 / 2} \int_{0}^{t} R^{u}(0, s) d s \\
\epsilon^{11 / 2} \rho & =\int_{0}^{\alpha} L R^{z}(w, t) d w
\end{aligned}
$$

The functions satisfy the following estimates for all $t \in\left[0, T_{0} \epsilon^{-3}\right]$ :

$$
\begin{aligned}
|\epsilon \chi(\epsilon \alpha, \epsilon t)| & \leq C \epsilon \\
\left|\epsilon^{5 / 2} E(t)\right| & \leq C \epsilon^{5 / 2} \\
\left|\epsilon^{11 / 2} \rho(\alpha, t)\right| & \leq C \sqrt{|\alpha|}\left\|R^{z}\right\|_{H^{s}} .
\end{aligned}
$$

The first estimate follows from similar estimates in the previous lemma, the second is the naive bound, and the final follows from the following simple fact.

FACT 2. If $p(\alpha)=\int_{0}^{\alpha} r(a) d a$, where $r \in L^{2}$, then

$$
|p(\alpha)| \leq \sqrt{|\alpha|}\|r\|_{L^{2}} .
$$

In what follows we will make strong use of the fact that $E(t)$ does not depend on $\alpha$.

Using the same techniques as were used in proving Lemma 8, one can show that

$$
\tilde{x}_{2}^{-1}(\xi, t)=\tilde{x}^{-1}(\xi, t)-\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho_{2}(\xi)
$$

where $\left|\rho_{2}(\alpha)\right| \leq \sqrt{|\alpha|}\left\|R^{z}\right\|_{L^{2}}$. This sort of estimate carries over to the functions $h$. That is,

$$
\begin{aligned}
h_{2}^{-1}(\xi, t) & =h^{-1}(\xi, t)-\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho_{3}(\xi, t), \\
h_{2}(\alpha, t) & =h(\alpha, t)+\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho_{4}(\alpha, t),
\end{aligned}
$$

where $\left|\rho_{3}(\alpha, t)\right|,\left|\rho_{4}(\alpha, t)\right| \leq \sqrt{|\alpha|}\left(\left\|R^{z}\right\|_{L^{2}}+\left\|R^{y}\right\|_{L^{2}}\right)$ over the long time scale.

Now define $Q_{2} f=f \circ h_{2}$. Therefore

$$
\begin{aligned}
& S_{1}\left(z+\epsilon^{11 / 2} R^{z}, y+\epsilon^{11 / 2}\right) f-S_{1}(z, y) f \\
= & Q_{2} \circ K_{0} \circ Q_{2}^{-1} f-Q \circ K_{0} \circ Q^{-1} f \\
= & Q \circ\left(Q^{-1} \circ Q_{2} \circ K_{0} \circ Q_{2}^{-1} \circ Q-K_{0}\right) \circ Q^{-1} f .
\end{aligned}
$$

Since $Q$ and its inverse are bounded operators from $H^{s}$ to $H^{s}$, we need only prove the estimate for the operator

$$
\tilde{Q} \circ K_{0} \circ \tilde{Q}^{-1}-K_{0},
$$

where $\tilde{Q}=Q^{-1} \circ Q_{2}$. Notice that $\tilde{Q} \circ K_{0} \circ \tilde{Q}^{-1}$ is the Hilbert operator $K$ for a domain with the " $h$ " function given by $\tilde{h}(\alpha)=h_{2}\left(h^{-1}(\alpha)\right)$. Moreover, from the above calculations for $h$ and $h_{2}$ we have

$$
h_{2}\left(h^{-1}(\alpha)\right)=\alpha+\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho_{5}(\alpha, t),
$$

with $\rho_{5}$ satisfying the same type of estimates as $\rho_{4}$.
At this point we can make an appeal to Lemma 3.14 on page 1500 of [28]. In this lemma they prove that $\left\|S_{1}(z, y) f\right\|_{s} \leq C\left(\|z\|_{s}+\|y\|_{s}\right)\|f\|_{3}$. In the course of their proof, they show that if $h(\alpha)=\alpha+g(\alpha)$, then

$$
\left\|Q \circ K_{0} \circ Q^{-1} f(\cdot)-K_{0} f(\cdot)\right\|_{s} \leq C\left\|\partial_{\alpha} g\right\|_{s-1}\left\|\partial_{\alpha} f\right\|_{2}
$$

(See the inequalities in Cases I-IV on pages 1501-1506.) Therefore, if we set $\tilde{g}=$ $\epsilon^{5 / 2} E(t)+\epsilon^{11 / 2} \rho_{5}(\alpha, t)$, we see that taking a spatial derivative leaves us with

$$
\partial_{\alpha} \tilde{g}=O\left(\epsilon^{11 / 2}\right)
$$

Thus, if we keep in mind that $f(\alpha, t)=\epsilon^{2} F\left(\epsilon(\alpha \pm t), \epsilon^{3} t\right)$,

$$
\begin{aligned}
\left\|\tilde{Q} \circ K_{0} \circ \tilde{Q}^{-1} f(\cdot)-K_{0} f(\cdot)\right\|_{s} & \leq C\left\|\partial_{\alpha} \tilde{g}\right\|_{s-1}\left\|\partial_{\alpha} f\right\|_{2} \\
& \leq C \epsilon^{17 / 2} .
\end{aligned}
$$

This completes the proof of Proposition 4.
6. The error estimates. In this section we prove that the approximation is rigorous. That is we will prove Theorem 2. We will be working with the threeand four-dimensional formulations of the water wave problem (equations (WW3) and (WW4)). From [28], we know that for initial data of the type we are considering, solutions to these equations exist over the long times we are considering. If $(z, y, u)$ is a solution to (WW3), let

$$
\begin{align*}
& z(\alpha, t)=\Psi^{z}(\alpha, t)+\epsilon^{11 / 2} R^{z}(\alpha, t) \\
& y(\alpha, t)=\Psi^{y}(\alpha, t)+\epsilon^{11 / 2} R^{y}(\alpha, t)  \tag{28}\\
& u(\alpha, t)=\Psi^{u}(\alpha, t)+\epsilon^{11 / 2} R^{u}(\alpha, t)
\end{align*}
$$

with the functions $\Psi$ defined as above. We call $R^{z}, R^{y}$, and $R^{u}$ "error" functions and we denote $\bar{R}=\left(R^{z}, R^{y}, R^{u}\right)$. Our goal will be to show that $\bar{R}$ remain $O(1)$ in $\mathfrak{H}^{s}=H^{s} \times H^{s} \times H^{s-1 / 2}$ over the long time scale. If we can do this, then we will have proven the main theorem. The first step will be to determine the equations which
these functions satisfy. Loosely, we want to be able to write for each of the error functions an evolution equation of the form

$$
\partial_{t} R=\text { quasi-linear }+ \text { small and smooth } .
$$

We will at times go to great lengths to achieve this!
Clearly,

$$
\partial_{t} R^{z}=K_{0} R^{u}
$$

Finding the equations for $R^{y}$ and $R^{u}$ is a bit more complex. First we focus on $R^{y}$. Substituting from (28) into $\partial_{t} y=K(z, y) u$, we have

$$
\begin{aligned}
& \partial_{t} R^{y}=\epsilon^{-11 / 2}\left(K\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right)\left(\Psi^{u}+\epsilon^{11 / 2} R^{u}\right)-\partial_{t} \Psi^{y}\right) \\
= & K\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right) R^{u} \\
& +\epsilon^{-11 / 2}\left(K\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right) \Psi^{u}-\partial_{t} \Psi^{y}\right) \\
= & K_{0} R^{u}+M_{1}\left(\Psi^{z}\right) \partial_{\alpha} R^{u}-\left(\Psi^{y}+K_{0}\left(\Psi^{y} K_{0}\right)\right) \partial_{\alpha} R^{u}+N^{y},
\end{aligned}
$$

where

$$
\begin{aligned}
N^{y}= & \epsilon^{-11 / 2} \operatorname{Res}_{y}+\epsilon^{-11 / 2}\left(\left(S_{1}\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right)-S_{1}\left(\Psi^{z}, \Psi^{y}\right)\right) \Psi^{u}\right) \\
& +\left(K\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right)-K_{0}-K_{1}\left(\Psi^{z}, \Psi^{y}\right)\right) R^{u}
\end{aligned}
$$

We claim that $N^{y}$ is "small." That is, we have the following lemma.
Lemma 11. For all $C_{R}>0$, there exists $\epsilon_{0}$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$ and $t$ such that $\sup _{0 \leq t^{\prime} \leq t}\left\|\bar{R}\left(\cdot, t^{\prime}\right)\right\|_{\mathfrak{H}^{s}} \leq C_{R}$ we have

$$
\left\|N^{y}\right\|_{s} \leq C\left(\epsilon^{3}+\epsilon^{3}\|\bar{R}\|_{\mathfrak{H}^{s}}+\epsilon^{11 / 2}\|\bar{R}\|_{\mathfrak{H}^{s}}^{2}\right) .
$$

Proof. First we remark that the approximating functions $\Psi$ and their derivatives are all bounded over the long time scales. Thus, we will not be keeping track of the dependence of the norm of $N^{y}$ on the norms of these functions. By Proposition 2, we know that $\left\|\epsilon^{-11 / 2} \operatorname{Res}_{y}\right\|_{s} \leq C \epsilon^{3}$.

We can bound

$$
\epsilon^{-11 / 2}\left(S_{1}\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right)-S_{1}\left(\Psi^{z}, \Psi^{y}\right)\right) \Psi^{u}
$$

by Lemma 4.
Finally,

$$
\begin{aligned}
& \left\|\left(K\left(\Psi^{z}+\epsilon^{11 / 2} R^{z}, \Psi^{y}+\epsilon^{11 / 2} R^{y}\right)-K_{0}-K_{1}\left(\Psi^{z}, \Psi^{y}\right)\right) R^{u}\right\|_{s} \\
\leq & C\left(\epsilon^{3}\|\bar{R}\|_{\mathfrak{H}^{s}}+\epsilon^{11 / 2}\|\bar{R}\|_{\mathfrak{H}^{s}}^{2}\right)
\end{aligned}
$$

by the estimates on $K$ and its expansions which we saw in sections 3 and 5 (in particular Lemmas 5 and 6).

Now we discuss $R^{u}$. We know that

$$
\begin{equation*}
\partial_{t} u(1+L z)+\partial_{\alpha} y\left(1+\partial_{t}^{2} y\right)=0 \tag{29}
\end{equation*}
$$

We would like an evolution-type equation for $R^{u}$. Notice that since $\partial_{t} y=K(z, y) u$, there is a "hidden" $\partial_{t} u$ in the term $\partial_{t}^{2} y$. Recall that the commutator $\left[\partial_{t}, S_{1}(z, y)\right] u$ can be bounded independently of $\partial_{t} u$ (see Lemma 6 in section 5). Therefore, we can rewrite the above as

$$
\left(1+L z+\partial_{\alpha} y K(z, y)\right) \partial_{t} u+\partial_{\alpha} y\left(1+\left[\partial_{t}, S_{1}(z, y)\right] u\right)=0
$$

Replacing $u$ with its definition in (28) the above becomes

$$
\begin{aligned}
0= & \left(1+L z+\partial_{\alpha} y K(z, y)\right) \partial_{t} \epsilon^{11 / 2} R^{u} \\
& +\left(1+L z+\partial_{\alpha} y K(z, y)\right) \partial_{t} \epsilon^{2} \Psi^{u} \\
& +\partial_{\alpha} y\left(1+\left[\partial_{t}, S_{1}(z, y)\right] \Psi^{u}\right) \\
& +\partial_{\alpha} y\left(\left[\partial_{t}, S_{1}(z, y)\right] \epsilon^{11 / 2} R^{u}\right)
\end{aligned}
$$

or rather

$$
\begin{aligned}
0= & \left(1+L z+\partial_{\alpha} y K(z, y)\right) \partial_{t} \epsilon^{11 / 2} R^{u} \\
& +(1+L z) \partial_{t} \epsilon^{2} \Psi^{u} \\
& +\partial_{\alpha} y\left(1+\partial_{t}\left(K(z, y) \Psi^{u}\right)\right) \\
& +\partial_{\alpha} y\left(\left[\partial_{t}, S_{1}(z, y)\right] \epsilon^{11 / 2} R^{u}\right)
\end{aligned}
$$

We rearrange this a bit and break up $y$ and $z$ :

$$
\begin{aligned}
0= & \left(1+L z+\partial_{\alpha} y K(z, y)\right) \partial_{t} R^{u}+\partial_{\alpha} R^{y} \\
& +L R^{z} \partial_{t} \Psi^{u}+\partial_{\alpha} R^{y} \partial_{t}\left(K(z, y) \Psi^{u}\right)+\partial_{\alpha} y\left[\partial_{t}, S_{1}(z, y)\right] R^{u} \\
& +\epsilon^{-11 / 2}\left(\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K(z, y) \Psi^{u}\right)\right)\right)
\end{aligned}
$$

The operator

$$
A(z, y)=\left(1+L z+\partial_{\alpha} y K(z, y)\right)
$$

is invertible since $K(z, y)$ is a bounded operator on $H^{s}$, provided $z$ and $y$ are small (which they are). Moreover, we can approximate $A^{-1}$ via the Neumann series. Thus the above equation can be rewritten as

$$
\partial_{t} R^{u}=-\left(1-\epsilon^{2} W_{1}\right) \partial_{\alpha} R^{y}+N^{u}
$$

where $N^{u}=N_{1}^{u}+N_{2}^{u}$ and

$$
\begin{aligned}
N_{1}^{u}= & -\epsilon^{-11 / 2} A^{-1}\left(\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K(z, y) \Psi^{u}\right)\right)\right) \\
N_{2}^{u}= & -A^{-1}\left(L R^{z} \partial_{t} \Psi^{u}+\partial_{\alpha} R^{y} \partial_{t}\left(K(z, y) \Psi^{u}\right)+\partial_{\alpha} y\left[\partial_{t}, S_{1}(z, y)\right] R^{u}\right) \\
& +\left(-A^{-1}+\left(1-\epsilon^{2} W_{1}\right)\right) \partial_{\alpha} R^{y}
\end{aligned}
$$

Lemma 12. For all $C_{R}>0$, there exists $\epsilon_{0}$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$ and $t$ such that $\sup _{0 \leq t^{\prime} \leq t}\left\|\bar{R}\left(\cdot, t^{\prime}\right)\right\|_{\mathfrak{H}^{s}} \leq C_{R}$ we have

$$
\left\|N^{u}\right\|_{s-1} \leq C\left(\epsilon^{3}+\epsilon^{3}\|\bar{R}\|_{\mathfrak{H}^{s}}+\epsilon^{11 / 2}\|\bar{R}\|_{\mathfrak{H}^{s}}^{2}\right)
$$

Proof. First we point out that this estimate is in $H^{s-1}$. The loss of regularity here is easily seen. Both $L R^{z}$ and $\partial_{\alpha} R^{y}$ explicitly appear in $N_{2}^{u}$, and are not smoothed by any operators. Thus, losing this derivative is unavoidable. In fact, it is easy to see that the above estimates hold for $N_{2}^{u}$ by noting that $A^{-1}, K$, and $\left[\partial_{t}, S_{1}\right]$ are bounded operators.

Bounding $N_{1}^{u}$ is also easily done once we recognize that this term is almost exactly $\epsilon^{-11 / 2} \operatorname{Res}_{u}$. We have

$$
\begin{aligned}
& \epsilon^{-11 / 2} A^{-1}\left(\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K(z, y) \Psi^{u}\right)\right)\right) \\
= & \epsilon^{-11 / 2} A^{-1}\left(\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u}\right)\right)\right)+N_{3}^{u} \\
= & \epsilon^{-11 / 2}\left(\partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y} \frac{1+\partial_{t}\left(K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u}\right)}{1+L \Psi^{z}}\right)+N_{3}^{u}+N_{4}^{u} \\
= & \epsilon^{-11 / 2}\left(\partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y} \frac{1+\partial_{t}^{2}\left(\Psi^{y}\right)}{1+L \Psi^{z}}\right)+N_{3}^{u}+N_{4}^{u}+N_{5}^{u} \\
= & \epsilon^{-11 / 2} \operatorname{Res}_{u}+N_{3}^{u}+N_{4}^{u}+N_{5}^{u}
\end{aligned}
$$

where

$$
\begin{aligned}
N_{3}^{u}= & \epsilon^{-11 / 2} A^{-1}\left(\partial_{\alpha} \Psi^{y} \partial_{t}\left(K(z, y) \Psi^{u}-K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u}\right)\right) \\
N_{4}^{u}= & \epsilon^{-11 / 2}\left(A^{-1}-\left(1+L \Psi^{z}\right)^{-1}\right) \\
& \times\left(\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u}\right)\right)\right) \\
N_{5}^{u}= & \epsilon^{-11 / 2} \partial_{\alpha} \Psi^{y} \frac{\partial_{t}\left(\operatorname{Res}_{y}\right)}{1+L \Psi^{z}}
\end{aligned}
$$

We bound $N_{3}^{u}$ using mean value theorem arguments entirely analogous to those used when bounding $N^{y}$. To bound $N_{4}^{y}$, one observes that

$$
\left(1+L \Psi^{z}\right) \partial_{t} \epsilon^{2} \Psi^{u}+\partial_{\alpha} \Psi^{y}\left(1+\partial_{t}\left(K\left(\Psi^{z}, \Psi^{y}\right) \Psi^{u}\right)\right)
$$

is very nearly $\operatorname{Res}_{u}$ and is thus $O\left(\epsilon^{17 / 2}\right) . N_{5}^{u}$ is clearly small, as it contains $\partial_{t} \operatorname{Res}_{y}$. This completes the proof.

We need to make analogous calculations for the four-dimensional system. Let

$$
a(\alpha, t)=\epsilon^{3} \Psi^{a}(\epsilon \alpha, \epsilon t)+\epsilon^{11 / 2} R^{a}(\alpha, t)
$$

and $\bar{R}_{e}=\left(R^{z}, R^{y}, R^{u}, R^{a}\right)$. This extended set of error functions lives in $\mathfrak{H}_{e}^{s}=H^{s} \times$ $H^{s} \times H^{s-1 / 2} \times H^{s-1}$.

It is easy to see that

$$
\partial_{t} R^{u}=R^{a}
$$

but more difficult to determine the evolution of $R^{a}$. We begin by taking a time derivative of (29):

$$
\begin{equation*}
\partial_{t}^{2} u(1+L z)+\partial_{t} u \partial_{\alpha} u+\partial_{\alpha} \partial_{t} y\left(1+\partial_{t}^{2} y\right)+\partial_{\alpha} y \partial_{t}^{3} y=0 \tag{30}
\end{equation*}
$$

Letting

$$
\begin{aligned}
I & =\partial_{t}^{2} u(1+L z)+\partial_{\alpha} y \partial_{t}^{3} y \\
I I & =\partial_{\alpha} \partial_{t} y\left(1+\partial_{t}^{2} y\right)+\partial_{t} u \partial_{\alpha} u
\end{aligned}
$$

(30) is $I+I I=0$.

Manipulations very similar to those carried out in determing $\partial_{t} R^{u}$ show that

$$
\begin{aligned}
I= & A(z, y) \partial_{t} \epsilon^{11 / 2} R^{a}+\partial_{\alpha} y\left[\partial_{t}^{2}, S_{1}(z, y)\right] \epsilon^{11 / 2} R^{u} \\
& +(1+L z) \partial_{t} \epsilon^{3} \Psi^{a}+\partial_{\alpha} y \partial_{t}^{2}\left(K(z, y) \Psi^{u}\right)
\end{aligned}
$$

For $I I$, we have

$$
\begin{aligned}
I I= & \left(1+\partial_{t}^{2} y\right) \partial_{\alpha} \partial_{t} \epsilon^{11 / 2} R^{y}+\partial_{t} u \partial_{\alpha} \epsilon^{11 / 2} R^{u} \\
& +\left(1+\partial_{t}^{2} y\right) \partial_{\alpha} \partial_{t} \Psi^{y}+\partial_{t} u \partial_{\alpha} \Psi^{u} \\
= & \epsilon^{11 / 2}\left(\left(1+\partial_{t}^{2} y\right) \partial_{\alpha}\left(K_{0} R^{u}+K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}+N^{y}\right)+\partial_{t} u \partial_{\alpha} R^{u}\right) \\
& +\left(1+\partial_{t}^{2} y\right) \partial_{\alpha} \partial_{t} \Psi^{y}+\partial_{t} u \partial_{\alpha} \Psi^{u} \\
= & \epsilon^{11 / 2}\left(\left(1+\partial_{t}^{2} y-\partial_{t} u K_{0} \cdot\right) K_{0} \partial_{\alpha} R^{u}+\partial_{\alpha} K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right) \\
& +\left(1+\partial_{t}^{2} y\right) \partial_{\alpha} \partial_{t} \Psi^{y}+\partial_{t} u \partial_{\alpha} \Psi^{u}+\epsilon^{11 / 2} B_{I I}
\end{aligned}
$$

where

$$
B_{I I}=\partial_{t} u\left(1+K_{0}^{2}\right) \partial_{\alpha} R^{u}+\partial_{t}^{2} y \partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}+N^{y}\right)+\partial_{\alpha} N^{y}
$$

Noting that $\partial_{t}^{2} y=K_{0} a+\left[\partial_{t}, S_{1}\right] u+S_{1} a$, we see that $B_{I I}$ is smooth in the error functions, and is $O\left(\epsilon^{3}\right)$.

Adding $I$ and $I I$ gives

$$
\begin{align*}
0= & A(z, y) \partial_{t} R^{a}+\left(1+\partial_{t}^{2} y-\partial_{t} u K_{0} \cdot\right) K_{0} \partial_{\alpha} R^{u} \\
& +\partial_{\alpha} K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}+B \tag{31}
\end{align*}
$$

where

$$
\begin{aligned}
B= & B_{I I}+\partial_{\alpha} y\left[\partial_{t}^{2}, S_{1}(z, y)\right] R^{u}+B_{\mathrm{Res}} \\
\epsilon^{11 / 2} B_{\mathrm{Res}}= & (1+L z) \partial_{t} \epsilon^{3} \Psi^{a}+\partial_{\alpha} y \partial_{t}^{2}\left(K(z, y) \Psi^{u}\right) \\
& +\left(1+\partial_{t}^{2} y\right) \partial_{\alpha} \partial_{t} \Psi^{y}+\partial_{t} u \partial_{\alpha} \Psi^{u}
\end{aligned}
$$

The terms $B_{I I}$ and $\partial_{\alpha} y\left[\partial_{t}^{2}, S_{1}(z, y)\right]$ are small and smooth, and we can bound $B_{\text {Res }}$ via the residual estimates, much as we did for $N_{1}^{u}$ above. That is, we have

$$
\|B\|_{s-1} \leq C\left(\epsilon^{3}+\epsilon^{3}\|\bar{R}\|_{\mathfrak{H}_{e}^{s}}+\epsilon^{11 / 2}\|\bar{R}\|_{\mathfrak{H}_{e}^{s}}^{2}\right)
$$

under the same hypotheses as in the above lemmas.
At this time, it is tempting to simply invert $A(z, y)$. Though we could do this, the inverse of this operator is not smoothing. In particular the presence of the term $\partial_{\alpha} y K_{0}$ in $A$ will cause problems. We can eliminate $K_{0}$ to highest order by letting $H_{0}(z, y)=\left(1+L z-\partial_{\alpha} y K_{0}\right)$ act on (31). We have for the first term

$$
\begin{aligned}
& H_{0}(z, y) A(z, y) \partial_{t} R^{a} \\
= & (1+L z)^{2} \partial_{t} R^{u}+(1+L z) \partial_{\alpha} y K_{0} \partial_{t} R^{a}-\partial_{\alpha} y K_{0}\left((1+L z) \partial_{t} R^{a}\right) \\
& -\partial_{\alpha} y K_{0}\left(\partial_{\alpha} y K_{0} \partial_{t} R^{a}\right)+H_{0}(z, y)\left(\partial_{\alpha} y S_{1}(z, y) \partial_{t} R^{a}\right) \\
= & \left((1+L z)^{2}+\left(\partial_{\alpha} y\right)^{2}+H_{1}(z, y) \cdot\right) \partial_{t} R^{a},
\end{aligned}
$$

where

$$
\begin{aligned}
H_{1}(z, y) \cdot= & \partial_{\alpha} y\left(\left[L z, K_{0}\right] \cdot-K_{0}\left[\partial_{\alpha} y, K_{0}\right] \cdot-\left(1+K_{0}^{2}\right) \partial_{\alpha} y \cdot\right) \\
& +H_{0}(z, y)\left(\partial_{\alpha} y S_{1}(z, y) \cdot\right)
\end{aligned}
$$

Notice that $H_{1}$ is made up of smoothing operators and is thus a smoothing operator.
Now, for the second term in (31) we have

$$
\begin{aligned}
& H_{0}(z, y)\left(1+\partial_{t}^{2} y-\partial_{t} u K_{0} \cdot\right) K_{0} \partial_{\alpha} R^{u} \\
= & (1+L z)\left(1+\partial_{t}^{2} y\right) K_{0} \partial_{\alpha} R^{u}-(1+L z) \partial_{t} u K_{0}^{2} \partial_{\alpha} R^{u} \\
& -\partial_{\alpha} y K_{0}\left(\left(1+\partial_{t}^{2} y\right) K_{0} \partial_{\alpha} R^{u}\right)+\partial_{\alpha} y K_{0}\left(\partial_{t} u K_{0}^{2} \partial_{\alpha} R^{u}\right) \\
= & (1+L z)\left(1+\partial_{t}^{2} y\right) K_{0} \partial_{\alpha} R^{u} \\
& -\partial_{\alpha} y\left[K_{0}, \partial_{t}^{2} y\right] K_{0} \partial_{\alpha} R^{u}+\partial_{\alpha} y K_{0}\left(\partial_{t} u K_{0}^{2} \partial_{\alpha} R^{u}\right) \\
& +\left(\partial_{t} u(1+L z)+\partial_{\alpha} y\left(1+\partial_{t}^{2} y\right)\right) K_{0}^{2} \partial_{\alpha} R^{u} .
\end{aligned}
$$

Notice that by comparing the last line of the above with (29), we see that it is identically zero! One more rearrangement of this yields

$$
\left((1+L z)\left(1+\partial_{t}^{2} y\right)-\partial_{\alpha} y \partial_{t} u\right) K_{0} \partial_{\alpha} R^{u}+B_{2}
$$

where

$$
B_{2}=\partial_{\alpha} y\left(-\left[K_{0}, \partial_{t}^{2} y\right]+\left[K_{0}, \partial_{t} u\right] K_{0}+\partial_{t} u\left(1+K_{0}^{2}\right)\right) K_{0} \partial_{\alpha} u
$$

is a smooth and small function by Lemma 4 in section 5 .
If we let

$$
\begin{aligned}
& f=\left((1+L z)^{2}+\left(\partial_{\alpha} y\right)^{2}\right)^{-1} \\
& g=(1+L z)\left(1+\partial_{t}^{2} y\right)-\partial_{\alpha} y \partial_{t} u
\end{aligned}
$$

then we have transformed (31) into

$$
\begin{aligned}
0= & \left(1+f H_{1}(z, y)\right) \partial_{t} R^{a}+f g K_{0} \partial_{\alpha} R^{u} \\
& +f H_{0}(z, y)\left(\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)\right) \\
& +f\left(B_{2}+H_{0}(z, y) B\right) .
\end{aligned}
$$

By the Neumann series,

$$
\left(1+f H_{1}(z, y) \cdot\right)^{-1}=1+\sum_{n=0}^{\infty}(-1)^{n} f^{n} H_{1}^{n}(z, y) \cdot
$$

Since $H_{1}$ is smoothing, this is the identity plus a smoothing piece. Let

$$
H_{2}(z, y) \cdot=\sum_{n=0}^{\infty}(-1)^{n} f^{n} H_{1}^{n}(z, y) \cdot
$$

Thus,

$$
\begin{aligned}
0= & \partial_{t} R^{a}+f g K_{0} \partial_{\alpha} R^{u} \\
& +f H_{0}(z, y)\left(\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)\right)-N_{1}^{a}-N_{2}^{a}
\end{aligned}
$$

where

$$
\begin{aligned}
& -N_{1}^{a}=H_{2}(z, y)\left(f g K_{0} \partial_{\alpha} R^{u}+f H_{0}(z, y)\left(\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)\right)\right), \\
& -N_{2}^{a}=\left(1+H_{2}(z, y)\right) f\left(B_{2}+H_{0}(z, y) B\right) .
\end{aligned}
$$

Finally we rewrite the above as

$$
\partial_{t} R^{a}=-\left(1+K_{0} a-L z+N_{s}^{a}\right) \partial_{\alpha} K_{0} R^{u}-\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)+N^{a}
$$

with

$$
\begin{aligned}
& N_{s}^{a}=f g-\left(1+K_{0} a-L z\right), \\
& N^{a}=N_{1}^{a}+N_{2}^{a}+N_{3}^{a}, \\
& N_{4}^{a}=-\left(f H_{0}(z, y)-1\right)\left(\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)\right) .
\end{aligned}
$$

Notice that $\left(1+K_{0} a-L z\right)$ is the first order approximation to $f g$. Thus, using techniques exactly like those we used in proving the bounds on $N^{y}$ and $N^{u}$, we have the following.

Lemma 13. For all $C_{R}>0$, there exists $\epsilon_{0}$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$ and $t$ such that $\sup _{0 \leq t^{\prime} \leq t}\left\|\bar{R}_{e}\left(\cdot, t^{\prime}\right)\right\|_{\mathfrak{H}_{e}^{s}} \leq C_{R}$ we have

$$
\max \left\{\left\|N_{s}^{a}\right\|_{s-1},\left\|N^{a}\right\|_{s-1}\right\} \leq C\left(\epsilon^{3}+\epsilon^{3}\left\|\bar{R}_{e}\right\|_{\mathfrak{S}_{e}^{s}}+\epsilon^{11 / 2}\left\|\bar{R}_{e}\right\|_{\mathfrak{S}_{e}^{s}}^{2}\right) .
$$

Recapping, we have shown that the three-dimensional system may be rewritten as

$$
\begin{align*}
& \partial_{t} R^{z}=K_{0} R^{u}, \\
& \partial_{t} R^{y}=K_{0} R^{u}+M_{1}\left(\Psi^{z}\right) \partial_{\alpha} R^{u}-\left(\Psi^{y}+K_{0}\left(\epsilon^{2} \Psi^{y} K_{0}\right)\right) \partial_{\alpha} R^{u}+N^{y},  \tag{32}\\
& \partial_{t} R^{u}=-\left(1-\epsilon^{2} W_{1}\right) \partial_{\alpha} R^{y}+N^{u},
\end{align*}
$$

and the four-dimensional system as

$$
\begin{align*}
\partial_{t} R^{z}= & K_{0} R^{u}, \\
\partial_{t} R^{y}= & K_{0} R^{u}+M_{1}\left(\Psi^{z}\right) \partial_{\alpha} R^{u} \\
& -\left(\Psi^{y}+K_{0}\left(\epsilon^{2} \Psi^{y} K_{0}\right)\right) \partial_{\alpha} R^{u}+N^{y},  \tag{33}\\
\partial_{t} R^{u}= & R^{a}, \\
\partial_{t} R^{a}= & -\left(1+K_{0} a-L z+N_{s}^{a}\right) \partial_{\alpha} K_{0} R^{u} \\
& -\partial_{\alpha}\left(K_{1}\left(\Psi^{z}, \Psi^{y}\right) R^{u}\right)+N^{a} .
\end{align*}
$$

We remark now that these are only cosmetically different from the equations which determine the evolution of the error for the KdV approximation alone in [28]. See page 1524 for the equations in three dimensions and page 1526 in four dimensions. Their variables

$$
\left(Z_{1}, X_{2}, U_{1}, V_{1}\right)
$$

correspond to our

$$
(z, y, u, a),
$$

and their functions

$$
\left(N^{2}, N^{3}, N^{4}, N^{5}, N^{8}\right)
$$

are our

$$
\left(N^{z}, N^{y}, N^{u}, N_{s}^{a}, N^{a}\right)
$$

The only difference of note is that their estimates contain a term they call $q(t)$ while ours do not. This term, which is related to the interaction of the left- and rightmoving wavetrains, has been removed in this paper by the inclusion of the function $W_{3}$ in the approximating functions $\Psi$. This simplification does not adversely affect the means which they employ to prove that the error functions remain $O(1)$ over the long time scale. Therefore we appeal to their results on pages 1524-1533.

Proposition 5. For all $T_{0}>0, s>4$, and $C_{I}>0$, there exists $\epsilon_{0}$ such that for all $0 \leq \epsilon \leq \epsilon_{0}$, the unique solution $\bar{R}_{e}$ of (33), with initial conditions such that

$$
\left\|\bar{R}_{e}(\cdot, 0)\right\|_{\mathfrak{H}_{e}^{s}} \leq C_{I}
$$

satisfies

$$
\sup _{t \in\left[0, T_{0} \epsilon^{-3}\right]}\left\|\bar{R}_{e}(\cdot, t)\right\|_{\mathfrak{H}_{e}^{s}} \leq C
$$

where $C$ is independent of $\epsilon$.
Implicit in the above proposition is the assumption that the initial conditions for the water wave problem have the form

$$
\left(\begin{array}{c}
z(\alpha, 0) \\
y(\alpha, 0) \\
u(\alpha, 0)
\end{array}\right)=\left(\begin{array}{c}
\Psi^{z}(\alpha, 0) \\
\Psi^{y}(\alpha, 0) \\
\Psi^{u}(\alpha, 0)
\end{array}\right)+\epsilon^{11 / 2} \bar{R}_{0}(\alpha)
$$

Thus we see that this proposition immediately proves Theorem 3.
Now that we have this result, there are a few small steps and one big step needed to prove Theorem 2. The first simple step is to note that the $z$ is not a very physical coordinate and that we would prefer estimates for $x_{\alpha}$. Since $L$ is a bounded operator and gives the relationship between both $z$ and $x_{\alpha}$ and $\Psi^{z}$ and $\Psi^{d}$, we automatically have

$$
\sup _{t \in\left[0, T_{0} \epsilon^{-3}\right]}\left\|x_{\alpha}(\cdot, t)-\Psi^{d}(\cdot, t)\right\|_{H^{s}} \leq C \epsilon^{11 / 2}
$$

Second, the expressions for $\Psi^{d}, \Psi^{y}$, and $\Psi^{u}$ contain terms of $O\left(\epsilon^{6}\right)$. These terms were needed to make the residual sufficiently small, but they are unnecessary now. Moreover, the appearance of the operator $L^{-1}$ and inverse derivatives in the definitions of $\Psi^{y}$ and $\Psi^{u}$ is not very intuitive. Thus, it is a simple consequence of Lemma 1 and the triangle inequality that

$$
\begin{aligned}
\left\|\Psi^{d}-\psi^{d}\right\|_{s} & \leq C \epsilon^{11 / 2} \\
\left\|\Psi^{y}-\psi^{y}\right\|_{s} & \leq C \epsilon^{11 / 2} \\
\left\|\Psi^{u}-\psi^{u}\right\|_{s} & \leq C \epsilon^{11 / 2}
\end{aligned}
$$

where $\psi^{d}, \psi^{y}$, and $\psi^{u}$ were given in the introduction in (4), (5), and (6). Therefore we have the following corollary.

Corollary 1. If the initial conditions for (WW) are of the form

$$
\left(\begin{array}{c}
x_{\alpha}(\alpha, 0)  \tag{34}\\
y(\alpha, 0) \\
u(\alpha, 0)
\end{array}\right)=\left(\begin{array}{c}
\psi^{d}(\alpha, 0) \\
\psi^{y}(\alpha, 0) \\
\psi^{u}(\alpha, 0)
\end{array}\right)+\epsilon^{11 / 2} \bar{R}_{1}(\alpha)
$$

with $\left\|\bar{R}_{1}\right\|_{\mathfrak{H}^{s}} \leq C_{I}$, then the solution of (WW) satisfies the estimate

$$
\left\|\left(\begin{array}{c}
x_{\alpha}(\cdot, t) \\
y(\cdot, t) \\
u(\cdot, t)
\end{array}\right)-\left(\begin{array}{c}
\psi^{d}(\cdot, t) \\
\psi^{y}(\cdot, t) \\
\psi^{u}(\cdot, t)
\end{array}\right)\right\|_{\mathfrak{H}^{s}} \leq C_{F} \epsilon^{11 / 2}
$$

for $t \in\left[0, T_{0} \epsilon^{-3}\right]$. The constant $C_{F}$ does not depend on $\epsilon$.
Finally, we must deal with initial conditions. Recall from the discussion in section 2 that it is typical to specify the initial data for the water wave problem in the long wavelength, small amplitude limit by

$$
\begin{equation*}
\left(\bar{x}_{\bar{\alpha}}(\bar{\alpha}, 0), \bar{y}(\bar{\alpha}, 0), \bar{u}(\bar{\alpha}, 0)\right)=\left(0, \epsilon^{2} \Theta_{y}(\epsilon \bar{\alpha}), \epsilon^{2} \Theta_{u}(\epsilon \bar{\alpha})\right) . \tag{35}
\end{equation*}
$$

However, the above results are applicable if the initial data is of the form seen in (34). We eliminate this discrepancy by altering the initial parameterization of the free surface. What should this change be? Clearly,

$$
\begin{equation*}
\bar{\alpha}=\alpha+x(\alpha, 0) . \tag{36}
\end{equation*}
$$

Now set $U(\beta, 0)=U_{0}(\beta), V(\beta, 0)=V_{0}(\beta), F(\beta, 0)=F_{0}(\beta), G(\beta, 0)=G_{0}(\beta)$, and $P(\beta, 0)=0$, and let

$$
\begin{aligned}
\bar{\alpha} & =\alpha+\int_{0}^{\alpha} \psi^{d}(a, 0) d a \\
& =\alpha+\epsilon X_{1}(\epsilon \alpha)+\epsilon^{3} X_{2}(\epsilon \alpha)
\end{aligned}
$$

where

$$
\begin{align*}
\epsilon X_{1}(\alpha) & =-\epsilon^{2} \int_{0}^{\alpha}\left(U_{0}(\epsilon a)+V_{0}(\epsilon a)\right) d a  \tag{37}\\
\epsilon^{3} X_{2}(\alpha) & =-\epsilon^{4} \int_{0}^{\alpha}\left(F_{0}(\epsilon a)+G_{0}(\epsilon a)\right) d a
\end{align*}
$$

With this definition, we clearly have satisfied the first condition in (34). We also want

$$
\begin{aligned}
& \Theta_{y}(\epsilon \bar{\alpha})=\epsilon^{2} \psi^{y}(\alpha)+O\left(\epsilon^{11 / 2}\right) \\
& \Theta_{u}(\epsilon \bar{\alpha})=\epsilon^{2} \psi^{u}(\alpha)+O\left(\epsilon^{11 / 2}\right)
\end{aligned}
$$

or rather

$$
\begin{aligned}
& \epsilon^{2} \Theta_{y}\left(\epsilon \alpha+\epsilon^{2} X_{1}(\epsilon \alpha)+\epsilon^{4} X_{2}(\epsilon \alpha)\right)=\epsilon^{2} \psi^{y}(\alpha)+O\left(\epsilon^{11 / 2}\right) \\
& \epsilon^{2} \Theta_{u}\left(\epsilon \alpha+\epsilon^{2} X_{1}(\epsilon \alpha)+\epsilon^{4} X_{2}(\epsilon \alpha)\right)=\epsilon^{2} \psi^{u}(\alpha)+O\left(\epsilon^{11 / 2}\right)
\end{aligned}
$$

Applying Taylor's theorem we have

$$
\begin{aligned}
\Theta_{y}+\epsilon^{2} X_{1} \Theta_{y}^{\prime}= & \left(U_{0}+V_{0}\right)+\epsilon^{2}\left(\frac{1}{3} \partial_{\beta_{-}}^{2} U_{0}+\frac{1}{3} \partial_{\beta_{+}}^{2} V_{0}\right) \\
& +\epsilon^{2}\left(F_{0}+G_{0}\right)+\epsilon^{2}\left(U_{0}+V_{0}\right)^{2} \\
\Theta_{u}+\epsilon^{2} X_{1} \Theta_{u}^{\prime}= & \left(U_{0}-V_{0}\right)+\epsilon^{2}\left(\frac{1}{6} \partial_{\beta_{-}}^{2} U_{0}-\frac{1}{6} \partial_{\beta_{+}}^{2} V_{0}\right) \\
& +\epsilon^{2}\left(F_{0}-G_{0}\right)+\epsilon^{2}\left(\frac{3}{4} U_{0}^{2}-\frac{3}{4} V_{0}^{2}\right) .
\end{aligned}
$$

We can solve the above by taking

$$
\begin{gather*}
U_{0}=1 / 2\left(\Theta_{y}+\Theta_{u}\right) \\
V_{0}=1 / 2\left(\Theta_{y}-\Theta_{u}\right) \tag{38}
\end{gather*}
$$

and

$$
\begin{align*}
& F_{0}=1 / 2\left(h_{y}+h_{u}\right), \\
& G_{0}=1 / 2\left(h_{y}-h_{u}\right), \tag{39}
\end{align*}
$$

where

$$
\begin{aligned}
& h_{y}=X_{1} \Theta_{y}^{\prime}-\frac{1}{3} \partial_{\beta_{-}}^{2} U_{0}-\frac{1}{3} \partial_{\beta_{+}}^{2} V_{0}-\left(U_{0}+V_{0}\right)^{2} \\
& h_{u}=X_{1} \Theta_{u}^{\prime}-\frac{1}{6} \partial_{\beta_{-}}^{2} U_{0}+\frac{1}{6} \partial_{\beta_{+}}^{2} V_{0}-\frac{3}{4} U_{0}^{2}+\frac{3}{4} V_{0}^{2}
\end{aligned}
$$

The functions $U_{0}, V_{0}, F_{0}$, and $G_{0}$ are all in $H^{s}(4)$, and so the use of Taylor's theorem is justified by Lemma 10. Thus we have proven the following lemma.

Lemma 14. Given initial conditions for the water wave equation in the form (35), define $U_{0}, V_{0}, F_{0}, G_{0}, X_{1}$, and $X_{2}$ as in (38), (39), and (37). Then the reparameterization of the initial profile given by

$$
\bar{\alpha}=\alpha+\epsilon X_{1}(\epsilon \alpha)+\epsilon X_{2}(\epsilon \alpha)
$$

results in initial conditions given by (34).
Remark 12. Let $\varphi^{ \pm}\left(\beta_{ \pm}, 0\right)=\varphi_{0}^{ \pm}\left(\beta_{ \pm}\right)$. Then this lemma will still be true if we replace $F_{0}$ with $\varphi_{0}^{-}$and $G_{0}$ with $\varphi^{+}$and set $F_{0}$ and $G_{0}$ to be identically zero. That is, we have some choice in the way we select the initial conditions for the higher order equations.

Combining this lemma with Corollary 1 we prove Theorem 2. Thus we are done.

## 7. Assorted proofs.

Proof of Lemma 8. Let $f^{-1}(\xi)=\xi-g_{2}(\xi)$. Since $f^{-1}(f(\alpha))=\alpha$ we have

$$
\alpha=f(\alpha)-g_{2}(f(\alpha))
$$

or rather

$$
\begin{equation*}
g_{2}(f(\alpha))=g(\alpha) \tag{40}
\end{equation*}
$$

Notice that this relation implies $\left\|g_{2}\right\|_{L^{\infty}}=\|g\|_{L^{\infty}}$. Taking a derivative, we have

$$
g_{2}^{\prime}(f(\alpha))=\frac{g^{\prime}(\alpha)}{1+g^{\prime}(\alpha)}
$$

which implies that $\left\|g_{2}^{\prime}\right\|_{L^{\infty}} \leq C\left\|g^{\prime}\right\|_{L^{\infty}}$. If we expand the left-hand side of (40) by the mean value theorem, we see

$$
\begin{aligned}
g_{2}(\alpha+g(\alpha)) & =g(\alpha) \\
g_{2}(\alpha)+g_{2}^{\prime}\left(\alpha^{*}\right) g(\alpha) & =g(\alpha)
\end{aligned}
$$

This implies $g_{2}(\alpha)=g(\alpha)+O\left(\left\|g^{\prime}\right\|_{L^{\infty}}\|g\|_{L^{\infty}}\right)$. Now, (40) can be rewritten and expanded using Taylor's theorem,

$$
\begin{aligned}
g_{2}(\xi) & =g\left(f^{-1}(\xi)\right) \\
& =g\left(\xi-g(\xi)+O\left(\left\|g^{\prime}\right\|_{L^{\infty}}\|g\|_{L^{\infty}}\right)\right) \\
& =g(\xi)+g^{\prime}(\xi)\left(-g(\xi)+O\left(\left\|g^{\prime}\right\|_{L^{\infty}}\|g\|_{L^{\infty}}\right)\right) \\
& +1 / 2 g^{\prime \prime}\left(\xi^{*}\right)\left(-g(\xi)+O\left(\left\|g^{\prime}\right\|_{L^{\infty}}\|g\|_{L^{\infty}}\right)\right)^{2} \\
& =g(\xi)-g(\xi) g^{\prime}(\xi)-E
\end{aligned}
$$

which completes the proof.
Proof of Lemma 9. Since $\left(1+\beta^{2}\right)^{n / 2} F(\beta) \in H^{s}$, by the Sobolev embedding theorem there is a $C$ such that

$$
F(\beta) \leq C\left(1+\beta^{2}\right)^{-n / 2}
$$

So

$$
\begin{aligned}
& \int_{|\alpha|>C_{0} \epsilon^{-3}}|F(\epsilon \alpha)|^{2} d \alpha \leq C \int_{|\alpha|>C_{0} \epsilon^{-3}}\left|1+(\epsilon \alpha)^{2}\right|^{-n} d \alpha \\
\leq & C \int_{|\alpha|>C_{0} \epsilon^{-3}}|\epsilon \alpha|^{-2 n} d \alpha \\
\leq & C \epsilon^{-2 n} \int_{|\alpha|>C_{0} \epsilon^{-3}}|\alpha|^{-2 n} d \alpha \\
\leq & C \epsilon^{-2 n}\left(\epsilon^{-3}\right)^{-2 n+1} \\
\leq & C \epsilon^{4 n-3}
\end{aligned}
$$

The higher derivatives are bounded in exactly the same fashion. The extra powers of $\epsilon$ come from the long wavelength scaling.

Proof of Lemma 1. The proof is a straightforward calculation:

$$
\begin{aligned}
& \left\|A f(\cdot)-A_{n} f(\cdot)\right\|_{s}^{2} \\
= & \int\left(1+k^{2}\right)^{s}\left|\left(\widehat{A}(k)-\widehat{A_{n}}(k)\right) \widehat{f}(k)\right|^{2} d k \\
\leq & C \int\left(1+k^{2}\right)^{s}\left|k^{n} \widehat{f}(k)\right|^{2} d k \\
= & C \int\left(1+k^{2}\right)^{s}\left|\widehat{\partial_{x}^{n} f}(k)\right|^{2} d k \\
= & C\left\|\partial_{x}^{n} f(\cdot)\right\|_{s}^{2} .
\end{aligned}
$$

The proof for long wavelength data follows immediately from this.
Proof of Lemma 2. The fact that $g(\epsilon x)$ is bounded as such in $L^{2}$ follows automatically from the geometric series approximation. That is, since $\left|\epsilon^{2} f(\epsilon x)\right| \leq 1 / 2$, we know that

$$
|g(\epsilon x)| \leq C\left|\epsilon^{2} f(\epsilon x)\right|^{2}
$$

Thus we have

$$
\begin{aligned}
& \|g(\epsilon \cdot)\|_{L^{2}}^{2} \leq C \int \epsilon^{4}|f(\epsilon x)|^{4} d x \\
& \leq C \epsilon^{4}\|f(\cdot)\|_{L^{\infty}}^{2} \int f^{2}(\epsilon x) d x \\
& \leq C \epsilon^{7 / 2}\|f(\cdot)\|_{s}
\end{aligned}
$$

Now consider the $L^{2}$ norm of $g^{\prime}(\epsilon x)$. A direct calculation shows that

$$
\frac{d}{d x} g(\epsilon x)=-\epsilon^{3} f^{\prime}(\epsilon x)\left(\frac{1}{\left(1+\epsilon^{2} f(\epsilon x)\right)^{2}}-1\right)
$$

Taylor's theorem shows that

$$
\left|\frac{d}{d x} g(\epsilon x)\right| \leq C\left|\epsilon^{3} f^{\prime}(\epsilon x) \| \epsilon^{2} f(\epsilon x)\right|
$$

Therefore, just as before we have that this is bounded by $C \epsilon^{9 / 2}$ (which is of course bounded by $C \epsilon^{7 / 2}$ ).

We could keep on going in this fashion, showing each derivative of $g$ is bounded. This is, however, difficult as finding higher and higher derivatives is a notationally taxing job-see the expression of Faa di Bruno for proof of that!

Instead we take the following approach. Let

$$
h(y)=\frac{1}{1+y}-1+y
$$

For $y \in[-1 / 2,1 / 2]$, this function is real analytic and there exists another function $\tilde{h}(y)$ (real and analytic on the same interval) such that $h(y)=y \tilde{h}(y)$. Now, define $\tilde{h}_{\epsilon}(Y)=\tilde{h}\left(\epsilon^{2} y\right)$. We have that

$$
\left\|\tilde{h}_{\epsilon}(\cdot)\right\|_{C^{s}\left[-1 / 2 \epsilon^{-2}, 1 / 2 \epsilon^{-2}\right]} \leq\|\tilde{h}(\cdot)\|_{C^{s}[-1 / 2,1 / 2]}
$$

The point here is that the $C^{s}$ norm of $\tilde{h}_{\epsilon}$ can be bounded independently of $\epsilon$.
Now notice that $g(X)=\epsilon^{2} f(X) \tilde{h}_{\epsilon}(f(X))$. Since $f \in H^{s+1}$, we know that $f \in C^{s}$. This implies that $\tilde{h}_{\epsilon}(f(X)) \in C^{s}$, with the $C^{s}$ norm bounded independent of $\epsilon$. Thus we have $f(X) \tilde{h}_{\epsilon}(f(X)) \in H^{s}$, with a norm bounded independent of $\epsilon$. With this in hand, we have that $\|g(\cdot)\|_{s} \leq C \epsilon^{2}$, with $C \neq C(\epsilon)$. Now the derivatives of $g$ can be bounded as follows:

$$
\begin{aligned}
& \quad\left\|\frac{d^{n}}{d x^{n}} g(\epsilon \cdot)\right\|_{L^{2}}=\epsilon^{n}\left\|g^{(n)}(\epsilon \cdot)\right\|_{L^{2}} \\
& \leq C \epsilon^{n-1 / 2}\|g(\cdot)\|_{s} \\
& \leq C \epsilon^{n+3 / 2}
\end{aligned}
$$

Provided $n \geq 2$, this term is small enough. Therefore we have shown that the first $s$ derivatives are sufficiently small in $L^{2}$, and we have proved the lemma.
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#### Abstract

For a given sector a self-similar expanding solution to a crystalline flow is constructed. The solution is shown to be unique. Because of self-similarity the problem is reduced to solve a system of algebraic equations of degree two. The solution is constructed by a method of continuity and obtained by solving associated ordinary differential equations. The self-similar expanding solution is useful to construct a crystalline flow from an arbitrary polygon not necessarily admissible.
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1. Introduction. A curvature flow is important to describe motion of phase boundaries in material sciences [13], [22] and also to modify contours in image analysis [18]. A crystalline flow is considered as a discrete version of an anisotropic curvature flow in the plane. It was introduced by Taylor [21] and independently by Angenent and Gurtin [1] almost a decade ago. Let us give a typical example of anisotropic curvature flow equations in $\mathbf{R}^{2}$ :

$$
\begin{equation*}
V=-\operatorname{div} \xi(\vec{n}) \quad \text { on } \Gamma_{t} \tag{1.1}
\end{equation*}
$$

here $V$ denotes the normal velocity of an evolving curve $\left\{\Gamma_{t}\right\}$ in the direction of unit normal $\vec{n}$ and $\xi=\nabla \gamma$ with the interfacial energy density $\gamma(p)$ which is positively one-homogeneous and convex in $\mathbf{R}^{2}$; div denotes the surface divergence. If $\gamma(p)=|p|$, then (1.1) is nothing but the curve shortening equation. If $\gamma$ is piecewise linear, then (1.1) is so singular that it cannot be interpreted as a conventional partial differential equation. This is a typical situation where a crystalline flow arises. To understand (1.1) one restricts $\left\{\Gamma_{t}\right\}$ in a special class of polygonal curves, which is often called "admissible" [21], [1]. The boundary of the Wulff shape

$$
W_{\gamma}=\left\{x \in \mathbf{R}^{2} ; x \cdot m \leq \gamma(m) \quad \text { for all } \quad m \in \mathbf{R}^{2}\right\}
$$

[^67]is a typical example of an admissible polygon (crystal). Its weighted curvature $-\operatorname{div} \xi(\vec{n})$ formally equals -1 if $\vec{n}$ is taken outward. Thus if $W_{\gamma}$ is a regular polygon centered at the origin, then it is reasonable to say that $\Gamma_{t}=t^{1 / 2} \partial W_{\gamma}$ is a "solution" of (1.1). We say that a polygon $\Gamma$ is an admissible crystal if the orientation of each edge (facet) is one of that in $\partial W_{\gamma}$ and the orientations of adjacent facets should be adjacent in $\partial W_{\gamma}$. We say that $\left\{\Gamma_{t}\right\}$ is an admissible evolving crystal if $\Gamma_{t}$ is an admissible crystal and the motion of all vertices of $\Gamma_{t}$ is $C^{1}$ in time $t$. Let $S_{j}(t)$ denote the $j$ th facet of $\Gamma_{t}$. Then (1.1) is formally of the form
\[

$$
\begin{equation*}
V_{j}(t)=\Lambda_{j}(t) \quad \text { on } S_{j}(t) \tag{1.2}
\end{equation*}
$$

\]

with crystalline curvature

$$
\Lambda_{j}(t)=\chi_{j} \Delta\left(\vec{n}_{j}\right) / L_{j}(t)
$$

and $V_{j}(t)$ denotes the normal velocity of $S_{j}(t)$ in the direction of $\vec{n}_{j}$; here $L_{j}(t)$ denotes the length of $S_{j}(t)$ and $\chi_{j}$ is the transition number (see section 2). The quantity $\Delta\left(\vec{n}_{j}\right)$ is the length of the facet of $\partial W_{\gamma}$ whose orientation equals $\vec{n}_{j}$. Together with a transport equation (the first displayed formula in section 3) we have a finite system (3.1) of ordinary differential equations (ODEs), which is at least solvable locally in time. The resulting flow $\left\{\Gamma_{t}\right\}$ is often called a crystalline flow.

Our goal in this paper is to construct a self-similar expanding admissible evolving crystal $\left\{\Gamma_{t}\right\}_{t>0}$ satisfying (1.2) (shortly, self-similar expanding solution) such that it tends to the boundary of a sector as time tends to zero. We also prove its uniqueness. (Note that a self-similar expanding solution is not necessarily a dilation of the Wulff shape as numerical calculations in [15], [16] show.) The unique existence of selfsimilar expanding solutions has been claimed in a pioneering work by Taylor [23, Proposition $2.2(1)$ ]. However, unfortunately the proof is rather sketchy; for example the uniqueness is not proved. It is not at all clear how to complete the proof. In this paper we shall give a complete proof.

There are several reasons such a solution is important. Here is a partial list:
(a) It is useful to construct a solution when initial data is a nonadmissible polygon;
(b) It is useful to construct a self-similar expanding solution to (1.1) for general $\gamma$ when $\Gamma_{t}$ lives in a sector and touches the boundary of the sector with prescribed contact angle.
The first reason (a) is already explained in [23, section 2.2].
Before discussing these reasons we mention relation between crystalline flow and curvature flow with smooth strictly convex interfacial energy density. One comes up with two natural questions.
(i) Is a crystalline flow approximated by a curvature flow with smooth convex $\gamma$ ?
(ii) Is a flow with smooth $\gamma$ approximated by a crystalline flow with a piecewise linear $\gamma$ ? If so, crystalline flow provides a good numerical algorithm to calculate (1.1).
Fortunately, these problems are affirmatively settled by now; [5], [7], [8], [9] for (i) and [5], [12], [11], [7], [8], [9] for (ii). In [5], [7], [9] general notions of a "solution" to (1.1) based on variational principle or comparison principle are given. Moreover, it is shown that the "solution" in this sense exists for a general initial simple curve not necessarily admissible. Starting from a general polygon is important for a crystalline
algorithm (ii). Practically, for a given curve it is easier to approximate it by a polygon rather than by an admissible crystal. However, it is not clear what is a crystalline flow starting from a general polygon although existence of a "solution" is known in an abstract level [5], [6], [9]. It is also numerically calculated in [4] when $\Gamma_{t}$ is a graph by a variational inequality.

We now go back to the point (a). Suppose that the initial polygon is nonadmissible and that crystalline curvature of a pair of adjacent facets $S_{A}$ and $S_{B}$ equals zero. Assume that between orientations of $S_{A}$ and $S_{B}$ there are orientations of $\partial W_{\gamma}$. Then one expects that some new facets (with their missing orientations) are created instantaneously. If one has a self-similar expanding solution (with respect to a point where $S_{A}$ intersects $S_{B}$ ), then this solution provides newly created facets. (In fact, it is a unique solution in the level set sense [8], [9]. Even if the crystalline curvature of at least one of $S_{A}$ and $S_{B}$ is not zero, a self-similar expanding solution represents a leading term of the length of newly created facets. We do not touch these two problems in this paper.) A self-similar expanding solution gives a definite way to create new facets (at least when $S_{A}$ and $S_{B}$ do not move), so it is useful to implement numerical algorithm starting with a nonadmissible polygon. We gave such an applications in [15], [16] for multiscale analysis of contour shape to extract its structure.

When the Frank diagram of $\gamma$ (1-level set of $\gamma$ ) is strictly convex and smooth so that $W_{\gamma}$ is smooth and strictly convex, we know that there is a (unique) self-similar expanding solution to (1.1) touching the boundary of a given sector with prescribed angle [17], [3]. Our self-similar expanding solution to (1.2), together with approximation theory [7], [9], provides a self-similar expanding solution (under prescribed contact angle condition) for more general $\gamma$ whose Frank diagram is not necessarily strictly convex. As in [17], [3] our self-similar solutions represents the large time behavior of general solutions. We shall discuss this topic in a forthcoming paper. Note that our self-similar expanding solution is different from a self-similar shrinking solution studied, for example, in [19], [20].

Let us briefly mention the method of the proof. The uniqueness is proved by a geometric method (section 2)-comparison principle [21], [10]. To construct a selfsimilar expanding solution it suffices to find a solution of ODEs with $L_{j}(t)=t^{1 / 2} / a_{j}$, $a_{j}>0$. The problem is reduced to find a positive $a_{j}$ 's solving a system of algebraic equations of degree two for $a_{j}$ 's. Essentially the same reduction is done by Taylor [23, p. 425]. If the number of missing orientations is small, say one or two, then one can solve it directly. However, solving the algebraic system for a greater number of equations is very tedious. The equation for $a_{j}$ 's is of the form

$$
\left(\begin{array}{c}
1 / a_{1}  \tag{1.3}\\
\vdots \\
1 / a_{n}
\end{array}\right)=H\left(\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right)
$$

and $H=\left(H_{i j}\right)$ is a tridiagonal matrix; see (3.2). In [23, p. 425] a method to solve such a system of algebraic equations is suggested but the proof seems to be too short to achieve the goal. We solve this equation analytically by introducing extra parameter $s$, so that our algebraic system is decoupled for $s=0$ to get $a_{j}=1 / \sqrt{H_{j j}}$ and for $s=1$ it agrees with (3.2). We differentiate it with respect to $s$ to get ODEs. We solve the ODEs from $s=0$ to $s=1$ by establishing a priori estimates. A crucial step is to calculate the determinant of $H$, in particular to prove its positiveness. An explicit and beautiful formula of $\operatorname{det} H$ is given in Lemma 4.2 up to an explicit constant. It is
represented by angles of Wulff shapes. Note that our method provides not only the existence but also a way to calculate numerical values of $a_{j}$ 's by solving the ODEs numerically.

This paper is organized as follows. In section 2 we state our main results and give a proof of uniqueness. In section 3 we derive the ODEs to solve the algebraic equation (3.1). We prove the existence of a solution admitting several estimates for matrices established in section 4 , which is the main technical part of this paper.

After this work was completed, we were informed of the work of Campbell [2] who partially solved our problem. In fact, she proved the unique solvability of (1.3) when the Wulff shape is a regular polygon. Her method is a kind of shooting method for $a_{j}$. When the Wulff shape is not a regular polygon, it seems that her method does not apply. Moreover, unfortunately her work is only in the form of a master's thesis and is not published. We believe it is very important to publish a complete proof in a full generality of this fundamentally important problem.
2. Main theorems. We start by formulating the problem. Let $\partial C$ be the boundary of a given oriented cone $C$ in $\mathbf{R}^{2}$ of the form $\partial C=\ell_{A} \cup \ell_{B}$, where $\ell_{A}$ and $\ell_{B}$ are maximal half lines starting from the origin $O$ and are indexed clockwise as in Figure 1. We also call $C$ a sector. In this paper, we assume that $\vec{n}_{j}=\left(\cos \theta_{j}, \sin \theta_{j}\right)$ is the outer unit normal of $\ell_{j}$ for $j=A, B$ with $\left|\theta_{A}-\theta_{B}\right|<\pi$. Let $n$ be a nonnegative integer. Let $\Theta=\left\{\theta_{j} ; j=1, \ldots, n\right\}$ with $\theta_{A}>\theta_{1}>\theta_{2}>\cdots>\theta_{n}>\theta_{B}$ (resp., $\theta_{A}<\theta_{1}<\theta_{2}<\cdots<\theta_{n}<\theta_{B}$ ) if $\theta_{A}>\theta_{B}$ (resp., $\theta_{A}<\theta_{B}$ ). We call $\Theta$ a set of admissible angles. We interpret that $\Theta$ is an empty set if $n=0$.

We call a simple oriented polygonal curve $S$ an admissible crystal associated with $C$ if $S$ is of the form $S=\cup_{j=1}^{n} S_{j} \cup S_{A} \cup S_{B}$, where $S_{j}$ is a nontrivial and closed segment with the outer unit normal $\vec{n}_{j}=\left(\cos \theta_{j}, \sin \theta_{j}\right)$ for $j \in\{1, \ldots, n\} \cup\{A, B\}$ and $S_{j}$ for $j=A, B$ is a half line contained in $\ell_{j}$. If $n=0$, we always use the convention that $\cup_{j=1}^{n} S_{j}$ is the empty set so that $S=\partial C$. We implicitly assume that segments $S_{j}$ 's are numbered clockwisely. Figure 1 shows examples of $C$. Figure 2 shows examples of admissible crystals $S$ associated with $C$.

We say that a family of polygon $\{S(t)\}_{t \in J}$, where $J$ is a time interval, belongs to a set of orientation-preserving evolving curves $\mathcal{S}$ if $S(t)$ is an admissible crystal for all $t \in J$ and each corner moves continuously differentiably in time, where $J$ is a time interval. These conditions imply that the orientation of each line (facet) is preserved for $t \in J$.


Fig. 1. Oriented cones $C$.

$\left(\theta_{A}>\theta_{B}\right)$
$\left(\theta_{A}<\theta_{B}\right)$


Fig. 2. Admissible crystals $S$.


Fig. 3. Transition number $\chi_{j}$.

We recall the notion of crystalline curvature or weighted curvature of $\{S(t)\}_{t \in J} \in$ $S$, where $S(t)$ is of the form

$$
S(t)=\bigcup_{j=1}^{n} S_{j}(t) \cup S_{A}(t) \cup S_{B}(t)
$$

and $L_{j}(t)$ is the length of facet $S_{j}(t)$. Let $\chi_{j}(t)$ be a transition number defined by

$$
\chi_{j}(t):=\left\{\begin{aligned}
1 & \text { if } S(t) \text { is concave around } S_{j}(t) \\
-1 & \text { if } S(t) \text { is convex around } S_{j}(t) \\
0 & \text { otherwise }
\end{aligned}\right.
$$

(see Figure 3). Let $\Delta_{j}$ be a positive given number. We define these quantities for $j=1,2, \ldots, n$. A crystalline curvature $\Lambda_{j}(t)$ of $S_{j}(t)$ is defined by

$$
\Lambda_{j}(t)=\frac{\chi_{j}(t) \Delta_{j}}{L_{j}(t)}
$$

We use this formula to define crystalline curvatures $\Lambda_{A}$ and $\Lambda_{B}$ for $S_{A}$ and $S_{B}$, and observe that $\Lambda_{A}=\Lambda_{B}=0$ no matter how transition number and $\Delta$ are taken since the length of $S_{A}$ and $S_{B}$ is infinite.

We consider an evolving curve $\{S(t)\}_{t \in J} \in \mathcal{S}$ solving (1.2). In other words, it evolves such that the normal velocity $V_{j}(t)$ in the direction of $\vec{n}_{j}$ of $j$ th facet $S_{j}(t)$ equals $\Lambda_{j}(t)$ for $j=1, \ldots, n, A, B$.

We will now introduce the notion of a self-similar expanding solution.
Definition 2.1. An orientation-preserving evolving curve $\{S(t)\}_{t>0} \in \mathcal{S}$ is called $a$ self-similar expanding solution to (1.2) in a sector $C$ if there exists an admissible crystal $S_{*}$ associated with $C$ such that

$$
\begin{gather*}
S(t)=t^{1 / 2} S_{*}=\left\{t^{1 / 2} x ; x \in S_{*}\right\} \quad \text { for } \quad t>0  \tag{2.1}\\
V_{j}(t)=\Lambda_{j}(t) \quad \text { for } \quad t>0, \quad j=1, \ldots, n \quad \text { if } \quad n \geq 1 \tag{2.2}
\end{gather*}
$$

By definition if $n=0$, then $S_{*}=\ell_{a} \cup \ell_{b}=\partial C$. Thus the only self-similar expanding solution in a sector $C$ must be $\partial C$.

We note that for a self-similar solution $\{S(t)\}_{t>0}$, the transition number is unique independent of $j$ and $t$, i.e., $\chi_{j}(t)=-1$ (resp., 1) if $\theta_{A}>\theta_{B}$ (resp., $\theta_{A}<\theta_{B}$ ) for all $j=1, \ldots, n$ and $t>0$.

Our main results concern the existence and uniqueness of self-similar expanding solutions governed by crystalline curvature in a sector. They are as follows.

THEOREM 2.2 (existence). Let $C$ be a given oriented cone in $\mathbf{R}^{2}$. Let $\Theta=$ $\left\{\theta_{j} ; j=1, \ldots, n\right\}$ (with nonnegative integer $n$ ) be a set of admissible angles. Let $\Delta_{j}$ be a positive number for $j=1, \ldots, n$. Then there exists a self-similar expanding solution $\{S(t)\}_{t>0}$ in a sector $C$.

ThEOREM 2.3 (uniqueness). Under the same hypotheses of Theorem 2.2 there is at most one self-similar expanding solution $\{S(t)\}_{t>0}$ in a sector $C$.

We shall prove Theorem 2.2 in section 3 based on key a priori estimates shown in section 4. In the rest of this section we shall prove Theorem 2.3 by geometric argument.

Proof of Theorem 2.3. Let $\{S(t)\}_{t>0}$ and $\{R(t)\}_{t>0}$ be self-similar expanding solutions in a sector $C$. We may assume that $\theta_{A}>\theta_{B}$; i.e., the cone $C$ is convex. We may also assume that $n \geq 1$. Then transition numbers of all facets of $S(t)$ and $R(t)$ are -1 . Let $S(t)$ (resp., $R(t)$ ) be of the form $S(t)=\cup_{j=1}^{n} S_{j}(t) \cup S_{A}(t) \cup S_{B}(t)$ (resp., $\left.R(t)=\cup_{k=1}^{n} R_{k}(t) \cup R_{A}(t) \cup R_{B}(t)\right)$. For convenience we introduce an unbounded region $D_{S}(t) \subset \mathbf{R}^{2}$ enclosed by $S(t)$ for $t>0$; let $D_{S}(t)$ denote the closure of the interior region bounded by curve $S(t)$ (see Figure 4). Let $\tilde{R}(t)$ be of the form $\tilde{R}(t)=$ $\cup_{k=1}^{n} R_{k}(t)$.

Suppose that $S \not \equiv R$. We may assume that $\tilde{R}(1) \cap$ int $D_{S}(1) \neq \emptyset$. By this assumption, $t_{0} \in(0,1)$ holds for $t_{0}:=\sup \left\{t \mid \tilde{R}(t) \cap\right.$ int $\left.D_{S}(1)=\emptyset\right\}$. Since $\tilde{R}(0)$ is a singleton and $S\left(1-t_{0}\right) \neq \partial C$, there exists $\delta>0$ such that $\tilde{R}(\delta) \cap$ int $D_{S}\left(t_{1}\right)=\emptyset$


Fig. 4. Region $D_{S}(t)$ enclosed by $S(t)$.


Fig. 5. Wulff shape $W$.


Fig. 6. Self-similar expanding solution $S(t)$.
with $t_{1}:=1-t_{0}$. We fix such $\delta$. Setting $t_{2}:=\sup \left\{\tau>0 ; \tilde{R}(\sigma+\delta) \cap \operatorname{int} D_{S}\left(\sigma+t_{1}\right)=\right.$ $\emptyset$ for $\sigma \in(0, \tau)\}$, we have $0<t_{2}<t_{0}$. Since $\tilde{R}(\sigma+\delta)$ touches $D_{S}\left(\sigma+t_{1}\right)$ first time at $\sigma=t_{2}$, there exists a facet $R_{j}\left(t_{2}+\delta\right)$ of $\tilde{R}\left(t_{2}+\delta\right)$ and a facet $S_{j}\left(t_{2}+t_{1}\right)$ of $S\left(t_{2}+t_{1}\right)$ such that the normal of $R_{j}\left(t_{2}+\delta\right)$ coincides with that of $S_{j}\left(t_{2}+t_{1}\right)$, we conclude that $R_{j}\left(t_{2}+\delta\right) \cap S_{j}\left(t_{2}+t_{1}\right) \neq \emptyset$ and that the length of $R_{j}\left(t_{2}+\delta\right)$ does not equal the length of $S_{j}\left(t_{2}+t_{1}\right)$. By geometry, the length of $R_{j}\left(t_{2}+\delta\right)$ is greater than the length of $S_{j}\left(t_{2}+t_{1}\right)$, so that the weighted curvature of $R_{j}\left(t_{2}+\delta\right)$ is negative and is greater than that of $S_{j}\left(t_{2}+t_{1}\right)$ (cf. [21], [10]). So the normal velocity of $R_{j}\left(t_{2}+\delta\right)$ is negative and is greater than that of $S_{j}\left(t_{2}+t_{1}\right)$, which contradicts the definition of $t_{2}$.

Remark. (i) The evolution equation (2.2) can be viewed as a crystalline curvature flow equation (1.1) (or (1.2)) with a suitable polygonal Wulff shape. Indeed, if $\theta_{A}>$ $\theta_{B}$ for example, then there exists a convex polygon $W$ such that the set $\mathcal{N}$ of the orientations of all facets in $W$ includes all $\vec{n}_{j}$ 's with $j \in\{1, \ldots, n\}$ and the length of facet with $\vec{n}_{j}$ equals $\Delta_{j}$ and that $\mathcal{N}$ does not include any $\vec{m}=(\cos \theta, \sin \theta)$ for $\theta \neq \theta_{j}, \theta \in\left(\theta_{B}, \theta_{A}\right)$. We may assume that $W$ contains the origin as an interior point. The corresponding interfacial energy density $\gamma$ is given as a support function: $\gamma(x)=\sup \{x \cdot p ; p \in W\}$ for $x \in \mathbf{R}^{2}$. The case $\theta_{A}<\theta_{B}$ can be treated in a similar way.
(ii) If we dilate the Wulff shape so that the length of the $j$ th facet equals $\lambda \Delta_{j}$, then $\sqrt{\lambda} S(t)$ is the corresponding self-similar expanding solution to (1.2) with $\Delta_{j}$ replaced by $\lambda \Delta_{j}$, where $S(t)$ is defined by (2.1) with (2.2).
(iii) Here is a numerical example of a profile $S_{*}$ of the self-similar expanding solutions for given two different sectors with a fixed Wulff shape having many facets so that it looks a smooth curve. See Figures 5, 6, and 7. We use a Newton-type iteration which is closely related to our ODEs (3.4) to find numerical values of $a_{j}$ 's.
3. Existence of self-similar solution of ODE system. We shall show the existence theorem (Theorem 2.2). When $n=0,\{S(t)\}_{t>0}$ with $S(t)=t^{1 / 2}(\partial C)$ is the desired self-similar expanding solution. In the following we suppose $n \geqq 1$. Let a family of polygon $\{S(t)\}_{t>0}$ belong to $\mathcal{S}$. Then we have a transport equation of


FIG. 7. Self-similar expanding solution $S(t)$.
$\{S(t)\}_{t>0}:$

$$
\frac{d L_{j}(t)}{d t}=\left(\cot \varphi_{j}+\cot \varphi_{j+1}\right) V_{j}(t)-\frac{1}{\sin \varphi_{j}} V_{j-1}(t)-\frac{1}{\sin \varphi_{j+1}} V_{j+1}(t), \quad t>0
$$

for $j=1, \ldots, n$, where $\varphi_{j}:=\theta_{j}-\theta_{j-1}$ for $j=1, \ldots, n+1$. Here we set $\theta_{0}:=$ $\theta_{A}, \theta_{n+1}:=\theta_{B}$ so that $V_{0}:=0$ and $V_{n+1}:=0$ since $S_{A}(t)$ and $S_{B}(t)$ have infinite length. Plugging the governing law $V_{j}(t)=\Lambda_{j}(t)$ for $j=1, \ldots, n$, we have an ODE system:

$$
\begin{equation*}
\frac{d L_{j}(t)}{d t}=\frac{1}{2}\left\{\frac{p_{j}}{L_{j}(t)}+\frac{q_{j-1}}{L_{j-1}(t)}+\frac{r_{j+1}}{L_{j+1}(t)}\right\}, \quad t>0, \tag{3.1}
\end{equation*}
$$

for $j=1, \ldots, n$, where

$$
\begin{array}{ll}
p_{j}=2 \chi_{j} \Delta_{j} \frac{\sin \left(\varphi_{j}+\varphi_{j+1}\right)}{\sin \varphi_{j} \sin \varphi_{j+1}} & \text { for } j=1, \ldots, n, \\
q_{j}=-2 \chi_{j} \Delta_{j} \frac{1}{\sin \varphi_{j+1}} & \text { for } j=1, \ldots, n-1, \\
r_{j}=-2 \chi_{j} \Delta_{j} \frac{1}{\sin \varphi_{j}} & \text { for } j=2, \ldots, n,
\end{array}
$$

and $q_{0}=0$ and $r_{n+1}=0$. Here we used $\cot \varphi_{j}+\cot \varphi_{j+1}=\frac{\sin \left(\varphi_{j}+\varphi_{j+1}\right)}{\sin \varphi_{j} \sin \varphi_{j+1}}$.
By the assumption on $\theta_{A}$ and $\theta_{B}$ in section 2, we note that $\left|\sum_{j=1}^{n+1} \varphi_{j}\right|=\mid \theta_{A}-$ $\theta_{B} \mid<\pi$. When $C$ is convex (resp., concave), i.e., $\theta_{A}>\theta_{B}$ (resp., $\theta_{A}<\theta_{B}$ ), then $\varphi_{j}<0$ (resp., $\varphi_{j}>0$ ) for $j=1, \ldots, n+1$ and $\chi_{j}<0$ (resp., $\chi_{j}>0$ ) for $j=1, \ldots, n$. Thus, we have $p_{j}>0$ for $j=1, \ldots, n, q_{j}<0$ for $j=1, \ldots, n-1$, and $r_{j}<0$ for $j=2, \ldots, n$.

Definition 3.1. A family of functions $\left\{L_{j}(t)\right\}_{j=1}^{n}$ is called a self-similar solution of the ODE system (3.1) if $L_{j}(t)$ is of the form $L_{j}(t)=\alpha_{j} t^{1 / 2}$ with positive number $\alpha_{j}$ satisfying (3.1) for $j=1, \ldots, n$.

Theorem 2.2 is obtained by showing the following proposition.
Proposition 3.2. Let $n$ be a positive integer. There exists a self-similar solution $\left\{L_{j}(t)\right\}_{j=1}^{n}$ of the ODE system (3.1).

When $n=1$, (3.1) yields an ODE

$$
\frac{d L_{1}(t)}{d t}=\frac{p_{1}}{2 L_{1}(t)}, \quad t>0 .
$$

Since $(d / d t)\left\{L_{1}(t)^{2}\right\}=p_{1}, t>0$, we obtain $L_{1}(t)=t^{1 / 2} p_{1}^{1 / 2}$ for $t>0$, so that Proposition 3.2 holds for $n=1$.

In the following we assume that $n \geqq 2$. Our strategy to prove Proposition 3.2 is as follows. Substituting $L_{j}(t)=\alpha_{j} t^{1 / 2}$ into (3.1), we have

$$
\left(\begin{array}{c}
1 / a_{1}  \tag{3.2}\\
1 / a_{2} \\
\vdots \\
1 / a_{n}
\end{array}\right)=H\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)
$$

with unknowns $a_{j}=1 / \alpha_{j}$, where

$$
H=\left(\begin{array}{ccccc}
p_{1} & r_{2} & & & \\
q_{1} & p_{2} & r_{3} & & 0 \\
& \ddots & \ddots & \ddots & \\
& & q_{n-2} & p_{n-1} & r_{n} \\
& 0 & & q_{n-1} & p_{n}
\end{array}\right)
$$

In particular

$$
H=\left(\begin{array}{cc}
p_{1} & r_{2} \\
q_{1} & p_{2}
\end{array}\right)
$$

when $n=2$. To show the existence of solutions to the system of nonlinear algebraic equations (3.2), we consider the following continuation method sometimes called Davidenko's method. Introducing an extra parameter $s \geq 0$ and the matrix $K(s)$ :

$$
K(s)=\left(\begin{array}{ccccc}
p_{1} & s r_{2} & & & 0 \\
s q_{1} & p_{2} & s r_{3} & & \\
& \ddots & \ddots & \ddots & \\
0 & & s q_{n-2} & p_{n-1} & s r_{n} \\
0 & & & s q_{n-1} & p_{n}
\end{array}\right)
$$

we consider the system of nonlinear algebraic equations

$$
\left(\begin{array}{c}
1 / b_{1}(s)  \tag{3.3}\\
1 / b_{2}(s) \\
\vdots \\
1 / b_{n}(s)
\end{array}\right)=K(s)\left(\begin{array}{c}
b_{1}(s) \\
b_{2}(s) \\
\vdots \\
b_{n}(s)
\end{array}\right)
$$

for $b(s)>0$. Evidently $b_{j}(0)=1 / \sqrt{p_{j}}$, since $K(0)$ is a diagonal matrix. If the solution can be extended up to $s=1$, then $b_{j}(1)$ is a solution of $(3.2)$ since $K(1)=H$. Differentiating (3.3) formally with respect to parameter $s$, we have

$$
-\left(\begin{array}{c}
\vdots \\
b_{j}^{\prime}(s) / b_{j}(s)^{2} \\
\vdots
\end{array}\right)=K(s)\left(\begin{array}{c}
\vdots \\
b_{j}^{\prime}(s) \\
\vdots
\end{array}\right)-J\left(\begin{array}{c}
\vdots \\
b_{j}(s) \\
\vdots
\end{array}\right)
$$

with

$$
J=-\left(\begin{array}{cccccc}
0 & r_{2} & & & & \\
q_{1} & 0 & r_{3} & & 0 & \\
& \ddots & \ddots & \ddots & & \\
& & \ddots & \ddots & \ddots & \\
& 0 & & q_{n-2} & 0 & r_{n} \\
& & & & q_{n-1} & 0
\end{array}\right)
$$

Here and thereafter ' denotes $d / d s$, differentiation with respect to $s$. One can rewrite the above differential equation for $b_{j}$ in the form

$$
Q(s, \vec{b}(s))\left(\begin{array}{c}
\vdots  \tag{3.4}\\
b_{j}^{\prime}(s) \\
\vdots
\end{array}\right)=J\left(\begin{array}{c}
\vdots \\
b_{j}(s) \\
\vdots
\end{array}\right)
$$

i.e.,

$$
Q(s, \vec{b}(s)) \vec{b}^{\prime}(s)=J \vec{b}(s) \quad \text { with } \quad \vec{b}(s)={ }^{\mathrm{t}}\left(b_{1}(s), \ldots, b_{n}(s)\right)
$$

if we define

$$
Q(s, \vec{h})=K(s)+\operatorname{diag}\left(1 / h_{1}^{2}, \ldots, 1 / h_{n}^{2}\right) \quad \text { with } \quad \vec{h}={ }^{\mathrm{t}}\left(h_{1}, \ldots, h_{n}\right)
$$

If the inverse matrix of $Q$ exists, (3.4) formally yields

$$
\begin{equation*}
\vec{b}^{\prime}(s)=G(s, \vec{b}(s)) \vec{b}(s) \tag{3.5}
\end{equation*}
$$

Here we set $G(s, \vec{h})=Q^{-1}(s, \vec{h}) J$. We consider the system of ODEs (3.5) for $s>0$ with initial condition

$$
\begin{equation*}
\vec{b}(0)=\vec{h}^{*}, \quad \vec{h}^{*}:={ }^{t}\left(1 / \sqrt{p_{1}}, \ldots, 1 / \sqrt{p_{n}}\right) \tag{3.6}
\end{equation*}
$$

Local-in-time unique existence of a positive solution $\vec{b}(s)$ of (3.5) and (3.6) is guaranteed, since $Q$ is smooth and det $Q \neq 0$ near $\left(0, \vec{h}^{*}\right)$, so that $Q^{-1}$ is smooth near ( $0, \vec{h}^{*}$ ).

As we shall prove in Lemma 3.4, the local solution $\vec{b}(s)$ can be extended uniquely up to $s=1+\tau$ with some $\tau>0$ (obtained in Theorem 4.1). Then $a_{j}:=b_{j}(1)(j=$ $1, \ldots, n)$ is a solution of $(3.2)$, so that $\left\{L_{j}(t)\right\}_{j=1}^{n}$, with $L_{j}(t)=t^{1 / 2} / b_{j}(1)$ for $t>$ $0, j=1, \ldots, n$, is a self-similar solution of (3.1), which implies Proposition 3.2.

To prove the unique solvability up to $s=1$ we need to prepare a priori estimate. We use the notation $\vec{x}<\vec{y}$ (resp., $\vec{x} \leqq \vec{y}$ for $\vec{x}={ }^{t}\left(x_{1}, \ldots, x_{n}\right), \vec{y}={ }^{t}\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{R}^{n}$ if $x_{j}<y_{j}$ (resp., $x_{j} \leq y_{j}$ ) for $j=1, \ldots, n$.

Lemma 3.3 (a priori estimate). Let $S_{0}>0$ denote the maximal existence time of a positive solution of the system of ODEs (3.5) and (3.6). Set $S_{1}:=\min \left(S_{0}, 1+\tau\right)$, where $\tau$ is a positive number obtained in Theorem 4.1. Let $\vec{b}(s)$ be the solution of (3.5) and (3.6).
(I) The derivative of each component of $\vec{b}(s)$ is positive, i.e., $\overrightarrow{b^{\prime}}(s)>\overrightarrow{0}$ for $s \in$ $\left[0, S_{1}\right)$.
(II) In particular, $\vec{b}(s)>\vec{h}^{*}(>\overrightarrow{0})$ for $s \in\left(0, S_{1}\right)$.
(III) There exists a constant $C_{3}>0$ independent of $s$ such that

$$
0 \leq\left\{\text { each element of } Q^{-1}(s, \vec{b}(s))\right\} \leq C_{3} \quad \text { for } s \in\left[0, S_{1}\right)
$$

Proof. The main steps of this lemma are proved in the next section, as summarized in Theorem 4.1. Since each element of the matrix $J$ is nonnegative and $\vec{b}(s)>0$ for $s \in\left[0, S_{1}\right)$, we have $J \vec{b}(s)>\overrightarrow{0}$. We now observe that (II) and (III) of Theorem 4.1 imply $\vec{b}^{\prime}(s)=G(s, \vec{b}(s)) \vec{b}(s)>0$ for $s \in\left[0, S_{1}\right)$. Initial condition (3.6) and (I) yield (II). Theorem 4.1 and (II) implies (III).

Lemma 3.4 (unique solvability up to $s=1$ ). There exists the unique positive solution $\vec{b}(s)$ (i.e., $\vec{b}(s)>\overrightarrow{0}$ ) of the system of ODEs (3.5) and (3.6) for $s \in[0,1+\tau]$, where $\tau$ is a positive number obtained in Theorem 4.1.

Proof. Let $S_{0}$ be the maximal existence time of (3.5) and (3.6), and set $S_{1}:=$ $\min \left(S_{0}, 1+\tau\right)$. We note that $G(s, \vec{b}(s))$ is well defined for $s \in\left[0, S_{1}\right)$ by Lemma 3.3. Integrating (3.5), we have

$$
\vec{b}(s)-\vec{b}(0)=\int_{0}^{s} G(u, \vec{b}(u)) \vec{b}(u) d u \quad \text { for } \quad s \in\left[0, S_{1}\right)
$$

which implies

$$
|\vec{b}(s)| \leqq|\vec{b}(0)|+\int_{0}^{s}|G(u, \vec{b}(u))|_{\mathrm{op}}|\vec{b}(u)| d u \quad \text { for } \quad s \in\left[0, S_{1}\right)
$$

Here $|\cdot|$ denotes the Euclidean norm and $|\cdot|_{\text {op }}$ denotes the operator norm from $\mathbf{R}^{n}$ to $\mathbf{R}^{n}$. Lemma 3.3 implies that there exist a constant $C_{1}$ independent of $s$ such that

$$
0<|G(s, \vec{b}(s))|_{\mathrm{op}} \leq C_{1} \quad \text { for } \quad s \in\left[0, S_{1}\right)
$$

since each element of $J$ is nonnegative. So we have

$$
|\vec{b}(s)| \leqq|\vec{b}(0)|+C_{1} \int_{0}^{s}|\vec{b}(u)| d u \quad \text { for } \quad s \in\left[0, S_{1}\right)
$$

Gronwall's lemma implies

$$
|\vec{b}(s)| \leqq|\vec{b}(0)| \exp \left(C_{1} s\right) \leqq\left|\vec{h}^{*}\right| \exp \left(C_{1} S_{1}\right)=: C_{2} \quad \text { for } \quad s \in\left[0, S_{1}\right)
$$

Suppose that $S_{0} \leqq 1+\tau$. Then Lemma 3.3(II) yields

$$
\begin{equation*}
1 / \sqrt{p_{j}} \leq b_{j}(s) \leq C_{2} \quad \text { for } \quad s \in\left[0, S_{0}\right), j=1, \ldots, n \tag{3.7}
\end{equation*}
$$

Since $S_{0}$ is the maximal existence time, by a standard extension theorem for ODEs (e.g., [14, Chapter II, Theorem 3.1]), we have either $\lim _{s \rightarrow S_{0}} b_{j}(s)=\infty$ or $\lim _{s \rightarrow S_{0}} b_{j}(s)=0$ for some $j=1, \ldots, n$. This evidently contradicts (3.7). Thus we have $S_{0}>1+\tau$.

## 4. A priori estimates for matrices.

ThEOREM 4.1 (a priori estimates). (I) There exist some positive constants $C_{4}$ and $\tau$ (independent of $s$ and $\vec{h}$ ) such that

$$
\operatorname{det} Q(s, \vec{h})>C_{4} \prod_{j=1}^{n} p_{j}(>0) \quad \text { for all } s \in[0,1+\tau] \text { and all } \vec{h} \in\left(\mathbf{R}_{+}\right)^{n}
$$

(II) The matrix $Q(s, \vec{h})$ has its inverse for $s \in[0,1+\tau]$ and $\vec{h} \in\left(\mathbf{R}_{+}\right)^{n}$. Each element of $Q^{-1}(s, \vec{h})$ is smooth on $[0,1+\tau] \times\left(\mathbf{R}_{+}\right)^{n}$.
(III) Let $\vec{h}^{\sharp} \in\left(\mathbf{R}_{+}\right)^{n}$ with $\vec{h}^{\sharp}>0$. There exists a constant $C_{5}>0$ (independent of $s$ and $\vec{h})$ such that $0 \leqq\left\{\right.$ each element of $\left.Q^{-1}(s, \vec{h})\right\} \leqq C_{5}$ for all $s \in[0,1+\tau]$ and all $\vec{h} \in\left(\mathbf{R}_{+}\right)^{n}$ with $\vec{h} \geqq \vec{h}^{\sharp}$.

Here we use the notation $\mathbf{R}_{+}:=(0, \infty)$, so that $\left(\mathbf{R}_{+}\right)^{n}=\overbrace{(0, \infty) \times \cdots \times(0, \infty)}$. To prove the theorem we shall show the following lemmas. To show positiveness of the determinant of the matrix $Q$ we consider matrix $M^{k \ell}(s)$ :

for $s \geqq 0$ and $k, \ell=1, \ldots, n$ with $k \leqq \ell$. In particular,

$$
\begin{aligned}
M^{k k}(s) & =(1) & \text { for } s \geqq 0, k=1, \ldots, n \\
M^{k k+1}(s) & =\left(\begin{array}{cc}
1 & s r_{k+1} / p_{k+1} \\
s q_{k} / p_{k} & 1
\end{array}\right) & \text { for } s \geqq 0, k=1, \ldots, n-1
\end{aligned}
$$

We note that $M^{1 n}(s)$ is obtained by dividing each $j$ th column of $K(s)$ by $p_{j}$. We set $\tilde{M}^{k \ell}=M^{k \ell}(1)$. Fortunately, $\operatorname{det} \tilde{M}^{k \ell}$ is computable. Note that $\operatorname{det} H=\prod_{j=1}^{n} p_{j}$. $\operatorname{det} \tilde{M}^{1 n}$.

LEmmA 4.2. For $k, \ell=1, \ldots, n$ with $k \leqq \ell$,

$$
\begin{equation*}
\operatorname{det} \tilde{M}^{k \ell}=\frac{\sin \left(\sum_{j=k}^{\ell+1} \varphi_{j}\right)}{\left(\prod_{j=k}^{\ell} \nu_{j}\right)\left(\prod_{j=k}^{\ell+1} \sin \varphi_{j}\right)} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{j}:=\cot \varphi_{j+1}+\cot \varphi_{j}\left(=\frac{\sin \left(\varphi_{j}+\varphi_{j+1}\right)}{\sin \varphi_{j} \sin \varphi_{j+1}}\right) \tag{4.2}
\end{equation*}
$$

Proof. The quantities $q_{j} / p_{j}$ and $r_{j} / p_{j}$ appearing in the matrix $M^{k \ell}(s)$ can be calculated as follows:

$$
\frac{q_{j}}{p_{j}}=\frac{-1}{\nu_{j} \sin \varphi_{j+1}}, \quad \frac{r_{j}}{p_{j}}=\frac{-1}{\nu_{j} \sin \varphi_{j}}
$$

We may assume that $k=1$ without loss of generality. We shall prove (4.1) by induction. Let $m^{\ell}$ denote the right-hand side of (4.1) with $k=1$.
(i) Using equality (4.2), we have

$$
m^{1}=\frac{\sin \left(\varphi_{1}+\varphi_{2}\right)}{\left(\cot \varphi_{2}+\cot \varphi_{1}\right) \sin \varphi_{1} \sin \varphi_{2}}=1=\operatorname{det} \tilde{M}^{11}
$$

which implies (4.1) with $k=1=\ell$.
(ii) Next we shall show (4.1) with $k=1, \ell=2$. We have

$$
\begin{equation*}
\operatorname{det} \tilde{M}^{12}=1-\frac{-1}{\nu_{1} \sin \varphi_{2}} \cdot \frac{-1}{\nu_{2} \sin \varphi_{2}}=\frac{d_{2}}{\nu_{1} \nu_{2} \sin \varphi_{1} \sin ^{2} \varphi_{2} \sin \varphi_{3}} \tag{4.3}
\end{equation*}
$$

with $d_{2}=\left(\nu_{1} \nu_{2} \sin ^{2} \varphi_{2}-1\right) \sin \varphi_{1} \sin \varphi_{3}$. Equality (4.2) yields $d_{2}=\sin \left(\varphi_{1}+\right.$ $\left.\varphi_{2}\right) \sin \left(\varphi_{2}+\varphi_{3}\right)-\sin \varphi_{1} \sin \varphi_{3}$. Using the identity

$$
\begin{equation*}
\sin \alpha \sin \beta=-\{\cos (\alpha+\beta)-\cos (\alpha-\beta)\} / 2, \tag{4.4}
\end{equation*}
$$

we have

$$
d_{2}=-\left\{\cos \left(\varphi_{1}+2 \varphi_{2}+\varphi_{3}\right)-\cos \left(\varphi_{1}+\varphi_{3}\right)\right\} / 2 .
$$

By the identity

$$
\begin{equation*}
\cos \alpha-\cos \beta=-2 \sin \frac{\alpha+\beta}{2} \sin \frac{\alpha-\beta}{2}, \tag{4.5}
\end{equation*}
$$

we have $d_{2}=\sin \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right) \sin \varphi_{2}$. Substituting this into (4.3), we obtain

$$
\operatorname{det} \tilde{M}^{12}=\frac{\sin \left(\varphi_{1}+\varphi_{2}+\varphi_{3}\right)}{\nu_{1} \nu_{2} \sin \varphi_{1} \sin \varphi_{2} \sin \varphi_{3}}=m^{2}
$$

which is (4.1) for $k=1, \ell=2$.
(iii) We assume that $\ell \geqq 3$ and (4.1) holds for $\tilde{M}^{11}, \tilde{M}^{12}, \ldots, \tilde{M}^{1 \ell-1}$. We have

$$
\operatorname{det} \tilde{M}^{1 \ell}=\operatorname{det} \tilde{M}^{\ell-1}-\frac{r_{\ell}}{p_{\ell}} \frac{q_{\ell-1}}{p_{\ell-1}} \operatorname{det} \tilde{M}^{\ell-2},
$$

since

$$
\tilde{M}^{1 i}=\left(\begin{array}{c|c} 
& \tilde{M}^{1 i-1} \\
& \vdots \\
& 0 \\
\hline 0 \cdots 0 & q_{i-1} / p_{i-1} \\
r_{i} / p_{i}
\end{array}\right) \quad \text { for } i=2, \ldots, \ell .
$$

The assumption of the induction yields
$\operatorname{det} \tilde{M}^{1 \ell}=\frac{\sin \left(\sum_{j=1}^{\ell} \varphi_{j}\right)}{\left(\prod_{j=1}^{\ell-1} \nu_{j}\right)\left(\prod_{j=1}^{\ell} \sin \varphi_{j}\right)}-\frac{-1}{\nu_{\ell} \sin \varphi_{\ell}} \cdot \frac{-1}{\nu_{\ell-1} \sin \varphi_{\ell}} \cdot \frac{\sin \left(\sum_{j=1}^{\ell-1} \varphi_{j}\right)}{\left(\prod_{j=1}^{\ell-2} \nu_{j}\right)\left(\prod_{j=1}^{\ell-1} \sin \varphi_{j}\right)}$.
An elementary calculation yields

$$
\begin{equation*}
\operatorname{det} \tilde{M}^{1 \ell}=\frac{d_{\ell}}{\left(\prod_{j=1}^{\ell} \nu_{j}\right)\left(\prod_{j=1}^{\ell+1} \sin \varphi_{j}\right) \sin \varphi_{\ell}} \tag{4.6}
\end{equation*}
$$

with

$$
d_{\ell}=\sin \left(\sum_{j=1}^{\ell} \varphi_{j}\right) \sin \left(\varphi_{\ell}+\varphi_{\ell+1}\right)-\sin \left(\sum_{j=1}^{\ell-1} \varphi_{j}\right) \sin \varphi_{\ell+1}
$$

The identity (4.4) yields

$$
d_{\ell}=\frac{-1}{2}\left\{\cos \left(\sum_{j=1}^{\ell+1} \varphi_{j}+\varphi_{\ell}\right)-\cos \left(\sum_{j=1}^{\ell-1} \varphi_{j}+\varphi_{\ell+1}\right)\right\}
$$

and the identity (4.5) yields

$$
d_{\ell}=\sin \left(\sum_{j=1}^{\ell+1} \varphi_{j}\right) \sin \varphi_{\ell}
$$

Substituting this into (4.6), we obtain (4.1) for $\operatorname{det} \tilde{M}^{1 \ell}$. By induction the proof is now complete.

Lemma 4.3. The identities

$$
\begin{aligned}
\frac{d}{d s}\left\{\operatorname{det} M^{k \ell}(s)\right\}=-s\{ & \sum_{j=k+1}^{\ell-2} \frac{q_{j}}{p_{j}} \frac{r_{j+1}}{p_{j+1}} \operatorname{det} M^{k j-1}(s) \cdot \operatorname{det} M^{j+2 \ell}(s) \\
& +\sum_{j=k+2}^{\ell-1} \frac{q_{j-1}}{p_{j-1}} \frac{r_{j}}{p_{j}} \operatorname{det} M^{k j-2}(s) \cdot \operatorname{det} M^{j+1} \ell(s) \\
& \left.+2 \frac{q_{k}}{p_{k}} \frac{r_{k+1}}{p_{k+1}} \operatorname{det} M^{k+2 \ell}(s)+2 \frac{q_{\ell-1}}{p_{\ell-1}} \frac{r_{\ell}}{p_{\ell}} \operatorname{det} M^{k \ell-2}(s)\right\}
\end{aligned}
$$

for $s \geqq 0$ and $k, \ell=1, \ldots, n$ with $k+2<\ell$ hold. Moreover,

$$
\begin{array}{rlrl}
\frac{d}{d s}\left\{\operatorname{det} M^{k k}(s)\right\} & =0 & \text { for } s \geqq 0 \text { and } k=1, \ldots, n \\
\frac{d}{d s}\left\{\operatorname{det} M^{k k+1}(s)\right\}=-2 s \frac{q_{k}}{p_{k}} \frac{r_{k+1}}{p_{k+1}} & \text { for } s \geqq 0 \text { and } k=1, \ldots, n-1 \\
\frac{d}{d s}\left\{\operatorname{det} M^{k k+2}(s)\right\}=-2 s\left(\frac{q_{k}}{p_{k}} \frac{r_{k+1}}{p_{k+1}}+\frac{q_{k+1}}{p_{k+1}} \frac{r_{k+2}}{p_{k+2}}\right) & \text { for } s \geqq 0 \text { and } k=1, \ldots, n-2
\end{array}
$$

Proof. We observe that for $s \geqq 0$ and $k, \ell=1, \ldots, n$ with $k+2<\ell$, $\frac{d}{d s}\left\{\operatorname{det} M^{k \ell}(s)\right\}$

$$
\begin{aligned}
& =-\sum_{j=k+1}^{\ell-2} \frac{q_{j}}{p_{j}} \operatorname{det}\left(\right) \\
& \left.-\frac{q_{\ell-1}}{p_{\ell-1}} \operatorname{det}\left(\begin{array}{c|c}
M^{k \ell-2}(s) & \vdots \\
& \\
\hline 0 \cdots r & s q_{\ell-2} / p_{\ell-2}
\end{array}\right) s r_{\ell} / p_{\ell}\right) \\
& -\sum_{j=k+2}^{\ell-1} \frac{r_{j}}{p_{j}} \operatorname{det}\left(\begin{array}{c|c|c} 
& 0 & \\
M^{k j-2}(s) & 0 & \\
& s r_{j-1} / p_{j-1} & \\
\hline 0 \cdots 0 & s q_{j-1} / p_{j-1} & s r_{j+1} / p_{j+1} \\
0 & \cdots 0 \\
\hline & 0 & \\
0 & \vdots & M^{j+1} \ell(s)
\end{array}\right) \\
& -\frac{r_{k+1}}{p_{k+1}} \operatorname{det}\left(\begin{array}{c|c}
s q_{k} / p_{k} & s r_{k+2} / p_{k+2} \\
\hline 0 & 0 \cdots 0 \\
\vdots & \\
0 & M^{k+2} \ell(s)
\end{array}\right) \\
& -s \frac{q_{k}}{p_{k}} \frac{r_{k+1}}{p_{k+1}} \operatorname{det} M^{k+2 \ell}(s)-s \frac{r_{\ell}}{p_{\ell}} \frac{q_{\ell-1}}{p_{\ell-1}} \operatorname{det} M^{k \ell-2}(s),
\end{aligned}
$$

which yields (4.7). A direct calculation yields the desired formulas for $k+2 \geq \ell$.
Lemma 4.4.
(I) For $k, \ell=1, \ldots, n$ with $k \leqq \ell$, $\operatorname{det} M^{k \ell}(1)=\operatorname{det} \tilde{M}^{k \ell}>0$.
(II) There exists $\tau>0$ such that

$$
\frac{d}{d s}\left\{\operatorname{det} M^{k \ell}(s)\right\} \leqq 0 \quad \text { and } \quad \operatorname{det} M^{k \ell}(s) \geqq \operatorname{det} M^{k \ell}(1+\tau)>0
$$

for $s \in[0,1+\tau]$ and $k, \ell=1, \ldots, n$ with $k \leqq \ell$.
Proof. (I) For all $j=1, \ldots, n+1$ we see that $\varphi_{j}<0$ (resp., $\varphi_{j}>0$ ) if the cone $C$ is convex (resp., concave). Since the original assumption in section 2 yields $\left|\sum_{j=1}^{n+1} \varphi_{j}\right|=\left|\theta_{A}-\theta_{B}\right|<\pi$, identity (4.1) in Lemma 4.2 implies (I).
(II) First we note that $p_{j}>0(j=1, \ldots, n), q_{j}<0(j=1, \ldots, n-1)$, and $r_{j}<0(j=2, \ldots, n)$. We shall prove by induction.
(i) For $k=1, \ldots, n$, $\operatorname{det} M^{k k}(s)=1$, so that $(d / d s)\left\{\operatorname{det} M^{k k}(s)\right\}=0$ for $s \in \mathbf{R}$.
(ii) For $k=1, \ldots, n-1,(d / d s)\left\{\operatorname{det} M^{k+1}(s)\right\} \leqq 0$ for $s \geqq 0$ by Lemma 4.3. By (I) with $\ell=k+1$, there exists $\tau^{k+1}>0$ such that $\operatorname{det} M^{k k+1}(s)>0$ for $s \in\left[0,1+\tau^{k k+1}\right]$.
(iii) For $k=1, \ldots, n-2,(d / d s)\left\{\operatorname{det} M^{k k+2}(s)\right\} \leq 0$ for $s \geq 0$ by Lemma 4.3. By (I) with $\ell=k+1$, there exists $\tau^{k+2}>0$ such that $\operatorname{det} M^{k k+2}(s)>0$ for $s \in\left[0,1+\tau^{k k+2}\right]$.
(iv) Next we consider when $n \geqq 4$. We argue by induction on $\ell-k$. By (i)-(iii) we know (II) holds for $\ell-k \leqq 2$. Let $m$ be $3,4, \ldots, n-1$. Assume that (II) holds for $\ell-k \leqq m-1$. We shall prove (II) for $\ell-k=m$. By assumptions of the induction for $k=1,2, \ldots, n-(m-1), i=0,1, \ldots, m-1$, there exists $\tau^{k+i}>0$ such that $\operatorname{det} M^{k k+i}(s)>0$ for $s \in\left[0,1+\tau^{k+i}\right]$. For $k=1,2, \ldots, n-m$, identity (4.7) in Lemma 4.3 with $\ell=k+m$ yields $(d / d s)\left\{\operatorname{det} M^{k k+m}(s)\right\} \leqq 0$ for $s \in\left[0,1+\hat{\tau}^{k k+m}\right]$ with $\hat{\tau}^{k k+m}=\min \left\{\min \left\{\tau^{k j} ; j=k+1, k+2, \ldots, k+m-2\right\}, \min \left\{\tau^{j k+m} ; j=k+\right.\right.$ $2, k+3, \ldots, k+m-1\}\}$. By (I) with $\ell=k+m$, there exists $\tau^{k k+m}>0$ such that $\operatorname{det} M^{k k+m}(s)>0$ for $s \in\left[0,1+\tau^{k k+m}\right]$.

Next we shall show an inequality, which is used in the proof of Theorem 4.1. For $\mu_{j}>0(j=1, \ldots, n), \xi_{j} \in \mathbf{R}(j=1, \ldots, n-1)$, and $\eta_{j} \in \mathbf{R}(j=2, \ldots, n)$, we set

$$
\begin{aligned}
& A^{k \ell}:=B^{k \ell}+\operatorname{diag}\left(\mu_{k}, \mu_{k+1}, \ldots, \mu_{\ell}\right), \\
& B^{k \ell}:=\left(\begin{array}{cccccccc}
1 & \eta_{k+1} & & & & & 0 & \\
\xi_{k} & 1 & \eta_{k+2} & & & & & \\
& \xi_{k+1} & 1 & \eta_{k+3} & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \xi_{\ell-3} & 1 & \eta_{\ell-1} & \\
& 0 & & & & \xi_{\ell-2} & 1 & \eta_{\ell} \\
& & & & & & \xi_{\ell-1} & 1
\end{array}\right)
\end{aligned}
$$

for $k, \ell=1, \ldots, n$ with $k \leqq \ell$. In particular,

$$
\begin{array}{ll}
B^{k k}:=(1) & \text { for } k=1, \ldots, n \\
B^{k k+1}:=\left(\begin{array}{cc}
1 & \eta_{k+1} \\
\xi_{k} & 1
\end{array}\right) & \text { for } k=1, \ldots, n-1 \text { when } n \geqq 2
\end{array}
$$

LEMMA 4.5. Let $k$ and $\ell$ be $1, \ldots, n$ with $k \leqq \ell$. If $\operatorname{det} B^{p q}>0$ for $p, q=$ $k, k+1, \ldots, \ell$ with $p \leqq q$ then $\operatorname{det} A^{k \ell}>\operatorname{det} B^{k \ell}$.

Proof. For $k, \ell=1, \ldots, n$ with $k \leq \ell$ we set

$$
C^{k \ell}(r):=B^{k \ell}+r \operatorname{diag}\left(\mu_{k}, \ldots, \mu_{\ell}\right) \quad \text { for } r>0
$$

which yields $C^{k \ell}(0)=B^{k \ell}$ and $C^{k \ell}(1)=A^{k \ell}$. We shall prove by induction on $\ell-k=$ $0,1,2, \ldots, n-1$. If $0 \leq \ell-k \leq 1$, direct calculation yields $(d / d r)\left\{\operatorname{det} C^{k \ell}(r)\right\}>0$ for $r>0$, which implies $\operatorname{det} \overline{C^{k \ell}}(r)>\operatorname{det} B^{k \ell}>0$ for $r>0$. We assume that $k, \ell=1, \ldots, n$ with $k+2 \leq \ell$. Suppose that $(d / d r)\left\{\operatorname{det} C^{p q}(r)\right\}>0$ for $r>0$ and for $p, q=k, k+1, \ldots, \ell$ with $p \leq q \leq p+\ell-k-1$. An elementary calculation yields

$$
\begin{aligned}
\frac{d}{d r} \operatorname{det} C^{k \ell}(r)= & \mu_{k} \cdot \operatorname{det} C^{k+1 \ell}(r)+\operatorname{det} C^{k \ell-1}(r) \cdot \mu_{\ell} \\
& +\sum_{j=k+1}^{\ell-1} \operatorname{det} C^{k-1}(r) \cdot \mu_{j} \cdot \operatorname{det} C^{j+1} \ell(r) \\
>0 & \text { for } r>0,
\end{aligned}
$$

since $\operatorname{det} C^{p q}(r)>\operatorname{det} C^{p q}(0)=\operatorname{det} B^{p q}>0$ for $r>0$ and for $p, q=k, k+1, \ldots, \ell$ with $p \leq q \leq p+\ell-k-1$ by the assumption of the induction. Thus we obtain

$$
\operatorname{det} A^{k \ell}=\operatorname{det} C^{k \ell}(1)>\operatorname{det} C^{k \ell}(0)=\operatorname{det} B^{k \ell}
$$

for $k \leq \ell$.
Finally, we shall show the identities on a cofactor of tridiagonal matrix, which are used in the proof of Theorem 4.1. For $\lambda_{j} \in \mathbf{R}(j=1, \ldots, n), \xi_{j} \in \mathbf{R}(j=2, \ldots, n)$, and $\eta_{j} \in \mathbf{R}(j=1, \ldots, n-1)$, we set the matrix

$$
E^{k \ell}:=\left(\begin{array}{cccccccc}
\lambda_{k} & \xi_{k+1} & & & & & & \\
\eta_{k} & \lambda_{k+1} & \xi_{k+2} & & & & 0 & \\
& \eta_{k+1} & \lambda_{k+2} & \xi_{k+3} & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& 0 & & & \eta_{\ell-3} & \lambda_{\ell-2} & \xi_{\ell-1} & \\
& & & & & \eta_{\ell-2} & \lambda_{\ell-1} & \xi_{\ell} \\
& & & & & & \eta_{\ell-1} & \lambda_{\ell}
\end{array}\right)
$$

for $k, \ell=1, \ldots, n$ with $k \leqq \ell$. In particular,

$$
\begin{array}{ll}
E^{k k}:=\left(\lambda_{k}\right) & \text { for } k=1, \ldots, n \\
E^{k k+1}:=\left(\begin{array}{ll}
\lambda_{k} & \eta_{k+1} \\
\eta_{k} & \lambda_{k+1}
\end{array}\right) & \text { for } k=1, \ldots, n-1 \text { when } n \geqq 2
\end{array}
$$

Let $D_{p q}$ be the $(p, q)$ cofactor of the matrix $E^{1 n}$ for $p, q=1, \ldots, n$. The next lemma is obtained by an elementary calculation.

Lemma 4.6. For $p, q=1, \ldots, n$ the following identities hold.
(I) When $p<q$,

$$
D_{p q}=(-1)^{p+q} \prod_{j=p}^{q-1} \eta_{j} \operatorname{det} E^{1 p-1} \operatorname{det} E^{q+1 n}
$$

(II) When $p>q$,

$$
D_{p q}=(-1)^{p+q} \prod_{j=q+1}^{p} \xi_{j} \operatorname{det} E^{1 \quad q-1} \operatorname{det} E^{p+1 n}
$$

(III)

$$
D_{p p}=\operatorname{det} E^{1 p-1} \operatorname{det} E^{p+1 n}
$$

Here we use the convention $\operatorname{det} E^{10}=1=\operatorname{det} E^{n+1} n$.
Proof of Theorem 4.1. (I) We set

$$
Q^{k \ell}\left(s, \vec{h}^{k \ell}\right):=K^{k \ell}(s)+\operatorname{diag}\left(1 / h_{k}^{2}, 1 / h_{k+1}^{2}, \ldots, 1 / h_{\ell}^{2}\right)
$$

and

$$
K^{k \ell}(s):=\left(K_{i j}(s)\right)_{i, j=k, k+1, \ldots, \ell}
$$

where $\left(K_{i j}(s)\right)_{i, j=1, \ldots, n}$ is the matrix $K(s)$ defined in section 3 . Note that $Q^{1 n}$ equals $Q$ defined in section 3. Setting

$$
W^{k \ell}\left(s, \vec{h}^{k \ell}\right):=M^{k \ell}(s)+\operatorname{diag}\left(\frac{1}{p_{k} h_{k}^{2}}, \frac{1}{p_{k+1} h_{k+1}^{2}}, \ldots, \frac{1}{p_{\ell} h_{\ell}^{2}}\right)
$$

for $s \geqq 0, \vec{h}^{k \ell}={ }^{\mathrm{t}}\left(h_{k}, h_{k+1}, \ldots, h_{\ell}\right) \in\left(\mathbf{R}_{+}\right)^{\ell-k+1}$, and $k, \ell=1, \ldots, n$ with $k \leqq \ell$, we have

$$
\operatorname{det} Q^{k \ell}\left(s, \vec{h}^{k \ell}\right)=\operatorname{det} W^{k \ell}\left(s, \vec{h}^{k \ell}\right) \cdot \prod_{j=k}^{\ell} p_{j}
$$

Lemma 4.4(II) yields that there exists $\tau>0$ such that $\operatorname{det} M^{p q}(s) \geqq C_{p q}$ for $s \in$ $[0,1+\tau]$ and $p, q=1, \ldots, n$ with $p \leqq q$, where $C_{p q}:=\operatorname{det} M^{p q}(1+\tau)>0$. By Lemma 4.5 we have $\operatorname{det} W^{k \ell}\left(s, \vec{h}^{k \ell}\right)>\operatorname{det} M^{k \ell}(s)$ for $s \in[0,1+\tau]$ and $\vec{h}^{k \ell} \in\left(\mathbf{R}_{+}\right)^{\ell-k+1}$. Since $p_{j}>0(j=1, \ldots, n)$,

$$
\begin{equation*}
\operatorname{det} Q^{k \ell}\left(s, \vec{h}^{k \ell}\right)>C_{k \ell} \prod_{j=k}^{\ell} p_{j} \quad(>0) \tag{4.8}
\end{equation*}
$$

for $s \in[0,1+\tau]$ and $\vec{h}^{k \ell} \in\left(\mathbf{R}_{+}\right)^{\ell-k+1}$.
(II) Part (II) follows from (I) with $k=1$ and $\ell=n$ and the definition of $Q$.
(III) When $n=1, Q(s, \vec{h})$ is a scalar and equals $\left(p_{1}+1 / h_{1}^{2}\right)$, so that

$$
0<Q^{-1}(s, \vec{h})=\left(p_{1}+1 / h_{1}^{2}\right)^{-1}<1 / p_{1}
$$

We may assume that $n \geqq 2$. Since $Q(s, \vec{h})$ is invertible for $s \in[0,1+\tau]$ and $\vec{h} \in\left(\mathbf{R}_{+}\right)^{n}$ by (I), the $(p, q)$ element of the inverse matrix of $Q(s, \vec{h})$ equals $\Delta_{q p}(s, \vec{h}) / \operatorname{det} Q(s, \vec{h})$ for $p, q=1, \ldots, n$, where $\Delta_{p q}(s, \vec{h})$ denotes the $(p, q)$ cofactor of $Q(s, \vec{h})$. By Lemma
4.6 we have

$$
\begin{aligned}
& \Delta_{p q}(s, \vec{h})=(-1)^{p+q}\left(\prod_{j=p}^{q-1} q_{j}\right) s^{q-p} \operatorname{det} Q^{1 p-1}(s, \vec{h}) \operatorname{det} Q^{q+1 n}(s, \vec{h}) \text { for } p<q ; \\
& \Delta_{p q}(s, \vec{h})=(-1)^{p+q}\left(\prod_{j=q+1}^{p} r_{j}\right) s^{p-q} \operatorname{det} Q^{1} q-1(s, \vec{h}) \operatorname{det} Q^{p+1 n}(s, \vec{h}) \text { for } p>q ; \\
& \Delta_{p p}(s, \vec{h})=\operatorname{det} Q^{1} p-1(s, \vec{h}) \operatorname{det} Q^{p+1 n}(s, \vec{h})
\end{aligned}
$$

for $s \geqq 0$ and $\vec{h} \in\left(\mathbf{R}_{+}\right)^{n}$. Here we use the convention

$$
\operatorname{det} Q^{10}(s, \vec{h})=1=\operatorname{det} Q^{n+1 n}(s, \vec{h})
$$

Since $q_{j}<0(j=1, \ldots, n-1)$ and $r_{j}<0(j=2, \ldots, n)$, inequality (4.8) yields $\Delta_{p q}(s, \vec{h}) \geqq 0$ for $s \in[0,1+\tau], \vec{h} \in\left(\mathbf{R}_{+}\right)^{n}$ and $p, q=1, \ldots, n$, which implies $\left\{(p, q)\right.$ element of $\left.Q^{-1}(s, \vec{h})\right\}=\Delta_{q p}(s, \vec{h}) / \operatorname{det} Q(s, \vec{h}) \geqq 0$ by (I). On the other hand, $\Delta_{p q}(s, \vec{h})$ is bounded from the above for $s \in[0,1+\tau]$ and $\vec{h}=\left(h_{1}, \ldots, h_{n}\right) \in\left(\mathbf{R}_{+}\right)^{n}$ with $\vec{h} \geq \vec{h}^{\sharp}$, since $\Delta_{p q}(s, \vec{h})$ is a polynomial of $1 / h_{1}^{2}, \ldots, 1 / h_{n}^{2}$ and $s$. Thus (I) yields that there exists $C_{5}>0$ such that $\Delta_{p q}(s, \vec{h}) / \operatorname{det} Q(s, \vec{h}) \leqq C_{5}$ for $s \in[0,1+\tau], \vec{h} \in$ $\left(\mathbf{R}_{+}\right)^{n}$ with $\vec{h} \geq \vec{h}^{\sharp}$ and $p, q=1, \ldots, n$.
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#### Abstract

We consider the porous medium equation on a compact Riemannian manifold and give a new proof of the contraction of its semigroup in the Wasserstein distance. This proof is based on the insight that the porous medium equation does not increase the size of infinitesimal perturbations along gradient flow trajectories and on an Eulerian formulation for the Wasserstein distance using smooth curves. Our approach avoids the existence result for optimal transport maps on Riemannian manifolds.
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1. Introduction. In this paper we consider the porous medium equation

$$
\begin{equation*}
\partial_{t} \rho-\Delta U(\rho)=0 \tag{1.1}
\end{equation*}
$$

and give an entirely "Eulerian" argument for the contraction of its semigroup in the Wasserstein distance. The argument is guided by the formal gradient flow structure of the porous medium equation proposed in [12].

More precisely, we choose as our state space $\mathcal{M}$ the space of probability measures $\rho(x) d x$, endowed with a suitable metric tensor $g$; see section 2.2. The metric tensor $g$ induces a distance on $(\mathcal{M}, g)$ that coincides with the Wasserstein distance $\mathcal{W}\left(\rho_{0}, \rho_{1}\right)$. Loosely speaking, this equivalence is a consequence of the Benamou-Brenier Eulerian formulation of the optimal transportation problem defining $\mathcal{W}\left(\rho_{0}, \rho_{1}\right)$ [4]. Then the porous medium equation is the gradient flow on $(\mathcal{M}, g)$ of the functional

$$
\begin{equation*}
E(\rho)=\int e(\rho) d x \tag{1.2}
\end{equation*}
$$

where the "osmotic pressure" $U(\rho)$ is related to the energy density $e(\rho)$ via

$$
\begin{equation*}
U(\rho)=\rho e^{\prime}(\rho)-e(\rho) \quad \text { for } \rho \geqslant 0 \tag{1.3}
\end{equation*}
$$

We notice that $U$ is (strictly) monotone if and only if $e$ is (strictly) convex and that for strictly monotone $U,(1.1)$ is of parabolic type. The contraction property for the porous medium semigroup then follows from the convexity of $E$ on $(\mathcal{M}, g)$. The latter is a reformulation of McCann's displacement convexity [10].

This formal argument has been made rigorous in [12] using the fact that for any two points $\rho_{0}, \rho_{1}$ a shortest curve with respect to $\mathcal{W}$ exists. The existence of these shortest curves relies on Brenier's result [5] on the existence of a one-to-one optimal

[^68]transport map $y=\Phi(x)$ between two measures $\rho_{0}(x) d x$ and $\rho_{1}(y) d y$. This can be seen as a Lagrangian approach. It is somewhat delicate since the optimal transport map $\Phi$ can be nonsmooth even if the densities $\rho_{0}$ and $\rho_{1}$ are smooth.

In this paper, we carry out a rigorous Eulerian approach based on the new insight

- that the porous medium equation does not increase the naturally defined action $\mathcal{A}(\rho)$ of smooth curves $[0,1] \ni s \mapsto \rho(s) \in \mathcal{M}$ (see Proposition 4.2);
- that the squared Wasserstein distance $\frac{1}{2} \mathcal{W}\left(\rho_{0}, \rho_{1}\right)^{2}$ is the infimum of $\mathcal{A}(\rho)$ over smooth curves connecting $\rho_{0}$ to $\rho_{1}$ (see Proposition 4.3).
Hence we can work in the "class of smooth objects." Alternatively, contraction estimates can also be derived in more elaborate frameworks based on metric space theory. We refer the reader to the recent publications $[6,1]$ for further information.

Our approach allows us to obtain the contraction property on a compact Riemannian manifold $\mathbb{M}^{n}$ (instead of $\mathbb{R}^{n}$ ) without additional effort. A sufficient condition is that the Ricci curvature of $\mathbb{M}^{n}$ be nonnegative. This is the well-known Bakry-Emery criterion for the logarithmic Sobolev inequality [3] (which can be refined using $\Gamma_{2^{-}}$ calculus [2]). It turns out that contractivity of the semigroup for certain nonlinear evolution equations is in fact equivalent to lower bounds for the Ricci curvature. This has been proved for the heat semigroup in [17] and more generally in [16]. Our Eulerian approach avoids the subtle existence result for optimal transport maps $\Phi$ on Riemannian manifolds by McCann [11].
2. Gradient flows. It is instructive to discuss our approach in the language of gradient flows. This heuristics will serve as a guideline for the rigorous argument.
2.1. Abstract framework. Let us quickly recall the mathematical structure required for a gradient flow. One first needs a smooth function $\mathcal{M} \ni \rho \mapsto E(\rho)$ on a differentiable manifold $\mathcal{M}$. The differential diff $E$ of $E$ is a cotangent vector field:

$$
\mathcal{M} \ni \rho \mapsto \operatorname{diff} E_{\mid \rho} \in T_{\rho} \mathcal{M}^{*}
$$

Therefore one also needs a metric tensor $g$ on $\mathcal{M}$, i.e., a scalar product $g_{\rho}$ on $T_{\rho} \mathcal{M}$ in every point $\rho \in \mathcal{M}$. This scalar product allows one to identify cotangent with tangent vectors, yielding the gradient vector field grad $E$. The gradient flow of $E$ on the Riemannian manifold $(\mathcal{M}, g)$ is then given by the dynamical system

$$
\begin{equation*}
\frac{d \rho}{d t}=-\operatorname{grad} E_{\mid \rho} \tag{2.1}
\end{equation*}
$$

For subsequent use, we shall reformulate (2.1). We recall that the differential diff $E$ can be inferred from differentiating $E$ along a curve $[0,1] \ni s \mapsto \rho(s) \in \mathcal{M}$ :

$$
\frac{d}{d s} E(\rho(s))=\left\langle\operatorname{diff} E_{\mid \rho(s)}, \frac{d \rho}{d s}(s)\right\rangle
$$

Then the gradient grad $E$ is defined by the requirement that for any tangent vector field $[0,1] \ni s \mapsto \delta \rho(s) \in T_{\rho(s)} \mathcal{M}$ along the above curve we have

$$
g_{\rho(s)}\left(\operatorname{grad} E_{\mid \rho(s)}, \delta \rho(s)\right)=\left\langle\operatorname{diff} E_{\mid \rho(s)}, \delta \rho(s)\right\rangle
$$

Now a trajectory $[0, \infty) \ni t \mapsto \rho(t) \in \mathcal{M}$ of (2.1) is characterized by the fact that for any tangent vector field $[0, \infty) \ni t \mapsto \delta \rho(t) \in T_{\rho(t)} \mathcal{M}$ one has

$$
\begin{equation*}
g_{\rho(t)}\left(\frac{d \rho}{d t}(t), \delta \rho(t)\right)+\left\langle\operatorname{diff} E_{\mid \rho(t)}, \delta \rho(t)\right\rangle=0 \quad \forall t \tag{2.2}
\end{equation*}
$$

2.2. Heuristics: The porous medium equation as gradient flow. We are interested in the porous medium equation on a compact, connected Riemannian manifold $\mathbb{M}^{n}$ without boundary. We denote by $\cdot$ the metric tensor on $\mathbb{M}^{n}$ and by $\nabla, \nabla \cdot$, and $\Delta=\nabla \cdot \nabla$ the gradient, divergence, and Laplacian on $\mathbb{M}^{n}$. Finally, $d x$ denotes the volume form on $\mathbb{M}^{n}$; without loss of generality we assume $\int_{\mathbb{M}^{n}} 1 d x=1$. The porous medium equation describes the evolution of a nonnegative density $\rho(t, x)$ on $\mathbb{M}^{n}$. It is given by the nonlinear diffusion equation

$$
\begin{equation*}
\partial_{t} \rho-\Delta U(\rho)=0 \tag{2.3}
\end{equation*}
$$

The porous medium equation preserves the total mass, and we assume $\int_{\mathbb{M}^{n}} \rho d x=1$ for definiteness. In view of this, our state space $\mathcal{M}$ is the space of all nonnegative functions $\rho: \mathbb{M}^{n} \rightarrow[0, \infty)$ with unit integral:

$$
\begin{equation*}
\int_{\mathbb{M}^{n}} \rho d x=1 \tag{2.4}
\end{equation*}
$$

We also may think of $\mathcal{M}$ as the space of probability measures $\rho(x) d x$ on $\mathbb{M}^{n}$. For convenience we will not distinguish in the following between functions and the measures they induce via the volume element $d x$ defined on $\mathbb{M}^{n}$.

Following [12], we now introduce the metric tensor $g$ on $\mathcal{M}$. Notice that in view of (2.4) we may think of infinitesimal perturbations $\delta \rho \in T_{\rho} \mathcal{M}$ of a state $\rho \in \mathcal{M}$ as functions $\delta \rho: \mathbb{M}^{n} \rightarrow \mathbb{R}$ with

$$
\begin{equation*}
\int_{\mathbb{M}^{n}} \delta \rho d x=0 . \tag{2.5}
\end{equation*}
$$

For given $\rho \in \mathcal{M}$ we define the scalar product $g_{\rho}$ on $T_{\rho} \mathcal{M}$ as

$$
\begin{equation*}
g_{\rho}\left(\delta \rho_{0}, \delta \rho_{1}\right)=\int_{\mathbb{M}^{n}} \nabla \phi_{0} \cdot \nabla \phi_{1} \rho d x \tag{2.6}
\end{equation*}
$$

where, up to additive constants, the functions $\phi_{i}: \mathbb{M}^{n} \rightarrow \mathbb{R}$ are defined by

$$
\begin{equation*}
\delta \rho_{i}-\nabla \cdot\left(\rho \nabla \phi_{i}\right)=0 \tag{2.7}
\end{equation*}
$$

Notice that (2.7) constitutes an elliptic equation with variable coefficient $\rho \geqslant 0$ for $\phi_{i} ;(2.5)$ is necessary for the existence. If $\rho$ is strictly positive and $\rho, \delta \rho_{i}$ are smooth, then (2.5) is also sufficient for the existence of a smooth solution $\phi_{i}$. For later use we notice that $g_{\rho}\left(\delta \rho_{0}, \delta \rho_{1}\right)$ can be rewritten as

$$
\begin{equation*}
g_{\rho}\left(\delta \rho_{0}, \delta \rho_{1}\right)=-\int_{\mathbb{M}^{n}} \delta \rho_{0} \phi_{1} d x \tag{2.8}
\end{equation*}
$$

The quadratic part of the metric tensor can also be characterized variationally:

$$
\begin{equation*}
\frac{1}{2} g_{\rho}(\delta \rho, \delta \rho)=\sup _{\phi}\left\{-\int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x-\int_{\mathbb{M}^{n}} \delta \rho \phi d x\right\} \tag{2.9}
\end{equation*}
$$

where the sup is taken over all smooth functions $\phi: \mathbb{M}^{n} \longrightarrow \mathbb{R}$. In view of (2.7), we may think of $\phi_{i}$ as the "velocity potential" that generates the infinitesimal change $\delta \rho_{i}$ of the density $\rho$.

We now formally argue that (2.3) is indeed the gradient flow of $(1.2)$ on $(\mathcal{M}, g)$, reproducing the argument in [12]. We are given a nonnegative function $\rho=\rho(t, x)$
satisfying (2.4); we fix a time $t$. Let the function $\delta \rho$ of $x$ be given with (2.5), and let $\phi$ be related to $\delta \rho$ by (2.7). Then we have, on the one hand, that

$$
\begin{align*}
\left\langle\operatorname{diff} E_{\mid \rho}, \delta \rho\right\rangle & =\int_{\mathbb{M}^{n}} e^{\prime}(\rho) \delta \rho d x \\
& \stackrel{(2.7)}{=}-\int_{\mathbb{M}^{n}} e^{\prime \prime}(\rho) \nabla \rho \cdot \rho \nabla \phi d x \\
& \stackrel{(1.3)}{=}-\int_{\mathbb{M}^{n}} \nabla U(\rho) \cdot \nabla \phi d x \\
& =\int_{\mathbb{M}^{n}} \Delta U(\rho) \phi d x \tag{2.10}
\end{align*}
$$

On the other hand, we have according to (2.8)

$$
g_{\rho}\left(\partial_{t} \rho, \delta \rho\right)=-\int_{\mathbb{M}^{n}} \partial_{t} \rho \phi d x
$$

The combination of the last two identities gives, for any $\delta \rho$ satisfying (2.5),

$$
g_{\rho}\left(\partial_{t} \rho, \delta \rho\right)+\left\langle\operatorname{diff} E_{\mid \rho}, \delta \rho\right\rangle=-\int_{\mathbb{M}^{n}}\left(\partial_{t} \rho-\Delta U(\rho)\right) \phi d x
$$

In view of (2.2), this proves that indeed (2.3) is the gradient flow of (1.2) with respect to the metric tensor (2.6) defined on $\mathcal{M}$.
3. Convexity and contraction. In this section we discuss heuristically how the convexity of $E$ on $(\mathcal{M}, g)$ implies contraction for the gradient flow.
3.1. Abstract framework. Recall that a function $E$ on a Riemannian manifold $(\mathcal{M}, g)$ is convex if its Hessian Hess $E$ is positive definite in any point $\rho \in \mathcal{M}$, i.e.,

$$
g_{\rho}\left(\delta \rho, \operatorname{Hess} E_{\mid \rho} \delta \rho\right) \geqslant 0 \quad \forall \delta \rho \in T_{\rho} \mathcal{M} \text { and } \rho \in \mathcal{M}
$$

In an infinite-dimensional context, it is convenient to have alternative ways of probing convexity. We mention two possibilities:

- The standard way to probe convexity is by geodesics: If $[0,1] \ni s \mapsto \rho(s) \in \mathcal{M}$ is a geodesic, i.e., any curve for which

$$
\frac{D}{d s} \frac{d \rho}{d s}=0
$$

where $\frac{D}{d s}$ denotes the covariant derivative along $s \mapsto \rho(s)$, then we have

$$
\frac{d^{2}}{d s^{2}} E(\rho(s)) \geqslant 0
$$

Indeed, this follows from the chain rule

$$
\begin{align*}
\frac{d^{2}}{d s^{2}} E(\rho(s)) & =\frac{d}{d s} g_{\rho}\left(\frac{d \rho}{d s}, \operatorname{grad} E_{\mid \rho}\right) \\
& =g_{\rho}\left(\frac{d \rho}{d s}, \operatorname{Hess} E_{\mid \rho} \frac{d \rho}{d s}\right)+g_{\rho}\left(\frac{D}{d s} \frac{d \rho}{d s}, \operatorname{grad} E_{\mid \rho}\right) \\
& =g_{\rho}\left(\frac{d \rho}{d s}, \operatorname{Hess} E_{\mid \rho} \frac{d \rho}{d s}\right) \tag{3.1}
\end{align*}
$$

- There is another way to probe convexity of $E$ : For any gradient flow trajectory $[0, \infty) \ni t \mapsto \rho(t) \in \mathcal{M}$, i.e., any curve for which

$$
\frac{d \rho}{d t}=-\operatorname{grad} E_{\mid \rho}
$$

and any infinitesimal perturbation $[0, \infty) \ni t \mapsto \delta \rho(t) \in T_{\rho(t)} \mathcal{M}$ along this curve for which by the chain rule

$$
\begin{equation*}
\frac{D}{d t} \delta \rho=-\operatorname{Hess} E_{\mid \rho} \delta \rho \tag{3.2}
\end{equation*}
$$

we have that the size of this perturbation does not increase over time:

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2} g_{\rho}(\delta \rho, \delta \rho) \leqslant 0 \tag{3.3}
\end{equation*}
$$

Indeed, this follows from

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2} g_{\rho}(\delta \rho, \delta \rho)=g_{\rho}\left(\delta \rho, \frac{D}{d t} \delta \rho\right)=-g_{\rho}\left(\delta \rho, \operatorname{Hess} E_{\mid \rho} \delta \rho\right) \tag{3.4}
\end{equation*}
$$

The property (3.3) has a finite counterpart: Recall that the distance $\operatorname{dist}\left(\rho_{0}, \rho_{1}\right)$ between $\rho_{0}, \rho_{1} \in \mathcal{M}$ induced by the metric tensor $g$ is defined by

$$
\frac{1}{2} \operatorname{dist}\left(\rho_{0}, \rho_{1}\right)^{2}=\inf \left\{\mathcal{A}(\rho) \mid[0,1] \ni s \mapsto \rho(s) \in \mathcal{M},\left\{\begin{array}{c}
\rho(0, \cdot)=\rho_{0}  \tag{3.5}\\
\rho(1, \cdot)=\rho_{1}
\end{array}\right\}\right\}
$$

where $\mathcal{A}(\rho)$ is the natural action of a curve, i.e.,

$$
\begin{equation*}
\mathcal{A}(\rho):=\int_{0}^{1} \frac{1}{2} g_{\rho}\left(\frac{d \rho}{d s}, \frac{d \rho}{d s}\right) d s \tag{3.6}
\end{equation*}
$$

We now argue that (3.3) easily yields a global consequence of the convexity of $E$ : The gradient flow of $E$ is a contraction in dist. This means that for any two gradient flow trajectories $[0, \infty) \ni t \mapsto \rho_{i}(t) \in \mathcal{M}, i=0,1$, i.e., any curves with

$$
\frac{d \rho_{i}}{d t}=-\operatorname{grad} E_{\mid \rho_{i}}
$$

we have

$$
\operatorname{dist}\left(\rho_{0}, \rho_{1}\right) \text { is nonincreasing in } t .
$$

Indeed, by translational invariance in time, it is enough to show that

$$
\begin{equation*}
\frac{1}{2} \operatorname{dist}\left(\rho_{0}(t), \rho_{1}(t)\right)^{2} \leqslant \frac{1}{2} \operatorname{dist}\left(\rho_{0}(0), \rho_{1}(0)\right)^{2} \quad \forall t \geqslant 0 \tag{3.7}
\end{equation*}
$$

According to (3.5), for given $\epsilon>0$, there exists a curve $[0,1] \ni s \mapsto \bar{\rho}(s) \in \mathcal{M}$ such that $\bar{\rho}(s=0)=\rho_{0}(t=0)$ and $\bar{\rho}(s=1)=\rho_{1}(t=0)$, with

$$
\begin{equation*}
\frac{1}{2} \operatorname{dist}\left(\rho_{0}(0), \rho_{1}(0)\right)^{2}=\frac{1}{2} \operatorname{dist}(\bar{\rho}(0), \bar{\rho}(1))^{2} \geqslant \mathcal{A}(\bar{\rho})-\epsilon \tag{3.8}
\end{equation*}
$$

Now for every $s \in[0,1]$ let $[0, \infty) \ni t \mapsto \rho(s, t) \in \mathcal{M}$ denote the solution of

$$
\begin{equation*}
\frac{d \rho(s, \cdot)}{d t}=-\operatorname{grad} E_{\mid \rho(s, \cdot)} \tag{3.9}
\end{equation*}
$$

with $\rho(s, 0)=\bar{\rho}(s)$. Notice that then $\rho(0, t)=\rho_{0}(t)$ and $\rho(1, t)=\rho_{1}(t)$ so that

$$
\begin{equation*}
\frac{1}{2} \operatorname{dist}\left(\rho_{0}(t), \rho_{1}(t)\right)^{2} \leqslant \mathcal{A}(\rho(\cdot, t)) \tag{3.10}
\end{equation*}
$$

Taking the covariant derivative of (3.9) with respect to $s$ yields

$$
\frac{D}{\partial t} \frac{\partial \rho}{\partial s}=\frac{D}{\partial s} \frac{\partial \rho}{\partial t}=-\operatorname{Hess} E_{\mid \rho} \frac{\partial \rho}{\partial s}
$$

Thus we obtain from (3.3) applied to $\delta \rho=\frac{\partial \rho}{\partial s}$

$$
\frac{\partial}{\partial t} \frac{1}{2} g_{\rho}\left(\frac{\partial \rho}{\partial s}, \frac{\partial \rho}{\partial s}\right) \leqslant 0
$$

Integration over $s$ yields

$$
\frac{d}{d t} \mathcal{A}(\rho(\cdot, t))=\int_{0}^{1} \frac{\partial}{\partial t} \frac{1}{2} g_{\rho}\left(\frac{\partial \rho}{\partial s}, \frac{\partial \rho}{\partial s}\right) d s \leqslant 0
$$

Integration over $t$ yields

$$
\mathcal{A}(\rho(\cdot, t)) \leqslant \mathcal{A}(\rho(\cdot, 0)) .
$$

Together with (3.10) and (3.8) we therefore end up with

$$
\frac{1}{2} \operatorname{dist}\left(\rho_{0}(t), \rho_{1}(t)\right)^{2} \leqslant \frac{1}{2} \operatorname{dist}\left(\rho_{0}(0), \rho_{1}(0)\right)^{2}+\epsilon
$$

and since $\epsilon>0$ was arbitrary, (3.7) is proved.
Remark 3.1 (added in proof). It is possible to give an argument in favor of

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{1}{2} g_{\rho}\left(\frac{\partial \rho}{\partial s}, \frac{\partial \rho}{\partial s}\right)=-g_{\rho}\left(\frac{\partial \rho}{\partial s}, \operatorname{Hess} E_{\mid \rho} \frac{\partial \rho}{\partial s}\right) \tag{3.11}
\end{equation*}
$$

that avoids using the covariant derivative altogether: Consider first a family of curves $[0,1] \ni s \mapsto \tilde{\rho}(s, t) \in \mathcal{M}$ for $t \in[0, \infty)$ such that $s \mapsto \tilde{\rho}(s, 0)$ is a geodesic. Then

$$
\begin{equation*}
\frac{\partial}{\partial t} \frac{1}{2} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial s}\right)=\frac{\partial}{\partial s} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial t}\right) \quad \text { for } t=0 \tag{3.12}
\end{equation*}
$$

Indeed, given any function $[0,1] \ni s \mapsto \alpha(s) \in \mathbb{R}$ with $\alpha(0)=\alpha(1)=0$ let

$$
\hat{\rho}(s, t):=\tilde{\rho}(s, \alpha(s) t) \quad \forall s, t .
$$

Since $\hat{\rho}(0, t)=\tilde{\rho}(0,0)$ and $\hat{\rho}(1, t)=\tilde{\rho}(1,0)$, the definition of geodesic yields

$$
\begin{equation*}
0=\left.\frac{d}{d t}\right|_{t=0} \int_{0}^{1} \frac{1}{2} g_{\hat{\rho}}\left(\frac{\partial \hat{\rho}}{\partial s}, \frac{\partial \hat{\rho}}{\partial s}\right) d s=\left.\int_{0}^{1} \frac{\partial}{\partial t}\right|_{t=0} \frac{1}{2} g_{\hat{\rho}}\left(\frac{\partial \hat{\rho}}{\partial s}, \frac{\partial \hat{\rho}}{\partial s}\right) d s \tag{3.13}
\end{equation*}
$$

On the other hand, we have $\frac{\partial \hat{\rho}}{\partial s}(s, t)=\frac{\partial \tilde{\rho}}{\partial s}(s, \alpha(s) t)+\alpha^{\prime}(s) t \frac{\partial \tilde{\rho}}{\partial t}(s, \alpha(s) t)$, and therefore

$$
\begin{aligned}
{\left[\frac{1}{2} g_{\hat{\rho}}\left(\frac{\partial \hat{\rho}}{\partial s}, \frac{\partial \hat{\rho}}{\partial s}\right)\right](s, t)=} & {\left[\frac{1}{2} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial s}\right)\right](s, \alpha(s) t) } \\
& +\alpha^{\prime}(s) t\left[g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial t}\right)\right](s, \alpha(s) t) \\
& +\frac{1}{2}\left(\alpha^{\prime}(s) t\right)^{2}\left[g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial t}, \frac{\partial \tilde{\rho}}{\partial t}\right)\right](s, \alpha(s) t)
\end{aligned}
$$

Using this identity in (3.13) then gives

$$
\begin{aligned}
& 0 \left.=\int_{0}^{1} \alpha \frac{\partial}{\partial t} \right\rvert\, t=0 \\
& \frac{1}{2} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial s}\right) d s+\int_{0}^{1} \alpha^{\prime} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial t}\right)_{\mid t=0} d s \\
&=\int_{0}^{1} \alpha\left\{\frac{\partial}{\partial t} \frac{1}{2} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial s}\right)-\frac{\partial}{\partial s} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial t}\right)\right\}_{\mid t=0} d s
\end{aligned}
$$

This proves (3.12) because $\alpha$ was arbitrary. Consider now the family of gradient flows $\rho=\rho(s, \cdot)$ satisfying (3.9). For any $s_{0} \in[0,1]$ there exists a map $\tilde{\rho}$ such that

$$
\left\{\begin{array}{c}
{[0,1] \ni s \mapsto \tilde{\rho}(s, t) \text { is a geodesic }}  \tag{3.14}\\
\tilde{\rho}\left(s_{0}, t\right)=\rho\left(s_{0}, t\right) \\
\frac{\partial \tilde{\rho}}{\partial s}\left(s_{0}, t\right)=\frac{\partial \rho}{\partial s}\left(s_{0}, t\right)
\end{array}\right\} \quad \forall t \in[0, \infty)
$$

At $s=s_{0}$ we then find

$$
\begin{aligned}
\frac{\partial}{\partial t} \frac{1}{2} g_{\rho}\left(\frac{\partial \rho}{\partial s}, \frac{\partial \rho}{\partial s}\right) \stackrel{(3.14)}{=} \frac{\partial}{\partial t} \frac{1}{2} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial s}\right) & \stackrel{(3.12)}{=} \frac{\partial}{\partial s} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \tilde{\rho}}{\partial t}\right) \\
& \stackrel{(3.14)}{=} \frac{\partial}{\partial s} g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \frac{\partial \rho}{\partial t}\right) \\
& \stackrel{(2.2)}{=} \frac{\partial}{\partial s}\left[-\left\langle\operatorname{diff} E_{\mid \rho}, \frac{\partial \tilde{\rho}}{\partial s}\right\rangle\right] \\
& \stackrel{(3.14)}{=} \frac{\partial}{\partial s}\left[-\left\langle\operatorname{diff} E_{\mid \tilde{\rho}}, \frac{\partial \tilde{\rho}}{\partial s}\right\rangle\right]=-\frac{\partial^{2}}{\partial s^{2}} E(\tilde{\rho})
\end{aligned}
$$

By definition of the Hessian, we have

$$
\frac{\partial^{2}}{\partial s^{2}} E(\tilde{\rho})=g_{\tilde{\rho}}\left(\frac{\partial \tilde{\rho}}{\partial s}, \operatorname{Hess} E_{\mid \tilde{\rho}} \frac{\partial \tilde{\rho}}{\partial s}\right) \stackrel{(3.14)}{=} g_{\rho}\left(\frac{\partial \rho}{\partial s}, \operatorname{Hess} E_{\mid \rho} \frac{\partial \rho}{\partial s}\right)
$$

and (3.11) follows.
3.2. Heuristics: Convexity and induced metric. In this section we show heuristically how the abstract framework of the previous section yields a contraction property in the Wasserstein distance for the porous medium equation. This argument will be made rigorous in the remainder of the paper.

We recall the heuristic argument for the convexity of $E$ on $(\mathcal{M}, g)$ for which we probe the convexity along geodesics. Therefore we start by heuristically deriving the equation for geodesics, essentially reproducing [13]. An alternative heuristic derivation can be found in [12]. Notice first that within the abstract framework, the geodesic equation is the Euler-Lagrange equation (i.e., the first variation) of the action functional (3.6). In view of (2.6), our action functional for a curve in $\mathcal{M}$, i.e., for a function $\rho:[0,1] \times \mathbb{M}^{n} \rightarrow[0, \infty)$ with $\int_{\mathbb{M}^{n}} \rho(s, x) d x=1$ for all $s \in[0,1]$, takes the form

$$
\begin{equation*}
\mathcal{A}(\rho)=\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x d s \tag{3.15}
\end{equation*}
$$

where the function $\phi:[0,1] \times \mathbb{M}^{n} \rightarrow \mathbb{R}$ is determined by

$$
\begin{equation*}
\partial_{s} \rho-\nabla \cdot(\rho \nabla \phi)=0 \tag{3.16}
\end{equation*}
$$

and plays the role of the tangent vector field along the curve. Like for the metric tensor itself (cf. (2.9)), the action functional can be written variationally:

$$
\begin{align*}
& \mathcal{A}(\rho)=\sup _{\phi}\left\{-\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x d s-\iint_{[0,1] \times \mathbb{M}^{n}} \phi \partial_{s} \rho d x d s\right\} \\
&=\sup _{\phi}\left\{-\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x d s+\iint_{[0,1] \times \mathbb{M}^{n}} \partial_{s} \phi \rho d x d s\right. \\
&\left.+\int_{\mathbb{M}^{n}} \phi(0, x) \rho_{0}(x) d x-\int_{\mathbb{M}^{n}} \phi(1, x) \rho_{1}(x) d x\right\} \tag{3.17}
\end{align*}
$$

where the sup is taken over all smooth functions $\phi:[0,1] \times \mathbb{M}^{n} \rightarrow \mathbb{R}$. Here $\rho_{0}, \rho_{1}$ are the fixed endpoints of the curve; i.e., we have

$$
\begin{equation*}
\rho(0, \cdot)=\rho_{0} \quad \text { and } \quad \rho(1, \cdot)=\rho_{1} \tag{3.18}
\end{equation*}
$$

To obtain the induced distance in $\mathcal{M}$, the expression (3.17) needs to be minimized over all functions $\rho:[0,1] \times \mathbb{M}^{n} \rightarrow[0, \infty)$ with $\int_{\mathbb{M}^{n}} \rho(\cdot, x) d x=1$; see (3.5). In fact, we may think of minimizing (3.17) over all functions $\rho:[0,1] \times \mathbb{M}^{n} \rightarrow \mathbb{R}$ because (3.17) is $+\infty$ if (3.16) or (3.18) is violated. Maximizing in $\phi$ and minimizing in $\rho$ amounts to a saddle-point problem. The first variation in $\phi$ is given by (3.16) and (3.18). The first variation in $\rho$ is given by the Hamilton-Jacobi equation

$$
\begin{equation*}
\partial_{s} \phi-\frac{1}{2}|\nabla \phi|^{2}=0 \tag{3.19}
\end{equation*}
$$

Hence the combination of the transport equation (3.16) and the Hamilton-Jacobi equation (3.19) forms the geodesic equation. Note that the system (3.16) and (3.19) is of hyperbolic nature as a partial differential equation. The velocity $u=-\nabla \phi$ satisfies the "pressureless Euler equation"

$$
\frac{D}{d s} u+D u u=0
$$

and thus the flow $\partial_{s} \Phi=u \circ \Phi$ consists of geodesic trajectories, i.e., $\frac{D}{d s} \frac{\partial}{\partial s} \Phi=0$. Notice that (3.16) states that $\rho(s, \cdot)$ is the push-forward of $\rho(s=0)$ under $\Phi(s, \cdot)$. This is what we call the Lagrangian approach. Geodesics in the sense of shortest curves were given a rigorous meaning for a Riemannian manifold $\mathbb{M}^{n}$ in [11].

Having identified the geodesic equation, we can probe the convexity of (1.2) along geodesics. This was first done in the Lagrangian framework in [10] and gave rise to the notion of displacement convexity. We reproduce the heuristic Eulerian argument from [13]. Let $\rho:[0,1] \times \mathbb{M}^{n} \rightarrow[0, \infty)$ be a geodesic with tangent field $\phi:[0,1] \times \mathbb{M}^{n} \rightarrow \mathbb{R}$; i.e., let (3.16) and (3.19) be satisfied. As in (2.10), we find for the first derivative

$$
\frac{d E}{d s}=\int_{\mathbb{M}^{n}} \Delta U(\rho) \phi d x=\int_{\mathbb{M}^{n}} U(\rho) \Delta \phi d x
$$

For the second derivative, we obtain

$$
\begin{aligned}
& \frac{d^{2} E}{d s^{2}}=\int_{\mathbb{M}^{n}}\left(U^{\prime}(\rho) \partial_{s} \rho \Delta \phi+U(\rho) \Delta \partial_{s} \phi\right) d x \\
& \stackrel{(3.19)}{=} \int_{\mathbb{M}^{n}}\left(U^{\prime}(\rho) \nabla \cdot(\rho \nabla \phi) \Delta \phi+U(\rho) \Delta \frac{1}{2}|\nabla \phi|^{2}\right) d x \\
&=\int_{\mathbb{M}^{n}}\left(\rho U^{\prime}(\rho)(\Delta \phi)^{2}+\nabla U(\rho) \cdot \nabla \phi \Delta \phi+U(\rho) \Delta \frac{1}{2}|\nabla \phi|^{2}\right) d x \\
&=\int_{\mathbb{M}^{n}}\left(\rho U^{\prime}(\rho)(\Delta \phi)^{2}+U(\rho)\left(-\nabla \cdot(\nabla \phi \Delta \phi)+\Delta \frac{1}{2}|\nabla \phi|^{2}\right)\right) d x \\
&=\int_{\mathbb{M}^{n}}\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left(-\nabla \phi \cdot \nabla \Delta \phi+\Delta \frac{1}{2}|\nabla \phi|^{2}\right)\right) d x
\end{aligned}
$$

We appeal to Bochner's formula (see [14]):

$$
-\nabla \phi \cdot \nabla \Delta \phi+\Delta \frac{1}{2}|\nabla \phi|^{2}=\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \operatorname{Ric} \nabla \phi
$$

where $\mathrm{D}^{2} \phi$ denotes the Hessian of $\phi,|A|^{2}$ stands for the trace of $A^{t} A$, and Ric denotes the Ricci curvature of $\mathbb{M}^{n}$. We thus obtain the formula

$$
\begin{equation*}
\frac{d^{2} E}{d s^{2}}=\int_{\mathbb{M}^{n}}\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left(\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \operatorname{Ric} \nabla \phi\right)\right) d x \tag{3.20}
\end{equation*}
$$

In view of (3.1), the right-hand side of (3.20) can be understood as the quadratic part of the Hessian of $E$ in the direction of the infinitesimal variation $\delta \rho=\nabla \cdot(\rho \nabla \phi)$. We notice that it is nonnegative for all functions $\rho \geqslant 0$ and $\phi$ if and only if

$$
\rho U^{\prime}(\rho) \geqslant\left(1-\frac{1}{n}\right) U(\rho) \geqslant 0 \quad \text { and } \quad \operatorname{Ric}(x) \geqslant 0 \quad \forall x \in \mathbb{M}^{n}
$$

because $(\Delta \phi)^{2} \leqslant n\left|\mathrm{D}^{2} \phi\right|^{2}$. The convexity of $E$ along geodesics in the Riemannian case $\mathbb{M}^{n}$ was given a rigorous meaning in [7].

To conclude, it remains only to prove that (3.5) with (3.15) and (3.16) coincides with $\frac{1}{2} \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$. Recall that for $\rho_{0}, \rho_{1} \in \operatorname{Prob}\left(\mathbb{M}^{n}\right), \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$ is defined as

$$
\left.\begin{array}{rl}
\inf \left\{\iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} d(x, y)^{2} d \pi(x, y) \mid\right. & \pi \in \operatorname{Prob}\left(\mathbb{M}^{n} \times \mathbb{M}^{n}\right) \\
& \left.\int_{\mathbb{M}^{n}} d \pi(\cdot, y)=\rho_{0}, \int_{\mathbb{M}^{n}} d \pi(x, \cdot)=\rho_{1}\right\}
\end{array}\right\}
$$

cf. [18]. Several heuristic arguments are possible here (cf. [12] and [13]). However, the rigorous proof we provide in the next section is no more difficult than a heuristic one; therefore we refer the reader to Proposition 4.3.
4. Rigorous result: Contraction. We recall that $\mathbb{M}^{n}$ is a compact connected Riemannian manifold without boundary, with geodesic distance $d$ and $\int_{\mathbb{M}^{n}} 1 d x=1$.

Here is our main result.
THEOREM 4.1 (contraction estimate). Assume that $\rho U^{\prime}(\rho) \geqslant\left(1-\frac{1}{n}\right) U(\rho) \geqslant 0$ for all $\rho \geqslant 0$ and that $\operatorname{Ric}(x) \geqslant 0$ for all $x \in \mathbb{M}^{n}$. For nonnegative initial data $\bar{\rho}_{0}, \bar{\rho}_{1}$ with $\int_{\mathbb{M}^{n}} \bar{\rho}_{i} d x=1$ consider solutions $\rho_{i}$ of the porous medium equation

$$
\left.\begin{array}{rl}
\partial_{t} \rho_{i}-\Delta U\left(\rho_{i}\right) & =0 \\
\rho_{i}(t=0) & =\bar{\rho}_{i}
\end{array}\right\} \quad \text { for } i=0,1
$$

Then the Wasserstein distance of $\rho_{0}$ and $\rho_{1}$ is nonincreasing in time, i.e.,

$$
\begin{equation*}
\frac{d^{+}}{d t} \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right) \leqslant 0 \tag{4.1}
\end{equation*}
$$

Remark 4.1. We have seen in section 3.2 that heuristically the convexity of $E$ is equivalent to the conditions on $U$ and Ric required in Theorem 4.1. We have seen in section 3.1 that convexity of $E$ is equivalent to the contractivity of the corresponding gradient flow. Hence we expect that the conditions on $U$ and Ric are also necessary. This has been rigorously proven in [16]. Also in [16], the sufficiency of these conditions has been established using the Lagrangian approach mentioned in section 1 which relies on [11].

The theorem will be a consequence of the following two propositions.
Proposition 4.2. Assume that $\rho U^{\prime}(\rho) \geqslant\left(1-\frac{1}{n}\right) U(\rho) \geqslant 0$ for all $\rho \geqslant 0$ and that $\operatorname{Ric}(x) \geqslant 0$ for all $x \in \mathbb{M}^{n}$. Consider a family of smooth positive solutions of

$$
\begin{equation*}
\partial_{t} \rho-\Delta U(\rho)=0 \tag{4.2}
\end{equation*}
$$

depending smoothly on the parameter $s \in[0,1]$. For any $(s, t)$ let $\phi$ be defined by

$$
\partial_{s} \rho-\nabla \cdot(\rho \nabla \phi)=0
$$

Then the following holds:

$$
\frac{d}{d t} \iint_{[0,1] \times \mathbb{M}^{n}}|\nabla \phi|^{2} \rho d x d s \leqslant 0
$$

Remark 4.2. Proposition 4.2 is guided by the abstract observation of section 3.1: Convexity can be probed by the gradient flow. More precisely, convexity expresses itself by the fact that the action of curves is reduced when the points along the curve are evolved by the gradient flow.

Proposition 4.3. Consider $\rho_{0} d x, \rho_{1} d x \in \operatorname{Prob}\left(\mathbb{M}^{n}\right)$, where $\rho_{0}, \rho_{1}$ are smooth and positive functions. Then the Wasserstein distance squared $\frac{1}{2} \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$ equals

$$
\left.\begin{array}{rl}
\inf \left\{\left.\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x d s \right\rvert\,\right. & (\rho>0, \phi) \text { smooth functions on }[0,1] \times \mathbb{M}^{n} \\
& \partial_{s} \rho-\nabla \cdot(\rho \nabla \phi)=0,\left\{\begin{array}{l}
\rho(0, \cdot)=\rho_{0} \\
\rho(1, \cdot)=\rho_{1}
\end{array}\right\} \tag{4.3}
\end{array}\right\} .
$$

Proof of Theorem 4.1. Assume first that the initial data are smooth and positive and that $U$ is linear for $\rho \notin[\alpha, 1 / \alpha]$ with $\alpha>0$ small. Then standard parabolic theory yields that solutions of the porous medium equation for smooth and positive initial data are also smooth and positive. By Proposition 4.3 we can, for any $\varepsilon>0$, find smooth functions $(\bar{\rho}>0, \bar{\phi})$ on $[0,1] \times \mathbb{M}^{n}$, with

$$
\partial_{s} \bar{\rho}-\nabla \cdot(\bar{\rho} \nabla \bar{\phi})=0,\left\{\begin{array}{l}
\bar{\rho}(0, \cdot)=\bar{\rho}_{0} \\
\bar{\rho}(1, \cdot)=\bar{\rho}_{1}
\end{array}\right\}
$$

such that

$$
\iint_{[0,1] \times \mathbb{M}^{n}}|\nabla \bar{\phi}|^{2} \bar{\rho} d x d s \leqslant \mathcal{W}^{2}\left(\bar{\rho}_{0}, \bar{\rho}_{1}\right)+\varepsilon .
$$

For any $s \in[0,1]$, let $\bar{\rho}(\cdot, s)$ evolve according to the porous medium equation. This yields a family $\rho$ of solutions depending smoothly on $s$ for which Proposition 4.2 applies. Using again the characterization of Proposition 4.3 then yields

$$
\begin{align*}
\mathcal{W}^{2}\left(\rho_{0}(t), \rho_{1}(t)\right) & \leqslant \iint_{[0,1] \times \mathbb{M}^{n}}|\nabla \phi(t)|^{2} \rho(t) d x d s \\
& \leqslant \iint_{[0,1] \times \mathbb{M}^{n}}|\nabla \bar{\phi}|^{2} \bar{\rho} d x d s \leqslant \mathcal{W}^{2}\left(\bar{\rho}_{0}, \bar{\rho}_{1}\right)+\varepsilon \quad \forall t>0 \tag{4.4}
\end{align*}
$$

Since $\varepsilon>0$ was arbitrary, we obtain (4.1) in this case.
The general case follows by an approximation argument that we do not discuss in detail here. For general nonnegative initial data one can find sequences of smooth positive functions, converging strongly to the given $\bar{\rho}_{0}, \bar{\rho}_{1}$. Then standard theory for the porous medium equation yields that the solutions converge strongly in $L^{1}\left(\mathbb{M}^{n}\right)$, hence a posteriori also in the Wasserstein distance which metrizes the weak* topology of measures. Therefore the contraction estimate generalizes to this setting. Similarly, one can approximate a given $U$ with $\rho U^{\prime}(\rho) \geqslant\left(1-\frac{1}{n}\right) U(\rho) \geqslant 0$ for all $\rho \geqslant 0$ by a sequence of functions that have the same property and are linear for small and large $\rho$ and that converge uniformly. Then standard theory applies and allows one to conclude. We refer the reader to [12], where this program has been carried out in $\mathbb{R}^{n}$.

Proof of Proposition 4.2. The following remark is at the core of Proposition 4.2.
Lemma 4.4. Consider smooth functions $(\rho>0, \delta \rho)$ on $[0, \infty) \times \mathbb{M}^{n}$ solving

$$
\begin{cases}\partial_{t} \rho-\Delta U(\rho) & =0  \tag{4.5}\\ \partial_{t}(\delta \rho)-\Delta\left(U^{\prime}(\rho) \delta \rho\right) & =0\end{cases}
$$

For any $t$ let $\phi$ be defined by

$$
\begin{equation*}
\delta \rho-\nabla \cdot(\rho \nabla \phi)=0 \tag{4.6}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \frac{d}{d t} \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x \\
& \quad=-\int_{\mathbb{M}^{n}}\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left(\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \operatorname{Ric} \nabla \phi\right)\right) d x \tag{4.7}
\end{align*}
$$

Remark 4.3. Observe that the second equation in (4.5) describes the evolution of an infinitesimal perturbation $\delta \rho$ of $\rho$; see (3.2). Notice further that in view of (4.6), the left-hand side of (4.7) measures how the squared norm of $\delta \rho$ changes in time; cf. (3.3). Observe finally that the right-hand side expression of (4.7) coincides with what we expect to be - up to the sign - the Hessian; see (3.20). In this sense the formula (4.7) reproduces (3.4).

Proof. The left-hand side of (4.7) equals, after an integration by parts,

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x=\int_{\mathbb{M}^{n}}\left(-\phi \nabla \cdot\left(\rho \partial_{t} \nabla \phi\right)+\frac{1}{2}|\nabla \phi|^{2} \partial_{t} \rho\right) d x \tag{4.8}
\end{equation*}
$$

We express $-\nabla \cdot\left(\rho \partial_{t} \nabla \phi\right)$ in terms of $\rho$ and $\phi$. We find by differentiating (4.6)

$$
\begin{aligned}
-\nabla \cdot & \left(\rho \partial_{t} \nabla \phi\right) \\
& =-\partial_{t}(\delta \rho)+\nabla \cdot\left(\partial_{t} \rho \nabla \phi\right) \\
& \stackrel{(4.5)}{=}-\Delta\left(U^{\prime}(\rho) \delta \rho\right)+\nabla \cdot(\Delta U(\rho) \nabla \phi) \\
& \stackrel{(4.6)}{=}-\Delta\left(U^{\prime}(\rho) \nabla \cdot(\rho \nabla \phi)\right)+\nabla \cdot(\Delta U(\rho) \nabla \phi) \\
& =-\Delta\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right) \Delta \phi\right)-\Delta \nabla \cdot(U(\rho) \nabla \phi)+\nabla \cdot(\Delta U(\rho) \nabla \phi)
\end{aligned}
$$

Using this identity and (4.5) in (4.8) gives, after throwing all derivatives onto $\phi$,

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x \\
& \quad=-\int_{\mathbb{M}^{n}}\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left(-\nabla \Delta \phi \cdot \nabla \phi+\Delta \frac{1}{2}|\nabla \phi|^{2}\right)\right) d x .
\end{aligned}
$$

Then we use Bochner's formula

$$
-\nabla \Delta \phi \cdot \nabla \phi+\Delta \frac{1}{2}|\nabla \phi|^{2}=\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \operatorname{Ric} \nabla \phi
$$

(see Proposition 3.3 of [14]) to conclude.
Fix $s \in[0,1]$, and let $\delta \rho=\partial_{s} \rho(\cdot, s)$. Differentiating (4.2) with respect to $s$ gives

$$
\partial_{t}\left(\partial_{s} \rho\right)-\Delta\left(U^{\prime}(\rho) \partial_{s} \rho\right)=0
$$

Then Lemma 4.4 applies and yields

$$
\begin{align*}
& \frac{d}{d t} \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x \\
& \quad=-\int_{\mathbb{M}^{n}}\left(\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left(\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \operatorname{Ric} \nabla \phi\right)\right) d x \tag{4.9}
\end{align*}
$$

Notice that $(\Delta \phi)^{2} \leqslant n\left|\mathrm{D}^{2} \phi\right|^{2}$. By the assumption on $U$, we therefore get

$$
\left(\rho U^{\prime}(\rho)-U(\rho)\right)(\Delta \phi)^{2}+U(\rho)\left|\mathrm{D}^{2} \phi\right|^{2} \geqslant U(\rho)\left(-\frac{1}{n}(\Delta \phi)^{2}+\left|\mathrm{D}^{2} \phi\right|^{2}\right) \geqslant 0
$$

Furthermore, we have $\nabla \phi \cdot \operatorname{Ric} \nabla \phi \geqslant 0$. This proves the proposition. $\square$
Remark 4.4. The same reasoning also yields convergence rates: In fact, if

$$
\begin{equation*}
U(\rho) \xi \cdot \operatorname{Ric}(x) \xi \geqslant \lambda \rho|\xi|^{2} \quad \forall \rho \geqslant 0 \text { and }(x, \xi) \in T \mathbb{M}^{n} \tag{4.10}
\end{equation*}
$$

for a suitable constant $\lambda \in \mathbb{R}$, then (4.9) gives

$$
\frac{d}{d t} \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x=-\int_{\mathbb{M}^{n}} U(\rho)(\nabla \phi \cdot \operatorname{Ric} \nabla \phi) d x \leqslant-2 \lambda \int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x
$$

We obtain exponential decay of $\int_{\mathbb{M}^{n}} \frac{1}{2}|\nabla \phi|^{2} \rho d x$ with rate $2 \lambda$, thus of $\mathcal{W}^{2}\left(\rho_{1}, \rho_{0}\right)$, by (4.4). For the heat equation on the unit sphere, for example, condition (4.10) is satisfied with constant $\lambda=1$.

Proof of Proposition 4.3. We proceed in five steps.

Step 1. We first prove that $\frac{1}{2} \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right) \leqslant(4.3)$. Therefore assume that $(\rho, \phi)$ is admissible in (4.3). For abbreviation we introduce the velocity field $u:=-\nabla \phi$, such that $\partial_{s} \rho+\nabla \cdot(\rho u)=0$, and consider the flow induced by $u$ :

$$
\begin{equation*}
\Phi:[0,1] \times \mathbb{M}^{n} \longrightarrow \mathbb{M}^{n} \quad \text { with } \quad \partial_{s} \Phi(s, x)=u(s, \Phi(s, x)), \Phi(0, x)=x \tag{4.11}
\end{equation*}
$$

for all $(s, x) \in[0,1] \times \mathbb{M}^{n}$. Then the measure $\rho(s, x) d x$ is the push-forward of the measure $\rho_{0}(x) d x$ under $\Phi(s, \cdot)$; i.e., we have for all smooth functions $\zeta$ on $\mathbb{M}^{n}$

$$
\begin{equation*}
\int_{\mathbb{M}^{n}} \zeta(x) \rho(s, x) d x=\int_{\mathbb{M}^{n}} \zeta(\Phi(s, x)) \rho_{0}(x) d x \quad \forall s \in[0,1] . \tag{4.12}
\end{equation*}
$$

Moreover, by definition of the geodesic distance $d$ we have

$$
\begin{equation*}
d(x, \Phi(1, x))^{2} \leqslant \int_{0}^{1}\left|\partial_{s} \Phi(s, x)\right|^{2} d s \tag{4.13}
\end{equation*}
$$

Let $\pi$ be the nonnegative measure defined by

$$
\begin{equation*}
\iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} \zeta(x, y) d \pi(x, y)=\int_{\mathbb{M}^{n}} \zeta(x, \Phi(1, x)) \rho_{0}(x) d x \tag{4.14}
\end{equation*}
$$

for all smooth functions $\zeta$ on $\mathbb{M}^{n} \times \mathbb{M}^{n}$. Thanks to (4.12), $\pi$ is admissible in the definition of the Wasserstein distance $\mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$. Furthermore, we have

$$
\begin{aligned}
& \iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} d(x, y)^{2} d \pi(x, y) \\
& \stackrel{(4.14)}{=} \int_{\mathbb{M}^{n}} d(x, \Phi(1, x))^{2} \rho_{0}(x) d x \\
& \stackrel{(4.13)}{=} \int_{\mathbb{M}^{n}}\left(\int_{0}^{1}\left|\partial_{s} \Phi(s, x)\right|^{2} d s\right) \rho_{0}(x) d x \\
& \stackrel{(4.11)}{=} \int_{0}^{1} \int_{\mathbb{M}^{n}}|u(s, \Phi(s, x))|^{2} \rho_{0}(x) d x d s \\
& \stackrel{(4.12)}{=} \int_{0}^{1} \int_{\mathbb{M}^{n}}|u(s, x)|^{2} \rho(s, x) d x d s=\iint_{[0,1] \times \mathbb{M}^{n}}|\nabla \phi|^{2} \rho d x d s .
\end{aligned}
$$

This proves our claim.
Step 2 . Notice that any smooth vector field on $[0,1] \times \mathbb{M}^{n}$ can be identified with a pair $(\rho, m)$, where $\rho$ is a function on $[0,1] \times \mathbb{M}^{n}$ and $m$ is an $s$-dependent vector field on $\mathbb{M}^{n}$ (such as $m=-\rho \nabla \phi$ ). We will now show that (4.3) equals

$$
\begin{align*}
& \inf \left\{\left.\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2} \rho^{-1}|m|^{2} d x d s \right\rvert\,(\rho>0, m) \text { smooth vector field on }[0,1] \times \mathbb{M}^{n},\right. \\
&  \tag{4.15}\\
& \left.\partial_{s} \rho+\nabla \cdot m=0,\left\{\begin{array}{c}
\rho(0, \cdot)=\rho_{0} \\
\rho(1, \cdot)=\rho_{1}
\end{array}\right\}\right\} .
\end{align*}
$$

That (4.15) does not exceed (4.3) is obvious. To prove the converse consider an admissible pair $(\rho, m)$ in the sense of (4.15). By positivity of $\rho$ we then find, for any $s \in[0,1]$, a smooth function $\phi$ on $\mathbb{M}^{n}$ solving the elliptic equation

$$
\begin{equation*}
\nabla \cdot(m+\rho \nabla \phi)=0 \quad \text { on } \mathbb{M}^{n} \tag{4.16}
\end{equation*}
$$

This $\phi$ depends smoothly on $s$ because $(\rho, m)$ does. Since $\mathbb{M}^{n}$ has no boundary,

$$
\int_{\mathbb{M}^{n}}(m+\rho \nabla \phi) \cdot \nabla \phi d x=0 .
$$

Therefore by Cauchy-Schwarz

$$
\begin{aligned}
\int_{\mathbb{M}^{n}} \rho|\nabla \phi|^{2} d x & \stackrel{(4.16)}{=} \int_{\mathbb{M}^{n}}-m \cdot \nabla \phi d x \\
& \leqslant\left(\int_{\mathbb{M}^{n}} \rho^{-1}|m|^{2} d x\right)^{1 / 2}\left(\int_{\mathbb{M}^{n}} \rho|\nabla \phi|^{2} d x\right)^{1 / 2}
\end{aligned}
$$

and thus

$$
\int_{\mathbb{M}^{n}} \frac{1}{2} \rho|\nabla \phi|^{2} d x \leqslant \int_{\mathbb{M}^{n}} \frac{1}{2} \rho^{-1}|m|^{2} d x
$$

Step 3. Now we generalize the functional (4.15) to a certain class of distributions and prove that then the inf is bounded by the Wasserstein distance for any measures $\rho_{0}, \rho_{1} \in \operatorname{Prob}\left(\mathbb{M}^{n}\right)$. To achieve this, notice first that thanks to the Riemannian metric on $\mathbb{M}^{n}$, any smooth 1-form $\omega$ on $[0,1] \times \mathbb{M}^{n}$ can be identified with a pair $(\sigma, \xi)$, where $\sigma$ is a function on $[0,1] \times \mathbb{M}^{n}$ and $\xi$ is an $s$-dependent vector field on $\mathbb{M}^{n}$, via

$$
\langle\omega,(\rho, m)\rangle=\sigma \rho+\xi \cdot m
$$

for all (smooth) vector fields $(\rho, m)$. We write

$$
\omega=\sigma d s+\xi \cdot d x
$$

The space of 1 -forms can be topologized as usual in the theory of distributions, but we do not want to go into details and refer the reader to [8, 9] instead. A linear functional on the space of smooth 1 -forms is called a current. Any smooth vector field $(\rho, m)$ defined on $[0,1] \times \mathbb{M}^{n}$ gives rise to a current $T$ via

$$
\begin{equation*}
\langle T, \sigma d s+\xi \cdot d x\rangle:=\iint_{[0,1] \times \mathbb{M}^{n}} \rho \sigma+m \cdot \xi d x d s \tag{4.17}
\end{equation*}
$$

But of course not all currents $T$ can be represented in this form.
We consider currents defined on $[0,1] \times \mathbb{M}^{n}$ that satisfy

$$
\begin{equation*}
\left\langle T, \partial_{s} \zeta d s+\nabla \zeta \cdot d x\right\rangle=\int_{\mathbb{M}^{n}} \zeta(1, x) d \rho_{1}(x)-\int_{\mathbb{M}^{n}} \zeta(0, x) d \rho_{0}(x) \tag{4.18}
\end{equation*}
$$

for all test functions $\zeta$ for given $\rho_{0}, \rho_{1} \in \operatorname{Prob}\left(\mathbb{M}^{n}\right)$. If now $T$ is of the form (4.17), then (4.18) is just the weak formulation of the continuity equation $\partial_{s} \rho+\nabla \cdot m=0$ with initial and final data $\rho_{0}$ and $\rho_{1}$. Following [4], we can generalize the action

$$
\begin{equation*}
\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2} \rho^{-1}|m|^{2} d x d s \tag{4.19}
\end{equation*}
$$

as follows. For any current $T$ with (4.18) we consider

$$
\begin{align*}
\mathcal{A}(T):=\sup \{\langle T, \sigma d s+\xi \cdot d x\rangle \mid & (\sigma, \xi) \text { smooth vector field on }[0,1] \times \mathbb{M}^{n} \\
& \text { with } \left.\sigma+\frac{1}{2}|\xi|^{2} \leqslant 0\right\} \tag{4.20}
\end{align*}
$$

We claim that this $\mathcal{A}(T)$ coincides with (4.19) if $T$ is of the form (4.17): Indeed, setting $\xi=\rho^{-1} m$ and $\sigma=-\frac{1}{2}|\xi|^{2}=-\frac{1}{2} \rho^{-2}|m|^{2}$ shows that $(4.19) \leqslant \mathcal{A}(T)$; and

$$
\rho \sigma+m \cdot \xi \leqslant-\rho \frac{1}{2}|\xi|^{2}+m \cdot \xi \leqslant \frac{1}{2} \rho^{-1}|m|^{2}
$$

for all admissible $(\sigma, \xi)$ implies that $\mathcal{A}(T) \leqslant(4.19)$.
Step 4. Now we prove that $\frac{1}{2} \mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$ is bigger than or equal to

$$
\begin{equation*}
\inf \left\{\mathcal{A}(T) \mid T \text { current on }[0,1] \times \mathbb{M}^{n} \text { satisfying }(4.18)\right\} \tag{4.21}
\end{equation*}
$$

Consider any transference plan $\pi \in \operatorname{Prob}\left(\mathbb{M}^{n} \times \mathbb{M}^{n}\right)$ that is admissible in the definition of $\mathcal{W}^{2}\left(\rho_{0}, \rho_{1}\right)$, and let $\Phi:[0,1] \times \mathbb{M}^{n} \times \mathbb{M}^{n} \longrightarrow \mathbb{M}^{n}$ be defined by

$$
[0,1] \ni s \mapsto \Phi(s, x, y) \quad \text { is the shortest geodesic between } x \text { and } y
$$

Then we have in particular

$$
\int_{0}^{1}\left|\partial_{s} \Phi(s, x, y)\right|^{2} d s=d(x, y)^{2} \quad \text { and } \quad\left\{\begin{array}{l}
\Phi(0, x, y)=x  \tag{4.22}\\
\Phi(1, x, y)=y
\end{array}\right\}
$$

We define a current $T$ on $[0,1] \times \mathbb{M}^{n}$ as follows: For all 1-forms $\sigma d s+\xi \cdot d x$ let

$$
\begin{aligned}
& \langle T, \sigma d s+\xi \cdot d x\rangle \\
& \quad:=\iiint_{0}^{1}\left\{\sigma(s, \Phi(s, x, y))+\xi(s, \Phi(s, x, x)) \cdot \partial_{s} \Phi(s, x, y)\right\} d s d \pi(x, y)
\end{aligned}
$$

This current satisfies the admissibility condition (4.18). Indeed, we have

$$
\begin{aligned}
&\langle T\left., \partial_{s} \zeta d s+\nabla \zeta \cdot d x\right\rangle \\
&=\iiint_{0}^{1}\left\{\partial_{s} \zeta(s, \Phi(s, x, y))+\nabla \zeta(s, \Phi(s, x, y)) \cdot \partial_{s} \Phi(s, x, y)\right\} d s d \pi(x, y) \\
&=\iiint_{0}^{1} \frac{d}{d s}\{\zeta(s, \Phi(s, x, y))\} d s d \pi(x, y) \\
&=\iint \zeta(1, \Phi(1, x, y)) d \pi(x, y)-\iint \zeta(0, \Phi(0, x, y)) d \pi(x, y) \\
& \stackrel{(4.22)}{=} \iint \zeta(1, y) d \pi(x, y)-\iint \zeta(0, x) d \pi(x, y) \\
&=\int \zeta(1, y) d \rho_{1}(y)-\int \zeta(0, x) d \rho_{0}(x)
\end{aligned}
$$

for all test functions $\zeta$. Now we argue that $\mathcal{A}(T) \leqslant \iint \frac{1}{2} d(x, y)^{2} d \pi(x, y)$. Indeed, we
have for any vector field $(\sigma, \xi)$ admissible in (4.20) that

$$
\begin{aligned}
&\langle T,\sigma d s+\xi \cdot d x\rangle \\
&=\iiint_{0}^{1}\left\{\sigma(s, \Phi(s, x, y))+\xi(s, \Phi(s, x, y)) \cdot \partial_{s} \Phi(s, x, y)\right\} d s d \pi(x, y) \\
& \leqslant \iiint_{0}^{1}\left\{-\frac{1}{2}|\xi(s, \Phi(s, x, y))|^{2}+\xi(s, \Phi(s, x, y)) \cdot \partial_{s} \Phi(s, x, y)\right\} d s d \pi(x, y) \\
& \leqslant \iiint_{0}^{1} \frac{1}{2}\left|\partial_{s} \Phi(s, x, y)\right|^{2} d s d \pi(x, y) \\
& \stackrel{(4.22)}{=} \iint \frac{1}{2} d(x, y)^{2} d \pi(x, y) .
\end{aligned}
$$

Step 5. To conclude the proof of the proposition it is then sufficient to show that the two inf in (4.15) and (4.21) coincide. This will follow from Proposition 5.1 below, which shows that any current $T$ satisfying the admissibility condition (4.18) for smooth and positive data $\rho_{0}, \rho_{1}$ can in fact be approximated by a current $T_{\varepsilon}$ that is representable by a smooth vector field $\left(\rho_{\varepsilon} \geqslant 0, m_{\varepsilon}\right)$ in such a way that (4.18) still holds with $T_{\varepsilon}$ in place of $T$ and $\limsup _{\varepsilon \rightarrow 0} \mathcal{A}\left(T_{\varepsilon}\right) \leqslant \mathcal{A}(T)$.

The only detail that needs to be settled is (strict) positivity of $\rho_{\varepsilon}$. We argue as follows. Since $\rho_{0}, \rho_{1}>0$ and $\mathbb{M}^{n}$ is compact, there exists $0<\delta<1$ with $\rho_{0}, \rho_{1} \geqslant \delta$. Recall that by assumption $\int_{\mathbb{M}^{n}} 1 d x=1$. Then we consider

$$
\tilde{\rho}_{0}:=\frac{\rho_{0}-\delta}{1-\delta} \quad \text { and } \quad \tilde{\rho}_{1}:=\frac{\rho_{1}-\delta}{1-\delta}
$$

which are in $\operatorname{Prob}\left(\mathbb{M}^{n}\right)$. Let $\tilde{T}$ be the current constructed in Step 4, based on an admissible transference plan $\pi$ in the definition of $\mathcal{W}^{2}\left(\tilde{\rho}_{0}, \tilde{\rho}_{1}\right)$. As shown there,

$$
\begin{equation*}
\mathcal{A}(\tilde{T}) \leqslant \frac{1}{2} \mathcal{W}^{2}\left(\tilde{\rho}_{0}, \tilde{\rho}_{1}\right) \tag{4.23}
\end{equation*}
$$

We apply Proposition 5.1 to $\tilde{T}$. This gives an approximation $\tilde{T}_{\varepsilon}$ that satisfies (4.18) and is representable by smooth vector fields $\left(\tilde{\rho}_{\varepsilon} \geqslant 0, \tilde{m}_{\varepsilon}\right)$, such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \mathcal{A}\left(\tilde{T}_{\varepsilon}\right) \leqslant \mathcal{A}(\tilde{T}) \tag{4.24}
\end{equation*}
$$

In view of the remark in Step 3, the admissibility condition (4.18) amounts to

$$
\partial_{s} \tilde{\rho}_{\varepsilon}+\nabla \cdot \tilde{m}_{\varepsilon}=0,\left\{\begin{array}{c}
\tilde{\rho}_{\varepsilon}(0, \cdot)=\tilde{\rho}_{0} \\
\tilde{\rho}_{\varepsilon}(1, \cdot)=\tilde{\rho}_{1}
\end{array}\right\}
$$

Now notice that $\tilde{\rho}_{0}$ and $\tilde{\rho}_{1}$ are constructed in such a way that

$$
\left(\rho_{\varepsilon}, m_{\varepsilon}\right):=\left((1-\delta) \tilde{\rho}_{\varepsilon}+\delta,(1-\delta) \tilde{m}_{\varepsilon}\right)
$$

is admissible in (4.15) because $\rho_{\varepsilon} \geqslant \delta>0$. We have $\rho_{\varepsilon}^{-1}\left|m_{\varepsilon}\right|^{2} \leqslant(1-\delta) \tilde{\rho}_{\varepsilon}^{-1}\left|\tilde{m}_{\varepsilon}\right|^{2}$, and thus by the remark in Step 3

$$
\begin{equation*}
\iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2} \rho_{\varepsilon}^{-1}\left|m_{\varepsilon}\right|^{2} d x d s \leqslant(1-\delta) \iint_{[0,1] \times \mathbb{M}^{n}} \frac{1}{2} \tilde{\rho}_{\varepsilon}^{-1}\left|\tilde{m}_{\varepsilon}\right|^{2}=(1-\delta) \mathcal{A}\left(\tilde{T}_{\varepsilon}\right) \tag{4.25}
\end{equation*}
$$

In view of (4.23), (4.24), and (4.25) it remains to argue that

$$
\mathcal{W}\left(\tilde{\rho}_{0}, \tilde{\rho}_{1}\right) \leqslant \mathcal{W}\left(\rho_{0}, \rho_{1}\right)+o(1) \quad \text { as } \delta \rightarrow 0
$$

By the triangle inequality for the Wasserstein distance (see Theorem 7.3 of [18]),

$$
\begin{equation*}
\mathcal{W}\left(\tilde{\rho}_{0}, \tilde{\rho}_{1}\right) \leqslant \mathcal{W}\left(\rho_{0}, \rho_{1}\right)+\mathcal{W}\left(\rho_{0}, \tilde{\rho}_{0}\right)+\mathcal{W}\left(\rho_{1}, \tilde{\rho}_{1}\right) \tag{4.26}
\end{equation*}
$$

In order to conclude, it suffices therefore to prove that the last two terms on the right-hand side of (4.26) can be made small by choosing $\delta$ appropriately. We consider the transference plan $\pi \in \operatorname{Prob}\left(\mathbb{M}^{n} \times \mathbb{M}^{n}\right)$ defined by

$$
\begin{align*}
& \iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} \zeta(x, y) d \pi(x, y) \\
& \quad:=\int_{\mathbb{M}^{n}} \zeta(x, x)\left(\rho_{0}(x)-\delta\right) d x+\frac{\delta}{1-\delta} \iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} \zeta(x, y)\left(\rho_{0}(y)-\delta\right) d x d y \tag{4.27}
\end{align*}
$$

for all $\zeta$. This $\pi$ is admissible in the definition of $\mathcal{W}^{2}\left(\rho_{0}, \tilde{\rho}_{0}\right)$ because

$$
\begin{aligned}
& \iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} \zeta(x) d \pi(x, y) \\
& \quad=\int_{\mathbb{M}^{n}} \zeta(x)\left(\rho_{0}(x)-\delta\right) d x+\frac{\delta}{1-\delta} \int_{\mathbb{M}^{n}} \zeta(x) d x \int_{\mathbb{M}^{n}}\left(\rho_{0}(y)-\delta\right) d y \\
& \quad=\int_{\mathbb{M}^{n}} \zeta(x) \rho_{0}(x) d x
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \iint_{\mathbb{M}^{n} \times \mathbb{M}^{n}} \zeta(y) d \pi(x, y) \\
& \quad=\int_{\mathbb{M}^{n}} \zeta(y)\left(\rho_{0}(y)-\delta\right) d y+\frac{\delta}{1-\delta} \int_{\mathbb{M}^{n}} d x \int_{\mathbb{M}^{n}} \zeta(y)\left(\rho_{0}(y)-\delta\right) d y \\
& \quad=\int_{\mathbb{M}^{n}} \zeta(y) \frac{\rho_{0}(y)-\delta}{1-\delta} d y
\end{aligned}
$$

Using $\zeta(x, y):=d(x, y)^{2}$ in (4.27) then yields

$$
\mathcal{W}^{2}\left(\rho_{0}, \tilde{\rho}_{0}\right) \leqslant \delta \operatorname{diam}\left(\mathbb{M}^{n}\right)^{2}
$$

The same argument applies to $\mathcal{W}^{2}\left(\rho_{1}, \tilde{\rho}_{1}\right)$, thereby finishing the proof.
5. Approximation of currents. In this section we prove the approximation result for currents used in the proof of Proposition 4.3. Notice that the regularization of currents is well understood; see, e.g., $[15,9]$. Here we need to adopt the standard arguments somewhat in order to obtain convergence of the action functional (4.20).

Proposition 5.1. Let $\mathbb{M}^{n}$ be a compact connected Riemannian manifold without boundary. For given measures $\rho_{0}, \rho_{1} \in \operatorname{Prob}\left(\mathbb{M}^{n}\right)$ consider a current $T$ on $[0,1] \times \mathbb{M}^{n}$ with $\mathcal{A}(T)<\infty$ which satisfies the admissibility condition

$$
\begin{equation*}
\left\langle T, \partial_{s} \zeta d s+\nabla \zeta \cdot d x\right\rangle=\int_{\mathbb{M}^{n}} \zeta(1, x) d \rho_{1}(x)-\int_{\mathbb{M}^{n}} \zeta(0, x) d \rho_{0}(x) \tag{5.1}
\end{equation*}
$$

for all test functions $\zeta$ defined on $[0,1] \times \mathbb{M}^{n}$. Then we have the following:
(1) There exists a family of currents $\left\{T_{\varepsilon}\right\}_{\varepsilon>0}$ representable in the form

$$
\begin{equation*}
\left\langle T_{\varepsilon}, \sigma d s+\xi \cdot d x\right\rangle=\iint_{[0,1] \times \mathbb{M}^{n}} \rho_{\varepsilon} \sigma+m_{\varepsilon} \cdot \xi d x d s \tag{5.2}
\end{equation*}
$$

for suitable vector fields $\left(\rho_{\varepsilon} \geqslant 0, m_{\varepsilon}\right)$ which are smooth inside $(0,1) \times \mathbb{M}^{n}$. The admissibility condition (5.1) still holds with $T_{\varepsilon}$ in place of $T$ and

$$
\limsup _{\varepsilon \rightarrow 0} \mathcal{A}\left(T_{\varepsilon}\right) \leqslant \mathcal{A}(T)
$$

(2) If $\rho_{0}$ and $\rho_{1}$ are smooth functions, we may assume that the fields $\left(\rho_{\varepsilon}, m_{\varepsilon}\right)$ are smooth up to the boundary, and thus $\rho_{\varepsilon}(0, \cdot)=\rho_{0}$ and $\rho_{\varepsilon}(1, \cdot)=\rho_{1}$.
Remark 5.1. Since the action functional $\mathcal{A}(T)$ is lower semicontinuous in the usual weak* topology of currents (see [9]), it even holds that $\lim _{\varepsilon \rightarrow 0} \mathcal{A}\left(T_{\varepsilon}\right)=\mathcal{A}(T)$.

Proof. We start with a remark on notation. Because of the action and the admissibility condition, the $s$ - and $x$-variables have to be treated differently. However, it will often be convenient to lump $s$ - and $x$-variables together; therefore we will write $\mathbf{x}=(s, x), \quad=(\sigma, \xi)$, and $\mathbf{m}=(\rho, m)$. As a rule, bold symbols always denote $(n+1)$-dimensional objects (vector fields, parameters, operators, sets).

The approximating currents $T_{\varepsilon}$ are obtained by regularization of $T$. We proceed as usual (see $[15,9]$ ): Since a current is a linear form on 1 -forms, we regularize $T$ by duality, i.e., by constructing a linear operator that regularizes 1 -forms $\cdot d \mathbf{x}$. This must be done in such a way that exact 1 -forms $\cdot d \mathbf{x}=\boldsymbol{\nabla} \zeta \cdot d \mathbf{x}$ turn into exact 1 -forms since, by assumption (5.1), $T$ vanishes on exact 1 -forms that are compactly supported in $(0,1) \times \mathbb{M}^{n}$. Recall that pulling back a 1 -form under a smooth map preserves exactness. Therefore we regularize $\cdot d \mathbf{x}$ as follows: We construct a family of diffeomorphisms $\{\boldsymbol{\Phi}(\mathbf{z}, \cdot)\}_{\mathbf{z}}$ of $\mathbb{R} \times \mathbb{M}^{n}$, parametrized by $\mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n}$, and then consider its pull-back $\boldsymbol{\Phi}(\mathbf{z}, \cdot)^{\#}(\cdot d \mathbf{x})$ and average over $\mathbf{z}$.

In order to preserve the boundary condition (5.1), it is necessary that $\mathbf{\Phi}(\mathbf{z}, \cdot)$ leaves the complement of $(0,1) \times \mathbb{M}^{n}$ invariant. On the other hand, in order to achieve the regularizing effect, it is important that $\mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n}$ "acts transitively" on $(0,1) \times \mathbb{M}^{n}$. Because of topological reasons, this cannot be achieved globally by a single map $\boldsymbol{\Phi}$ in general. We have to work locally with several maps $\boldsymbol{\Phi}$, each of which is attached to some open set $U$ of a suitable covering of $\mathbb{M}^{n}$.

More precisely, we consider a finite covering $\left\{U_{i}\right\}_{i=1}^{N}$ of $\mathbb{M}^{n}$ subordinate to some atlas, with $U_{i} \subset \mathbb{M}^{n}$ homeomorphic to the unit ball $B_{1}(0) \subset \mathbb{R}^{n}$ and $\phi_{i}: U_{i} \longrightarrow \mathbb{R}^{n}$ the corresponding smooth coordinate map. We may assume that each $\phi_{i}$ extends to a neighborhood of $U_{i}$ and $B_{1}(0)$. Based on this map, we shall construct an operator $T \mapsto T_{\varepsilon_{i}}^{U_{i}}$ for $\varepsilon_{i}>0$ with the following properties:
(a) The operator $T \mapsto T_{\varepsilon_{i}}^{U_{i}}$ regularizes in $(0,1) \times U_{i}$; i.e., $T_{\varepsilon_{i}}^{U_{i}}$ is representable in $(0,1) \times U_{i}$ by a smooth vector field $\left(\rho_{\varepsilon_{i}} \geqslant 0, m_{\varepsilon_{i}}\right)$ as in (5.2).
(b) The operator $T \mapsto T_{\varepsilon_{i}}^{U_{i}}$ does not destroy smoothness; i.e., if $T$ is representable by a smooth vector field in $(0,1) \times V$ with $V \subset \mathbb{M}^{n}$ open, then also $T_{\varepsilon_{i}}^{U_{i}}$ is representable by a smooth vector field in $(0,1) \times V$.
(c) The new current is admissible in the sense that (5.1) still holds with $T_{\varepsilon_{i}}^{U_{i}}$ in place of $T$, and we have upper semicontinuity of the action

$$
\limsup _{\varepsilon_{i} \rightarrow 0} \mathcal{A}\left(T_{\varepsilon_{i}}^{U_{i}}\right) \leqslant \mathcal{A}(T)
$$

Then the composition

$$
T \mapsto T_{\varepsilon_{1}}^{U_{1}} \mapsto\left(T_{\varepsilon_{1}}^{U_{1}}\right)_{\varepsilon_{2}}^{U_{2}} \mapsto \cdots \mapsto\left(\cdots\left(T_{\varepsilon_{1}}^{U_{1}}\right)_{\varepsilon_{2}}^{U_{2}} \cdots\right)_{\varepsilon_{N}}^{U_{N}}
$$

yields an approximate current $T_{\varepsilon}$ with all the properties required by the proposition. In particular, we obtain a vector field $\left(\rho_{\varepsilon} \geqslant 0, m_{\varepsilon}\right)$ that represents $T_{\varepsilon}$ in the sense of (5.2) and is smooth throughout $(0,1) \times \mathbb{M}^{n}$. It suffices to consider each operator $T \mapsto T_{\varepsilon_{i}}^{U_{i}}$ separately and check that (a)-(c) are satisfied. To simplify the notation, we will suppress the index $i$ and do not indicate the dependence on $U_{i}$. The idea of regularizing a current defined on a manifold by composing several operators attached to local coordinate maps already appeared in [15].

We proceed in eight steps.
Step 1. As mentioned before, the regularization $T \mapsto T_{\varepsilon}$ is based on a family of diffeomorphisms $\{\boldsymbol{\Phi}(\mathbf{z}, \cdot)\}_{\mathbf{z}}$ of $\mathbb{R} \times \mathbb{M}^{n}$, parametrized by $\mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n}$ and attached to the open set $U \subset \mathbb{M}^{n}$. We would like these diffeomorphisms to leave the complement of $(0,1) \times U$ invariant, but we cannot impose this since in order to control the action we need that the first component of $\boldsymbol{\Phi}$ does not depend on $x$.

We shall use

- a smooth map $\boldsymbol{\Phi}=\left(\Phi_{0}, \Phi\right):\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \longrightarrow \mathbb{R} \times \mathbb{M}^{n}$ (whose construction is postponed until Step 7) with the following properties:

$$
\begin{align*}
& (5.3 \mathrm{c}) \forall \mathbf{x} \in(0,1) \times U \quad \mathbf{\Phi}(\cdot, \mathbf{x}) \text { is a diffeomorphism of } \mathbb{R} \times \mathbb{R}^{n} \text { onto }(0,1) \times U, \\
& \forall \mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n} \quad \mathbf{\Phi}(\mathbf{z}, \cdot) \text { is a diffeomorphism of } \mathbb{R} \times \mathbb{M}^{n} \text { onto } \mathbb{R} \times \mathbb{M}^{n},  \tag{5.3a}\\
& \forall \mathbf{x} \in \mathbb{R} \times \mathbb{M}^{n} \quad \mathbf{\Phi}(0, \mathbf{x})=\mathbf{x},  \tag{5.3b}\\
& \Phi_{0} \text { does not depend on } x \text {, }  \tag{5.3d}\\
& \forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left((0,1) \times\left(\mathbb{M}^{n}-U\right)\right) \quad \Phi(\mathbf{z}, \mathbf{x})=x,  \tag{5.3e}\\
& \forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left((\mathbb{R}-(0,1)) \times \mathbb{M}^{n}\right) \quad \mathbf{\Phi}(\mathbf{z}, \mathbf{x})=\mathbf{x} . \tag{5.3f}
\end{align*}
$$

We shall also need the following maps which exist by (5.3a) and (5.3c):

- the right inverse $\boldsymbol{\Theta}=\left(\Theta_{0}, \Theta\right):\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \longrightarrow \mathbb{R} \times \mathbb{M}^{n}$ of $\boldsymbol{\Phi}$ which is characterized by

$$
\begin{equation*}
\forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \quad \mathbf{\Phi}(\mathbf{z}, \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x}))=\mathbf{x} \tag{5.4}
\end{equation*}
$$

- the left inverse $\boldsymbol{\Psi}=\left(\Psi_{0}, \Psi\right):((0,1) \times U) \times((0,1) \times U) \longrightarrow \mathbb{R} \times \mathbb{R}^{n}$ of $\boldsymbol{\Phi}$ which is characterized by

$$
\begin{equation*}
\forall(\mathbf{x}, \mathbf{y}) \in((0,1) \times U) \times((0,1) \times U) \quad \mathbf{\Phi}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x}), \mathbf{x})=\mathbf{y} \tag{5.5}
\end{equation*}
$$

For later reference we collect some properties: Let $D_{1} \boldsymbol{\Phi}$ and $D_{2} \boldsymbol{\Phi}$ denote the derivatives of $\boldsymbol{\Phi}$ with respect to the first (resp., second) variable. Then

$$
\begin{align*}
& \forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \quad D_{2} \mathbf{\Phi}(\mathbf{z}, \mathbf{x}) \text { has full rank }  \tag{5.6}\\
& \forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times((0,1) \times U) \quad D_{1} \boldsymbol{\Phi}(\mathbf{z}, \mathbf{x}) \text { has full rank } \tag{5.7}
\end{align*}
$$

as a consequence of (5.3a) and (5.3c). From (5.4) we obtain

$$
\begin{gather*}
D_{\mathbf{z}} \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x})=-\left(D_{2} \boldsymbol{\Phi}(\mathbf{z}, \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x}))\right)^{-1} D_{1} \boldsymbol{\Phi}(\mathbf{z}, \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x}))  \tag{5.8}\\
D_{\mathbf{x}} \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x})=\left(D_{2} \boldsymbol{\Phi}(\mathbf{z}, \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x}))\right)^{-1}
\end{gather*}
$$

which together with (5.6) implies that $\boldsymbol{\Theta}$ is smooth. Similarly, (5.5) yields

$$
\begin{gather*}
D_{\mathbf{y}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x})=\left(D_{1} \mathbf{\Phi}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x}), \mathbf{x})\right)^{-1}  \tag{5.9}\\
D_{\mathbf{x}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x})=-\left(D_{1} \boldsymbol{\Phi}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x}), \mathbf{x})\right)^{-1} D_{2} \boldsymbol{\Phi}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x}), \mathbf{x})
\end{gather*}
$$

so $\boldsymbol{\Psi}$ is smooth by (5.7). Moreover, we gather from (5.3b) that

$$
\begin{equation*}
D_{2} \boldsymbol{\Phi}(\mathbf{z}, \cdot)=\operatorname{Id}+\mathcal{O}(|\mathbf{z}|) \quad \text { as }|\mathbf{z}| \rightarrow 0 \tag{5.10}
\end{equation*}
$$

Finally, we notice that the properties above entail that

$$
\begin{equation*}
\forall \mathbf{y} \in(0,1) \times U \quad \lim _{\substack{\mathbf{x} \in(0,1) \times U \\ \mathbf{x} \rightarrow \partial((0,1) \times U)}}|\mathbf{\Psi}(\mathbf{y}, \mathbf{x})|=+\infty \tag{5.11}
\end{equation*}
$$

We argue by contradiction. Indeed, suppose that (5.11) fails. Then there exist a sequence $\left\{\mathbf{x}_{\nu}\right\}_{\nu} \subset(0,1) \times U$ and $\mathbf{x} \in \partial((0,1) \times U), \mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n}$ with

$$
\lim _{\nu \rightarrow \infty} \mathbf{x}_{\nu}=\mathbf{x} \quad \text { and } \quad \lim _{\nu \rightarrow \infty} \mathbf{\Psi}\left(\mathbf{y}, \mathbf{x}_{\nu}\right)=\mathbf{z}
$$

Passing to the limit in (5.5) yields by continuity of $\boldsymbol{\Phi}$ that

$$
\begin{equation*}
\mathbf{\Phi}(\mathbf{z}, \mathbf{x})=\mathbf{y} \in(0,1) \times U \tag{5.12}
\end{equation*}
$$

Now recall that $\mathbf{x} \in \partial((0,1) \times U)=((0,1) \times \partial U) \cup(\{0,1\} \times \bar{U})$. If $\mathbf{x} \in(0,1) \times \partial U$, then (5.12) contradicts $(5.3 \mathrm{e})$; if $\mathbf{x} \in\{0,1\} \times \bar{U}$, then (5.12) contradicts (5.3f).

We now introduce our $T_{\varepsilon}$. We select a smooth nonnegative function $k$ on $\mathbb{R} \times \mathbb{R}^{n}$ with compact support in $B_{1}(0)$ and $\iint_{\mathbb{R} \times \mathbb{R}^{n}} k(\mathbf{z}) d \mathbf{z}=1$. For $\varepsilon>0$, we denote by $k_{\varepsilon}(\mathbf{z})=k(\mathbf{z} / \varepsilon) / \varepsilon^{n+1}$ the rescaled kernel. Given a smooth 1-form $\cdot d \mathbf{x}$ on $\mathbb{R} \times \mathbb{M}^{n}$ and $\mathbf{z} \in \mathbb{R} \times \mathbb{R}^{n}$ we consider its pull-back $\boldsymbol{\Phi}(\mathbf{z}, \cdot)^{\#}(\cdot d \mathbf{x})=:(\mathbf{z}, \cdot) \cdot d \mathbf{x}$. Observe that in terms of the vector fields this means

$$
\begin{equation*}
\forall \mathbf{x} \in \mathbb{R} \times \mathbb{M}^{n} \quad(\mathbf{z}, \mathbf{x})=\left(D_{\mathbf{x}} \boldsymbol{\Phi}(\mathbf{z}, \mathbf{x})\right)^{t} \quad(\mathbf{\Phi}(\mathbf{z}, \mathbf{x})) \tag{5.13}
\end{equation*}
$$

where $A^{t}$ denotes the transpose of $A$ with respect to the metric on $\mathbb{R} \times \mathbb{M}^{n}$. Then we define the smeared out 1-form ${ }_{\varepsilon} \cdot d \mathbf{x}$ by averaging $(\mathbf{z}, \cdot) \cdot d \mathbf{x}$ over $\mathbf{z}$ with respect to $k_{\varepsilon}$. On the level of the vector fields this means

$$
\begin{equation*}
\forall \mathbf{x} \in \mathbb{R} \times \mathbb{M}^{n} \quad(\mathbf{x})=\iint_{\mathbb{R} \times \mathbb{R}^{n}}(\mathbf{z}, \mathbf{x}) k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \tag{5.14}
\end{equation*}
$$

Finally, we introduce $T_{\varepsilon}$ by duality; i.e., for all 1-forms $\cdot d \mathbf{x}$ we put

$$
\begin{equation*}
\left\langle T_{\varepsilon}, \quad \cdot d \mathbf{x}\right\rangle:=\langle T, \quad \varepsilon \cdot d \mathbf{x}\rangle . \tag{5.15}
\end{equation*}
$$

Step 2. We first argue that $T_{\varepsilon}$ has a smooth representative in $(0,1) \times U$. In order to see this, we write (5.14) in the form of

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\iint_{(0,1) \times U} K_{\varepsilon}(\mathbf{y}, \mathbf{x}) \quad(\mathbf{y}) d \mathbf{y} \quad \text { for } \mathbf{x} \in(0,1) \times U . \tag{5.16}
\end{equation*}
$$

Indeed, we shall see that (5.16) holds for the tensor field

$$
\left.\begin{array}{l}
K_{\varepsilon}(\mathbf{y}, \mathbf{x})=\left\{\begin{array}{l}
\left(-\left(D_{\mathbf{y}} \mathbf{\Psi}(\mathbf{y}, \mathbf{x})\right)^{-1} D_{\mathbf{x}} \mathbf{\Psi}(\mathbf{y}, \mathbf{x})\right)^{t} k_{\varepsilon}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x})) \operatorname{det} D_{\mathbf{y}} \mathbf{\Psi}(\mathbf{y}, \mathbf{x}) \\
0 \quad
\end{array}\right\} \\
\text { otherwise } \mathbf{x} \in(0,1) \times U \tag{5.17}
\end{array}\right\}
$$

Notice that $K_{\varepsilon}(\mathbf{y}, \mathbf{x})$ is an endomorphism from the tangent space $T_{\mathbf{y}}\left(\mathbb{R} \times \mathbb{M}^{n}\right)$ into $T_{\mathbf{x}}\left(\mathbb{R} \times \mathbb{M}^{n}\right)$ and that $K_{\varepsilon}(\mathbf{y}, \mathbf{x})$ is smooth in $(\mathbf{y}, \mathbf{x}) \in((0,1) \times U) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right)$. Indeed, if $\mathbf{y}$ varies in a compact subset of $(0,1) \times U$ and $\mathbf{x} \in(0,1) \times U$ is close to $\partial((0,1) \times U)$, we learn from (5.11) that $k_{\varepsilon}(\Psi(\mathbf{y}, \mathbf{x}))=0$ and thus $K_{\varepsilon}(\mathbf{y}, \mathbf{x})=0$, because $k_{\varepsilon}$ has bounded support. We check (5.16): For all $\mathbf{x} \in(0,1) \times U$

$$
\begin{aligned}
& (\mathbf{x}) \stackrel{(5.14)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}}(\mathbf{z}, \mathbf{x}) k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \\
& \stackrel{(5.13)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}}\left(D_{\mathbf{x}} \boldsymbol{\Phi}(\mathbf{z}, \mathbf{x})\right)^{t}(\boldsymbol{\Phi}(\mathbf{z}, \mathbf{x})) k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \\
& \stackrel{(5.5)}{=} \iint_{(0,1) \times U}\left(D_{2} \boldsymbol{\Phi}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x}), \mathbf{x})\right)^{t}(\mathbf{y}) k_{\varepsilon}(\boldsymbol{\Psi}(\mathbf{y}, \mathbf{x})) \operatorname{det} D_{\mathbf{y}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x}) d \mathbf{y} \\
& \stackrel{(5.9)}{=} \iint_{(0,1) \times U}\left(-\left(D_{\mathbf{y}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x})\right)^{-1} D_{\mathbf{x}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x})\right)^{t}(\mathbf{y}) k_{\varepsilon}(\mathbf{\Psi}(\mathbf{y}, \mathbf{x})) \\
& \times \operatorname{det} D_{\mathbf{y}} \boldsymbol{\Psi}(\mathbf{y}, \mathbf{x}) d \mathbf{y} \\
& \stackrel{(5.17)}{=} \iint_{(0,1) \times U} K_{\varepsilon}(\mathbf{y}, \mathbf{x})(\mathbf{y}) d \mathbf{y} .
\end{aligned}
$$

We now argue that in $(0,1) \times U, T_{\varepsilon}$ is represented by $\mathbf{m}_{\varepsilon}$ defined through

$$
\begin{equation*}
\mathbf{m}_{\varepsilon}(\mathbf{y}) \cdot \quad:=\left\langle T,\left(K_{\varepsilon}(\mathbf{y}, \cdot)\right) \cdot d \mathbf{x}\right\rangle \quad \text { for } \mathbf{y} \in(0,1) \times U, \quad \in T_{\mathbf{y}}\left(\mathbb{R} \times \mathbb{M}^{n}\right) \tag{5.18}
\end{equation*}
$$

Since $K_{\varepsilon}(\mathbf{y}, \mathbf{x})$ is smooth in $(\mathbf{y}, \mathbf{x}) \in((0,1) \times U) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right), \mathbf{m}_{\varepsilon}$ is smooth in $\mathbf{y} \in(0,1) \times U$. We check that $\mathbf{m}_{\varepsilon}$ is indeed the representative of $T_{\varepsilon}$ in $(0,1) \times U$. Let be a smooth vector field compactly supported in $(0,1) \times U$ : Then

$$
\begin{aligned}
\left\langle T_{\varepsilon}, \quad \cdot d \mathbf{x}\right. & \stackrel{(5.15)}{=}\langle T, \quad \cdot d \mathbf{x}\rangle \\
& \stackrel{(5.16)}{=} \iint_{(0,1) \times U}\left\langle T,\left(K_{\varepsilon}(\mathbf{y}, \cdot)(\mathbf{y})\right) \cdot d \mathbf{x}\right\rangle d \mathbf{y} \\
& \stackrel{(5.18)}{=} \iint_{(0,1) \times U} \mathbf{m}_{\varepsilon}(\mathbf{y}) \cdot(\mathbf{y}) d \mathbf{y} .
\end{aligned}
$$

Step 3. We now prove that the operator $T \mapsto T_{\varepsilon}$ does not destroy smoothness. More precisely, we shall argue that for $V \subset \mathbb{M}^{n}$ open
$T$ has a smooth representative in $(0,1) \times V$
$\Longrightarrow \quad T_{\varepsilon}$ has a smooth representative in $(0,1) \times(U \cup V)$
and that
$T$ has a smooth representative in a neighborhood of $\{0,1\} \times \mathbb{M}^{n}$ $\Longrightarrow \quad T_{\varepsilon}$ has the same property.

To treat both situations simultaneously, we consider a set $\mathbf{V}$ that is relatively open in $[0,1] \times \mathbb{M}^{n}$ and in which $T$ is represented by a smooth vector field $\mathbf{m}$ in the sense that for all smooth vector fields compactly supported in $\mathbf{V}$ :

$$
\begin{equation*}
\langle T, \quad \cdot d \mathbf{x}\rangle=\iint_{\mathbb{R} \times \mathbb{M}^{n}} \mathbf{m} \cdot d \mathbf{x} . \tag{5.21}
\end{equation*}
$$

Then we claim that in the set

$$
\begin{equation*}
\mathbf{V}_{\varepsilon}:=\bigcap_{\mathbf{z} \in \overline{B_{\varepsilon}(0)}} \Phi(\mathbf{z}, \mathbf{V}) \tag{5.22}
\end{equation*}
$$

the regularized current $T_{\varepsilon}$ is represented by

$$
\mathbf{m}_{\varepsilon}(\mathbf{x}):=\left\{\begin{array}{ll}
\iint_{\mathbb{R} \times \mathbb{R}^{n}}\left(D_{\mathbf{x}} \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x})\right)^{-1} \mathbf{m}(\boldsymbol{\Theta}(\mathbf{z}, \mathbf{x})) k_{\varepsilon}(\mathbf{z}) \operatorname{det} D_{\mathbf{x}} \boldsymbol{\Theta}(\mathbf{z}, \mathbf{x}) d \mathbf{z}  \tag{5.23}\\
\mathbf{m}(\mathbf{x}) & \text { for } \mathbf{x} \in \mathbf{V}_{\varepsilon} \cap\left((0,1) \times \mathbb{M}^{n}\right)
\end{array}\right\}
$$

Notice first that $\mathbf{V}_{\varepsilon}$ is relatively open in $[0,1] \times \mathbb{M}^{n}$ since (5.3a) and (5.3f) give

$$
\mathbf{V}_{\varepsilon}=\left([0,1] \times \mathbb{M}^{n}\right)-\boldsymbol{\Phi}\left(\overline{B_{\varepsilon}(0)},\left([0,1] \times \mathbb{M}^{n}\right)-\mathbf{V}\right)
$$

According to (5.21), (5.22), and (5.4), the vector field $\mathbf{m}_{\varepsilon}$ is well defined. Moreover, $\mathbf{m}_{\varepsilon}$ inherits the smoothness of $\mathbf{m}$ separately in both subsets of $\mathbf{V}_{\varepsilon}$. Hence we only need to check that $\mathbf{m}_{\varepsilon}$ is regular throughout $\mathbf{V}_{\varepsilon}$. By smoothness of $\boldsymbol{\Theta}$ and (5.3f), the function $(s, x) \mapsto \boldsymbol{\Theta}(\mathbf{z},(s, x))$ approaches the identity map as $s \rightarrow\{0,1\}$, uniformly in all derivatives and in both $\mathbf{z} \in \overline{B_{\varepsilon}(0)}$ and $x \in \mathbb{M}^{n}$. This implies in particular that $D_{\mathbf{x}} \boldsymbol{\Theta} \rightarrow$ Id and $\operatorname{det} D_{\mathbf{x}} \boldsymbol{\Theta} \rightarrow 1$. Since, by assumption, $\mathbf{m}$ is smooth in $\mathbf{V}$, regularity of $\mathbf{m}_{\varepsilon}$ then follows easily by standard arguments. Therefore the operator $T \mapsto T_{\varepsilon}$ does not destroy smoothness in the above sense. We now check that $\mathbf{m}_{\varepsilon}$ is indeed the representative. Let a smooth vector field be given that is compactly supported in $\mathbf{V}_{\varepsilon}$. Because of (5.22), ( $\left.\mathbf{z}, \cdot\right)$ defined in (5.13) is compactly supported in $\mathbf{V}$ for all
$\mathbf{z} \in \overline{B_{\varepsilon}(0)}$, and so ${ }_{\varepsilon}$ is compactly supported in $\mathbf{V}$ by definition (5.14). We obtain

$$
\begin{aligned}
& \left\langle T_{\varepsilon}, \quad \cdot d \mathbf{x}\right\rangle \\
& \stackrel{(5.15)}{=}\left\langle T,{ }_{\varepsilon} \cdot d \mathbf{x}\right\rangle \\
& \stackrel{(5.21)}{=} \iint_{\mathbb{R} \times \mathbb{M}^{n}} \mathbf{m} \cdot{ }_{\varepsilon} d \mathbf{x} \\
& \stackrel{(5.14)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}} \iint_{\mathbb{R} \times \mathbb{M}^{n}} \mathbf{m}(\mathbf{x}) \cdot(\mathbf{z}, \mathbf{x}) d \mathbf{x} k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \\
& \stackrel{(5.13)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}} \iint_{\mathbb{R} \times \mathbb{M}^{n}} D_{\mathbf{x}} \mathbf{\Phi}(\mathbf{z}, \mathbf{x}) \mathbf{m}(\mathbf{x}) \cdot(\mathbf{\Phi}(\mathbf{z}, \mathbf{x})) d \mathbf{x} k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \\
& \stackrel{(5.4)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}} d \mathbf{z} k_{\varepsilon}(\mathbf{z}) \\
& \quad \times \iint_{\mathbb{R} \times \mathbb{M}^{n}} D_{\mathbf{x}} \mathbf{\Phi}(\mathbf{z}, \mathbf{\Theta}(\mathbf{z}, \mathbf{y})) \mathbf{m}(\mathbf{\Theta}(\mathbf{z}, \mathbf{y})) \cdot(\mathbf{y}) \operatorname{det} D_{\mathbf{y}} \boldsymbol{\Theta}(\mathbf{z}, \mathbf{y}) d \mathbf{y} \\
& \stackrel{(5.8)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}} d \mathbf{z} k_{\varepsilon}(\mathbf{z}) \\
& \\
& \stackrel{(5.23)}{=} \iint_{\mathbf{V}_{\varepsilon}} \mathbf{m}_{\varepsilon}(\mathbf{y}) \cdot(\mathbf{y}) d \mathbf{y} .
\end{aligned}
$$

If now $\mathbf{V}=(0,1) \times V$ with $V \subset \mathbb{M}^{n}$ open, then (5.3d)-(5.3f) entail

$$
\mathbf{V}_{\varepsilon}-((0,1) \times U)=\mathbf{V}-((0,1) \times U)
$$

In particular, $\mathbf{V}_{\varepsilon}$ contains an open neighborhood of $\mathbf{V} \cap((0,1) \times \partial U)$. Therefore $T_{\varepsilon}$ is smooth in $\mathbf{V} \cup((0,1) \times U)$. This establishes (5.19). Similarly, if $\mathbf{V}=[0, \alpha) \times \mathbb{M}^{n}$ for some $0<\alpha<1$, then $\mathbf{V}_{\varepsilon}=\left[0, \alpha^{\prime}\right) \times \mathbb{M}^{n}$ for some $0<\alpha^{\prime} \leqslant \alpha$ by (5.3d) and (5.3f). Therefore $T_{\varepsilon}$ is smooth up to the boundary $\{0\} \times \mathbb{M}^{n}$. The same argument applies to $\mathbf{V}=(1-\alpha, 1] \times \mathbb{M}^{n}$. This establishes (5.20).

Step 4. We now argue that $T_{\varepsilon}$ is admissible if $T$ is, i.e., if

$$
\begin{equation*}
\langle T, \boldsymbol{\nabla} \zeta \cdot d \mathbf{x}\rangle=\int_{\mathbb{M}^{n}} \zeta(1, x) d \rho_{1}(x)-\int_{\mathbb{M}^{n}} \zeta(0, x) d \rho_{0}(x) \tag{5.24}
\end{equation*}
$$

for all smooth functions $\zeta$ on $\mathbb{R} \times \mathbb{M}^{n}$. Consider the gradient field $:=\boldsymbol{\nabla} \zeta$. We gather from (5.13) and the chain rule that

$$
(\mathbf{z}, \mathbf{x})=\nabla_{\mathbf{x}} \zeta(\mathbf{z}, \mathbf{x}), \quad \text { where } \quad \zeta(\mathbf{z}, \mathbf{x}):=\zeta(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))
$$

We thus infer from (5.14) that

$$
\begin{equation*}
{ }_{\varepsilon}(\mathbf{x})=\boldsymbol{\nabla} \zeta_{\varepsilon}(\mathbf{x}), \quad \text { where } \quad \zeta_{\varepsilon}(\mathbf{x}):=\iint_{\mathbb{R} \times \mathbb{R}^{n}} \zeta(\mathbf{z}, \mathbf{x}) k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \tag{5.25}
\end{equation*}
$$

Then (5.3f) implies that

$$
\forall(\mathbf{z}, \mathbf{x}) \in\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left((\mathbb{R}-(0,1)) \times \mathbb{M}^{n}\right) \quad\left\{\begin{array}{c}
\zeta(\mathbf{z}, \mathbf{x})=\zeta(\mathbf{x})  \tag{5.26}\\
\text { and thus } \\
\zeta_{\varepsilon}(\mathbf{x})=\zeta(\mathbf{x})
\end{array}\right\}
$$

Hence we obtain as desired

$$
\begin{aligned}
\left\langle T_{\varepsilon}, \boldsymbol{\nabla} \zeta \cdot d \mathbf{x}\right\rangle & \stackrel{(5.15)}{=}\left\langle T, \boldsymbol{\nabla} \zeta_{\varepsilon} \cdot d \mathbf{x}\right\rangle \\
& \stackrel{(5.24)}{=} \int_{\mathbb{M}^{n}} \zeta_{\varepsilon}(1, x) d \rho_{1}(x)-\int_{\mathbb{M}^{n}} \zeta_{\varepsilon}(0, x) d \rho_{0}(x) \\
& \stackrel{(5.26)}{=} \int_{\mathbb{M}^{n}} \zeta(1, x) d \rho_{1}(x)-\int_{\mathbb{M}^{n}} \zeta(0, x) d \rho_{0}(x)
\end{aligned}
$$

Step 5. Now we address the action estimate. We claim that for small $\varepsilon$

$$
\begin{equation*}
\mathcal{A}\left(T_{\varepsilon}\right) \leqslant(1+\mathcal{O}(\varepsilon)) \mathcal{A}(T)+\mathcal{O}(\varepsilon) \tag{5.27}
\end{equation*}
$$

with the modulus $\mathcal{O}(\varepsilon)$ depending only on $\boldsymbol{\Phi}$. Let $\quad=(\sigma, \xi)$ be an admissible vector field in the definition of $\mathcal{A}$, i.e., for which

$$
\begin{equation*}
\sigma+\frac{1}{2}|\xi|^{2} \leqslant 0 \tag{5.28}
\end{equation*}
$$

Consider $(\mathbf{z}, \mathbf{x})=(\sigma(\mathbf{z}, \mathbf{x}), \xi(\mathbf{z}, \mathbf{x}))$ defined in (5.13). We will then show that the modified vector field

$$
\begin{equation*}
(\lambda(\mathbf{z})(\sigma(\mathbf{z}, \cdot)-\mu(\mathbf{z})), \lambda(\mathbf{z}) \xi(\mathbf{z}, \cdot)) \text { is admissible } \tag{5.29}
\end{equation*}
$$

$$
\text { for suitable constants } \lambda(\mathbf{z})=1-\mathcal{O}(|\mathbf{z}|), \mu(\mathbf{z})=O(|\mathbf{z}|)
$$

Indeed, the anisotropy condition (5.3d) on $\boldsymbol{\Phi}=\left(\Phi_{0}, \Phi\right)$ and (5.13) give

$$
\begin{gathered}
\sigma(\mathbf{z}, \mathbf{x})=\partial_{s} \Phi_{0}(\mathbf{z}, s) \sigma(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))+\partial_{s} \Phi(\mathbf{z}, \mathbf{x}) \cdot \xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x})) \\
\xi(\mathbf{z}, \mathbf{x})=\left(D_{x} \Phi(\mathbf{z}, \mathbf{x})\right)^{t} \xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))
\end{gathered}
$$

Because of (5.10) this yields the estimates

$$
\begin{gather*}
\sigma(\mathbf{z}, \mathbf{x}) \leqslant(1-\mathcal{O}(|\mathbf{z}|)) \sigma(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))+\mathcal{O}(|\mathbf{z}|)|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|  \tag{5.30}\\
|\xi(\mathbf{z}, \mathbf{x})| \leqslant(1+\mathcal{O}(|\mathbf{z}|))|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|
\end{gather*}
$$

Using Young's inequality

$$
\begin{equation*}
2 \lambda(\mathbf{z})|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))| \leqslant 1+\lambda(\mathbf{z})^{2}|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|^{2} \tag{5.31}
\end{equation*}
$$

we notice that the latter implies
which in turn yields (5.29).

$$
\begin{aligned}
& \lambda(\mathbf{z})(\sigma(\mathbf{z}, \mathbf{x})-\mu(\mathbf{z}))+\frac{1}{2}|\lambda(\mathbf{z}) \xi(\mathbf{z}, \mathbf{x})|^{2} \\
& \stackrel{(5.30)}{\leqslant} \lambda(\mathbf{z})((1-\mathcal{O}(|\mathbf{z}|)) \sigma(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))+\mathcal{O}(|\mathbf{z}|)|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|-\mu(\mathbf{z})) \\
& +\lambda(\mathbf{z})^{2}(1+\mathcal{O}(|\mathbf{z}|))^{2} \frac{1}{2}|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|^{2} \\
& \stackrel{(5.31)}{\leqslant} \lambda(\mathbf{z})(1-\mathcal{O}(|\mathbf{z}|)) \sigma(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))+\lambda(\mathbf{z})^{2}(1+\mathcal{O}(|\mathbf{z}|)) \frac{1}{2}|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|^{2} \\
& +\mathcal{O}(|\mathbf{z}|)-\lambda(\mathbf{z}) \mu(\mathbf{z}) \\
& \stackrel{(5.28)}{\leqslant} \lambda(\mathbf{z})(-(1-\mathcal{O}(|\mathbf{z}|))+(1+\mathcal{O}(|\mathbf{z}|)) \lambda(\mathbf{z})) \frac{1}{2}|\xi(\mathbf{\Phi}(\mathbf{z}, \mathbf{x}))|^{2} \\
& +\mathcal{O}(|\mathbf{z}|)-\lambda(\mathbf{z}) \mu(\mathbf{z}),
\end{aligned}
$$

Choosing $\zeta(s, x)=s$ in the admissibility condition (5.24) yields

$$
\begin{equation*}
\langle T, 1 d s\rangle=1 \tag{5.32}
\end{equation*}
$$

Thus we have by definition of $\mathcal{A}(T)$

$$
\begin{align*}
& \langle T, \\
& \quad \sigma(\mathbf{z}, \cdot) d s+\xi(\mathbf{z}, \cdot) \cdot d x\rangle \\
& \quad=\frac{1}{\lambda(\mathbf{z})}\langle T, \lambda(\mathbf{z})(\sigma(\mathbf{z}, \cdot)-\mu(\mathbf{z})) d s+\lambda(\mathbf{z}) \xi(\mathbf{z}, \cdot) \cdot d x\rangle+\mu(\mathbf{z})\langle T, 1 d s\rangle \\
& \quad \stackrel{(5.32)}{=} \frac{1}{\lambda(\mathbf{z})} \mathcal{A}(T)+\mu(\mathbf{z})  \tag{5.33}\\
& \quad \stackrel{(5.29)}{=}(1+\mathcal{O}(|\mathbf{z}|)) \mathcal{A}(T)+\mathcal{O}(|\mathbf{z}|)
\end{align*}
$$

We therefore obtain as desired

$$
\begin{aligned}
\left\langle T_{\varepsilon}, \sigma d s+\xi \cdot d x\right\rangle & \stackrel{(5.15)}{=}\left\langle T, \sigma_{\varepsilon} d s+\xi_{\varepsilon} \cdot d x\right\rangle \\
& \stackrel{(5.14)}{=} \iint_{\mathbb{R} \times \mathbb{R}^{n}}\langle T, \sigma(\mathbf{z}, \cdot) d s+\xi(\mathbf{z}, \cdot) \cdot d x\rangle k_{\varepsilon}(\mathbf{z}) d \mathbf{z} \\
& \stackrel{(5.33)}{=}(1+\mathcal{O}(\varepsilon)) \mathcal{A}(T)+\mathcal{O}(\varepsilon)
\end{aligned}
$$

Since $(\sigma, \xi)$ was arbitrary with (5.28), this yields (5.27) by definition of $\mathcal{A}\left(T_{\varepsilon}\right)$.
Step 6. Let $T_{\varepsilon}$ have a smooth representative $\left(\rho_{\varepsilon}, m_{\varepsilon}\right)$ in $(0,1) \times \mathbb{M}^{n}$ and satisfy $\mathcal{A}\left(T_{\varepsilon}\right)<\infty$. We now argue that $\rho_{\varepsilon} \geqslant 0$. More precisely, we shall show that

$$
\begin{equation*}
\left\langle T_{\varepsilon}, \zeta d s\right\rangle \geqslant 0 \quad \forall \text { smooth test function } \zeta \text { with } \zeta \geqslant 0 \tag{5.34}
\end{equation*}
$$

Indeed, for $n \in \mathbb{N}$ the vector field $=(-n \zeta, 0)$ is admissible and yields

$$
-n\left\langle T_{\varepsilon}, \zeta d s\right\rangle=\left\langle T_{\varepsilon}, \quad \cdot d \mathbf{x}\right\rangle \leqslant \mathcal{A}\left(T_{\varepsilon}\right)
$$

which gives (5.34) in the limit $n \rightarrow \infty$. By (5.2), this proves that $\rho_{\varepsilon} \geqslant 0$.
Step 7. It remains to construct the map $\boldsymbol{\Phi}=\left(\Phi_{0}, \Phi\right)$. This is done in a series of short steps. The starting point is the diffeomorphism $h_{0}:(0,1) \longrightarrow \mathbb{R}$ defined by

$$
h_{0}(s)=\left(s-\frac{1}{2}\right) \exp \left(\frac{1}{s(1-s)}\right)
$$

Next we introduce the map $\Phi_{0}: \mathbb{R} \times \mathbb{R} \longrightarrow \mathbb{R}$ :

$$
\Phi_{0}(u, s)=\left\{\begin{array}{ll}
h_{0}^{-1}\left(h_{0}(s)+u\right) & \text { for } s \in(0,1)  \tag{5.35}\\
s & \text { otherwise }
\end{array}\right\}
$$

The properties of the exponential function imply that $\Phi_{0}$ is smooth. In particular, we have by the inverse function theorem that

$$
\begin{gathered}
\partial_{u} \Phi_{0}(u, s)=\left\{\begin{array}{ll}
\left(h_{0}^{\prime}\left(\Phi_{0}(u, s)\right)\right)^{-1} & \text { for } s \in(0,1) \\
0 & \text { otherwise }
\end{array}\right\}, \\
\partial_{s} \Phi_{0}(u, s)=\left\{\begin{array}{ll}
\left(h_{0}^{\prime}\left(\Phi_{0}(u, s)\right)\right)^{-1} h_{0}^{\prime}(s) & \text { for } s \in(0,1) \\
1 & \text { otherwise }
\end{array}\right\} .
\end{gathered}
$$

The map $\Phi_{0}$ obviously has the homomorphism property

$$
\begin{gather*}
\forall u, u^{\prime} \in \mathbb{R}, s \in \mathbb{R} \quad \Phi_{0}\left(u+u^{\prime}, s\right)=\Phi_{0}\left(u, \Phi_{0}\left(u^{\prime}, s\right)\right) \\
\forall s \in \mathbb{R} \quad \Phi_{0}(0, s)=s \tag{5.36}
\end{gather*}
$$

In a similar way, we introduce the diffeomorphism $\tilde{h}: B_{1}(0) \rightarrow \mathbb{R}^{n}$ defined by

$$
\tilde{h}(\tilde{x})=\tilde{x} \exp \left(\frac{1}{1-|\tilde{x}|^{2}}\right)
$$

and the map $\tilde{\Phi}: \mathbb{R}^{n} \times \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ through

$$
\tilde{\Phi}(z, \tilde{x})=\left\{\begin{array}{ll}
\tilde{h}^{-1}(\tilde{h}(\tilde{x})+z) & \text { for } \tilde{x} \in B_{1}(0)  \tag{5.37}\\
\tilde{x} & \text { otherwise }
\end{array}\right\}
$$

Again, the properties of the exponential function imply that $\tilde{\Phi}$ is smooth, and

$$
\begin{gathered}
D_{z} \tilde{\Phi}(z, \tilde{x})=\left\{\begin{array}{ll}
(D \tilde{h}(\tilde{\Phi}(z, \tilde{x})))^{-1} & \text { for } \tilde{x} \in B_{1}(0) \\
0 & \text { otherwise }
\end{array}\right\}, \\
D_{\tilde{x}} \tilde{\Phi}(z, \tilde{x})=\left\{\begin{array}{ll}
(D \tilde{h}(\tilde{\Phi}(z, \tilde{x})))^{-1} D \tilde{h}(\tilde{x}) & \text { for } \tilde{x} \in B_{1}(0) \\
\operatorname{Id} & \text { otherwise }
\end{array}\right\} .
\end{gathered}
$$

As for $\Phi_{0}$ above, the map $\tilde{\Phi}$ has the homomorphism property

$$
\begin{gather*}
\forall z, z^{\prime} \in \mathbb{R}^{n}, \tilde{x} \in \mathbb{R}^{n} \quad \tilde{\Phi}\left(z+z^{\prime}, \tilde{x}\right)=\tilde{\Phi}\left(z, \tilde{\Phi}\left(z^{\prime}, \tilde{x}\right)\right) \\
\forall \tilde{x} \in \mathbb{R}^{n} \quad \tilde{\Phi}(0, \tilde{x})=\tilde{x} \tag{5.38}
\end{gather*}
$$

Recall that $U \subset \mathbb{M}^{n}$ is an open subset homeomorphic to the ball $B_{1}(0) \subset \mathbb{R}^{n}$, with $\phi: U \longrightarrow \mathbb{R}^{n}$ a coordinate map. We may assume that $\phi$ extends to some neighborhood of $U$ and $B_{1}(0)$. Then the composition

$$
h(x):=\tilde{h}(\phi(x)) \quad \forall x \in U
$$

defines a diffeomorphism $h: U \longrightarrow \mathbb{R}^{n}$. In view of (5.37),

$$
\Phi(z, x)=\left\{\begin{array}{ll}
\phi^{-1}(\tilde{\Phi}(z, \phi(x))) & \text { for } x \in U \\
x & \text { otherwise }
\end{array}\right\}
$$

defines a smooth map $\Phi: \mathbb{R}^{n} \times \mathbb{M}^{n} \longrightarrow \mathbb{M}^{n}$, and it is immediately clear that the properties (5.37) and (5.38) are conserved; i.e., we have

$$
\Phi(z, x)=\left\{\begin{array}{ll}
h^{-1}(h(x)+z) & \text { for } x \in U  \tag{5.39}\\
x & \text { otherwise }
\end{array}\right\}
$$

and

$$
\begin{gather*}
\forall z, z^{\prime} \in \mathbb{R}^{n}, x \in \mathbb{M}^{n} \quad \Phi\left(z+z^{\prime}, x\right)=\Phi\left(z, \Phi\left(z^{\prime}, x\right)\right) \\
\forall x \in \mathbb{M}^{n} \quad \Phi(0, x)=x \tag{5.40}
\end{gather*}
$$

Finally, we consider the smooth function $\delta: \mathbb{R} \longrightarrow \mathbb{R}$ defined through

$$
\delta(s)=\left\{\begin{array}{ll}
\exp \left(-\frac{1}{s(1-s)}\right) & \text { for } s \in(0,1)  \tag{5.41}\\
0 & \text { otherwise }
\end{array}\right\}
$$

We now introduce the smooth map $\boldsymbol{\Phi}:\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \longrightarrow\left(\mathbb{R} \times \mathbb{M}^{n}\right)$ :

$$
\boldsymbol{\Phi}((u, z),(s, x)):=\left(\Phi_{0}(u, s), \Phi(\delta(s) z, x)\right)
$$

Let us quickly check that $\boldsymbol{\Phi}$ has the required properties. We establish the diffeomorphism properties (5.3a) by explicitly giving the right inverse

$$
\boldsymbol{\Theta}((u, z),(s, x))=\left(\Phi_{0}(-u, s), \Phi\left(-\delta\left(\Phi_{0}(-u, s)\right) z, x\right)\right)
$$

which defines a smooth map $\Theta:\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times\left(\mathbb{R} \times \mathbb{M}^{n}\right) \longrightarrow\left(\mathbb{R} \times \mathbb{M}^{n}\right)$. Then (5.36) and (5.40) imply (5.4) and (5.3b). The anisotropy property (5.3d) is clear by construction. The first invariance property (5.3e) can be read off from (5.39); the second invariance property (5.3f) follows from (5.35) for the $\Phi_{0}$-component and from (5.41) combined with (5.40) for the $\Phi$-component. The second diffeomorphism property (5.3c) follows from an explicit formula for the left inverse

$$
\Psi((t, y),(s, x))=\left(h_{0}(t)-h_{0}(s), \frac{h(y)-h(x)}{\delta(s)}\right)
$$

which defines a smooth map $\boldsymbol{\Psi}:((0,1) \times U) \times((0,1) \times U) \longrightarrow \mathbb{R} \times \mathbb{R}^{n}$ (recall that $\delta$ is positive on $(0,1))$. The identities (5.35) and (5.39) imply (5.5) as desired.

Step 8. In this last step, we prove that if $\rho_{0}$ and $\rho_{1}$ are smooth functions and if $T$ is a current defined on $[0,1] \times \mathbb{M}^{n}$ satisfying the admissibility condition (5.1), then the regularization $T_{\varepsilon}$ of $T$ is representable by a vector field $\left(\rho_{\varepsilon} \geqslant 0, m_{\varepsilon}\right)$ that is smooth up to the boundary $\{0,1\} \times \mathbb{M}^{n}$. This can be achieved by first approximating $T$ by an admissible current $T_{\alpha}$ that is representable by a smooth vector field in $[0, \alpha) \times \mathbb{M}^{n}$ and $(1-\alpha, 1] \times \mathbb{M}^{n}$ for suitable $\alpha$ and then applying to $T_{\alpha}$ the regularization procedure described above. Since the operators $T \mapsto T_{\varepsilon_{i}}^{U_{i}}$ do not destroy smoothness in stripes around the boundary $\{0,1\} \times \mathbb{M}^{n}$ (see Step 3 ), the regularized current $\left(T_{\alpha}\right)_{\varepsilon}$ can be represented by a vector field that attains the data $\rho_{0}$ and $\rho_{1}$ smoothly as desired.

We proceed as follows: For $0<\alpha<\frac{1}{2}$ we consider the map

$$
\mathbf{\Phi}_{\alpha}(s, x):=(\alpha+(1-2 \alpha) s, x) \quad \text { for }(s, x) \in[0,1] \times \mathbb{M}^{n}
$$

Given a smooth 1-form $\cdot d \mathbf{x}$, let $\boldsymbol{\Phi}_{\alpha}^{\#}(\cdot d \mathbf{x})=:{ }_{\alpha} \cdot d \mathbf{x}$ be its pull-back under the map $\boldsymbol{\Phi}_{\alpha}$. In terms of the vector field $=(\sigma, \xi)$ this means

$$
\begin{equation*}
\forall \mathbf{x} \in[0,1] \times \mathbb{M}^{n} \quad{ }_{\alpha}(\mathbf{x})=\left(D_{\mathbf{x}} \boldsymbol{\Phi}_{\alpha}(\mathbf{x})\right)^{t} \quad\left(\mathbf{\Phi}_{\alpha}(\mathbf{x})\right) \tag{5.42}
\end{equation*}
$$

and hence ${ }_{\alpha}=\left(\sigma_{\alpha}, \xi_{\alpha}\right)$ with

$$
\begin{equation*}
\sigma_{\alpha}(\mathbf{x})=(1-2 \alpha) \sigma\left(\mathbf{\Phi}_{\alpha}(\mathbf{x})\right) \quad \text { and } \quad \xi_{\alpha}(\mathbf{x})=\xi\left(\mathbf{\Phi}_{\alpha}(\mathbf{x})\right) \tag{5.43}
\end{equation*}
$$

We define the approximate current $T_{\alpha}$ by duality as

$$
\begin{align*}
\left\langle T_{\alpha}, \quad \cdot d \mathbf{x}\right\rangle:=\langle T, \quad \alpha \cdot d \mathbf{x}\rangle & +\iint_{[0, \alpha] \times \mathbb{M}^{n}} \sigma(s, x) \rho_{0}(x) d x d s \\
& +\iint_{[1-\alpha, 1] \times \mathbb{M}^{n}} \sigma(s, x) \rho_{1}(x) d x d s \tag{5.44}
\end{align*}
$$

for all smooth 1-forms $\cdot d \mathbf{x}=\sigma d s+\xi \cdot d x$. This $T_{\alpha}$ is admissible: If $\zeta$ is a smooth function and $:=\boldsymbol{\nabla} \zeta$ the gradient field, then (5.42) implies that

$$
{ }_{\alpha}(\mathbf{x})=\boldsymbol{\nabla} \zeta_{\alpha}(\mathbf{x}), \quad \text { where } \quad \zeta_{\alpha}(\mathbf{x}):=\zeta\left(\mathbf{\Phi}_{\alpha}(\mathbf{x})\right)
$$

and therefore

$$
\begin{aligned}
\left\langle T_{\alpha}, \boldsymbol{\nabla} \zeta \cdot d \mathbf{x}\right\rangle= & \int_{\mathbb{M}^{n}} \zeta(1-\alpha, x) \rho_{1}(x) d x+\iint_{[1-\alpha, 1] \times \mathbb{M}^{n}} \partial_{s} \zeta(s, x) \rho_{1}(x) d x d s \\
& -\int_{\mathbb{M}^{n}} \zeta(\alpha, x) \rho_{0}(x) d x+\iint_{[0, \alpha] \times \mathbb{M}^{n}} \partial_{s} \zeta(s, x) \rho_{0}(x) d x d s \\
= & \int_{\mathbb{M}^{n}} \zeta(1, x) \rho_{1}(x) d x-\int_{\mathbb{M}^{n}} \zeta(0, x) \rho_{0}(x) d x
\end{aligned}
$$

It follows easily from (5.44) that $T_{\alpha}$ is represented by the smooth vector field $\left(\rho_{0}, 0\right)$ in the stripe $[0, \alpha) \times \mathbb{M}^{n}$ and by $\left(\rho_{1}, 0\right)$ in $(1-\alpha, 1] \times \mathbb{M}^{n}$. Consider the action functional. Notice first that if $=(\sigma, \xi)$ is admissible in the definition of $\mathcal{A}$, then also the modified vector field $(1-2 \alpha){ }_{\alpha}$ is admissible since by (5.43)

$$
(1-2 \alpha) \sigma_{\alpha}+\frac{1}{2}\left|(1-2 \alpha) \xi_{\alpha}\right|^{2}=(1-2 \alpha)^{2}\left(\sigma \circ \boldsymbol{\Phi}_{\alpha}+\frac{1}{2}\left|\xi \circ \boldsymbol{\Phi}_{\alpha}\right|^{2}\right) \leqslant 0
$$

The extra integrals in (5.44) do not contribute to $\mathcal{A}\left(T_{\alpha}\right)$ because $\sigma \leqslant-\frac{1}{2}|\xi|^{2} \leqslant 0$ and $\rho_{0}, \rho_{1} \geqslant 0$. This yields as above $\mathcal{A}\left(T_{\alpha}\right) \leqslant(1-2 \alpha)^{-1} \mathcal{A}(T)$, and thus

$$
\limsup _{\alpha \rightarrow 0} \mathcal{A}\left(T_{\alpha}\right) \leqslant \mathcal{A}(T)
$$

Now we regularize as before to conclude.
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# ZERO-VISCOSITY LIMIT OF THE LINEARIZED COMPRESSIBLE NAVIER-STOKES EQUATIONS WITH HIGHLY OSCILLATORY FORCES IN THE HALF-PLANE* 
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#### Abstract

We study the asymptotic behavior of the solution to the linearized compressible Navier-Stokes equations with highly oscillatory forces in the half-plane with nonslip boundary conditions for small viscosity. The wavelength of oscillation is assumed to be proportional to the square root of the viscosity. By means of asymptotic analysis, we deduce that the leading profiles of the solution have four terms: the first one is the outflow satisfying the linearized Euler equations, the second one is an oscillatory wave propagated along the characteristic field tangential to the boundary associated with the linearized Euler operator in the half-plane, the third one is a boundary layer satisfying a linearized Prandtl equation, the fourth one represents the oscillation propagated in the boundary layer, and it is described by an initial-boundary value problem for an Poisson-Prandtl coupled system. By using the energy method and mode analysis, we obtain the well-posedness of this Poisson-Prandtl coupled problem, and a rigorous theory on the asymptotic analysis of the zeroviscosity limit. Finally, we have briefly discussed the case that the wavelength of the oscillatoy force is shorter than the square root of the viscosity.
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1. Introduction. Consider the following initial-boundary value problem for the two-dimensional isentropic compressible Navier-Stokes equations with nonslip boundary conditions in $\left\{t, x_{1}>0, x_{2} \in \mathbb{R}\right\}$ :

$$
\left\{\begin{array}{l}
\partial_{t} \rho+(v \cdot \nabla) \rho+\rho \nabla \cdot v=f(t, x),  \tag{1.1}\\
\rho\left(\partial_{t} v+(v \cdot \nabla) v\right)+\nabla p=\nabla \cdot\left(2 \mu P+\lambda I_{2} \nabla \cdot v\right)+g(t, x), \\
\left.v\right|_{x_{1}=0}=0, \\
\left.(\rho, v)\right|_{t=0}=\left(\rho_{0}, v_{0}\right)(x),
\end{array}\right.
$$

where $f$ and $g$ represent the source and force terms, $P=\frac{1}{2}\left\{\partial_{x_{j}} v_{i}+\partial_{x_{i}} v_{j}\right\}_{i \times j}$ is a $2 \times 2$ matrix with $v=\left(v_{1}, v_{2}\right)^{T}, p=p(\rho)$ is the equation of state, $\mu$ and $\lambda$ denote the coefficient and the second coefficient of viscosity, respectively, with $\mu>0$ and $\mu^{\prime}=\mu+\lambda \geq 0$. Corresponding to (1.1), the motion of an inviscid compressible fluid

[^69]is governed by the following Euler equations:
\[

\left\{$$
\begin{array}{l}
\partial_{t} \rho+(v \cdot \nabla) \rho+\rho \nabla \cdot v=f(t, x)  \tag{1.2}\\
\rho\left(\partial_{t} v+(v \cdot \nabla) v\right)+\nabla p=g(t, x) \\
\left.v_{1}\right|_{x_{1}=0}=0 \\
\left.(\rho, v)\right|_{t=0}=\left(\rho_{0}, v_{0}\right)(x)
\end{array}
$$\right.
\]

For simplicity, we assume that $\mu$ and $\mu^{\prime}$ are proportional to a parameter, say $\epsilon^{2}$ with $\epsilon>0$.

One interesting problem is to study the convergence of the solution of the NavierStokes equations (1.1) to that of the Euler equations (1.2) in the limit of small viscosity. It is expected that uniform convergence can take place only away from the physical boundary $\left\{x_{1}=0\right\}$ even for smooth solutions of (1.2) due to the disparity of the boundary conditions in (1.1) and (1.2), and a thin region comes out near the boundary $\left\{x_{1}=0\right\}$ (the boundary layer) in which values of unknowns change drastically in the process of this limit.

It is a challenging problem to analyze rigorously this boundary layer phenomena displayed by the actual Navier-Stokes solutions. For the problem of incompressible Navier-Stokes equations, Prandtl carried out a formal analysis in his speech [6] at the International Congress of Mathematicians in 1904, and derived a nonlinear degenerate parabolic-elliptic coupled system for the velocity fields in the boundary layer, which is now called the Prandtl system. Under the monotonic assumption on the velocity of the outflow, Oleinik and Samokhin established the local existence of smooth solutions for boundary value problems of the Prandtl system since the 1960's, and their works were surveyed recently in the monography [5]. The existence and uniqueness of global weak solutions to the Prandtl system are recently established by Xin and Zhang [13] and Xin, Zhang, and Zhao [14], respectively. In [7, 8], Sammartino and Caflisch obtained the local existence of analytic solutions to the Prandtl system, and a rigorous theory on the boundary layer in incompressible fluids with analytic data in the frame of the abstract Cauchy-Kowaleskaya theory. Grenier [2,3] investigated the stability of boundary layer type solutions to the Euler equations and the instability of solutions to the incompressible Navier-Stokes equations. Till now, there existed no general rigorous theory of viscous boundary layer in the case of nonslip boundary conditions; this is reviewed in $[1,11]$. The problem of the viscous boundary layer in the case of slip boundary conditions was studied rigorously by Temam and Wang in [10].

To study the theory of the viscous boundary layer for compressible fluids with nonslip boundary conditions, recently, Xin and Yanagisawa [12] obtained a rigorous justification of the Prandtl boundary layer theory for the linearized compressible fluids when the viscosity goes to zero.

The purpose of this paper is to study the asymptotic behavior of solutions to the linearized compressible Navier-Stokes equations on the half-plane with nonslip boundary conditions perturbed by high frequency oscillatory force terms, and to investigate the interaction between the linearized boundary layer and rapidly oscillatory waves.

In the case that the oscillation of the force term is propagated along the tangential characteristic field of the boundary with respect to the linearized Euler operator, see (2.6)-(2.9), and the wavelength is proportional to the square root of the viscosity, we establish a rigorous theory on the boundary layer and its oscillatory behavior. Roughly speaking, it is shown that the leading profiles of the solution to the linearized
compressible Navier-Stokes equations can be divided into four terms: the first one is the outflow satisfying the linearized Euler equations, the second one is an oscillatory wave propagated along the characteristic field tangential to the boundary associated with the linearized Euler operator in the half-plane, and its amplitude satisfies a linear degenerate parabolic equation with the second order term coming from the viscous term in the linearized Navier-Stokes equations, the third one is the classical linearized Prandtl boundary layer supported in a thin neighborhood of the boundary, and the fourth one is an oscillatory wave propagated in the boundary layer, this term together with its vorticity with respect to the normal variable and the fast variable satisfy an initial-boundary value problem for an Poisson-Prandtl coupled system. This result shows that the zero-viscosity limit of the solution to the linearized compressible Navier-Stokes equations with highly oscillatory forces satisfies the linearized Euler equations away from the boundary, and the oscillation is propagated in a way of linear geometric optics in free space. The boundary layer is of the Prandtl type as usual, but the novelties are that the oscillation is propagated in the layer, and there is an interaction between the boundary layer and highly oscillatory waves near the boundary; for details see Theorem 2.1.

When the wavelength of the oscillatory force term is shorter than the square root of the viscosity, we observe that both the oscillation in the outflow and in the boundary layer appear only in the high order profiles, and the leading profiles are the same as the case studied in [12] with the force term without oscillation. This phenomenon will be explained in the appendix for the case that the wavelength of the oscillatory force term is the same order as the viscosity. The case that the wavelength of the oscillatory force term is longer than the square root of the viscosity is more complicated and challenging as it may destabilize the boundary layer. We shall study this problem in a forthcoming paper.

The nonlinear interaction between the boundary layer and high frequency oscillating waves for the artificial viscosity problem of a semilinear hyperbolic system was studied by Gues in [4], for which the leading profiles of solutions have three terms: the outflow satisfying the hyperbolic problem, an oscillatory wave propagated in the half space (its amplitude satisfies an initial value problem for a degenerate parabolic equation), and the boundary layer, which satisfies an initial-boundary value problem for a degenerate parabolic equation. Due to the nonlinearity of the system, problems for these three profiles are coupled together. Main differences between this paper and Gues' work [4] are that the profile of the boundary layer in the Navier-Stokes system satisfies the Prandtl system even when the force term without oscillation, and the phase function of oscillation we will study is nonlinear in general, which gives rise to the above fourth profile, describing the oscillation in the boundary layer, while the phase function of the oscillatory waves considered by Gues in [4] is linear and vanishes at the boundary, which implies that the above fourth term does not appear in that case (see Remark 5.1).

Another related work is that of Szepessy in [9], which gave a geometric optics expansion for a linearized viscous shock profile perturbed by a highly oscillatory wave in two space variables.

The remainder of this paper shall be arranged as follows. In section 2, we carry out the formal analysis to derive problems for the leading profiles of the asymptotic expansion of the solution to the linearized Navier-Stokes equations with respect to $\epsilon$, proportional to the square root of the viscosity, and observe that one of leading profiles describes the oscillation propagated in the boundary layer, and this profile together with its vorticity with respect to the normal variable and the oscillatory
variable satisfy an initial-boundary value problem for an Poisson-Prandtl coupled system. The derivation of problems for higher order profiles will be given in the appendix. The problem for the Poisson-Prandtl coupled equations is not a classical one. To our knowledge, there is no any literature devoted to this kind of problem, so we shall establish the well-posedness of this problem in section 3. In section 4, we rigorously justify the formal analysis of the zero-viscosity limit for the solution to the linearized Navier-Stokes equations. Finally, in the appendix, we shall also study the problem with the wavelength of the oscillatory force term being the same order as the viscosity.
2. Asymptotic analysis and main results. Corresponding to the problem (1.1) for the compressible Navier-Stokes equations, we consider the following linearized problem at a state $V^{\prime}=\left(\rho^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}\right)^{T}$ with a high frequency oscillatory force term in the half-space $\left\{t, x_{1}>0, x_{2} \in \mathbb{R}\right\}$ :

$$
\left\{\begin{array}{l}
A_{0}\left(V^{\prime}\right) \partial_{t} V^{\epsilon}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}} V^{\epsilon}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}} V^{\epsilon}=B\left(\epsilon^{2}, D \epsilon^{2}\right) V^{\epsilon}+\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)  \tag{2.1}\\
M^{+} V^{\epsilon}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) V^{\epsilon}=0, \quad \text { on } \quad x_{1}=0 \\
\left.V^{\epsilon}\right|_{t=0}=V_{0}(x)
\end{array}\right.
$$

where $V^{\epsilon}=\left(\rho^{\epsilon}, v_{1}^{\epsilon}, v_{2}^{\epsilon}\right)^{T}, \Phi(t, x ; \theta)$ is periodic in $\theta \in T^{1}=\mathbb{R} / 2 \pi Z$,

$$
A_{0}\left(V^{\prime}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \rho^{\prime} & 0 \\
0 & 0 & \rho^{\prime}
\end{array}\right), A_{1}\left(V^{\prime}\right)=\left(\begin{array}{ccc}
v_{1}^{\prime} & \rho^{\prime} & 0 \\
c^{2} & \rho^{\prime} v_{1}^{\prime} & 0 \\
0 & 0 & \rho^{\prime} v_{1}^{\prime}
\end{array}\right), A_{2}\left(V^{\prime}\right)=\left(\begin{array}{ccc}
v_{2}^{\prime} & 0 & \rho^{\prime} \\
0 & \rho^{\prime} v_{2}^{\prime} & 0 \\
c^{2} & 0 & \rho^{\prime} v_{2}^{\prime}
\end{array}\right)
$$

with $c=\sqrt{\frac{d p\left(\rho^{\prime}\right)}{d \rho}}>0$ being the sound speed at $V^{\prime}$, and

$$
B\left(\epsilon^{2}, D \epsilon^{2}\right) V^{\epsilon}=\epsilon^{2}\left(B_{1} \partial_{x_{1}}^{2} V^{\epsilon}+B_{2} \partial_{x_{2}}^{2} V^{\epsilon}+B_{3} \partial_{x_{1} x_{2}}^{2} V^{\epsilon}\right)
$$

with $D \geq 0$ being a constant, and

$$
B_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1+D & 0 \\
0 & 0 & 1
\end{array}\right), \quad B_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1+D
\end{array}\right), \quad B_{3}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & D \\
0 & D & 0
\end{array}\right)
$$

where we have assumed that $\mu=\epsilon^{2}$ and $\mu^{\prime}=D \epsilon^{2}$ in (1.1).
For convenience we shall assume that the background state $V^{\prime}$ is smooth and bounded. The case of finite order regularity can be handled as well, but much more bookkeeping is needed.

Suppose that

$$
\begin{equation*}
\left.v_{1}^{\prime}\right|_{x_{1}=0}=0 \tag{2.2}
\end{equation*}
$$

For any fixed $\left(\xi_{1}, \xi_{2}\right) \neq(0,0)$, denote by

$$
\begin{equation*}
\tau_{1}=-\left(\xi_{1} v_{1}^{\prime}+\xi_{2} v_{2}^{\prime}\right), \quad \tau_{2,3}=-\left(\xi_{1} v_{1}^{\prime}+\xi_{2} v_{2}^{\prime} \pm c \sqrt{\xi_{1}^{2}+\xi_{2}^{2}}\right) \tag{2.3}
\end{equation*}
$$

eigenvalues of the symbol $L\left(\tau, \xi_{1}, \xi_{2}\right)$ associated with the linearized Euler operator at $V^{\prime}$,

$$
\begin{equation*}
L\left(\partial_{t}, \partial_{x}\right)=A_{0}\left(V^{\prime}\right) \partial_{t}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}} \tag{2.4}
\end{equation*}
$$

which means that $\tau_{k}$ are roots to the following characteristic equation:

$$
\operatorname{det}\left(\tau A_{0}\left(V^{\prime}\right)+\xi_{1} A_{1}\left(V^{\prime}\right)+\xi_{2} A_{2}\left(V^{\prime}\right)\right)=0
$$

Denote by $\left\{\vec{r}_{k}\right\}_{k=1}^{3}$ and $\left\{\vec{l}_{k}\right\}_{k=1}^{3}$ the associated right and left eigenvectors, respectively,

$$
\left\{\begin{array}{l}
\left(\tau_{k} A_{0}\left(V^{\prime}\right)+\xi_{1} A_{1}\left(V^{\prime}\right)+\xi_{2} A_{2}\left(V^{\prime}\right)\right) \vec{r}_{k}=0  \tag{2.5}\\
\vec{l}_{k}\left(\tau_{k} A_{0}\left(V^{\prime}\right)+\xi_{1} A_{1}\left(V^{\prime}\right)+\xi_{2} A_{2}\left(V^{\prime}\right)\right)=0
\end{array}\right.
$$

with the normalization

$$
\vec{l}_{j} A_{0} \vec{r}_{k}=\delta_{j k}= \begin{cases}1, & j=k \\ 0, & j \neq k\end{cases}
$$

It follows from (2.2) that the boundary $\left\{x_{1}=0\right\}$ is uniformly characteristic with respect to the eigenvalue $\tau_{1}=-\left(\xi_{1} v_{1}^{\prime}+\xi_{2} v_{2}^{\prime}\right)$ associated with the linearized Euler operator (2.4).

As in the classical theory of nonlinear geometric optics [4], it is assumed that the oscillation phase $\varphi(t, x)$ in (2.1) satisfies the eikonal equation with respect to $\tau_{1}$,

$$
\begin{equation*}
\partial_{t} \varphi+v_{1}^{\prime} \partial_{x_{1}} \varphi+v_{2}^{\prime} \partial_{x_{2}} \varphi=0 \tag{2.6}
\end{equation*}
$$

In this paper, we shall assume

$$
\begin{equation*}
\varphi^{0}\left(t, x_{2}\right):=\varphi\left(t, 0, x_{2}\right) \neq 0 \tag{2.7}
\end{equation*}
$$

Obviously, the assumption $\left.v_{1}^{\prime}\right|_{x_{1}=0}=0$ implies

$$
\begin{equation*}
\partial_{t} \varphi^{0}+v_{2}^{\prime}(0) \partial_{x_{2}} \varphi^{0}=0 \tag{2.8}
\end{equation*}
$$

with $v_{2}^{\prime}(0)$ denoting $v_{2}^{\prime}\left(t, 0, x_{2}\right)$.
Moreover, we assume

$$
\begin{equation*}
\partial_{x_{2}} \varphi^{0}=\left.\partial_{x_{2}} \varphi\right|_{x_{1}=0} \neq 0 \tag{2.9}
\end{equation*}
$$

at each point of $\left\{\left(t, x_{2}\right) \in \mathbb{R}^{+} \times \mathbb{R}\right\}$. If $\partial_{x_{2}} \varphi^{0} \equiv 0$, then from (2.8) we have $\partial_{t} \varphi^{0}=0$ as well, which implies

$$
\varphi^{0}\left(t, x_{2}\right) \equiv \mathrm{const}
$$

yielding no oscillation factor in the boundary layer. The problem in the general case of $\varphi$, e.g., $\varphi\left(t, 0, x_{2}\right)$ degenerates in a subset of $\left(t, x_{2}\right) \in \mathbb{R}^{+} \times \mathbb{R}$ is interesting, and shall be investigated in the future. As we shall see, the case $\varphi\left(t, 0, x_{2}\right) \equiv 0$ is easier to handle.

In the case of (2.6)-(2.9), we take the following ansatz for the solution of (2.1):

$$
\begin{equation*}
V^{\epsilon}(t, x)=V_{i n}^{\epsilon}(t, x)+V_{b d}^{\epsilon}(t, x) \tag{2.10}
\end{equation*}
$$

where

$$
\left\{\begin{align*}
V_{i n}^{\epsilon}(t, x) & =\sum_{j \geq 0} \epsilon^{j}\left(a_{j}(t, x)+c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)\right)  \tag{2.11}\\
V_{b d}^{\epsilon}(t, x) & =\sum_{j \geq 0} \epsilon^{j}\left(b_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+d_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon}\right)\right)
\end{align*}\right.
$$

where $c_{j}(t, x ; \theta)$ and $d_{j}\left(t, x_{2} ; z, \theta\right)$ are $2 \pi$-periodic in $\theta$ with mean value vanishing, and $b_{j}\left(t, x_{2} ; z\right)$ and $d_{j}\left(t, x_{2} ; z, \theta\right)$ are rapidly decreasing in $z$ when $z \rightarrow+\infty$.

In what follows, we shall always denote by $C_{p}^{k}\left(T_{\theta}^{1}\right)$ the set of $k$ th order smooth functions which are $2 \pi$-periodic in $\theta \in T^{1}, S\left(\mathbb{R}_{z}^{+}\right)$the set of smooth functions rapidly decreasing in $z$ when $z \rightarrow+\infty$, and $a_{j}^{(k)}(k=1,2,3)$ the $k$ th component of $a_{j}$ etc.

Taking the formal expansion as

$$
\begin{align*}
& \left(A_{0}\left(V^{\prime}\right) \partial_{t}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}}\right) V_{i n}^{\epsilon}-B\left(\epsilon^{2}, D \epsilon^{2}\right) V_{i n}^{\epsilon}-\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)  \tag{2.12}\\
& =\sum_{j \geq-1} \epsilon^{j} \mathcal{F}_{j}
\end{align*}
$$

in $\epsilon$, we have

$$
\left\{\begin{align*}
& \mathcal{F}_{-1}= \sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{0},  \tag{2.13}\\
& \mathcal{F}_{0}= L\left(\partial_{t}, \partial_{x}\right)\left(a_{0}+c_{0}\right)-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{0}-\Phi(t, x ; \theta) \\
&+\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{1}, \\
& \ldots \ldots \\
& \mathcal{F}_{j}= L\left(\partial_{t}, \partial_{x}\right)\left(a_{j}+c_{j}\right)-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{j} \\
&+\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{j+1}+f_{j}
\end{align*}\right.
$$

for each $j \geq 1$, where $\varphi_{x_{k}}=\partial_{x_{k}} \varphi$ with $x_{0}=t$, and

$$
\begin{aligned}
f_{j}= & -\left(\varphi_{x_{1} x_{1}} B_{1}+\varphi_{x_{2} x_{2}} B_{2}+\varphi_{x_{1} x_{2}} B_{3}\right) \partial_{\theta} c_{j-1}-\left(2 \varphi_{x_{1}} B_{1}+\varphi_{x_{2}} B_{3}\right) \partial_{\theta x_{1}}^{2} c_{j-1} \\
& -\left(2 \varphi_{x_{2}} B_{2}+\varphi_{x_{1}} B_{3}\right) \partial_{\theta x_{2}}^{2} c_{j-1}-\left(B_{1} \partial_{x_{1}}^{2}+B_{2} \partial_{x_{2}}^{2}+B_{3} \partial_{x_{1} x_{2}}^{2}\right)\left(a_{j-2}+c_{j-2}\right)
\end{aligned}
$$

with $a_{-1}=c_{-1}=0$.
Set $z=\frac{x_{1}}{\epsilon}$. Then

$$
\begin{equation*}
\left(A_{0}\left(V^{\prime}\right) \partial_{t}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}}\right) V_{b d}^{\epsilon}-B\left(\epsilon^{2}, D \epsilon^{2}\right) V_{b d}^{\epsilon}=\sum_{j \geq-1} \epsilon^{j} \mathcal{G}_{j} \tag{2.14}
\end{equation*}
$$

implies

$$
\left\{\begin{align*}
\mathcal{G}_{-1}= & \left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{0}+A_{1}(0) \partial_{z}\left(b_{0}+d_{0}\right)  \tag{2.15}\\
\mathcal{G}_{0}= & L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right)\left(b_{0}+d_{0}\right)+z\left(\varphi_{t}^{0} A_{0}^{\prime}(0)+\varphi_{x_{2}}^{0} A_{2}^{\prime}(0)\right) \partial_{\theta} d_{0}-B_{1} \partial_{z}^{2} b_{0} \\
& \quad+z A_{1}^{\prime}(0) \partial_{z}\left(b_{0}+d_{0}\right)-\left(B_{1} \partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{z \theta}^{2}\right) d_{0} \\
& \quad+\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{1}+A_{1}(0) \partial_{z}\left(b_{1}+d_{1}\right) \\
\ldots & \cdots \\
\mathcal{G}_{j}= & L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right)\left(b_{j}+d_{j}\right)+z\left(\varphi_{t}^{0} A_{0}^{\prime}(0)+\varphi_{x_{2}}^{0} A_{2}^{\prime}(0)\right) \partial_{\theta} d_{j}-B_{1} \partial_{z}^{2} b_{j} \\
& \quad+z A_{1}^{\prime}(0) \partial_{z}\left(b_{j}+d_{j}\right)-\left(B_{1} \partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{z \theta}^{2}\right) d_{j} \\
& \quad+\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{j+1}+A_{1}(0) \partial_{z}\left(b_{j+1}+d_{j+1}\right)+g_{j}
\end{align*}\right.
$$

for any $j \geq 1$, where $g_{j}$ depends smoothly on $\left\{b_{k}, d_{k}\right\}_{k \leq j-1}$ and their derivatives up to order two, $A_{k}(0)=\left.A_{k}\left(V^{\prime}\right)\right|_{x_{1}=0}, A_{k}^{\prime}(0)=\left.\partial_{x_{1}}\left(A_{k}\left(V^{\prime}\right)\right)\right|_{x_{1}=0}$, and

$$
L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right)=A_{0}(0) \partial_{t}+A_{2}(0) \partial_{x_{2}}
$$

From the equations in (2.1) and the assumption that each term $\left(b_{j}, d_{j}\right)$ in $V_{b d}^{\epsilon}$ is rapidly decreasing in $z$ when $z \rightarrow+\infty$, it is natural to set

$$
\begin{equation*}
\mathcal{F}_{j} \equiv 0 \quad \text { and } \quad \mathcal{G}_{j} \equiv 0 \tag{2.16}
\end{equation*}
$$

in (2.12) and (2.14), respectively, for all $j \geq-1$.
The next step is to derive the governing problems for various order of profiles from (2.16) and initial and boundary conditions given in (2.1).

Let $\left\{\vec{r}_{k}(\nabla \varphi), \vec{l}_{k}(\nabla \varphi)\right\}_{k=1}^{3}$ be the right and left eigenvectors given in (2.5) associated with $\left(\xi_{1}, \xi_{2}\right)=\left(\varphi_{x_{1}}, \varphi_{x_{2}}\right)$.

It follows from $\mathcal{F}_{-1}=0$ that

$$
\begin{equation*}
c_{0}(t, x ; \theta)=v_{0}(t, x ; \theta) \vec{r}_{1}(\nabla \varphi) \tag{2.17}
\end{equation*}
$$

with $v_{0}(t, x ; \theta)$ being a scalar unknown.
Acting upon the mean value operator

$$
\mathbf{m}_{\theta}(u)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u(\theta) d \theta
$$

on the equation $\mathcal{F}_{0}=0$, we deduce

$$
\begin{equation*}
L\left(\partial_{t}, \partial_{x}\right) a_{0}=\mathbf{m}_{\theta}(\Phi) \tag{2.18}
\end{equation*}
$$

and the difference between (2.18) and $\mathcal{F}_{0}=0$ gives

$$
\begin{align*}
& L\left(\partial_{t}, \partial_{x}\right) c_{0}-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{0}-\Phi+\mathbf{m}_{\theta}(\Phi) \\
& \quad=-\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{1} \tag{2.19}
\end{align*}
$$

Multiplying $\vec{l}_{1}(\nabla \varphi)$ from the left of (2.19), and using (2.17), one discovers that $v_{0}(t, x ; \theta)$ satisfies the following problem:

$$
\left\{\begin{array}{l}
{\left[\left(\vec{l}_{1} A_{0} \vec{r}_{1}\right) \partial_{t}+\left(\vec{l}_{1} A_{1} \vec{r}_{1}\right) \partial_{x_{1}}+\left(\vec{l}_{1} A_{2} \vec{r}_{1}\right) \partial_{x_{2}}\right] v_{0}+\vec{l}_{1}\left(A_{0} \partial_{t} \vec{r}_{1}+A_{1} \partial_{x_{1}} \vec{r}_{1}+A_{2} \partial_{x_{2}} \vec{r}_{1}\right) v_{0}}  \tag{2.20}\\
\quad-\vec{l}_{1}\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \vec{r}_{1} \partial_{\theta}^{2} v_{0}=\vec{l}_{1}\left(\Phi-\mathbf{m}_{\theta}(\Phi)\right) \\
\left.v_{0}\right|_{t=0}=0
\end{array}\right.
$$

Note that the vector field

$$
\left(\vec{l}_{1} A_{0} \vec{r}_{1}\right) \partial_{t}+\left(\vec{l}_{1} A_{1} \vec{r}_{1}\right) \partial_{x_{1}}+\left(\vec{l}_{1} A_{2} \vec{r}_{1}\right) \partial_{x_{2}}
$$

is tangential to the boundary $\left\{x_{1}=0\right\}$, and

$$
\vec{l}_{1}\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \vec{r}_{1}=\frac{1}{\rho^{\prime}}\left(\varphi_{x_{1}}^{2}+\varphi_{x_{2}}^{2}\right)>0
$$

The problem (2.20) is the one for a linear degenerate parabolic equation, which can be easily solved.

To solve $a_{0}$ from (2.18), we need to impose a boundary datum for $a_{0}^{(2)}$ on $\left\{x_{1}=0\right\}$.
It follows from the ansatz (2.10) and (2.11) that the $0\left(\epsilon^{0}\right)$-term of the boundary condition $\left.M^{+} V^{\epsilon}\right|_{x_{1}=0}=0$ in (2.1) gives rise to

$$
\begin{equation*}
a_{0}^{(k)}(t, x)+c_{0}^{(k)}(t, x ; \theta)+b_{0}^{(k)}\left(t, x_{2} ; z\right)+d_{0}^{(k)}\left(t, x_{2} ; z, \theta^{0}\right)=0 \tag{2.21}
\end{equation*}
$$

on $\left\{x_{1}=0, z=0, \theta=\theta^{0}\right\}$ for $k \in\{2,3\}$. Since $c_{0}^{(k)}$ and $d_{0}^{(k)}$ are $2 \pi$-periodic in $\theta$ and $\theta^{0}$, with mean values vanishing, respectively, the condition (2.21) is equivalent to

$$
\left\{\begin{array}{l}
a_{0}^{(k)}(t, x)+b_{0}^{(k)}\left(t, x_{2} ; z\right)=0 \quad \text { on }\left\{x_{1}=z=0\right\}  \tag{2.22}\\
c_{0}^{(k)}(t, x ; \theta)+d_{0}^{(k)}\left(t, x_{2} ; z, \theta^{0}\right)=0 \quad \text { on }\left\{x_{1}=z=0, \theta=\theta^{0}\right\}
\end{array}\right.
$$

for $k \in\{2,3\}$.
Thus, we should first study $b_{0}^{(2)}$ in order to determine the boundary value of $a_{0}^{(2)}$.
Acting upon the mean value operator $\mathbf{m}_{\theta}$ on $\mathcal{G}_{-1}=0$ leads to

$$
\begin{equation*}
A_{1}(0) \partial_{z} b_{0}=0 \tag{2.23}
\end{equation*}
$$

So, $\mathcal{G}_{-1}=0$ gives rise to

$$
\begin{equation*}
\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{0}+A_{1}(0) \partial_{z} d_{0}=0 \tag{2.24}
\end{equation*}
$$

From (2.23), we obtain immediately that

$$
\partial_{z} b_{0}^{(1)}=\partial_{z} b_{0}^{(2)}=0
$$

which implies

$$
\begin{equation*}
b_{0}^{(1)}=b_{0}^{(2)} \equiv 0 \tag{2.25}
\end{equation*}
$$

by using $b_{0} \in S\left(\mathbb{R}_{z}^{+}\right)$.
Thus, it follows from (2.18) and (2.22) that $a_{0}(t, x)$ satisfies the following problem for the linearized Euler equations:

$$
\left\{\begin{array}{l}
\left(A_{0}\left(V^{\prime}\right) \partial_{t}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}}\right) a_{0}=\mathbf{m}_{\theta}(\Phi), \quad t, x_{1}>0  \tag{2.26}\\
\left.a_{0}^{(2)}\right|_{x_{1}=0}=0 \\
\left.a_{0}\right|_{t=0}=V_{0}(x)
\end{array}\right.
$$

To determine $b_{0}^{(3)}\left(t, x_{2} ; z\right)$, by acting upon the mean value operator $\mathbf{m}_{\theta}$ on $\mathcal{G}_{0}=0$ we deduce that

$$
\begin{equation*}
L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right) b_{0}+z A_{1}^{\prime}(0) \partial_{z} b_{0}+A_{1}(0) \partial_{z} b_{1}=B_{1} \partial_{z}^{2} b_{0} \tag{2.27}
\end{equation*}
$$

and the difference between (2.27) and $\mathcal{G}_{0}=0$ gives rise to

$$
\begin{align*}
L_{b d} & \left(\partial_{t}, \partial_{x_{2}}\right) d_{0}+z\left(\varphi_{t}^{0} A_{0}^{\prime}(0)+\varphi_{x_{2}}^{0} A_{2}^{\prime}(0)\right) \partial_{\theta} d_{0}+z A_{1}^{\prime}(0) \partial_{z} d_{0}  \tag{2.28}\\
& -\left(B_{1} \partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{z \theta}^{2}\right) d_{0} \\
= & -\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{1}-A_{1}(0) \partial_{z} d_{1}
\end{align*}
$$

From the third component of (2.27), we conclude that $b_{0}^{(3)}\left(t, x_{2} ; z\right)$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) b_{0}^{(3)}+z \frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z} b_{0}^{(3)}-\frac{1}{\rho^{\prime}(0)} \partial_{z}^{2} b_{0}^{(3)}=0, \quad t, z>0  \tag{2.29}\\
\left.b_{0}^{(3)}\right|_{z=0}=-a_{0}^{(3)}\left(t, 0, x_{2}\right) \\
\left.b_{0}^{(3)}\right|_{t=0}=0
\end{array}\right.
$$

where $a_{0}^{(3)}$ is given by (2.26).
The problem (2.29) is the one for a linearized Prandtl equation, which has been solved by Xin and Yanagisawa in [12].

Now, let us derive the problems for $d_{0}\left(t, x_{2} ; z, \theta\right)$ from (2.24) and (2.28).
It follows from $\varphi_{t}^{0}+v_{2}^{\prime}(0) \varphi_{x_{2}}^{0}=0$ that

$$
\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d+A_{1}(0) \partial_{z} d=\left(\begin{array}{c}
\rho^{\prime}(0)\left(\varphi_{x_{2}}^{0} \partial_{\theta} d^{(3)}+\partial_{z} d^{(2)}\right) \\
c^{2}(0) \partial_{z} d^{(1)} \\
c^{2}(0) \varphi_{x_{2}}^{0} \partial_{\theta} d^{(1)}
\end{array}\right)
$$

Thus, (2.24) yields

$$
\begin{equation*}
\varphi_{x_{2}}^{0} \partial_{\theta} d_{0}^{(3)}+\partial_{z} d_{0}^{(2)}=0 \tag{2.30}
\end{equation*}
$$

and

$$
\varphi_{x_{2}}^{0} \partial_{\theta} d_{0}^{(1)}=0, \quad \partial_{z} d_{0}^{(1)}=0
$$

which implies

$$
\begin{equation*}
d_{0}^{(1)} \equiv 0 \tag{2.31}
\end{equation*}
$$

To solve $\left(d_{0}^{(2)}, d_{0}^{(3)}\right)$, we define the operator $\mathbb{E}$ by

$$
\mathbb{E}\left(\begin{array}{c}
d^{(1)} \\
d^{(2)} \\
d^{(3)}
\end{array}\right)=\binom{\mathbf{m}_{\theta} d^{(1)}}{\varphi_{x_{2}}^{0} \partial_{\theta} d^{(2)}-\partial_{z} d^{(3)}}
$$

for any $d=\left(d^{(1)}, d^{(2)}, d^{(3)}\right)^{T} \in C^{1}\left(\mathbb{R}_{z}^{+} \times T_{\theta}^{1}\right)$. It is easy to know that for any $d\left(t, x_{2} ; z, \theta\right) \in C_{p}^{1}\left(T_{\theta}^{1}\right) \cap S\left(\mathbb{R}_{z}^{+}\right)$with $\mathbf{m}_{\theta}(d)=0$, we have

$$
\begin{equation*}
\mathbb{E}\left(\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d+A_{1}(0) \partial_{z} d\right)=0 \tag{2.32}
\end{equation*}
$$

Acting upon the operator $\mathbb{E}$ on (2.28) and using (2.32), one gets

$$
\begin{equation*}
\mathbb{E}(\text { left-hand side of }(2.28))=0 \tag{2.33}
\end{equation*}
$$

Denote by $A$ and $B$ the second and the third components of the left-hand side of (2.28), respectively. Then, one obtains from (2.30) and (2.31) that

$$
\left\{\begin{array}{l}
A=\rho^{\prime}(0)\left(\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) d_{0}^{(2)}+z \frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z} d_{0}^{(2)}+z \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \varphi_{x_{2}}^{0} \partial_{\theta} d_{0}^{(2)}\right)-\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{0}^{(2)} \\
B=\rho^{\prime}(0)\left(\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) d_{0}^{(3)}+z \frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z} d_{0}^{(3)}+z \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \varphi_{x_{2}}^{0} \partial_{\theta} d_{0}^{(3)}\right)-\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{0}^{(3)}
\end{array}\right.
$$

Now, (2.33) implies that

$$
\varphi_{x_{2}}^{0} \partial_{\theta} A-\partial_{z} B=0,
$$

which can be explicitly written as

$$
\begin{align*}
\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) \omega_{0} & +z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) \omega_{0}-\frac{1}{\rho^{\prime}(0)}\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) \omega_{0}  \tag{2.34}\\
& -\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{0}^{(3)}=0
\end{align*}
$$

where $\omega_{0}\left(t, x_{2} ; z, \theta\right)=\varphi_{x_{2}}^{0} \partial_{\theta} d_{0}^{(2)}-\partial_{z} d_{0}^{(3)}$.
Combining (2.30) with (2.34) and using (2.22), one obtains that $d_{0}^{(3)}$ and $\omega_{0}$ satisfy the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{0}^{(3)}=-\partial_{z} \omega_{0}  \tag{2.35}\\
\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) \omega_{0}+z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) \omega_{0} \\
\quad-\frac{1}{\rho^{\prime}(0)}\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) \omega_{0}-\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{0}^{(3)}=0 \\
\left.d_{0}^{(3)}\right|_{z=0}=-c_{0}^{(3)}\left(t, 0, x_{2} ; \theta\right) \\
\left.\left(\omega_{0}+\partial_{z} d_{0}^{(3)}\right)\right|_{z=0}=-\varphi_{x_{2}}^{0}\left(\partial_{\theta} c_{0}^{(2)}\right)\left(t, 0, x_{2} ; \theta\right) \\
\left(d_{0}^{(3)}, \omega_{0}\right) \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.\omega_{0}\right|_{t=0}=0
\end{array}\right.
$$

and $d_{0}^{(2)}\left(t, x_{2} ; z, \theta\right)$ satisfies

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{0}^{(2)}=\varphi_{x_{2}}^{0} \partial_{\theta} \omega_{0}  \tag{2.36}\\
\left.d_{0}^{(2)}\right|_{z=0}=-c_{0}^{(2)}\left(t, 0, x_{2} ; \theta\right) \\
d_{0}^{(2)} \in S\left(\mathbb{R}_{z}^{+}\right),
\end{array}\right.
$$

where $\left(c_{0}^{(2)}, c_{0}^{(3)}\right)$ are given by (2.17) and (2.20).
The problems for high order terms in the expansion of $V_{i n}^{\epsilon}(t, x)+V_{b d}^{\epsilon}(t, x)$ can be formulated in a similar way. For completeness, we shall derive these problems in the appendix.

In section 3, we study the well-posedness of the problem (2.35) in detail, and in section 4 we justify rigorously the above formal analysis to conclude the following main result of this paper.

Theorem 2.1. Suppose that compatibility conditions for problems (2.1), (2.29), (2.35), and (5.11), (5.13), (5.22) given later are satisfied. Then, the solution $V^{\epsilon}=$ ( $\rho^{\epsilon}, v_{1}^{\epsilon}, v_{2}^{\epsilon}$ ) of (2.1) admits the following asymptotics:
$V^{\epsilon}(t, x)=a_{0}(t, x)+c_{0}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)+b_{0}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+d_{0}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon}\right)+O(\epsilon)$
in $L^{\infty}\left([0, T], L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)$ for any $T>0$, where $a_{0}(t, x)$ satisfies the problem for the linearized Euler equations (2.26), $c_{0}=v_{0}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right) \vec{r}_{1}(\nabla \varphi)$ with $v_{0}$ satisfying the degenerate parabolic equation $(2.20),\left(b_{0}^{(1)}, b_{0}^{(2)}\right)=0$ and $b_{0}^{(3)}\left(t, x_{2} ; z\right)$ satisfies the linearized Prandtl equation (2.29), $d_{0}^{(1)}=0$, and $\left(d_{0}^{(2)}, d_{0}^{(3)}\right)\left(t, x_{2} ; z, \theta\right)$ together with its vorticity with respect to $(z, \theta)$-variables satisfy the Poisson-Prandtl coupled system (2.35) and the Poisson equation (2.36), respectively.

Remark 2.2. When the wavelength of the force term $\Phi$ is shorter than $\epsilon$, i.e., $\Phi=\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{\alpha}}\right)$ with $\alpha>1$, we obtain $c_{0}=d_{0} \equiv 0$, and $\left(a_{0}, b_{0}\right)$ are the same as the case studied in [12] with $\Phi \equiv 0$. This phenomenon will be studied for the case $\alpha=2$ in the appendix.
3. The study of a Poisson-Prandtl coupled system. It is clear from problems (2.35), (2.36), and (5.22), (5.23) given later that in order to determine $\left(d_{j}^{(2)}, d_{j}^{(3)}\right)$ for any $j \geq 0$, we need to study the following initial-boundary value problem for a Poisson-Prandtl coupled system in $\left\{t, z>0, x \in \mathbb{R}, \theta \in T^{1}\right\}$ :

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) u=f(t, x ; z, \theta)-\partial_{z} w  \tag{3.1}\\
\left(\partial_{t}+a_{1} \partial_{x}\right) w+z\left(a_{2} \partial_{z}+a_{3} \partial_{\theta}\right) w-a_{4}^{2}\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) w-\left(a_{2} \partial_{z}+a_{3} \partial_{\theta}\right) u=g(t, x ; z, \theta) \\
\left.u\right|_{z=0}=b_{0}(t, x ; \theta), \quad u \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.\left(w+\partial_{z} u\right)\right|_{z=0}=b_{1}(t, x ; \theta), \quad(u, w) \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.w\right|_{t=0}=0
\end{array}\right.
$$

for the unknowns $(u, w)$, where $(f, g)$ are rapidly decreasing in $z$ when $z \rightarrow+\infty$, and periodic in $\theta \in T^{1}=\mathbb{R} / 2 \pi Z$ as well as for $\left(b_{0}, b_{1}\right)(t, x ; \theta)$ with mean values vanishing,

$$
\mathbf{m}_{\theta}(f)=\mathbf{m}_{\theta}(g)=\mathbf{m}_{\theta}\left(b_{0}\right)=\mathbf{m}_{\theta}\left(b_{1}\right)=0
$$

all coefficients in (3.1) are smooth functions of $(t, x)$, with $a(t, x) \geq a_{0}, a_{4}(t, x) \geq a_{0}$ for a positive constant $a_{0}$.

For simplicity, we assume that $\left(f, g, b_{0}, b_{1}\right)$ are smooth. To study smooth solutions to (3.1), as usual, one needs to impose compatibility conditions on data.
(1) The zero-th order compatibility condition.

From the initial data $\left.w\right|_{t=0}=0$, we have $\left.\partial_{z} w\right|_{t=0}=0$. Thus, from the first and third equations of (3.1), the datum $u_{0}(x, z, \theta)=\left.u\right|_{t=0}$ should satisfy the problem

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a_{0}^{2} \partial_{\theta}^{2}\right) u_{0}=f(0, x ; z, \theta)  \tag{3.2}\\
\left.u_{0}\right|_{z=0}=b_{0}(0, x, \theta), \quad u_{0} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

where $a_{0}(x)=a(0, x)$.
By using Remark 3.2 given later, the problem (3.2) has a unique solution $u_{0}(x, z, \theta)$, and can be explicitly given by $f(0, x ; z, \theta)$ and $b_{0}(0, x, \theta)$

From the fourth equation in (3.1), we conclude the zero-th order compatibility condition for (3.1) as follows:

$$
\begin{equation*}
b_{1}(0, x ; \theta)=\left.\partial_{z} u_{0}\right|_{z=0} \tag{3.3}
\end{equation*}
$$

(2) The $k$ th order compatibility condition for any fixed integer $k \geq 1$.

In the discussion of compatibility conditions of (3.1) up to order $k-1$, we first suppose that one has the data $u_{l}(x, z, \theta)=\left.\partial_{t}^{l} u\right|_{t=0}$ and $w_{l}(x, z, \theta)=\left.\partial_{t}^{l} w\right|_{t=0}$ for any integer $l \leq k-1$ in terms of $\left(f, g, b_{0}, b_{1}\right)$. From the second equation in (3.1), we immediately obtain the datum $w_{k}(x, z, \theta)=\left.\partial_{t}^{k} w\right|_{t=0}$ in terms of $\left\{u_{l}, w_{l}\right\}_{l \leq k-1}$. By differentiating the first equation of (3.1) $k$-times with respect to $t$, and applying Remark 3.2 (given later) to solve the problem

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a_{0}^{2} \partial_{\theta}^{2}\right) u_{k}=F_{k}(x, z, \theta) \\
\left.u_{k}\right|_{z=0}=\left(\partial_{t}^{k} b_{0}\right)(0, x, \theta), \quad u_{k} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

with $F_{k}(x, z, \theta)=\left.\left(\partial_{t}^{k} f-\partial_{t}^{k}\left(a^{2} \partial_{\theta}^{2} u\right)+a^{2} \partial_{\theta}^{2} \partial_{t}^{k} u-\partial_{z} \partial_{t}^{k} w\right)\right|_{t=0}$ being given in terms of $\left\{u_{l}\right\}_{l \leq k-1}$ and $\left\{w_{l}\right\}_{l \leq k}$, we can determine the data $u_{k}(x, z, \theta)=\left.\partial_{z}^{k} u\right|_{t=0}$.

In this way, we get formulae of $\left(u_{k}, w_{k}\right)$ in terms of $\left(f, g, b_{0}, b_{1}\right)$. From the boundary condition of (3.1), it follows that the $k$ th order compatibility condition should be

$$
\begin{equation*}
\left.\left(w_{k}+\partial_{z} u_{k}\right)\right|_{z=0}=\left(\partial_{t}^{k} b_{1}\right)(0, x ; \theta) \tag{3.4}
\end{equation*}
$$

which can be explicitly formulated in terms of $\left(f, g, b_{0}, b_{1}\right)$.
In the remainder of this section, for simplicity, we assume that any order compatibility condition is satisfied for the problem (3.1).

The goal of this section is to study the solvability of the problem (3.1) in the class that $u$ and $w$ are rapidly decreasing when $z \rightarrow+\infty$ and periodic in $\theta \in T^{1}$ with $\mathbf{m}_{\theta}(u, w)=0$, which constitutes the main part of the rigorous justification for the formal analysis given in section 2 . To this end, first, we derive a functional representation $u=u(w)$ of $u$ in terms of $w$ from the first and the third equations of (3.1), second, by substituting the relation $u=u(w)$ into the second and the fourth equations of (3.1), we solve the unknown $w=w(t, x ; z, \theta)$.
3.1. Derivation of the representation $=(\quad)$. To deduce the relation $u=u(w)$, we first consider the following boundary value problem:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) u=F(t, x ; z, \theta)  \tag{3.5}\\
\left.u\right|_{z=0}=b_{0}(t, x ; \theta), \quad u \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

where $F$ is rapidly decreasing when $z \rightarrow+\infty$, and $\left(b_{0}, F\right)$ are periodic in $\theta \in T^{1}$ with mean values vanishing.

Obviously, to solve the problem (3.5) is equivalent to studying the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) u=F(t, x ; z, \theta)  \tag{3.6}\\
\left.u\right|_{z=0}=b_{0}(t, x ; \theta),\left.\quad u_{z}\right|_{z=0}=u_{0}(t, x ; \theta)
\end{array}\right.
$$

where $u_{0}$, periodic in $\theta \in T^{1}$ with $\mathbf{m}_{\theta}\left(u_{0}\right)=0$, will be determined by $\left(b_{0}(t, x ; \theta)\right.$, $F(t, x ; z, \theta)$ ) such that the problem (3.6) admits a unique solution $u(t, x ; z, \theta) \in$ $C_{p}^{2}\left(T_{\theta}^{1}\right) \cap S\left(\mathbb{R}_{z}^{+}\right)$with $\mathbf{m}_{\theta}(u)=0$.

Denote by

$$
\left\{\begin{array}{l}
F(t, x ; z, \theta)=\sum_{k \neq 0} F^{(k)}(t, x ; z) e^{i k \theta}  \tag{3.7}\\
b_{0}(t, x ; \theta)=\sum_{k \neq 0} b_{0}^{(k)}(t, x) e^{i k \theta}
\end{array}\right.
$$

the Fourier expansions of $\left(F, b_{0}\right)$ with respect to $\theta \in T^{1}$.
Lemma 3.1. The necessary and sufficient condition for the solution $u(t, x ; z, \theta)$ of (3.6) to be rapidly decreasing when $z \rightarrow+\infty$ is

$$
\begin{align*}
u_{0}(t, x ; \theta)= & -\sum_{k=1}^{\infty}\left(k a b_{0}^{(k)}+\int_{0}^{\infty} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi\right) e^{i k \theta}  \tag{3.8}\\
& +\sum_{k=-1}^{-\infty}\left(k a b_{0}^{(k)}-\int_{0}^{\infty} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi\right) e^{i k \theta} .
\end{align*}
$$

Proof. (1) First, we solve the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) w=F(t, x ; z, \theta)  \tag{3.9}\\
\left.w\right|_{z=0}=0,\left.\quad w_{z}\right|_{z=0}=w_{0}(t, x ; \theta) .
\end{array}\right.
$$

We will find $w_{0}(t, x ; \theta)$, periodic in $\theta \in T^{1}$ with $\mathbf{m}_{\theta}\left(w_{0}\right)=0$, such that the solution $w(t, x ; z, \theta)$ to (3.9) is rapidly decreasing when $z \rightarrow+\infty$.

If we set

$$
\left\{\begin{array}{l}
w(t, x ; z, \theta)=\sum_{k \neq 0} w^{(k)}(t, x ; z) e^{i k \theta}  \tag{3.10}\\
w_{0}(t, x ; \theta)=\sum_{k \neq 0} w_{0}^{(k)}(t, x) e^{i k \theta},
\end{array}\right.
$$

then the problem (3.9) is equivalent to the following one for $w^{(k)}(t, x ; z)$ :

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}-k^{2} a^{2}\right) w^{(k)}=F^{(k)}(t, x ; z)  \tag{3.11}\\
\left.w^{(k)}\right|_{z=0}=0,\left.\quad w_{z}^{(k)}\right|_{z=0}=w_{0}^{(k)}(t, x ; \theta)
\end{array}\right.
$$

for any $k \neq 0$.
Obviously, the solution to (3.11) can be expressed as

$$
\begin{align*}
w^{(k)}(t, x ; z)= & \frac{1}{2 k a}\left(w_{0}^{(k)}(t, x)+\int_{0}^{z} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi\right) e^{k a z}  \tag{3.12}\\
& -\frac{1}{2 k a}\left(w_{0}^{(k)}(t, x)+\int_{0}^{z} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi\right) e^{-k a z} .
\end{align*}
$$

When $k>0$, the necessary condition for $w^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)$is

$$
\lim _{z \rightarrow+\infty}\left(w_{0}^{(k)}(t, x)+\int_{0}^{z} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi\right)=0
$$

which implies

$$
\begin{equation*}
w_{0}^{(k)}(t, x)=-\int_{0}^{\infty} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi . \tag{3.13}
\end{equation*}
$$

Substituting (3.13) into (3.12) it follows

$$
\begin{align*}
w^{(k)}(t, x ; z)= & -\frac{1}{2 k a} \int_{z}^{\infty} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi+\frac{1}{2 k a} \int_{0}^{\infty} e^{-k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi  \tag{3.14}\\
& -\frac{1}{2 k a} \int_{0}^{z} e^{k a(\xi-z)} F^{(k)}(t, x ; \xi) d \xi
\end{align*}
$$

Since $F^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)$, we deduce

$$
\int_{0}^{\infty} e^{-k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi \in S\left(\mathbb{R}_{z}^{+}\right)
$$

and

$$
\int_{z}^{\infty} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi \in S\left(\mathbb{R}_{z}^{+}\right)
$$

On the other hand, we have

$$
\left|z^{l} \int_{0}^{z} e^{k a(\xi-z)} F^{(k)}(t, x ; \xi) d \xi\right| \leq \sum_{0 \leq j \leq l}\binom{l}{j}\left|\int_{0}^{z}(z-\xi)^{l-j} \xi^{j} e^{-k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right|
$$

which is bounded for all $l \geq 0$ by using $F^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)$. Thus, we also have

$$
\int_{0}^{z} e^{k a(\xi-z)} F^{(k)}(t, x ; \xi) d \xi \in S\left(\mathbb{R}_{z}^{+}\right)
$$

Therefore, the function $w^{(k)}(t, x ; z)$ given in (3.14) is rapidly decreasing when $z \rightarrow+\infty$.

Similarly, we deduce that when $k<0$, the necessary and sufficient condition for $w^{(k)}$ given in (3.1) belonging to $S\left(\mathbb{R}_{z}^{+}\right)$is

$$
\begin{equation*}
w_{0}^{(k)}(t, x)=-\int_{0}^{\infty} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi \tag{3.15}
\end{equation*}
$$

and in this case, the solution to (3.11) can be expressed as

$$
\begin{align*}
w^{(k)}(t, x ; z)= & \frac{1}{2 k a} \int_{z}^{\infty} e^{k a(\xi-z)} F^{(k)}(t, x ; \xi) d \xi+\frac{1}{2 k a} \int_{0}^{z} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi  \tag{3.16}\\
& -\frac{1}{2 k a} \int_{0}^{\infty} e^{k a(\xi+z)} F^{(k)}(t, x ; \xi) d \xi
\end{align*}
$$

Combining (3.13), (3.14), and (3.15) with (3.16) shows that
$w(t, x ; z, \theta)=\sum_{k=1}^{\infty} \frac{1}{2 k a}\left[\int_{0}^{\infty} e^{-k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi-\int_{0}^{z} e^{-k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right.$
$\left.-\int_{z}^{\infty} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right] e^{i k \theta}+\sum_{k=-1}^{-\infty} \frac{1}{2 k a}\left[\int_{0}^{z} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right.$
$\left.-\int_{0}^{\infty} e^{k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi+\int_{z}^{\infty} e^{-k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right] e^{i k \theta}$

$$
\begin{equation*}
\in S\left(\mathbb{R}_{z}^{+}\right) \tag{3.17}
\end{equation*}
$$

is the unique solution to

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) w=F(t, x ; z, \theta)  \tag{3.18}\\
\left.w\right|_{z=0}=0 \\
\left.w_{z}\right|_{z=0}=-\sum_{k=1}^{\infty} \int_{0}^{\infty} e^{k(i \theta-a \xi)} F^{(k)}(t, x ; \xi) d \xi-\sum_{k=-1}^{-\infty} \int_{0}^{\infty} e^{k(i \theta+a \xi)} F^{(k)}(t, x ; \xi) d \xi
\end{array}\right.
$$

(2) Let $v=u-w$ with $u$ being the solution to (3.6). Then $v$ solves the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) v=0  \tag{3.19}\\
\left.v\right|_{z=0}=b_{0}(t, x ; \theta) \\
\left.v_{z}\right|_{z=0}=u_{0}(t, x ; \theta)+\sum_{k=1}^{\infty} \int_{0}^{\infty} e^{k(i \theta-a \xi)} F^{(k)}(t, x ; \xi) d \xi+\sum_{k=-1}^{-\infty} \int_{0}^{\infty} e^{k(i \theta+a \xi)} F^{(k)}(t, x ; \xi) d \xi
\end{array}\right.
$$

Denote by

$$
\left\{\begin{array}{l}
v(t, x ; z, \theta)=\sum_{k \neq 0} v^{(k)}(t, x ; z) e^{i k \theta} \\
u_{0}(t, x ; \theta)=\sum_{k \neq 0} u_{0}^{(k)}(t, x) e^{i k \theta}
\end{array}\right.
$$

the Fourier expansions of $\left(v, u_{0}\right)$. Then, from $(3.19), v^{(k)}$ satisfies

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}-k^{2} a^{2}\right) v^{(k)}=0  \tag{3.20}\\
\left.v^{(k)}\right|_{z=0}=b_{0}^{(k)}(t, x), \\
\left.v_{z}^{(k)}\right|_{z=0}=\left\{\begin{array}{l}
u_{0}^{(k)}(t, x)+\int_{0}^{\infty} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi, \quad k \geq 1 \\
u_{0}^{(k)}(t, x)+\int_{0}^{\infty} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi, \quad k \leq-1
\end{array}\right.
\end{array}\right.
$$

It follows that

$$
\begin{align*}
v^{(k)}(t, x ; z)= & {\left[\frac{1}{2} b_{0}^{(k)}+\frac{1}{2 k a}\left(u_{0}^{(k)}+\int_{0}^{+\infty} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi\right)\right] e^{k a z} }  \tag{3.21}\\
& +\left[\frac{1}{2} b_{0}^{(k)}-\frac{1}{2 k a}\left(u_{0}^{(k)}+\int_{0}^{+\infty} e^{-k a \xi} F^{(k)}(t, x ; \xi) d \xi\right)\right] e^{-k a z}
\end{align*}
$$

when $k>0$, and

$$
\begin{align*}
v^{(k)}(t, x ; z)= & {\left[\frac{1}{2} b_{0}^{(k)}+\frac{1}{2 k a}\left(u_{0}^{(k)}+\int_{0}^{+\infty} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi\right)\right] e^{k a z} }  \tag{3.22}\\
& +\left[\frac{1}{2} b_{0}^{(k)}-\frac{1}{2 k a}\left(u_{0}^{(k)}+\int_{0}^{+\infty} e^{k a \xi} F^{(k)}(t, x ; \xi) d \xi\right)\right] e^{-k a z}
\end{align*}
$$

when $k<0$.
From (3.21) and (3.22), we conclude that one should have the condition (3.8) to guarantee $v^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)$, and in this case we have

$$
\begin{equation*}
v(t, x ; z, \theta)=\sum_{k=1}^{\infty} b_{0}^{(k)}(t, x) e^{-k(a z-i \theta)}+\sum_{k=-1}^{-\infty} b_{0}^{(k)}(t, x) e^{k(a z+i \theta)} \tag{3.23}
\end{equation*}
$$

Remark 3.2. From (3.17) and (3.23), it immediately follows that the unique solution to the problem (3.5) is given by

$$
\begin{align*}
u(t, x ; z, \theta)= & \sum_{k=1}^{\infty} b_{0}^{(k)}(t, x) e^{-k(a z-i \theta)}+\sum_{k=-1}^{-\infty} b_{0}^{(k)}(t, x) e^{k(a z+i \theta)}  \tag{3.24}\\
& +\sum_{k=1}^{\infty} \frac{1}{2 k a}\left[\int_{0}^{\infty} e^{-k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi-\int_{0}^{z} e^{-k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right. \\
& \left.-\int_{z}^{\infty} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right] e^{i k \theta}+\sum_{k=-1}^{-\infty} \frac{1}{2 k a}\left[\int_{0}^{z} e^{k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right. \\
& \left.-\int_{0}^{\infty} e^{k a(z+\xi)} F^{(k)}(t, x ; \xi) d \xi+\int_{z}^{\infty} e^{-k a(z-\xi)} F^{(k)}(t, x ; \xi) d \xi\right] e^{i k \theta}
\end{align*}
$$

For the problem (3.1), let the Fourier expansion of $w$ be

$$
w(t, x ; z, \theta)=\sum_{k \neq 0} w^{(k)}(t, x ; z) e^{i k \theta}
$$

Using (3.24), we conclude with the following proposition.
Proposition 3.3. For the problem (3.1), the solution $u$ has the following representation in terms of $w$ :

$$
\begin{align*}
u(t, x ; z, \theta)= & \sum_{k=1}^{\infty} b_{0}^{(k)}(t, x) e^{k(i \theta-a z)}+\sum_{k=-1}^{-\infty} b_{0}^{(k)}(t, x) e^{k(i \theta+a z)} \\
& +\sum_{k=1}^{\infty} \frac{1}{2}\left\{\int_{0}^{\infty} e^{-k a(z+\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}-w^{(k)}(t, x ; \xi)\right) d \xi\right. \\
& -\int_{0}^{z} e^{-k a(z-\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}+w^{(k)}(t, x ; \xi)\right) d \xi \\
& \left.-\int_{z}^{\infty} e^{k a(z-\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}-w^{(k)}(t, x ; \xi)\right) d \xi\right\} e^{i k \theta}  \tag{3.25}\\
& -\sum_{k=-1}^{-\infty} \frac{1}{2}\left\{\int_{0}^{\infty} e^{k a(z+\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}+w^{(k)}(t, x ; \xi)\right) d \xi\right. \\
& -\int_{0}^{z} e^{k a(z-\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}+w^{(k)}(t, x ; \xi)\right) d \xi \\
& \left.-\int_{z}^{\infty} e^{-k a(z-\xi)}\left(\frac{f^{(k)}(t, x ; \xi)}{k a}+w^{(k)}(t, x ; \xi)\right) d \xi\right\} e^{i k \theta}
\end{align*}
$$

and

$$
\begin{align*}
\left.\partial_{z} u\right|_{z=0}= & \sum_{k=-1}^{-\infty} k a b_{0}^{(k)}(t, x) e^{k i \theta}-\sum_{k=1}^{\infty} k a b_{0}^{(k)}(t, x) e^{k i \theta} \\
& -\sum_{k=1}^{\infty} \int_{0}^{\infty} e^{k(i \theta-a \xi)}\left(f^{(k)}(t, x ; \xi)-\partial_{\xi} w^{(k)}(t, x ; \xi)\right) d \xi  \tag{3.26}\\
& -\sum_{k=-1}^{-\infty} \int_{0}^{\infty} e^{k(i \theta+a \xi)}\left(f^{(k)}(t, x ; \xi)-\partial_{\xi} w^{(k)}(t, x ; \xi)\right) d \xi
\end{align*}
$$

3.2. The problem of a linear integro-Prandtl equation. It follows from Proposition 3.3 that to solve the problem (3.1), it suffices to use (3.25) and (3.26) to study the following problem for $w$ :

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) w+z\left(a_{2} \partial_{z}+a_{3} \partial_{\theta}\right) w-a_{4}^{2}\left(\partial_{z}^{2}+a^{2} \partial_{\theta}^{2}\right) w-\left(a_{2} \partial_{z}+a_{3} \partial_{\theta}\right) u=g  \tag{3.27}\\
\left.w\right|_{z=0}=b_{1}(t, x ; \theta)-\partial_{z} u(t, x ; 0, \theta), \quad w \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.w\right|_{t=0}=0
\end{array}\right.
$$

Obviously, in (3.27) both the equation and boundary condition have integral terms coming from those of $u$. First, let us transform (3.27) into a problem with the boundary condition being a standard Dirichlet form.

The compatibility conditions for the problem (3.27) follow immediately from those for the problem (3.1) given at the beginning of this section.

Denote by

$$
\left\{\begin{array}{l}
w(t, x ; z, \theta)=\sum_{k \neq 0} w^{(k)}(t, x ; z) e^{i k \theta}  \tag{3.28}\\
g(t, x ; z, \theta)=\sum_{k \neq 0} g^{(k)}(t, x ; z) e^{i k \theta} \\
b_{1}(t, x ; \theta)=\sum_{k \neq 0} b_{1}^{(k)}(t, x) e^{i k \theta}
\end{array}\right.
$$

the Fourier expansions with respect to $\theta \in T^{1}$.
It follows from (3.27) that $w^{(k)}(t, x ; z)$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) w^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) w^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) w^{(k)}+a_{2} w^{(k)}  \tag{3.29}\\
\quad+\frac{k}{2}\left(i a_{3}-a a_{2}\right)\left[\int_{0}^{+\infty} e^{-k a(z+\xi)}\left(w^{(k)}(t, x ; \xi)-\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi\right. \\
\left.\quad+\int_{0}^{z} e^{-k a(z-\xi)}\left(w^{(k)}(t, x ; \xi)+\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi\right] \\
\quad-\frac{k}{2}\left(a a_{2}+i a_{3}\right) \int_{z}^{+\infty} e^{k a(z-\xi)}\left(w^{(k)}(t, x ; \xi)-\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi \\
\quad=g^{(k)}(t, x ; z)-k\left(a a_{2}+i a_{3}\right) b_{0}^{(k)} e^{-k a z} \\
\left.w^{(k)}\right|_{z=0}=b_{1}^{(k)}+k a b_{0}^{(k)}+\int_{0}^{+\infty} e^{-k a \xi}\left(f^{(k)}(t, x ; \xi)-\partial_{\xi} w^{(k)}(t, x ; \xi)\right) d \xi \\
\left.w^{(k)}\right|_{t=0}=0, \quad w^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

for any $k \geq 1$, and

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) w^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) w^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) w^{(k)}+a_{2} w^{(k)}  \tag{3.30}\\
\quad+\frac{k}{2}\left(a a_{2}+i a_{3}\right)\left[\int_{0}^{+\infty} e^{k a(z+\xi)}\left(w^{(k)}(t, x ; \xi)+\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi\right. \\
\left.\quad+\int_{0}^{z} e^{k a(z-\xi)}\left(w^{(k)}(t, x ; \xi)-\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi\right] \\
\quad+\frac{k}{2}\left(a a_{2}-i a_{3}\right) \int_{z}^{+\infty} e^{-k a(z-\xi)}\left(w^{(k)}(t, x ; \xi)+\frac{f^{(k)}(t, x ; \xi)}{k a}\right) d \xi \\
\quad=g^{(k)}(t, x ; z)+k\left(a a_{2}+i a_{3}\right) b_{0}^{(k)} e^{k a z} \\
\left.w^{(k)}\right|_{z=0}=b_{1}^{(k)}-k a b_{0}^{(k)}+\int_{0}^{+\infty} e^{k a \xi}\left(f^{(k)}(t, x ; \xi)-\partial_{\xi} w^{(k)}(t, x ; \xi)\right) d \xi \\
\left.w^{(k)}\right|_{t=0}=0, \quad w^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

for any $k \leq-1$.
The boundary conditions of $w^{(k)}(t, x ; z)$ at $\{z=0\}$ given in (3.29) and (3.30) can be expressed as:

$$
\begin{cases}\int_{0}^{+\infty} e^{-k a \xi}\left(f^{(k)}-k a w^{(k)}\right)(t, x ; \xi) d \xi+b_{1}^{(k)}(t, x)+k a b_{0}^{(k)}(t, x)=0, \quad k \geq 1  \tag{3.31}\\ \int_{0}^{+\infty} e^{k a \xi}\left(f^{(k)}+k a w^{(k)}\right)(t, x ; \xi) d \xi+b_{1}^{(k)}(t, x)-k a b_{0}^{(k)}(t, x)=0, \quad k \leq-1\end{cases}
$$

In terms of the transformation

$$
Y^{(k)}(t, x ; z)= \begin{cases}\int_{z}^{+\infty} e^{k a(z-\xi)} w^{(k)}(t, x ; \xi) d \xi, & k \geq 1  \tag{3.32}\\ \int_{z}^{+\infty} e^{k a(\xi-z)} w^{(k)}(t, x ; \xi) d \xi, & k \leq-1\end{cases}
$$

problems (3.29), (3.30), and (3.31) can be reformulated as

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) Y^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) Y^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) Y^{(k)}  \tag{3.33}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} Y^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} Y^{(k)}(t, x ; \xi) d \xi \\
\quad=G^{(k)}(t, x ; z) \\
\left.Y^{(k)}\right|_{z=0}=W_{0}^{(k)}(t, x), \quad Y^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.Y^{(k)}\right|_{t=0}=0
\end{array}\right.
$$

for any $k \geq 1$, and

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) Y^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) Y^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) Y^{(k)}  \tag{3.34}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(\xi-z)} Y^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(z-\xi)} Y^{(k)}(t, x ; \xi) d \xi \\
\quad=G^{(k)}(t, x ; z) \\
\left.Y^{(k)}\right|_{z=0}=W_{0}^{(k)}(t, x), \quad Y^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.Y^{(k)}\right|_{t=0}=0
\end{array}\right.
$$

for any $k \leq-1$, where

$$
\left\{\begin{aligned}
& G^{(k)}= \int_{z}^{+\infty} e^{k a(z-\xi)} g^{(k)}(t, x ; \xi) d \xi+\frac{a a_{2}-i a_{3}}{4 k a^{2}}\left(\int_{0}^{+\infty} e^{-k a(z+\xi)} f^{(k)}(t, x ; \xi) d \xi\right. \\
&\left.+\int_{z}^{+\infty} e^{k a(z-\xi)} f^{(k)}(t, x ; \xi) d \xi+\int_{0}^{z} e^{k a(\xi-z)} f^{(k)}(t, x ; \xi) d \xi\right) \\
&-\frac{a a_{2}+i a_{3}}{2 a} \int_{z}^{\infty}(\xi-z) e^{k a(z-\xi)} f^{(k)}(t, x ; \xi) d \xi+\frac{a a_{2}-i a_{3}}{2 k a^{2}} e^{-k a z} b_{1}^{(k)}(t, x) \\
& W_{0}^{(k)}(t, x)=b_{0}^{(k)}+\frac{1}{k a} b_{1}^{(k)}+\frac{1}{k a} \int_{0}^{+\infty} e^{-k a \xi} f^{(k)}(t, x ; \xi) d \xi
\end{aligned}\right.
$$

for any $k \geq 1$,

$$
\left\{\begin{aligned}
& G^{(k)}= \int_{z}^{+\infty} e^{k a(\xi-z)} g^{(k)}(t, x ; \xi) d \xi-\frac{a a_{2}+i a_{3}}{4 k a^{2}}\left(\int_{0}^{+\infty} e^{k a(z+\xi)} f^{(k)}(t, x ; \xi) d \xi\right. \\
&\left.+\int_{z}^{\infty} e^{k a(\xi-z)} f^{(k)}(t, x ; \xi) d \xi+\int_{0}^{z} e^{k a(z-\xi)} f^{(k)}(t, x ; \xi) d \xi\right) \\
&-\frac{a a_{2}-i a_{3}}{2 a} \int_{z}^{\infty}(\xi-z) e^{k a(\xi-z)} f^{(k)}(t, x ; \xi) d \xi-\frac{a a_{2}+i a_{3}}{2 k a^{2}} e^{k a z} b_{1}^{(k)}(t, x) \\
& W_{0}^{(k)}(t, x)=b_{0}^{(k)}-\frac{1}{k a} b_{1}^{(k)}-\frac{1}{k a} \int_{0}^{+\infty} e^{k a \xi} f^{(k)}(t, x ; \xi) d \xi
\end{aligned}\right.
$$

for any $k \leq-1$, and

$$
\left\{\begin{array}{l}
a_{5}=a_{t}+a_{1} a_{x}+\frac{a a_{2}+i a_{3}}{2}, \quad a_{6}=-\frac{1}{2}\left(a a_{2}+i a_{3}\right), \quad k \geq 1 \\
a_{5}=-\left(a_{t}+a_{1} a_{x}+\frac{a a_{2}-i a_{3}}{2}\right), \quad a_{6}=\frac{1}{2}\left(a a_{2}+i a_{3}\right), \quad k \leq-1
\end{array}\right.
$$

The compatibility conditions for problems (3.33) and (3.34) can be easily formulated in a classical way. For example, the zero-th order compatibility condition for (3.33) is

$$
W_{0}^{(k)}(0, x)=0
$$

and the first order one is

$$
G^{(k)}(0, x ; 0)=\left(\partial_{t} W_{0}^{(k)}\right)(0, x)
$$

It is not difficult to verify that compatibility conditions for problems (3.33) and (3.34) are implied directly by those for the problem (3.1).

The problem (3.33) shall be solved in the following steps, and (3.34) can be studied similarly.
3.2.1. Step 1: Homogenization of the initial data. Let $\chi(z) \in C_{0}^{\infty}(\mathbb{R})$ be an arbitrary smooth function with compact support and $\chi(0)=1$. Then, the function

$$
Y_{0}^{(k)}(t, x ; z)=\chi(z) W_{0}^{(k)}(t, x)
$$

satisfies the initial and boundary conditions given in (3.33) due to the compatibility conditions.

Using the transformation $\tilde{Y}^{(k)}=Y^{(k)}-Y_{0}^{(k)}$, if necessary, it suffices to study the problem (3.33) for the special case $\left.Y^{(k)}\right|_{z=0} \equiv 0$, which will be assumed in what follows.
3.2.2. Step 2: Construction of approximation solutions. We construct an approximate solution sequence $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$ of (3.33) by solving the following problem for each $n \geq 1$ :

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) Y_{n}^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) Y_{n}^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) Y_{n}^{(k)}-\frac{1}{n} \partial_{x}^{2} Y_{n}^{(k)}  \tag{3.35}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi=G^{(k)}(t, x ; z) \\
\left.Y_{n}^{(k)}\right|_{z=0}=0, \quad Y_{n}^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.Y_{n}^{(k)}\right|_{t=0}=0,
\end{array}\right.
$$

where $Y_{0}^{(k)}(t, x, z) \equiv 0$.
It remains to study properties of the sequence $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$. Most of this part will follow the idea of Xin and Yanagisawa in section 4 of [12] for studying the linearized Prandtl equation.

In what follows, for any $j \in \mathbb{N}$, we shall denote by $C_{j}$ a constant depending only upon the bounds of derivatives of coefficients appeared in (3.35) up to order $j$.
3.2.3. Step 3: The boundedness of $\left\{\left(^{()}\right\} \geq 1\right.$ in ${ }^{2}$ - norm. Denote by $\langle z\rangle=\left(1+z^{2}\right)^{\frac{1}{2}}$, and $\Omega=\mathbb{R}_{+}^{2}=\left\{(x, z) \in \mathbb{R}^{2} \mid z>0\right\}$. For any fixed integer $l \in \mathbb{N}$, multiplying (3.35) by $<z>^{2 l} \bar{Y}_{n}^{(k)}$, and integrating the resulting equation over $\Omega$, one gets

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n}^{(k)}\right|^{2} d x d z-\int_{\Omega} \partial_{x} a_{1}\langle z\rangle^{2 l}\left|Y_{n}^{(k)}\right|^{2} d x d z \\
& \quad+2 k^{2} \int_{\Omega} a^{2} a_{4}^{2}\langle z\rangle^{2 l}\left|Y_{n}^{(k)}\right|^{2} d x d z+4 l \mathcal{R} \int_{\Omega} a_{4}^{2} z\langle z\rangle^{2(l-1)} Y_{n}^{(k)} \partial_{z} \bar{Y}_{n}^{(k)} d x d z  \tag{3.36}\\
& \quad+2 \int_{\Omega} a_{4}^{2}\langle z\rangle^{2 l}\left|\partial_{z} Y_{n}^{(k)}\right|^{2} d x d z+\frac{2}{n} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x} Y_{n}^{(k)}\right|^{2} d x d z+2 k A_{0} \\
& \quad=2 \mathcal{R} \int_{\Omega}\langle z\rangle^{2 l} G^{(k)} \bar{Y}_{n}^{(k)} d x d z,
\end{align*}
$$

where $\mathcal{R}(\cdot)$ denotes the real part of the related functions, and

$$
\begin{align*}
A_{0}= & \mathcal{R} \int_{\Omega}\langle z\rangle^{2 l} \bar{Y}_{n}^{(k)}\left(a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi\right.  \tag{3.37}\\
& \left.+a_{6} \int_{0}^{z} e^{k a(\xi-z)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi\right) d x d z
\end{align*}
$$

By a simple computation, one deduces

$$
\begin{align*}
\int_{\Omega}\langle z\rangle^{2 l} & \bar{Y}_{n}^{(k)} \int_{0}^{z} e^{k a(\xi-z)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi \mid d x d z \\
& \leq \frac{1}{2} \int_{\Omega} \int_{0}^{z}\langle z\rangle^{2 l} e^{k a(\xi-z)}\left(\left|Y_{n}^{(k)}(t, x ; z)\right|^{2}+\left|Y_{n-1}^{(k)}(t, x ; \xi)\right|^{2}\right) d \xi d x d z  \tag{3.38}\\
& \leq \frac{c\left(l, a_{0}\right)}{k} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n}^{(k)}\right|^{2}+\left|Y_{n-1}^{(k)}\right|^{2}\right) d x d z
\end{align*}
$$

where $c\left(l, a_{0}\right)$ is a constant depending only upon $l \in \mathbb{N}$ and $a_{0}$ satisfying $0<a_{0} \leq$ $a(t, x)$.

Similarly, we have

$$
\begin{align*}
& \int_{\Omega}\langle z\rangle^{2 l}\left|\bar{Y}_{n}^{(k)} \int_{z}^{+\infty} e^{k a(z-\xi)} Y_{n-1}^{(k)}(t, x ; \xi) d \xi\right| d x d z  \tag{3.39}\\
& \quad \leq \frac{c\left(l, a_{0}\right)}{k} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n}^{(k)}\right|^{2}+\left|Y_{n-1}^{(k)}\right|^{2}\right) d x d z
\end{align*}
$$

Substituting (3.38) and (3.39) into (3.37) shows that

$$
\begin{equation*}
\left|A_{0}\right| \leq \frac{C_{0}}{k} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n}^{(k)}\right|^{2}+\left|Y_{n-1}^{(k)}\right|^{2}\right) d x d z \tag{3.40}
\end{equation*}
$$

Combining (3.40) and (3.36), we get

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n}^{(k)}\right|^{2}+k^{2}\left|Y_{n}^{(k)}\right|^{2}\right) d x d z \\
& \quad \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n}^{(k)}\right|^{2}+\left|Y_{n-1}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left|G^{(k)}\right|^{2} d x d z \tag{3.41}
\end{align*}
$$

To study (3.41), first we have to note the following lemma.
LEMMA 3.4. Given nonnegative functions $f \in C^{0}[0, \infty), b_{n} \in C^{0}[0, \infty), a_{n} \in$ $C^{1}[0, \infty)$ satisfying $a_{n}(0) \leq$ a for a constant a for any $n \in \mathbb{N}$, if we have

$$
a_{n}^{\prime}(t)+b_{n}(t) \leq C_{0}\left(a_{n}(t)+a_{n-1}(t)\right)+f(t) \quad \forall n \geq 1
$$

for a constant $C_{0} \geq 0$ independent of $n$, then the estimate

$$
a_{n}(t)+\int_{0}^{t} e^{C_{0}(t-s)} b_{n}(s) d s \leq a e^{2 C_{0} t}+\int_{0}^{t} e^{2 C_{0}(t-s)} f(s) d s
$$

holds for any $n \in \mathbb{N}$.
This Gronwall type estimate can be obtained by induction on $n$.
By using Lemma 3.4 in (3.42), we immediately refer to the following lemma.
Lemma 3.5. Denote by $\langle z\rangle=\left(1+z^{2}\right)^{\frac{1}{2}}$ and $\Omega=\mathbb{R}_{+}^{2}=\left\{(x, z) \in \mathbb{R}^{2} \mid z>0\right\}$. For any fixed integer $l \in \mathbb{N}$, there is a constant $C_{0}$ depending only upon $l$ and $a_{0}$ satisfying $0<a_{0} \leq a(t, x)$, such that the following estimate

$$
\begin{align*}
& \max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n}^{(k)}\right|^{2}+k^{2}\left|Y_{n}^{(k)}\right|^{2}\right) d x d z d t \\
& \quad \leq \int_{0}^{T} \int_{\Omega} e^{2 C_{0}(T-t)}\langle z\rangle^{2 l}\left|G^{(k)}\right|^{2} d x d z d t \tag{3.42}
\end{align*}
$$

holds for any $T \geq 0$ and $n \in \mathbb{N}$.
3.2.4. Step 4: Estimates of spatial tangential derivatives ( ). For any $\alpha \in \mathbb{N}$, set $Y_{n, \alpha}^{(k)}=\partial_{x}^{\alpha} Y_{n}^{(k)}$. From (3.35), we know that $Y_{n, \alpha}^{(k)}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) Y_{n, \alpha}^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) Y_{n, \alpha}^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) Y_{n, \alpha}^{(k)}-\frac{1}{n} \partial_{x}^{2} Y_{n, \alpha}^{(k)}  \tag{3.43}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} Y_{n-1, \alpha}^{(k)}(\cdot, \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} Y_{n-1, \alpha}^{(k)}(\cdot, \xi) d \xi+R_{\alpha}=\partial_{x}^{\alpha} G^{(k)} \\
\left.Y_{n, \alpha}^{(k)}\right|_{z=0}=0, \quad Y_{n, \alpha}^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.Y_{n, \alpha}^{(k)}\right|_{t=0}=0
\end{array}\right.
$$

where

$$
\begin{aligned}
R_{\alpha}= & {\left[\partial_{x}^{\alpha}, a_{1} \partial_{x}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right)+z\left(a_{2} \partial_{z}+i k a_{3}\right)\right] Y_{n}^{(k)} } \\
& +k \sum_{0<j \leq \alpha}\binom{\alpha}{j}\left(\partial_{x}^{j} a_{5} \int_{z}^{+\infty} \partial_{x}^{\alpha-j}\left(e^{k a(z-\xi)} Y_{n-1}^{(k)}(\cdot, \xi)\right) d \xi\right. \\
& \left.+\partial_{x}^{j} a_{6} \int_{0}^{z} \partial_{x}^{\alpha-j}\left(e^{k a(\xi-z)} Y_{n-1}^{(k)}(\cdot, \xi)\right) d \xi\right) \\
& +k a_{5} \int_{z}^{+\infty}\left[\partial_{x}^{\alpha}, e^{k a(z-\xi)}\right] Y_{n-1}^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z}\left[\partial_{x}^{\alpha}, e^{k a(\xi-z)}\right] Y_{n-1}^{(k)}(t, x ; \xi) d \xi
\end{aligned}
$$

Similar to (3.41), by multiplying the equation in (3.43) by $\langle z\rangle^{2 l} \bar{Y}_{n, \alpha}^{(k)}$ for any fixed $l \in \mathbb{N}$, and integrating the resulting equation over $\Omega$, we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n, \alpha}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n, \alpha}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha}^{(k)}\right|^{2}\right) d x d z \\
& \leq  \tag{3.44}\\
& \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n, \alpha}^{(k)}\right|^{2}+\left|Y_{n-1, \alpha}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}<z>^{2 l}\left|\partial_{x}^{\alpha} G^{(k)}\right|^{2} d x d z \\
& \quad-2 \mathcal{R} \int_{\Omega}\langle z\rangle^{2 l} R_{\alpha} \bar{Y}_{n, \alpha}^{(k)} d x d z
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
&\left|\int_{\Omega}\langle z\rangle^{2 l} R_{\alpha} \bar{Y}_{n, \alpha}^{(k)} d x d z\right| \\
& \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n, \alpha}^{(k)}\right|^{2} d x d z+\epsilon \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n, \alpha}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{0<j \leq \alpha} \frac{C_{j}}{\epsilon} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n, \alpha-j}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha-j}^{(k)}\right|^{2}+\langle z\rangle^{2}\left|Y_{n, \alpha-j}^{(k)}\right|^{2}\right) d x d z  \tag{3.45}\\
&+\sum_{0<j \leq \alpha} C_{j} \int_{\Omega}\langle z\rangle^{2 l}\left(\langle z\rangle^{2}\left|\partial_{z} Y_{n, \alpha-j}^{(k)}\right|^{2}+\left|Y_{n-1, \alpha-j}^{(k)}\right|^{2}\right) d x d z
\end{align*}
$$

for any $\epsilon>0$.

Substituting (3.45) into (3.44), and letting $\epsilon$ be small, we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n, \alpha}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n, \alpha}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha}^{(k)}\right|^{2}\right) d x d z \\
& \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n, \alpha}^{(k)}\right|^{2}+\left|Y_{n-1, \alpha}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{\alpha} G^{(k)}\right|^{2} d x d z \\
&+\sum_{0<j \leq \alpha} C_{j}\left(\int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} Y_{n, \alpha-j}^{(k)}\right|^{2}+\left|Y_{n, \alpha-j}^{(k)}\right|^{2}\right) d x d z\right. \\
&\left.+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|Y_{n-1, \alpha-j}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha-j}^{(k)}\right|^{2}\right) d x d z\right)
\end{aligned}
$$

By using Lemma 3.4 and induction on $\alpha \in \mathbb{N}$, Lemma 3.6 follows.
Lemma 3.6. For the problem (3.35), let $Y_{n, \alpha}^{(k)}=\partial_{x}^{\alpha} Y_{n}^{(k)}$; the following estimate

$$
\begin{gather*}
\max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n, \alpha}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} Y_{n, \alpha}^{(k)}\right|^{2}+k^{2}\left|Y_{n, \alpha}^{(k)}\right|^{2}\right) d x d z d t \\
\leq C(T) \sum_{j=0}^{\alpha} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+\alpha-j)}\left|\partial_{x}^{j} G^{(k)}\right|^{2} d x d z d t \tag{3.46}
\end{gather*}
$$

holds for any $\alpha \in \mathbb{N}$.

### 3.2.5. Step 5: Estimates of derivatives <br> ( ). For any fixed integer

 $j \geq 0$, set $V_{n, j}^{(k)}=\partial_{t}^{j} Y_{n}^{(k)}$.From (3.35) we know that $V_{n, j}^{(k)}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}\right) V_{n, j}^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) V_{n, j}^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) V_{n, j}^{(k)}-\frac{1}{n} \partial_{x}^{2} V_{n, j}^{(k)}  \tag{3.47}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} V_{n-1, j}^{(k)}(\cdot, \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} V_{n-1, j}^{(k)}(\cdot, \xi) d \xi+Q_{j}=\partial_{t}^{j} G^{(k)} \\
\left.V_{n, j}^{(k)}\right|_{z=0}=0, \quad V_{n, j}^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.V_{n, j}^{(k)}\right|_{t=0}=V_{n, j, 0}^{(k)}(x, z)
\end{array}\right.
$$

where

$$
\begin{aligned}
Q_{j}= & {\left[\partial_{t}^{j}, a_{1} \partial_{x}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right)+z\left(a_{2} \partial_{z}+i k a_{3}\right)\right] Y_{n}^{(k)} } \\
& +k \sum_{0<m \leq j}\binom{j}{m}\left(\partial_{t}^{m} a_{5} \int_{z}^{+\infty} \partial_{t}^{j-m}\left(e^{k a(z-\xi)} Y_{n-1}^{(k)}(t, x ; \xi)\right) d \xi\right. \\
& \left.+\partial_{t}^{m} a_{6} \int_{0}^{z} \partial_{t}^{j-m}\left(e^{k a(\xi-z)} Y_{n-1}^{(k)}(t, x ; \xi)\right) d \xi\right) \\
& +k a_{5} \int_{z}^{+\infty}\left[\partial_{t}^{j}, e^{k a(z-\xi)}\right] Y_{n-1}^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z}\left[\partial_{t}^{j}, e^{k a(\xi-z)}\right] Y_{n-1}^{(k)}(t, x ; \xi) d \xi
\end{aligned}
$$

and

$$
\begin{align*}
V_{n, j, 0}^{(k)}= & \left.\partial_{t}^{j-1} G^{(k)}\right|_{t=0}-\left(a_{1} \partial_{x}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right)+z\left(a_{2} \partial_{z}+i k a_{3}\right)-\frac{1}{n} \partial_{x}^{2}\right) V_{n, j-1,0}^{(k)}  \tag{3.48}\\
& -k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} V_{n-1, j-1,0}^{(k)} d \xi-k a_{6} \int_{0}^{z} e^{k a(\xi-z)} V_{n-1, j-1,0}^{(k)} d \xi-\left.Q_{j-1}\right|_{t=0}
\end{align*}
$$

is defined by induction on $j$ with $V_{n, 1,0}^{(k)}=G^{(k)}(0, x, z)$.
Multiplying (3.47) by $\langle z\rangle^{2 l} \bar{V}_{n, j}^{(k)}$, and integrating the resulting equation over $\Omega$, one gets

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, j}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
& \leq  \tag{3.49}\\
& \quad C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|V_{n, j}^{(k)}\right|^{2}+\left|V_{n-1, j}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{t}^{j} G^{(k)}\right|^{2} d x d z \\
& \quad-2 \mathcal{R} \int_{\Omega}\langle z\rangle^{2 l} Q_{j} \bar{V}_{n, j}^{(k)} d x d z
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
\mid \int_{\Omega}\langle z\rangle^{2 l} Q_{j} & \bar{V}_{n, j}^{(k)} d x d z \mid  \tag{3.50}\\
\leq & C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, j}^{(k)}\right|^{2} d x d z+\epsilon \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
& +\sum_{0<m \leq j} \frac{C_{m}}{\epsilon} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, j-m}^{(k)}\right|^{2}+k^{2}\left|V_{n, j-m}^{(k)}\right|^{2}\right. \\
& \left.+\langle z\rangle^{2}\left|V_{n, j-m}^{(k)}\right|^{2}+\left|V_{n-1, j-m}^{(k)}\right|^{2}\right) d x d z \\
& +\sum_{0<m \leq j} C_{m} \int_{\Omega}\langle z\rangle^{2 l}\left(\langle z\rangle^{2}\left|\partial_{z} V_{n, j-m}^{(k)}\right|^{2}+\left|\partial_{x} V_{n, j-m}^{(k)}\right|^{2}\right) d x d z
\end{align*}
$$

for any $\epsilon>0$.
Substituting (3.50) into (3.49), and letting $\epsilon$ be small, we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, j}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|V_{n, j}^{(k)}\right|^{2}\right) d x d z  \tag{3.51}\\
& \leq \\
& \quad C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|V_{n, j}^{(k)}\right|^{2}+\left|V_{n-1, j}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{t}^{j} G^{(k)}\right|^{2} d x d z \\
& \quad+\sum_{0<m \leq j} C_{m}\left(\int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} V_{n, j-m}^{(k)}\right|^{2}+\left|V_{n, j-m}^{(k)}\right|^{2}\right) d x d z\right. \\
& \left.\quad+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|V_{n-1, j-m}^{(k)}\right|^{2}+k^{2}\left|V_{n, j-m}^{(k)}\right|^{2}+\left|\partial_{x} V_{n, j-m}^{(k)}\right|^{2}\right) d x d z\right)
\end{align*}
$$

Thus, to complete the estimate on $V_{n, j}^{(k)}$, we should study $\left\{\partial_{x} V_{n, m}^{(k)}\right\}_{m=1}^{j-1}$ first.
It follows from (3.47) that $\partial_{x}^{p} V_{n, j}^{(k)}=\partial_{x}^{p} \partial_{t}^{j} Y_{n}^{(k)}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a_{1} \partial_{x}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right)+z\left(a_{2} \partial_{z}+i k a_{3}\right)-\frac{1}{n} \partial_{x}^{2}\right) \partial_{x}^{p} V_{n, j}^{(k)}  \tag{3.52}\\
\quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} \partial_{x}^{p} V_{n-1, j}^{(k)} d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} \partial_{x}^{p} V_{n-1, j}^{(k)} d \xi+Q_{j, p}=\partial_{x}^{p} \partial_{t}^{j} G^{(k)} \\
\left.\partial_{x}^{p} V_{n, j}^{(k)}\right|_{z=0}=0, \quad \partial_{x}^{p} V_{n, j}^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.\partial_{x}^{p} V_{n, j}^{(k)}\right|_{t=0}=\partial_{x}^{p} V_{n, j, 0}^{(k)}(x, z)
\end{array}\right.
$$

where $V_{n, j, 0}^{(k)}(x, z)$ is given in (3.48), and
$Q_{j, p}=\partial_{x}^{p} Q_{j}+\left[\partial_{x}^{p}, a_{1} \partial_{x}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right)+z\left(a_{2} \partial_{z}+i k a_{3}\right)\right] V_{n, j}^{(k)}$

$$
\begin{aligned}
& +k \sum_{0<m \leq p}\binom{p}{m}\left(\partial_{x}^{m} a_{5} \int_{z}^{+\infty} \partial_{x}^{p-m}\left(e^{k a(z-\xi)} V_{n-1, j}^{(k)}(t, x ; \xi)\right) d \xi\right. \\
& \left.+\partial_{x}^{m} a_{6} \int_{0}^{z} \partial_{x}^{p-m}\left(e^{k a(\xi-z)} V_{n-1, j}^{(k)}(t, x ; \xi)\right) d \xi\right) \\
& +k a_{5} \int_{z}^{+\infty}\left[\partial_{x}^{p}, e^{k a(z-\xi)}\right] V_{n-1, j}^{(k)}(t, x ; \xi) d \xi+k a_{6} \int_{0}^{z}\left[\partial_{x}^{p}, e^{k a(\xi-z)}\right] V_{n-1, j}^{(k)}(t, x ; \xi) d \xi
\end{aligned}
$$

with $Q_{j}$ being given in (3.47).
Multiplying (3.52) by $<z>^{2 l} \partial_{x}^{p} \bar{V}_{n, j}^{(k)}$, and integrating the resulting equation over $\Omega$, one gets

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
& \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}+\left|\partial_{x}^{p} V_{n-1, j}^{(k)}\right|^{2}\right) d x d z  \tag{3.53}\\
& \quad+\int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{p} \partial_{t}^{j} G^{(k)}\right|^{2} d x d z-2 \mathcal{R} \int_{\Omega}\langle z\rangle^{2 l} Q_{j, p} \partial_{x}^{p} \bar{V}_{n, j}^{(k)} d x d z
\end{align*}
$$

A direct computation shows

$$
\begin{aligned}
&\left|\int_{\Omega}\langle z\rangle^{2 l} Q_{j, p} \partial_{x}^{p} \bar{V}_{n, j}^{(k)} d x d z\right| \\
& \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2} d x d z+\epsilon \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{0<m \leq j, q \leq p} \frac{C_{q+m}}{\epsilon} \int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2}+\left|\partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2}\right) d x d z \\
&+k^{2} \sum_{0<m \leq j, q \leq p} \frac{C_{q+m}}{\epsilon} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2} d x d z \\
&+\sum_{q<p} \frac{C_{q}}{\epsilon} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{x}^{q} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|\partial_{x}^{q} V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{q<p} C_{q} \int_{\Omega}\langle z\rangle^{2 l}\left(\langle z\rangle^{2}\left|\partial_{z} \partial_{x}^{q} V_{n, j}^{(k)}\right|^{2}+\left|\partial_{x}^{q} V_{n-1, j}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{1 \leq q \leq p} C_{q} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{q} V_{n, j}^{(k)}\right|^{2} d x d z+\sum_{0<m \leq j} C_{m} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{q+1} V_{n, j-m}^{(k)}\right|^{2} d x d z \\
&+\sum_{0<m \leq j, q \leq p} C_{q+m} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{q} V_{n-1, j-m}^{(k)}\right|^{2} d x d z .
\end{aligned}
$$

Thus, from (3.53) one has

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}\right) d x d z \\
& \leq \\
& \quad C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{x}^{p} V_{n, j}^{(k)}\right|^{2}+\left|\partial_{x}^{p} V_{n-1, j}^{(k)}\right|^{2}\right) d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{p} \partial_{t}^{j} G^{(k)}\right|^{2} d x d z \\
& \quad+C_{j+p}\left\{\sum _ { 0 < m \leq j , q \leq p } \left(\int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2}+\left|\partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2}\right) d x d z\right.\right. \\
& \left.\left.\quad+\int_{\Omega}\langle z\rangle^{2 l}\left(k^{2}\left|\partial_{x}^{q} V_{n, j-m}^{(k)}\right|^{2}+\left|\partial_{x}^{q} V_{n-1, j-m}^{(k)}\right|^{2}\right) d x d z\right)\right\} \\
& \quad+C_{p} \sum_{q<p} \int_{\Omega}\langle z\rangle^{2 l}\left(\langle z\rangle^{2}\left|\partial_{z} \partial_{x}^{q} V_{n, j}^{(k)}\right|^{2}+k^{2}\left|\partial_{x}^{q} V_{n, j}^{(k)}\right|^{2}+\left|\partial_{x}^{q} V_{n-1, j}^{(k)}\right|^{2}\right) d x d z \\
& \quad+C_{j} \sum_{0<m \leq j} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{x}^{q+1} V_{n, j-m}^{(k)}\right|^{2} d x d z
\end{aligned}
$$

By using Lemmas 3.4 and 3.5 in (3.51) for the case $j=1$, it follows that $V_{n, 1}^{(k)}=$ $\partial_{t} V_{n}^{(k)}$ satisfies

$$
\begin{gather*}
\max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, 1}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, 1}^{(k)}\right|^{2}+k^{2}\left|V_{n, 1}^{(k)}\right|^{2}\right) d x d z d t  \tag{3.55}\\
\leq C(T) \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{x} G^{(k)}\right|^{2}+\left|\partial_{t} G^{(k)}\right|^{2}+\left|G^{(k)}\right|^{2}\right) d x d z d t
\end{gather*}
$$

Using Lemma 3.6 and (3.55) in (3.54) for the case $j=1$ and $p=1$, and using Lemma 3.4, it follows that $\partial_{x} V_{n, 1}^{(k)}=\partial_{t} \partial_{x} Y_{n}^{(k)}$ satisfies

$$
\begin{align*}
&\left.\max _{0 \leq t \leq T} \int_{\Omega}<z\right\rangle^{2 l}\left|\partial_{x} V_{n, 1}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{x} V_{n, 1}^{(k)}\right|^{2}+k^{2}\left|\partial_{x} V_{n, 1}^{(k)}\right|^{2}\right) d x d z d t \\
&56) \quad C(T)\left(\sum_{j=0}^{2} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+2-j)}\left|\partial_{x}^{j} G^{(k)}\right|^{2} d x d z d t\right.  \tag{3.56}\\
&\left.+\sum_{j=0}^{1} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+1-j)}\left|\partial_{x}^{j} \partial_{t} G^{(k)}\right|^{2} d x d z d t\right)
\end{align*}
$$

Employing (3.56), (3.46), and (3.55) in (3.51) for the case $j=2$, and using Lemma 3.4 we deduce that $V_{n, 2}^{(k)}=\partial_{t}^{2} Y_{n}^{(k)}$ satisfies

$$
\begin{aligned}
& \max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, 2}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, 2}^{(k)}\right|^{2}+k^{2}\left|V_{n, 2}^{(k)}\right|^{2}\right) d x d z d t \\
& \quad \leq C(T)\left(\int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, 2,0}^{(k)}\right|^{2} d x d z+\sum_{|\alpha| \leq 2} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+2-|\alpha|)}\left|\partial_{t, x}^{\alpha} G^{(k)}\right|^{2} d x d z d t\right),
\end{aligned}
$$

which implies

$$
\begin{align*}
& \max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|V_{n, 2}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} V_{n, 2}^{(k)}\right|^{2}+k^{2}\left|V_{n, 2}^{(k)}\right|^{2}\right) d x d z d t \\
& \leq C( \sum_{|\alpha| \leq 2} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+2-|\alpha|)}\left|\partial_{t, x}^{\alpha} G^{(k)}\right|^{2} d x d z d t \\
&+k^{4} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|G^{(k)}\right|^{2}+\left|\partial_{t} G^{(k)}\right|^{2}\right) d x d z d t  \tag{3.57}\\
&+\sum_{j=1}^{2} \sum_{i=0}^{1} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+2-j)}\left|\partial_{t}^{i} \partial_{z}^{j} G^{(k)}\right|^{2} d x d z d t \\
&\left.+\sum_{j=1}^{2} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{t} \partial_{x}^{j} G^{(k)}\right|^{2} d x d z d t\right)
\end{align*}
$$

from the formula of $V_{n, 2,0}^{(k)}$ given in (3.48), where the positive constant $C$ depends only on $T, C_{0}$, and $C_{2}$.

By induction on $|\alpha| \in \mathbb{N}$, we obtain the following lemma.
LEMMA 3.7. Let $Y_{n}^{(k)}$ be the solution sequence to the problem (3.35). Then for any $\alpha \in \mathbb{N}^{2}, \partial_{t, x}^{\alpha} Y_{n}^{(k)}$ satisfies the following estimate:

$$
\begin{equation*}
\max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2} d x d z+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} \partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2}+k^{2}\left|\partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2}\right) d x d z d t \tag{3.58}
\end{equation*}
$$

$$
\leq C(T)\left(\sum_{j=2}^{|\alpha|} \sum_{m=0}^{|\alpha|-j} \sum_{\substack{r+i+p \leq j-1 \\ 0 \leq q \leq 2 i \\ 0 \leq h \leq 1}} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|-j-m+2 i-q)} k^{4 r}\left|\partial_{t}^{h} \partial_{z}^{q} \partial_{x}^{m+2 p} G^{(k)}\right|^{2} d x d z d t\right.
$$

$$
\left.+\sum_{|\beta| \leq|\alpha|} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right)
$$

### 3.2.6. Step 6: Estimates of normal derivatives $\quad, \quad$ ( ). For any $j \in \mathbb{N}$

 and $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}^{2}$, set $W_{n, \alpha, j}^{(k)}=\partial_{z}^{j} \partial_{t, x}^{\alpha} Y_{n}^{(k)}$.From (3.58) and the obvious identity

$$
\partial_{z}^{j} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}(t, x, z)=\partial_{z}^{j} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}(0, x, z)+\int_{0}^{t} \partial_{z}^{j} \partial_{t}^{\alpha_{1}+1} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}(s, x, z) d s
$$

we get

$$
\begin{align*}
\max _{0 \leq t \leq T} & \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2} d x d z \leq \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}(t=0)\right|^{2} d x d z  \tag{3.59}\\
& +C(T)\left(\sum_{j=2}^{|\alpha|+1} \sum_{m=0}^{|\alpha|+1-j} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+1-j-m)}\left|\partial_{x}^{m} \partial_{t}^{j} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right. \\
& \left.+\sum_{|\beta| \leq|\alpha|+1} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+1-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right)
\end{align*}
$$

From (3.52) it follows that

$$
\begin{align*}
& \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{2} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2} d x d z  \tag{3.60}\\
& \leq C_{0}\left\{\int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}+k^{2}\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}\right) d x d z\right. \\
&+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{t}^{\alpha_{1}+1} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}+1} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}+2} Y_{n}^{(k)}\right|^{2}\right. \\
&\left.\left.+k^{4}\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n-1}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} G^{(k)}\right|^{2}+Q_{\alpha_{1}, \alpha_{2}}\right) d x d z\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\Omega}\langle z\rangle^{2 l}\left|Q_{\alpha_{1}, \alpha_{2}}\right|^{2} d x d z  \tag{3.61}\\
& \leq C\{ \sum_{j \leq \alpha_{1}-1, m \leq \alpha_{2}} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z}^{2} \partial_{t}^{j} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+k^{4}\left|\partial_{t}^{j} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{j} \partial_{x}^{m} Y_{n-1}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{j \leq \alpha_{1}-1, m \leq \alpha_{2}} \int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{t}^{j} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+k^{2}\left|\partial_{t}^{j} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}\right) d x d z \\
&+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}+\sum_{j \leq \alpha_{1}-1}\left|\partial_{t}^{j} \partial_{x}^{\alpha_{2}+1} Y_{n}^{(k)}\right|^{2}\right) d x d z \\
&+\sum_{m \leq \alpha_{2}-1} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z}^{2} \partial_{t}^{\alpha_{1}} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+k^{4}\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{m} Y_{n-1}^{(k)}\right|^{2}\right) d x d z \\
&\left.+\sum_{m \leq \alpha_{2}-1} \int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{t}^{\alpha_{1}} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}+k^{2}\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{m} Y_{n}^{(k)}\right|^{2}\right) d x d z\right\}
\end{align*}
$$

Substituting (3.61) into (3.60) yields

$$
\begin{aligned}
& \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{2} \partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2} d x d z \\
& \leq C \\
&\left\{\sum_{\beta \leq \alpha} \int_{\Omega}\langle z\rangle^{2(l+1)}\left(\left|\partial_{z} \partial_{t, x}^{\beta} Y_{n}^{(k)}\right|^{2}+k^{2}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}\right|^{2}\right) d x d z\right. \\
&+\int_{\Omega}\langle z\rangle^{2 l}\left(\sum_{\beta \leq \alpha}\left(k^{4}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t, x}^{\beta} Y_{n-1}^{(k)}\right|^{2}\right)+\sum_{\beta<\alpha}\left|\partial_{z}^{2} \partial_{t, x}^{\beta} Y_{n}^{(k)}\right|^{2}\right. \\
&+\sum_{j \leq \alpha_{1}}\left|\partial_{t}^{j} \partial_{x}^{\alpha_{2}+1} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}+2} Y_{n}^{(k)}\right|^{2} \\
&\left.\left.+\left|\partial_{t}^{\alpha_{1}+1} \partial_{x}^{\alpha_{2}} Y_{n}^{(k)}\right|^{2}+\left|\partial_{t}^{\alpha_{1}} \partial_{x}^{\alpha_{2}} G^{(k)}\right|^{2}\right) d x d z\right\}
\end{aligned}
$$

where the notations $\beta \leq \alpha$ and $\beta<\alpha$ for $\alpha, \beta \in \mathbb{N}^{2}$ mean that $\beta_{1} \leq \alpha_{1}, \beta_{2} \leq \alpha_{2}$, and $\beta_{1} \leq \alpha_{1}, \beta_{2} \leq \alpha_{2}, \beta_{1}+\beta_{2}<\alpha_{1}+\alpha_{2}$, respectively.

By using (3.59) and (3.58) in (3.62), we get

$$
\begin{aligned}
\max _{0 \leq t \leq T} & \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{2} \partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2} d x d z \\
\leq & C\left\{k ^ { 4 } \sum _ { \beta \leq \alpha } \left(\int_{\Omega}\langle z\rangle^{2(l+|\alpha|-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right.\right. \\
& \left.\quad+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right) \\
& +\sum_{|\beta| \leq|\alpha|+2}\left(\int_{\Omega}\langle z\rangle^{2(l+|\alpha|+2-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right. \\
+ & \left.\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+2-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right) \\
+ & \sum_{\beta \leq \alpha} \int_{\Omega}\langle z\rangle^{2(l+1)}\left|\partial_{z} \partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z \\
+ & \left.\sum_{\beta<\alpha} \int_{0}^{T} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{2} \partial_{t, x}^{\beta} Y_{n}^{(k)}\right|^{2} d x d z d t\right\}
\end{aligned}
$$

which implies

$$
\begin{align*}
& \max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{2} \partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2} d x d z \\
& \leq C(T)\left\{k ^ { 4 } \sum _ { \beta \leq \alpha } \left(\int_{\Omega}\langle z\rangle^{2(l+|\alpha|-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right.\right. \\
&\left.+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right) \\
&+\sum_{|\beta| \leq|\alpha|+2}\left(\int_{\Omega}\langle z\rangle^{2(l+|\alpha|+2-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right.  \tag{3.63}\\
&\left.+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+2-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right) \\
&\left.+\sum_{\beta \leq \alpha} \int_{\Omega}\langle z\rangle^{2(l+1)}\left|\partial_{z} \partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right\}
\end{align*}
$$

Differentiating (3.52) with respect to $z$ and by induction on $j \in \mathbb{N}$, one can obtain the following lemma.

LEMMA 3.8. The solution $Y_{n}^{(k)}$ of (3.35) satisfies the following estimate:

$$
\begin{align*}
& \max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|\partial_{z}^{j} \partial_{t, x}^{\alpha} Y_{n}^{(k)}\right|^{2} d x d z  \tag{3.64}\\
& \leq C(T)\left\{\sum _ { m = 0 } ^ { [ j / 2 ] } k ^ { 4 m } \sum _ { | \beta | \leq | \alpha | + j - 2 m } \left(\int_{\Omega}\langle z\rangle^{2(l+|\alpha|+j-2 m-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z\right.\right. \\
&\left.+\int_{0}^{T} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+j-2 m-|\beta|)}\left|\partial_{t, x}^{\beta} G^{(k)}\right|^{2} d x d z d t\right) \\
&+\left.\sum_{|\beta| \leq|\alpha|+j-1-2 m} \int_{\Omega}\left\langle z>^{2(l+|\alpha|+j-1-2 m-|\beta|)}\right| \partial_{z} \partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z \\
&\left.+\max _{0 \leq t \leq T} \sum_{m=1}^{j-2} \int_{\Omega}\langle z\rangle^{2(l+j-2-m)}\left|\partial_{z}^{m} \partial_{t, x}^{\alpha} G^{(k)}\right|^{2} d x d z d t\right\}
\end{align*}
$$

Remark 3.9. From the problem (3.35), it is easy to estimate the first and third terms on the right-hand side of $(3.64)$ by the source term $G^{(k)}$. For example, one can
obtain

$$
\begin{align*}
& \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+j-2 m-|\beta|)}\left|\partial_{t, x}^{\beta} Y_{n}^{(k)}(t=0)\right|^{2} d x d z  \tag{3.65}\\
& \leq C(T)\left(\left.\sum_{\substack{ \\
r+i+p \leq \beta_{t}-1 \\
0 \leq q \leq 2 i}} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+j-2 m-|\beta|+2 i-q)} k^{4 r}\left|\partial_{z}^{q} \partial_{x}^{\beta_{x}+2 p} G^{(k)}\right|_{t=0}\right|^{2} d x d z\right. \\
& +\left.\sum_{r+i+p \leq \beta_{t}-1} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|+j-2 m-|\beta|)} k^{4 r}\left|\partial_{t}^{i} \partial_{x}^{\beta_{x}+2 p} G^{(k)}\right|_{t=0}\right|^{2} d x d z \\
& \left.+\left.\sum_{\substack{i+p \leq \beta_{t}-2 \\
0 \leq q \leq 2 i}} \int_{\Omega}\langle z\rangle^{2(l+|\alpha|-j-2 m-|\beta|+2 i-q)}\left|\partial_{t} \partial_{z}^{q} \partial_{x}^{\beta_{x}+2 p} G^{(k)}\right|_{t=0}\right|^{2} d x d z\right)
\end{align*}
$$

with $\beta=\left(\beta_{t}, \beta_{x}\right)$.
In summary, we conclude with the following proposition.
Proposition 3.10. The approximate solution sequence $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$ constructed by (3.35) is bounded in $W^{k, \infty}\left([0, T], H^{s}(\Omega)\right)$ for any fixed $k, s \in \mathbb{N}$; moreover, $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$ satisfies the estimates given in Lemmas 3.6, 3.7, and 3.8.
3.2.7. Step 7: Convergence of $\left\{{ }^{()}\right\} \geq 1$. As usual, based on the high order norm boundedness estimate (3.64) of $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$, it suffices to consider the convergence of $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$ in the $L^{2}-$ norm.

Let $W_{n}^{(k)}=Y_{n+1}^{(k)}-Y_{n}^{(k)}$. It follows from (3.35) that $W_{n}^{(k)}$ solves the following problem:
$\left\{\begin{array}{l}\left(\partial_{t}+a_{1} \partial_{x}\right) W_{n}^{(k)}-a_{4}^{2}\left(\partial_{z}^{2}-k^{2} a^{2}\right) W_{n}^{(k)}+z\left(a_{2} \partial_{z}+i k a_{3}\right) W_{n}^{(k)}-\frac{1}{n+1} \partial_{x}^{2} W_{n}^{(k)} \\ \quad+k a_{5} \int_{z}^{+\infty} e^{k a(z-\xi)} W_{n-1}^{(k)}(\cdot, \xi) d \xi+k a_{6} \int_{0}^{z} e^{k a(\xi-z)} W_{n-1}^{(k)}(\cdot, \xi) d \xi=-\frac{1}{n(n+1)} \partial_{x}^{2} Y_{n}^{(k)} \\ \left.W_{n}^{(k)}\right|_{z=0}=0, \quad W_{n}^{(k)} \in S\left(\mathbb{R}_{z}^{+}\right) \\ \left.W_{n}^{(k)}\right|_{t=0}=0 .\end{array}\right.$
In a way similar to (3.42), we deduce that for all $n \geq 1$,

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega}\langle z\rangle^{2 l}\left|W_{n}^{(k)}\right|^{2} d x d z+\int_{\Omega}\langle z\rangle^{2 l}\left(\left|\partial_{z} W_{n}^{(k)}\right|^{2}+k^{2}\left|W_{n}^{(k)}\right|^{2}\right) d x d z \\
& \quad \leq C_{0} \int_{\Omega}\langle z\rangle^{2 l}\left(\left|W_{n}^{(k)}\right|^{2}+\left|W_{n-1}^{(k)}\right|^{2}\right) d x d z+\frac{C_{0}}{n(n+1)} \tag{3.67}
\end{align*}
$$

by using the boundedness of $\left\{Y_{n}^{(k)}\right\}_{n \geq 1}$. Applying Lemma 3.4 in (3.67) we achieve the following proposition.

Proposition 3.11. For any fixed $T>0$ and $l \in \mathbb{N}$, it holds that

$$
\begin{equation*}
\max _{0 \leq t \leq T} \int_{\Omega}\langle z\rangle^{2 l}\left|Y_{n+1}^{(k)}-Y_{n}^{(k)}\right|^{2} d x d z \longrightarrow 0 \tag{3.68}
\end{equation*}
$$

when $n$ goes to infinite.
By bringing together Propositions 3.10 with 3.11 , we deduce the following theorem.

Theorem 3.12. Consider problems (3.33) and (3.34). Let $T>0$ be fixed. Suppose that coefficients a and $\left\{a_{j}\right\}_{j=1}^{6}$ belong to $H^{\infty}\left([0, T] \times \mathbb{R}_{x}\right)$ with $a(t, x) \geq a_{0}$ and $a_{4}(t, x) \geq a_{0}$ for a constant $a_{0}>0, W_{0}^{(k)} \in H^{\infty}\left([0, T] \times \mathbb{R}_{x}\right)$ and $G^{(k)} \in H^{\infty}([0, T] \times$ $\left.\mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)$satisfying all compatibility conditions, with $z^{l} G^{(k)} \in H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)$ for all $l \in \mathbb{N}$. Then there exist unique solutions $\left\{Y^{(k)}\right\}_{k \in Z \backslash\{0\}}$ to problems (3.33) and (3.34) satisfying $<z>^{l} Y^{(k)} \in H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)$for all $l \in \mathbb{N}$.

Combining Theorem 3.12 with the transformation (3.32) and Proposition 3.3, we obtain the following existence and uniqueness result of solutions $(u, w)$ to the Poisson-Prandtl coupled problem (3.1).

ThEOREM 3.13. Let $T>0$ be fixed and all coefficients a and $\left\{a_{j}\right\}_{j=1}^{4}$ be the same as given in Theorem 3.12. Assume that $\left(b_{0}, b_{1}\right) \in C_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x}\right)\right)$ and $(f, g) \in C_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)\right)$, smooth periodic in $\theta \in T^{1}$ with valued in $H^{\infty}\left([0, T] \times \mathbb{R}_{x}\right)$ and $H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)$, respectively, satisfying

$$
\mathbf{m}_{\theta}(f)=\mathbf{m}_{\theta}(g)=\mathbf{m}_{\theta}\left(b_{0}\right)=\mathbf{m}_{\theta}\left(b_{1}\right)=0
$$

and $\left(z^{l} f, z^{l} g\right) \in C_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)\right)$for any $l \in \mathbb{N}$, and, moreover, all compatibility conditions for (3.1) hold. Then, there exist unique solutions $(u, w) \in$ $C_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)\right)$to the problem (3.1) satisfying $\mathbf{m}_{\theta}(u)=\mathbf{m}_{\theta}(w)=0$ and $\left(z^{l} u, z^{l} w\right) \in C_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x} \times \mathbb{R}_{z}^{+}\right)\right)$for all $l \in \mathbb{N}$.
4. Rigorous justification of the zero-viscosity limit. In this section, we shall rigorously justify the formal analysis given in section 2 .

First, let us suppose that
(H1) all compatibility conditions for the problem (2.1) are satisfied,
(H2) all compatibility conditions for problems (2.29), (2.35), and (5.11), (5.13), and (5.22) given later are satisfied,
which will be studied in detail at the end of this section. It is easy to see that compatibility conditions for the problem (2.26) follow from those for (2.1) by setting $\epsilon=0$.

Let $V^{\epsilon}$ be the solution to the problem (2.1). From section 3, we know that one can uniquely determine $\left(d_{0}^{(2)}, d_{0}^{(3)}\right)$ and $\left\{\left(d_{j+1}^{(2)}, d_{j+1}^{(3)}\right)\right\}_{j \geq 0}$ from problems (2.35) and (2.36) and (5.22) and (5.23), respectively. Thus, from sections 2 and 5.1 we obtain each order smooth profile $\left\{\left(a_{j}, c_{j}, b_{j}, d_{j}\right)\right\}_{j \geq 0}$ in the formal expansion of the solution
$V^{\epsilon}(t, x) \sim \sum_{j \geq 0} \epsilon^{j}\left(a_{j}(t, x)+c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)+b_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+d_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon}\right)\right.$.
Denote by
$V_{J}^{\epsilon}(t, x)=\sum_{j=0}^{J} \epsilon^{j}\left(a_{j}(t, x)+c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)+b_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+d_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon}\right)\right)$
the $J$ th order approximate solution for any fixed $J \in \mathbb{N}$.
From the discussion in sections 2 and 5.1 , it is easy to see that $W_{J}^{\epsilon}=V^{\epsilon}-V_{J}^{\epsilon}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
A_{0}\left(V^{\prime}\right) \partial_{t} W_{J}^{\epsilon}+A_{1}\left(V^{\prime}\right) \partial_{x_{1}} W_{J}^{\epsilon}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}} W_{J}^{\epsilon}=B\left(\epsilon^{2}, D \epsilon^{2}\right) W_{J}^{\epsilon}+R_{J}^{\epsilon}  \tag{4.2}\\
M^{+} W_{J}^{\epsilon}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) W_{J}^{\epsilon}=0, \quad \text { on } \quad x_{1}=0 \\
\left.W_{J}^{\epsilon}\right|_{t=0}=0,
\end{array}\right.
$$

where the remainder $R_{J}^{\epsilon}(t, x)$ satisfies

$$
\begin{equation*}
\left\|R_{J}^{\epsilon}\right\|_{L^{\infty}\left([0, T], L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)} \leq C \epsilon^{J-1} \tag{4.3}
\end{equation*}
$$

for any $T>0$ and a constant $C>0$.
By using the classical theory of the linearized Navier-Stokes equations in the problem (4.2), we immediately conclude

$$
\begin{equation*}
\left\|V^{\epsilon}-V_{J}^{\epsilon}\right\|_{L^{\infty}\left([0, T], L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)} \leq C_{1} \epsilon^{J-1} \tag{4.4}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|V^{\epsilon}-V_{J}^{\epsilon}\right\|_{L^{\infty}\left([0, T], L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)} \leq C_{2} \epsilon^{J+1} \tag{4.5}
\end{equation*}
$$

for any $J \in \mathbb{N}$ with the constant $C_{2}$ depending only upon $T$ and $J$.
Therefore, we obtain the following theorem.
ThEOREM 4.1. Under the assumptions (H1) and (H2), the solution $V^{\epsilon}=\left(\rho^{\epsilon}, v_{1}^{\epsilon}, v_{2}^{\epsilon}\right)$ of (2.1) has the following asymptotics:

$$
\begin{align*}
V^{\epsilon}(t, x)= & \sum_{j=0}^{J} \epsilon^{j}\left(a_{j}(t, x)+c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)+b_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)\right.  \tag{4.6}\\
& \left.+d_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon}\right)\right)+O\left(\epsilon^{J+1}\right)
\end{align*}
$$

in $L^{\infty}\left([0, T], L^{2}\left(\mathbb{R}_{+}^{2}\right)\right)$ for any fixed $J \in \mathbb{N}$, where $a_{j}(t, x)$ satisfy problems (2.26) and (5.11) for the linearized Euler equations; $c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)$ are determined from (2.17) and (2.20), and (5.3)-(5.5); $\left(b_{j}^{(1)}, b_{j}^{(2)}\right)$ are given in (2.25) and (5.10); and $b_{j}^{(3)}\left(t, x_{2} ; z\right)$ satisfy problems (2.29) and (5.13) for the linearized Prandtl equation; $d_{j}^{(1)}$ are given in (2.31) and (5.17); and $\left(d_{j}^{(2)}, d_{j}^{(3)}\right)\left(t, x_{2} ; z, \theta\right)$ together with their vorticity with respect to $(z, \theta)$-variables satisfy problems (2.35) and (2.36), and (5.22) and (5.23) for the Poisson-Prandtl coupled system.

Remark 4.2. (1) From (4.6), one immediately concludes Theorem 2.1.
(2) The asymptotic relation (4.6) holds in high order Sobolev spaces with weighted norms due to the high frequency of oscillations in $\left\{c_{j}, d_{j}\right\}_{j \geq 0}$ and the multiple scales in boundary layers $\left\{b_{j}, d_{j}\right\}_{j \geq 0}$, e.g., in $L^{\infty}\left([0, T], H_{\epsilon}^{s}\left(\mathbb{R}^{2}\right)\right)$ with the norm of $H_{\epsilon}^{s}\left(\mathbb{R}^{2}\right)$ being defined as

$$
\|u\|_{s, \epsilon}=\left(\sum_{|\alpha| \leq s} \epsilon^{2|\alpha|}\left\|\partial_{x}^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{2}\right)}^{2}\right)^{\frac{1}{2}} .
$$

Finally, for completeness, let us investigate the assumptions (H1) and (H2).
(I) The compatibility condition for the problem of linearized Navier-Stokes equations (2.1) can be formulated in the classical way as follows.
(I1) The zero-th order compatibility condition is

$$
\begin{equation*}
V_{0}^{(2)}=V_{0}^{(3)}=0 \quad \text { on } \quad\left\{x_{1}=0\right\} \tag{4.7}
\end{equation*}
$$

(I2) The $j$ th order compatibility condition $(j \geq 1)$.
Set $\Phi^{\epsilon}(t, x)=\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon}\right)$. For any fixed $j \in \mathbb{N}$ with $j \geq 1$, it follows from the equations in (2.1) that

$$
\begin{aligned}
\partial_{t}^{j} V^{\epsilon}= & \left(A_{0}\left(V^{\prime}\right)\right)^{-1}\left\{B\left(\epsilon^{2}, D \epsilon^{2}\right) \partial_{t}^{j-1} V^{\epsilon}+\partial_{t}^{j-1} \Phi^{\epsilon}\right. \\
& \left.-\left[\partial_{t}^{j-1}, A_{0}\left(V^{\prime}\right)\right] \partial_{t} V^{\epsilon}-\partial_{t}^{j-1}\left(A_{1}\left(V^{\prime}\right) \partial_{x_{1}} V^{\epsilon}+A_{2}\left(V^{\prime}\right) \partial_{x_{2}} V^{\epsilon}\right)\right\}
\end{aligned}
$$

by induction on $j$. By using the initial data $\left.V^{\epsilon}\right|_{t=0}=V_{0}(x)$, we know that $V_{j}^{\epsilon}(x)=$ $\left.\partial_{t}^{j} V^{\epsilon}\right|_{t=0}$ is a linear function of $\left\{\partial_{x}^{\alpha} V_{0}\right\}_{|\alpha| \leq 2 j}$ and $\left\{\partial_{t}^{k} \partial_{x}^{\alpha} \Phi^{\epsilon}(t=0)\right\}_{k \leq j-1,|\alpha| \leq 2(j-1-k)}$. Then, the $j$ th order compatibility condition for the problem (2.1) is

$$
\left(\begin{array}{lll}
0 & 1 & 0  \tag{4.8}\\
0 & 0 & 1
\end{array}\right) V_{j}^{\epsilon}=0 \quad \text { on } \quad\left\{x_{1}=0\right\}
$$

Next, we study the assumption (H1).
(II) The compatibility condition for the problem of linearized Prandtl equation (2.29).
(II) The zero-th order compatibility condition is

$$
\begin{equation*}
a_{0}^{(3)}=0 \quad \text { on } \quad\left\{t=x_{1}=0\right\} \tag{4.9}
\end{equation*}
$$

which is a simple consequence of the zero-th order compatibility condition (4.7) by noting $\left.a_{0}\right|_{t=0}=V_{0}(x)$ in (2.26).
$(\mathbb{I} 2)$ The $j$ th order compatibility condition $(j \geq 1)$.
It follows from the equation and the initial data in (2.29) that

$$
\left.\partial_{t}^{j} b_{0}^{(3)}\right|_{t=0}=0
$$

So, the $j$ th order compatibility condition for the problem (2.29) is

$$
\begin{equation*}
\partial_{t}^{j} a_{0}^{(3)}=0 \quad \text { on } \quad\left\{t=x_{1}=0\right\} \tag{4.10}
\end{equation*}
$$

where $a_{0}^{(3)}(t, x)$ is determined by the problem (2.26).
The compatibility conditions for the problem (5.13) can be obtained in the same ways as those for the problem (2.29) given above.

Both of problems (2.35) and (5.22) are the special cases of the problem (3.1), so their compatibility conditions can be stated in the same way as those for the problem (3.1) given in section 3.

Finally, we note that in general compatibility conditions for problems of profiles, $\left\{a_{j}, c_{j}, b_{j}, d_{j}\right\}_{j \geq 0}$ could not be implied by those for the original linearized NavierStokes equations (2.1). The simplest case to guarantee all compatibility conditions given as above valid is that

$$
\begin{cases}\partial_{t}^{k} \partial_{x}^{\alpha} \Phi(t, x ; \theta)=0, & \text { on }\left\{t=x_{1}=0\right\} \\ \partial_{x}^{\alpha} V_{0}(x)=0, & \text { on }\left\{x_{1}=0\right\}\end{cases}
$$

hold for any $k \in \mathbb{N}$ and $\alpha \in \mathbb{N}^{2}$.

## 5. Appendix.

5.1. Problems of high order profiles. In section 2 , we derived problems for the leading profiles in the expansion of the solution $V^{\epsilon}(t, x)=V_{i n}^{\epsilon}(t, x)+V_{b d}^{\epsilon}(t, x)$ to the problem (2.1). In this subsection, let us briefly derive problems for high order terms in the expansion.

By induction, suppose that $\left\{a_{k}(t, x), c_{k}(t, x ; \theta), b_{k}\left(t, x_{2} ; z\right), d_{k}\left(t, x_{2} ; z, \theta^{0}\right)\right\}_{k \leq j}$ are known already, we want to determine profiles $\left\{a_{j+1}(t, x), c_{j+1}(t, x ; \theta), b_{j+1}\left(t, x_{2} ; z\right)\right.$, $\left.d_{j+1}\left(t, x_{2} ; z, \theta^{0}\right)\right\}$ in the expansion (2.11).

It follows from (2.13) and the fact $\mathbf{m}_{\theta}\left(\mathcal{F}_{j}\right)=0$ that

$$
\begin{equation*}
L\left(\partial_{t}, \partial_{x}\right) a_{j}=\left(B_{1} \partial_{x_{1}}^{2}+B_{2} \partial_{x_{2}}^{2}+B_{3} \partial_{x_{1} x_{2}}^{2}\right) a_{j-2} \tag{5.1}
\end{equation*}
$$

and the difference between $\mathcal{F}_{j}=0$ and (5.1) gives rise to

$$
\begin{equation*}
\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{j+1}=\tilde{f}_{j}, \tag{5.2}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{f}_{j}= & \left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{j}-L\left(\partial_{t}, \partial_{x}\right) c_{j} \\
& +\left(\varphi_{x_{1} x_{1}} B_{1}+\varphi_{x_{2} x_{2}} B_{2}+\varphi_{x_{1} x_{2}} B_{3}\right) \partial_{\theta} c_{j-1} \\
& +\left(2 \varphi_{x_{1}} B_{1}+\varphi_{x_{2}} B_{3}\right) \partial_{\theta x_{1}}^{2} c_{j-1}+\left(2 \varphi_{x_{2}} B_{2}+\varphi_{x_{1}} B_{3}\right) \partial_{\theta x_{2}}^{2} c_{j-1} \\
& +\left(B_{1} \partial_{x_{1}}^{2}+B_{2} \partial_{x_{2}}^{2}+B_{3} \partial_{x_{1} x_{2}}^{2}\right) c_{j-2}
\end{aligned}
$$

satisfies $\mathbf{m}_{\theta}\left(\tilde{f}_{j}\right)=0$.
If we set

$$
\begin{equation*}
c_{j+1}(t, x ; \theta)=\sum_{k=1}^{3} v_{j+1}^{(k)}(t, x ; \theta) \vec{r}_{k}(\nabla \varphi), \tag{5.3}
\end{equation*}
$$

then from (5.2) it follows

$$
\begin{equation*}
\left(\varphi_{t}-\tau_{k}(\nabla \varphi)\right) \partial_{\theta} v_{j+1}^{(k)}=\left(\vec{l}_{k}(\nabla \varphi) \cdot \tilde{f}_{j}\right)(t, x ; \theta), \quad k=2,3, \tag{5.4}
\end{equation*}
$$

where $\tau_{k}(\nabla \varphi)$ are defined in (2.3). Due to the assumption (2.6), we obtain that $\left(v_{j+1}^{(2)}, v_{j+1}^{(3)}\right)$ can be uniquely determined by (5.4) with $\mathbf{m}_{\theta}\left(v_{j+1}^{(2)}, v_{j+1}^{(3)}\right)=0$.

To solve $v_{j+1}^{(1)}$, acting $\vec{l}_{1}(\nabla \varphi)$ from the left on the same equation as (5.2) with $j$ being replaced by $j+1$, and using (5.3), one gets that $v_{j+1}^{(1)}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
{\left[\left(\vec{l}_{1} A_{0} \vec{r}_{1}\right) \partial_{t}+\left(\vec{l}_{1} A_{1} \vec{r}_{1}\right) \partial_{x_{1}}+\left(\vec{l}_{1} A_{2} \vec{r}_{1}\right) \partial_{x_{2}}\right] v_{j+1}^{(1)}+\vec{l}_{1}\left(A_{0} \partial_{t} \vec{r}_{1}+A_{1} \partial_{x_{1}} \vec{r}_{1}+A_{2} \partial_{x_{2}} \vec{r}_{1}\right) v_{j+1}^{(1)}}  \tag{5.5}\\
\quad-\vec{l}_{1}\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \vec{r}_{1} \partial_{\theta}^{2} v_{j+1}^{(1)}=h_{j+1} \\
\left.v_{j+1}^{(1)}\right|_{t=0}=0,
\end{array}\right.
$$

which is similar to the problem (2.20), where

$$
\begin{aligned}
h_{j+1}= & \vec{l}_{1}\left[\left(\varphi_{x_{1} x_{1}} B_{1}+\varphi_{x_{2} x_{2}} B_{2}+\varphi_{x_{1} x_{2}} B_{3}\right) \partial_{\theta} c_{j}+\left(2 \varphi_{x_{1}} B_{1}+\varphi_{x_{2}} B_{3}\right) \partial_{\theta x_{1}}^{2} c_{j}\right. \\
& +\left(2 \varphi_{x_{2}} B_{2}+\varphi_{x_{1}} B_{3}\right) \partial_{\theta x_{2}}^{2} c_{j}+\left(B_{1} \partial_{x_{1}}^{2}+B_{2} \partial_{x_{2}}^{2}+B_{3} \partial_{x_{1} x_{2}}^{2}\right) c_{j-1} \\
& \left.-\left(L\left(\partial_{t}, \partial_{x}\right)-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2}\right)\left(v_{j+1}^{(2)} \vec{r}_{2}+v_{j+1}^{(3)} \vec{r}_{3}\right)\right] .
\end{aligned}
$$

As in (2.21) and (2.22), the $0\left(\epsilon^{j+1}\right)$ - term of the boundary condition $\left.M^{+} V^{\epsilon}\right|_{x_{1}=0}=$ 0 in (2.1) gives

$$
\begin{cases}a_{j+1}^{(k)}(t, x)+b_{j+1}^{(k)}\left(t, x_{2} ; z\right)=0 & \text { on }\left\{x_{1}=z=0\right\}  \tag{5.6}\\ c_{j+1}^{(k)}(t, x ; \theta)+d_{j+1}^{(k)}\left(t, x_{2} ; z, \theta^{0}\right)=0 & \text { on }\left\{x_{1}=z=0, \theta=\theta^{0}\right\}\end{cases}
$$

for $k \in\{2,3\}$.
Thus, to solve $a_{j+1}$ from the same equation as (5.1) with $j$ being replaced by $j+1$, one should study $b_{j+1}^{(2)}$ first in order to determine the boundary value of $a_{j+1}^{(2)}$ on $\left\{x_{1}=0\right\}$.

Acting upon the averaging operator $\mathbf{m}_{\theta}$ on $\mathcal{G}_{j}=0$ from (2.15), and using the assumption $\mathbf{m}_{\theta}\left(d_{k}\right)=0$ for any $k \geq 0$, we get

$$
\begin{equation*}
A_{1}(0) \partial_{z} b_{j+1}=\tilde{g}_{j}\left(t, x_{2} ; z\right) \tag{5.7}
\end{equation*}
$$

and the difference between $\mathcal{G}_{j}=0$ and (5.7) gives rise to

$$
\begin{equation*}
\left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{j+1}+A_{1}(0) \partial_{z} d_{j+1}=g_{j}^{\star}\left(t, x_{2} ; z, \theta\right) \tag{5.8}
\end{equation*}
$$

where

$$
\left\{\begin{aligned}
& \tilde{g}_{j}\left(t, x_{2} ; z\right)=B_{1} \partial_{z}^{2} b_{j}-\left(A_{0}(0) \partial_{t}+A_{2}(0) \partial_{x_{2}}\right) b_{j}-z A_{1}^{\prime}(0) \partial_{z} b_{j}-\mathbf{m}_{\theta}\left(g_{j}\right) \\
& g_{j}^{\star}\left(t, x_{2} ; z, \theta\right)=\left(B_{1} \partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{z \theta}^{2}\right) d_{j}-\left(A_{0}(0) \partial_{t}+A_{2}(0) \partial_{x_{2}}\right) d_{j} \\
&-z\left(\varphi_{t}^{0} A_{0}^{\prime}(0)+\varphi_{x_{2}}^{0} A_{2}^{\prime}(0)\right) \partial_{\theta} d_{j}-z A_{1}^{\prime}(0) \partial_{z} d_{j}-g_{j}+\mathbf{m}_{\theta}\left(g_{j}\right)
\end{aligned}\right.
$$

From (5.7), we deduce immediately that $\left(b_{j+1}^{(1)}, b_{j+1}^{(2)}\right)$ solves the following problem:

$$
\left\{\begin{array}{l}
\left(\begin{array}{cc}
0 & \rho^{\prime}(0) \\
c^{2}(0) & 0
\end{array}\right)\binom{\partial_{z} b_{j+1}^{(1)}}{\partial_{z} b_{j+1}^{(2)}}=\binom{\tilde{g}_{j}^{(1)}}{\tilde{g}_{j}^{(2)}}  \tag{5.9}\\
\left(b_{j+1}^{(1)}, b_{j+1}^{(2)}\right) \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

which implies

$$
\left\{\begin{array}{l}
b_{j+1}^{(1)}\left(t, x_{2} ; z\right)=-c^{-2}(0) \int_{z}^{+\infty} \tilde{g}_{j}^{(2)}\left(t, x_{2} ; \xi\right) d \xi  \tag{5.10}\\
b_{j+1}^{(2)}\left(t, x_{2} ; z\right)=-\left(\rho^{\prime}(0)\right)^{-1} \int_{z}^{+\infty} \tilde{g}_{j}^{(1)}\left(t, x_{2} ; \xi\right) d \xi
\end{array}\right.
$$

Therefore, from the same equation as (5.1) with $j$ being replaced by $j+1$, we know that $a_{j+1}(t, x)$ solves the following problem:

$$
\left\{\begin{array}{l}
L\left(\partial_{t}, \partial_{x}\right) a_{j+1}=\left(B_{1} \partial_{x_{1}}^{2}+B_{2} \partial_{x_{2}}^{2}+B_{3} \partial_{x_{1} x_{2}}^{2}\right) a_{j-1}  \tag{5.11}\\
\left.a_{j+1}^{(2)}\right|_{x_{1}=0}=\left(\rho^{\prime}(0)\right)^{-1} \int_{0}^{+\infty} \tilde{g}_{j}^{(1)}\left(t, x_{2} ; \xi\right) d \xi \\
\left.a_{j+1}\right|_{t=0}=0
\end{array}\right.
$$

To determine $b_{j+1}^{(3)}\left(t, x_{2} ; z\right)$, we act upon the averaging operator $\mathbf{m}_{\theta}$ on $\mathcal{G}_{j+1}=0$ with $\mathcal{G}_{j+1}$ being given as in (2.15), and obtain

$$
\begin{equation*}
L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right) b_{j+1}+z A_{1}^{\prime}(0) \partial_{z} b_{j+1}-B_{1} \partial_{z}^{2} b_{j+1}+A_{1}(0) \partial_{z} b_{j+2}+\mathbf{m}_{\theta}\left(g_{j+1}\right)=0 \tag{5.12}
\end{equation*}
$$

The third component of (5.12) shows that $b_{j+1}^{(3)}$ solves the following initial-boundary value problem for the linearized Prandtl equation:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) b_{j+1}^{(3)}+z \frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z} b_{j+1}^{(3)}-\frac{1}{\rho^{\prime}(0)} \partial_{z}^{2} b_{j+1}^{(3)}=-\frac{c^{2}(0)}{\rho^{\prime}(0)} \partial_{x_{2}} b_{j+1}^{(1)}-\mathbf{m}_{\theta}\left(g_{j+1}^{(3)}\right)  \tag{5.13}\\
\left.b_{j+1}^{(3)}\right|_{z=0}=-a_{j+1}^{(3)}\left(t, 0, x_{2}\right), \quad b_{j+1}^{(3)} \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.b_{j+1}^{(3)}\right|_{t=0}=0
\end{array}\right.
$$

where $a_{j+1}^{(3)}$ is the third component of $a_{j+1}$ given in (5.11), and $b_{j+1}^{(1)}$ is given already in (5.10).

However, it remains to be determined that $d_{j+1}\left(t, x_{2} ; z, \theta\right)$. From (5.8), we get

$$
\left\{\begin{array}{l}
\varphi_{x_{2}}^{0} \partial_{\theta} d_{j+1}^{(1)}=\frac{1}{c^{2}(0)} g_{j}^{\star(3)}, \quad \partial_{z} d_{j+1}^{(1)}=\frac{1}{c^{2}(0)} g_{j}^{\star(2)}  \tag{5.14}\\
d_{j+1}^{(1)} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
\partial_{z} d_{j+1}^{(2)}+\varphi_{x_{2}}^{0} \partial_{\theta} d_{j+1}^{(3)}=\frac{1}{\rho^{\prime}(0)} g_{j}^{\star(1)} \tag{5.15}
\end{equation*}
$$

By using the fact (2.32) in (5.8), we know

$$
\mathbb{E}\left(g_{j}^{\star}\right)=0
$$

which implies especially

$$
\begin{equation*}
\partial_{z} g_{j}^{\star(3)}-\varphi_{x_{2}}^{0} \partial_{\theta} g_{j}^{\star(2)}=0 \tag{5.16}
\end{equation*}
$$

Obviously, (5.16) is the compatibility condition for solving $d_{j+1}^{(1)}$ from (5.14), and

$$
\begin{equation*}
d_{j+1}^{(1)}=-c^{-2}(0) \int_{z}^{+\infty} g_{j}^{\star(2)}\left(t, x_{2} ; \xi, \theta\right) d \xi \tag{5.17}
\end{equation*}
$$

Acting upon the operator $\mathbb{E}$ on the same equations as in (5.8) with $j$ being replaced by $j+1$, it follows that

$$
\begin{align*}
& \mathbb{E}\left(L_{b d}\left(\partial_{t}, \partial_{x_{2}}\right) d_{j+1}+z\left(\varphi_{t}^{0} A_{0}^{\prime}(0)+\varphi_{x_{2}}^{0} A_{2}^{\prime}(0)\right) \partial_{\theta} d_{j+1}+z A_{1}^{\prime}(0) \partial_{z} d_{j+1}\right. \\
& \left.\quad-\left(B_{1} \partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{z \theta}^{2}\right) d_{j+1}+g_{j+1}-\mathbf{m}_{\theta}\left(g_{j+1}\right)\right)=0 \tag{5.18}
\end{align*}
$$

Denote by $\tilde{A}$ and $\tilde{B}$ the second and third components of the above term on which $\mathbb{E}$
acts. Due to (5.15), they can be expressed as

$$
\left\{\begin{aligned}
\tilde{A}= & \rho^{\prime}(0)\left(\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) d_{j+1}^{(2)}+z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{j+1}^{(2)}\right) \\
& -\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{j+1}^{(2)}+z \frac{\partial c^{2}(0)}{\partial x_{1}} \partial_{z} d_{j+1}^{(1)}+g_{j+1}^{(2)}-\mathbf{m}_{\theta}\left(g_{j+1}^{(2)}\right)-\frac{D}{\rho^{\prime}(0)} \partial_{z} g_{j}^{\star(1)} \\
\tilde{B}= & \rho^{\prime}(0)\left(\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) d_{j+1}^{(3)}+z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{j+1}^{(3)}\right) \\
& -\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{j+1}^{(3)}+c^{2}(0) \partial_{x_{2}} d_{j+1}^{(1)}+z \frac{\partial c^{2}(0)}{\partial x_{1}} \varphi_{x_{2}}^{0} \partial_{\theta} d_{j+1}^{(1)}+g_{j+1}^{(3)} \\
& -\mathbf{m}_{\theta}\left(g_{j+1}^{(3)}\right)-\frac{D \varphi_{x_{2}}^{0}}{\rho^{\prime}(0)} \partial_{\theta} g_{j}^{\star(1)}
\end{aligned}\right.
$$

We deduce from (5.18) that

$$
\begin{equation*}
\omega_{j+1}\left(t, x_{2} ; z, \theta\right)=\varphi_{x_{2}}^{0} \partial_{\theta} d_{j+1}^{(2)}-\partial_{z} d_{j+1}^{(3)} \tag{5.19}
\end{equation*}
$$

satisfies

$$
\begin{align*}
& \left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) \omega_{j+1}+z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) \omega_{j+1}-\frac{1}{\rho^{\prime}(0)}\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) \omega_{j+1}  \tag{5.20}\\
& \quad-\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{j+1}^{(3)}=R_{j+1}
\end{align*}
$$

where
$R_{j+1}=\frac{1}{\rho^{\prime}(0)}\left[\partial_{z} g_{j+1}^{(3)}-\mathbf{m}_{\theta}\left(\partial_{z} g_{j+1}^{(3)}\right)-\varphi_{x_{2}}^{0} \partial_{\theta} g_{j+1}^{(2)}+c^{2}(0) \partial_{z x_{2}}^{2} d_{j+1}^{(1)}+\frac{\partial c^{2}(0)}{\partial x_{1}} \varphi_{x_{2}}^{0} \partial_{\theta} d_{j+1}^{(1)}\right]$ with $d_{j+1}^{(1)}$ being given in (5.17).

Combining (5.15), (5.19), (5.20), and (5.6) leads to $\left(d_{j+1}^{(2)}, d_{j+1}^{(3)}, \omega_{j+1}\right)$ satisfying the following problems:

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{j+1}^{(3)}=\frac{\varphi_{x_{2}}^{0}}{\rho^{\prime}(0)} \partial_{\theta} g_{j}^{\star(1)}-\partial_{z} \omega_{j+1}  \tag{5.22}\\
\left(\partial_{t}+v_{2}^{\prime}(0) \partial_{x_{2}}\right) \omega_{j+1}+z\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) \omega_{j+1}-\frac{1}{\rho^{\prime}(0)}\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) \omega_{j+1} \\
\quad-\left(\frac{\partial v_{1}^{\prime}(0)}{\partial x_{1}} \partial_{z}+\varphi_{x_{2}}^{0} \frac{\partial v_{2}^{\prime}(0)}{\partial x_{1}} \partial_{\theta}\right) d_{j+1}^{(3)}=R_{j+1} \\
\left.d_{j+1}^{(3)}\right|_{z=0}=-c_{j+1}^{(3)}\left(t, 0, x_{2} ; \theta\right) \\
\left.\left(\omega_{j+1}+\partial_{z} d_{j+1}^{(3)}\right)\right|_{z=0}=-\varphi_{x_{2}}^{0}\left(\partial_{\theta} c_{j+1}^{(2)}\right)\left(t, 0, x_{2} ; \theta\right) \\
\left(d_{j+1}^{(3)}, \omega_{j+1}\right) \in S\left(\mathbb{R}_{z}^{+}\right) \\
\left.\omega_{j+1}\right|_{t=0}=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(\partial_{z}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right) d_{j+1}^{(2)}=\varphi_{x_{2}}^{0} \partial_{\theta} \omega_{j+1}+\frac{1}{\rho^{\prime}(0)} \partial_{z} g_{j}^{\star(1)}  \tag{5.23}\\
\left.d_{j+1}^{(2)}\right|_{z=0}=-c_{j+1}^{(2)}\left(t, 0, x_{2} ; \theta\right) \\
d_{j+1}^{(2)} \in S\left(\mathbb{R}_{z}^{+}\right)
\end{array}\right.
$$

which are similar to problems (2.35) and (2.36).
Remark 5.1. When $\left.\varphi\right|_{x_{1}=0}=\varphi^{0}\left(t, x_{2}\right) \equiv 0$, the terms $d_{j}$ disappear, similar to Gues [4], the boundary conditions (2.21) and (5.6) become

$$
\left.\left(a_{j}^{(k)}(t, x)+c_{j}^{(k)}(t, x ; \theta)+b_{j}^{(k)}\left(t, x_{2} ; z\right)\right)\right|_{x_{1}=z=\theta=0}=0
$$

for any $j \geq 0, k=2,3$. In this case, we obtain that $a_{0}(t, x)$ and $c_{0}(t, x ; \theta)$ satisfy the same problems as (2.26) and (2.17), but for $j \geq 0, b_{j}\left(t, x_{2} ; z\right)$ satisfies problems (2.29) and (5.13) with different boundary conditions.
5.2. The case of shorter wavelength. In this subsection, we are going to study the problem (2.1) when the wavelength of the oscillatory force term is shorter than the square root of the viscosity, i.e., $\Phi=\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{\alpha}}\right)$ with $\alpha>1$. It is observed in this case that the leading profiles of the solution $V^{\epsilon}$ are the same as the case without oscillations [12], and the oscillation shall appear only at the high order profiles. To explain the idea, we shall investigate the case that $\alpha=2$.

Take the following ansatz for the solution of (2.1) with $\Phi=\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{2}}\right)$ and $\varphi(t, x)$ being the same as in (2.6):

$$
\begin{equation*}
V^{\epsilon}(t, x)=V_{i n}^{\epsilon}(t, x)+V_{b d}^{\epsilon}(t, x) \tag{5.24}
\end{equation*}
$$

where the outflow $V_{i n}^{\epsilon}$ admits the expansion

$$
\begin{equation*}
V_{i n}^{\epsilon}(t, x)=\sum_{j \geq 0} \epsilon^{j}\left(a_{j}(t, x)+c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{2}}\right)\right) \tag{5.25}
\end{equation*}
$$

and the flow near the boundary $V_{b d}^{\epsilon}(t, x)$ will be developed later, where $c_{j}(t, x ; \theta)$ are $2 \pi$-periodic in $\theta$ with mean value vanishing.

Plugging the expansion (5.25) into

$$
\begin{equation*}
L\left(\partial_{t}, \partial_{x}\right) V_{i n}^{\epsilon}-B\left(\epsilon^{2}, D \epsilon^{2}\right) V_{i n}^{\epsilon}-\Phi\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{2}}\right)=0 \tag{5.26}
\end{equation*}
$$

it follows that the vanishing of the $O\left(\epsilon^{-2}\right), O\left(\epsilon^{-1}\right)$, and $O\left(\epsilon^{0}\right)$-terms on the left side of (5.26) give rise to

$$
\begin{align*}
& \sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{0}=\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{0}  \tag{5.27}\\
& \sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{1}=\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{1} \tag{5.28}
\end{align*}
$$

and

$$
\begin{align*}
& L\left(\partial_{t}, \partial_{x}\right)\left(a_{0}+c_{0}\right)+\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{2}-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{2}  \tag{5.29}\\
& \quad-\Phi(t, x, \theta)=0
\end{align*}
$$

respectively.
Using the assumption (2.6) in (5.27), it follows that

$$
\left\{\begin{array}{l}
\varphi_{x_{1}} \partial_{\theta} c_{0}^{(2)}+\varphi_{x_{2}} \partial_{\theta} c_{0}^{(3)}=0  \tag{5.30}\\
c^{2} \varphi_{x_{1}} \partial_{\theta} c_{0}^{(1)}=\left((1+D) \varphi_{x_{1}}^{2}+\varphi_{x_{2}}^{2}\right) \partial_{\theta}^{2} c_{0}^{(2)}+D \varphi_{x_{1}} \varphi_{x_{2}} \partial_{\theta}^{2} c_{0}^{(3)} \\
c^{2} \varphi_{x_{2}} \partial_{\theta} c_{0}^{(1)}=\left(\varphi_{x_{1}}^{2}+(1+D) \varphi_{x_{2}}^{2}\right) \partial_{\theta}^{2} c_{0}^{(3)}+D \varphi_{x_{1}} \varphi_{x_{2}} \partial_{\theta}^{2} c_{0}^{(2)}
\end{array}\right.
$$

which implies

$$
\begin{equation*}
\varphi_{x_{2}} \partial_{\theta}^{2} c_{0}^{(2)}-\varphi_{x_{1}} \partial_{\theta}^{2} c_{0}^{(3)}=0 \tag{5.31}
\end{equation*}
$$

Combining (5.31) and the first equation in (5.30) leads to

$$
\begin{equation*}
c_{0}^{(2)}=c_{0}^{(3)} \equiv 0 \tag{5.32}
\end{equation*}
$$

by using $\mathbf{m}_{\theta}\left(c_{0}\right)=0$.
By substituting (5.32) into the last two equations in (5.30), it follows that

$$
\begin{equation*}
c_{0}^{(1)} \equiv 0 \tag{5.33}
\end{equation*}
$$

Similarly, from (5.28) it follows that

$$
\begin{equation*}
c_{1}(t, x, \theta) \equiv 0 \tag{5.34}
\end{equation*}
$$

From (5.29) we obtain

$$
\begin{equation*}
L\left(\partial_{t}, \partial_{x}\right) a_{0}=\mathbf{m}_{\theta}(\Phi) \tag{5.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=0}^{2} \varphi_{x_{k}} A_{k}\left(V^{\prime}\right) \partial_{\theta} c_{2}-\left(\varphi_{x_{1}}^{2} B_{1}+\varphi_{x_{2}}^{2} B_{2}+\varphi_{x_{1}} \varphi_{x_{2}} B_{3}\right) \partial_{\theta}^{2} c_{2}=\Phi-\mathbf{m}_{\theta}(\Phi) \tag{5.36}
\end{equation*}
$$

which implies that $c_{2}=\left(c_{2}^{(1)}, c_{2}^{(2)}, c_{2}^{(3)}\right)^{T}$ satisfies

$$
\left\{\begin{array}{l}
\rho^{\prime}\left(\varphi_{x_{1}} \partial_{\theta} c_{2}^{(2)}+\varphi_{x_{2}} \partial_{\theta} c_{2}^{(3)}\right)=\Phi^{(1)}-\mathbf{m}_{\theta}\left(\Phi^{(1)}\right)  \tag{5.37}\\
c^{2} \varphi_{x_{1}} \partial_{\theta} c_{2}^{(1)}=\left((1+D) \varphi_{x_{1}}^{2}+\varphi_{x_{2}}^{2}\right) \partial_{\theta}^{2} c_{2}^{(2)}+D \varphi_{x_{1}} \varphi_{x_{2}} \partial_{\theta}^{2} c_{2}^{(3)}+\Phi^{(2)}-\mathbf{m}_{\theta}\left(\Phi^{(2)}\right) \\
c^{2} \varphi_{x_{2}} \partial_{\theta} c_{2}^{(1)}=\left(\varphi_{x_{1}}^{2}+(1+D) \varphi_{x_{2}}^{2}\right) \partial_{\theta}^{2} c_{2}^{(3)}+D \varphi_{x_{1}} \varphi_{x_{2}} \partial_{\theta}^{2} c_{2}^{(2)}+\Phi^{(3)}-\mathbf{m}_{\theta}\left(\Phi^{(3)}\right)
\end{array}\right.
$$

From (5.37), it follows that

$$
\left\{\begin{array}{l}
\rho^{\prime}\left(\varphi_{x_{1}} \partial_{\theta}^{2} c_{2}^{(2)}+\varphi_{x_{2}} \partial_{\theta}^{2} c_{2}^{(3)}\right)=\partial_{\theta} \Phi^{(1)}  \tag{5.38}\\
\left(\varphi_{x_{1}}^{2}+\varphi_{x_{2}}^{2}\right)\left(\varphi_{x_{2}} \partial_{\theta}^{2} c_{2}^{(2)}-\varphi_{x_{1}} \partial_{\theta}^{2} c_{2}^{(3)}\right)=\varphi_{x_{1}}\left(\Phi^{(3)}-\mathbf{m}_{\theta}\left(\Phi^{(3)}\right)\right),-\varphi_{x_{2}}\left(\Phi^{(2)}-\mathbf{m}_{\theta}\left(\Phi^{(2)}\right)\right)
\end{array}\right.
$$

from which $c_{2}^{(2)}(t, x ; \theta)$ and $c_{2}^{(3)}(t, x ; \theta)$ are determined uniquely. Consequently, $c_{2}^{(1)}$ can be uniquely determined from the last two equations in (5.36) as well.

To determine $a_{0}(t, x)$ from the linearized Euler equations (5.35), one needs to have the boundary data on $\left\{x_{1}=0\right\}$, which shall be deduced from the boundary layer profiles given later. Suppose that this is known already, then we have determined the leading profiles of the flow away from the boundary $\left\{x_{1}=0\right\}$. In this way, one can obtain profiles of $V_{i n}^{\epsilon}(t, x)$ up to any fixed order, which satisfy problems similar to those of $a_{0}$ and $c_{2}(t, x, \theta)$. Therefore, the outflow $V_{i n}^{\epsilon}$ has the formal expansion

$$
\begin{equation*}
V_{i n}^{\epsilon}(t, x)=\sum_{j \geq 0} \epsilon^{j} a_{j}(t, x)+\sum_{j \geq 2} \epsilon^{j} c_{j}\left(t, x ; \frac{\varphi(t, x)}{\epsilon^{2}}\right) . \tag{5.39}
\end{equation*}
$$

The formula (5.39) inspires us to take the following ansatz for the boundary layer part $V_{b d}^{\epsilon}$ to (2.1):

$$
\begin{equation*}
V_{b d}^{\epsilon}(t, x)=\sum_{j \geq 0} \epsilon^{j} b_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+\sum_{j \geq 2} \epsilon^{j} d_{j}\left(t, x_{2} ; \frac{x_{1}}{\epsilon^{2}}, \frac{\varphi^{0}\left(t, x_{2}\right)}{\epsilon^{2}}\right), \tag{5.40}
\end{equation*}
$$

where $d_{j}\left(t, x_{2} ; \eta, \theta\right)$ are $2 \pi$-periodic in $\theta$ with mean value vanishing, and $b_{j}\left(t, x_{2} ; z\right)$ and $d_{j}\left(t, x_{2} ; \eta, \theta\right)$ are rapidly decreasing in $z=\frac{x_{1}}{\epsilon}$ and $\eta=\frac{x_{1}}{\epsilon^{2}}$, respectively, when $z, \eta \rightarrow+\infty$.

Plugging the ansatz (5.40) into

$$
L\left(\partial_{t}, \partial_{x}\right) V_{b d}^{\epsilon}-B\left(\epsilon^{2}, D \epsilon^{2}\right) V_{b d}^{\epsilon}=0
$$

and grouping each power of $\epsilon$, it follows from the vanishing of $O\left(\epsilon^{-1}\right)$ and $O\left(\epsilon^{0}\right)$-terms that

$$
\begin{equation*}
A_{1}(0) \partial_{z} b_{0}=0 \tag{5.41}
\end{equation*}
$$

and
$\left\{\begin{array}{l}\left(A_{0}(0) \partial_{t}+A_{2}(0) \partial_{x_{2}}+z A_{1}^{\prime}(0) \partial_{z}\right) b_{0}=B_{1} \partial_{z}^{2} b_{0}, \\ \left(\varphi_{t}^{0} A_{0}(0)+\varphi_{x_{2}}^{0} A_{2}(0)\right) \partial_{\theta} d_{2}+A_{1}(0) \partial_{\eta} d_{2}=B_{1} \partial_{\eta}^{2} d_{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} B_{2} \partial_{\theta}^{2} d_{2}+\varphi_{x_{2}}^{0} B_{3} \partial_{\eta \theta}^{2} d_{2} .\end{array}\right.$
From (5.41), we deduce

$$
\partial_{z} b_{0}^{(1)}=\partial_{z} b_{0}^{(2)}=0,
$$

which implies

$$
\begin{equation*}
b_{0}^{(1)}=b_{0}^{(2)} \equiv 0 \tag{5.43}
\end{equation*}
$$

by using $b_{0} \in \mathcal{S}\left(\mathbb{R}_{z}^{+}\right)$.
As in (2.22), from the boundary condition in (2.1) we get

$$
\begin{cases}a_{0}^{(k)}(t, x)+b_{0}^{(k)}\left(t, x_{2} ; z\right)=0, & \text { on }\left\{x_{1}=z=0\right\},  \tag{5.44}\\ c_{2}^{(k)}(t, x ; \theta)+d_{2}^{(k)}\left(t, x_{2} ; \eta, \theta^{0}\right)=0, & \text { on }\left\{x_{1}=\eta=0, \theta=\theta^{0}\right\}\end{cases}
$$

for $k \in\{2,3\}$.

Therefore, from (5.35), (5.43), and (5.44) we obtain that $a_{0}(t, x)$ satisfies the same initial boundary value problem of the linearized Euler equations (2.26) as for the case studied in section 2 . From the first equation in (5.42), it also implies that the boundary layer profile $b_{0}^{(3)}\left(t, x_{2}, z\right)$ satisfies the same problem of the linearized Prandtl equation (2.29) derived in section 2.

From the second equation in (5.42), we deduce that $d_{2}=\left(d_{2}^{(1)}, d_{2}^{(2)}, d_{2}^{(3)}\right)^{T}$ satisfies

$$
\left\{\begin{array}{l}
\partial_{\eta} d_{2}^{(2)}+\varphi_{x_{2}}^{0} \partial_{\theta} d_{2}^{(3)}=0  \tag{5.45}\\
c^{2}(0) \partial_{\eta} d_{2}^{(1)}=(1+D) \partial_{\eta}^{2} d_{2}^{(2)}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2} d_{2}^{(2)}+D \varphi_{x_{2}}^{0} \partial_{\eta \theta}^{2} d_{2}^{(3)} \\
c^{2}(0) \varphi_{x_{2}}^{0} \partial_{\theta} d_{2}^{(1)}=\partial_{\eta}^{2} d_{2}^{(3)}+(1+D)\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2} d_{2}^{(3)}+D \varphi_{x_{2}}^{0} \partial_{\eta \theta}^{2} d_{2}^{(2)}
\end{array}\right.
$$

From (5.45), it is easy to see that $\omega=\varphi_{x_{2}}^{0} \partial_{\theta} d_{2}^{(2)}-\partial_{\eta} d_{2}^{(3)}$ and $d_{2}^{(3)}$ satisfy the following problem:

$$
\left\{\begin{array}{l}
{\left[\partial_{\eta}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right] \omega=0,}  \tag{5.46}\\
{\left[\partial_{\eta}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right] d_{2}^{(3)}=-\partial_{\eta} \omega,} \\
\left.\left(\omega+\partial_{\eta} d_{2}^{(3)}\right)\right|_{\eta=0}=-\left.\varphi_{x_{2}}^{0} \partial_{\theta} c_{2}^{(2)}\right|_{x_{1}=0}, \\
\left.d_{2}^{(3)}\right|_{\eta=0}=-\left.c_{2}^{(3)}\right|_{x_{1}=0},
\end{array}\right.
$$

where $c_{2}^{(2)}$ and $c_{2}^{(3)}$ are given in (5.38).
In an argument even simpler than in section 3, one concludes that the problem (5.46) admits unique smooth solutions $\left(d_{2}^{(3)}, \omega\right) \in \mathcal{C}_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x_{2}} \times \mathbb{R}_{\eta}^{+}\right)\right)$ rapidly decreasing in $\eta$ when $\eta \rightarrow+\infty$.

Obviously, from the definition of $\omega$ and the first equation in (5.45) we know that $d_{2}^{(2)}\left(t, x_{2} ; \eta, \theta\right)$ satisfies the following problem:

$$
\left\{\begin{array}{l}
{\left[\partial_{\eta}^{2}+\left(\varphi_{x_{2}}^{0}\right)^{2} \partial_{\theta}^{2}\right] d_{2}^{(2)}=\varphi_{x_{2}}^{0} \partial_{\theta} \omega}  \tag{5.47}\\
\left.d_{2}^{(2)}\right|_{\eta=0}=-c_{2}^{(2)}\left(t, 0, x_{2}, \theta\right)
\end{array}\right.
$$

which is the same as (2.36). Thus, from (5.47) one can uniquely determine $d_{2}^{(2)} \in$ $\mathcal{C}_{p}^{\infty}\left(T^{1}, H^{\infty}\left([0, T] \times \mathbb{R}_{x_{2}} \times \mathbb{R}_{\eta}^{+}\right)\right)$rapidly decreasing in $\eta$ when $\eta \rightarrow+\infty$.

Substituting $\left(d_{2}^{(2)}, d_{2}^{(3)}\right)$ into the right-hand side of the third equation in (5.45) we can determine $d_{2}^{(1)}\left(t, x_{2}, \eta, \theta\right)$ by using $\mathbf{m}_{\theta}\left(d_{2}^{(1)}\right)=0$.

Up to now, we have solved all leading profiles of the solution $V^{\epsilon}(t, x)$ to (2.1) with $\Phi=\Phi\left(t, x, \frac{\varphi(t, x)}{\epsilon^{2}}\right)$ both near and away from the boundary. Similar to the discussion given at the last subsection, one can obtain all other high order profiles for this problem.

In a way similar to section 4 , we can obtain the following theorem.
THEOREM 5.2. Under the assumption that all compatibility conditions are satisfied for the problem (2.1) with $\Phi=\Phi\left(t, x, \frac{\varphi(t, x)}{\epsilon^{2}}\right)$, the solution $V^{\epsilon}$ of (2.1) has the following asymptotics:

$$
V^{\epsilon}(t, x)=a_{0}(t, x)+b_{0}\left(t, x_{2} ; \frac{x_{1}}{\epsilon}\right)+O(\epsilon)
$$

in $L^{\infty}\left([0, T] \times \mathbb{R}_{+}^{2}\right)$ for any $T>0$, where $a_{0}(t, x)$ satisfies the problem for the linearized Euler equations $(2.26),\left(b_{0}^{(1)}, b_{0}^{(2)}\right)=0$, and $b_{0}^{(3)}\left(t, x_{2} ; z\right)$ satisfies the linearized Prandtl equation (2.29).
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We consider, on an interval of arbitrary length, global minimizers of a class of energy functionals containing a small parameter $\varepsilon$ and a long-range interaction. Such functionals arise from models for phase separation in diblock copolymers and from stationary solutions of FitzHughNagumo systems. We show that every global minimizer is periodic with a period of order $\varepsilon^{1 / 3}$. Also, we identify the number of global minimizers and provide asymptotic expansions for the periods and global minimizers.
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1. Introduction. We consider global minimizers of the energy functional

$$
\begin{equation*}
\mathbf{E}(u, v, \varepsilon, \ell):=\int_{0}^{\ell}\left\{\frac{1}{2} \varepsilon^{2} u_{x}^{2}+F(u)+\frac{1}{2} v_{x}^{2}+\frac{1}{2} \gamma v^{2}\right\} d x \tag{1.1}
\end{equation*}
$$

under the constraint

$$
\begin{equation*}
-v_{x x}+\gamma v=u-m \text { in }(0, \ell), \quad v_{x}(0)=v_{x}(\ell)=0 \tag{1.2}
\end{equation*}
$$

Here $\gamma \geqslant 0$ and $m \in(0,1)$ are fixed constants, $\varepsilon$ is a small positive parameter, and $\ell>0$ is arbitrary. The function $F$ is a smooth double-equal-well potential; more precisely,

$$
\begin{equation*}
F \in C^{3}(\mathbb{R}), \quad F(0)=F(1)=0<F(s) \quad \forall s \in \mathbb{R} \backslash\{0,1\}, \quad F^{\prime \prime}(0) F^{\prime \prime}(1) \neq 0 \tag{1.3}
\end{equation*}
$$

When $\gamma=0$, the solvability of $v$ in (1.2) requires the average $\bar{u}$ of $u$ be equal to $m$. In this case, the functional (1.1) was first introduced by Ohta and Kawasaki [20], and later by Bahiana and Oono [3], as a free energy modeling a microphase separation in diblock copolymers. In this model, $u$ and $1-u$ represent the concentrations of two different repulsive monomers that constitute the diblock copolymers. The nonlocal term $v$ represents the long-range interaction of copolymer chains. In numerical simulations, phase separations with fine structures were observed to be in agreement with those from laboratory experiments. In [18], Nishiura and Ohnishi derived and studied a gradient flow of the functional defined on a finite interval. For a detailed physical background on diblock copolymers, see Hamley [10]; other related mathematical treatments can be found in $[6,9,11,19,22,23,24]$.

[^70]The Euler-Lagrange equation for a critical point of the functional is

$$
\begin{equation*}
\varepsilon^{2} u_{x x}=F^{\prime}(u)+v \quad \text { in } \quad(0, \ell), \quad u_{x}(0)=u_{x}(\ell)=0 \tag{1.4}
\end{equation*}
$$

Any solution to the system (1.2), (1.4) can be regarded as a stationary pattern of the FitzHugh-Nagumo equations; see $[7,8,12,16,17]$ and the references therein. Recently, one of the authors used the functional (1.1) for $\gamma>0$ obtaining mesoscopic patterns of the FitzHugh-Nagumo dynamics in higher space dimensions [21].

The functional (1.1) admits many local minimizers [16, 19, 22]; this paper focuses on global minimizers. Recently, Ren and Wei [24] carried out an impressive mathematical analysis on global minimizers of (1.1) with $\ell=1$ and $\gamma=0$. Their results are in line with a classical result of Müller [15] on energy functionals of the type

$$
\int_{0}^{1}\left\{\varepsilon^{2} w_{x x}^{2}+\left(w_{x}^{2}-1\right)^{2}+w^{2}\right\} d x
$$

Under periodic or homogeneous Dirichlet boundary conditions, Müller proved that global minimizers have periods of order $\varepsilon^{1 / 3}$ and are in general unique; see also [1]. The above energy can be regarded as a special case of (1.1), after taking $\gamma=0, \ell=1$, $m=1 / 2$, and $F(s)=2 s^{2}(1-s)^{2}$, and setting $w=-2 v_{x}$. In this paper we provide a unified framework to analyze the stationary diblock copolymer equation $(\gamma=0)$ and the stationary FitzHugh-Nagumo system $(\gamma>0)$. Besides using many ingenious ideas from Müller [15], Alberti and Müller [1], Nishiura [16], Ohnishi et al. [19], and Ren and Wei $[22,23,24]$, we develop new techniques to
(i) treat the case $\gamma>0$,
(ii) remove technical assumptions on $F$ in $[1,15,24]$ (here we only assume (1.3)),
(iii) simplify some of their proofs, and
(iv) provide a (seemingly) more complete result by introducing $\ell$ as a parameter.

The energy functional (1.1) is designed to have two length scales (e.g., [6, 16, 20, $19,24]$ ). To see this, let's denote the average of $u$ and $v$ over $(0, \ell)$ by

$$
\bar{u}=\frac{1}{\ell} \int_{0}^{\ell} u(x) d x, \quad \bar{v}=\frac{1}{\ell} \int_{0}^{\ell} v(x) d x .
$$

An integration of the equation for $v$ gives $\gamma \bar{v}=\bar{u}-m$. As $\|v\|_{L^{2}}^{2}=\|v-\bar{v}\|_{L^{2}}^{2}+\|\bar{v}\|_{L^{2}}^{2}$, the functional can also be written as

$$
\begin{equation*}
\mathbf{E}(u, v, \varepsilon, \ell)=\int_{0}^{\ell}\left\{\frac{1}{2} \varepsilon^{2} u_{x}^{2}+F(u)+\frac{1}{2 \gamma}(\bar{u}-m)^{2}\right\} d x+\int_{0}^{\ell}\left\{\frac{1}{2} v_{x}^{2}+\frac{\gamma}{2}(v-\bar{v})^{2}\right\} d x \tag{1.5}
\end{equation*}
$$

We call the first integral the interfacial energy and the second integral the interaction energy.

For the interfacial energy to be small, $u$ has to stay close to either 0 or 1 , whereas its average stays close to $m$. The transition layer (interface) where $u$ changes from 0 to 1 has to be of $\varepsilon$ scale; see Carr, Gurtin, and Slemrod [4], who studied minimizers of the interfacial energy functional in the class $\{u \mid \bar{u}=m\}$. Indeed, near each interface located at $z, u(x) \sim Q( \pm(x-z) / \varepsilon)$, where $Q$ is the profile of the transition being the unique solution to

$$
\left\{\begin{array}{l}
\ddot{Q}(\xi)=f(Q(\xi)) \quad \forall \xi \in \mathbb{R}, \\
Q(-\infty)=0, \quad Q(\infty)=1, \quad \int_{\mathbb{R}} \xi \dot{Q}(\xi) d \xi=0
\end{array}\right.
$$

Here $f(u) \equiv F^{\prime}(u)$ and the last condition is a normalization to fix the translation invariance. Each layer (interface) contains an interfacial energy about $\sigma \varepsilon$, where $\sigma=\int_{0}^{1} \sqrt{2 F(s)} d s$; the fewer the interfaces there are, the smaller the total interfacial energy is. The thickness of each interfacial region is of order $\varepsilon$.

On the other hand, the interaction energy is proportional to the cubic power of the length of phase regions (the sets where $u \sim 0$ or 1 ): when the distance between two interfaces is $l$ and the equation for $v$ is approximated by $v_{x x} \approx m$ or $m-1$, the interaction energy can be calculated to be about $\frac{1}{6} m^{2}(1-m)^{2} l^{3}$. Hence, the energy density

$$
\frac{\text { interfacial energy }+ \text { interaction energy }}{\text { length }} \approx \frac{1}{l}\left(\sigma \varepsilon+\frac{m^{2}(1-m)^{2}}{6} l^{3}\right)
$$

Consequently, the energy density becomes optimal (the smallest) if $l \sim L_{0} \varepsilon^{1 / 3}$, where

$$
\begin{equation*}
L_{0}:=\left(\frac{3 \sigma}{m^{2}(1-m)^{2}}\right)^{1 / 3}, \quad \sigma:=\int_{0}^{1} \sqrt{2 F(s)} d s \tag{1.6}
\end{equation*}
$$

Thus, at least formally, energies are minimized under an interaction scale of size $\varepsilon^{1 / 3}$ and an interfacial scale of size $\varepsilon$. An arbitrary sample of the material studied would in general exhibit a high oscillating pattern of frequency about $\varepsilon^{-1 / 3}$ per unit length.

To state our analytical result, we introduce the following:

$$
\begin{gathered}
\mathbf{K}_{N}(\ell)=\left\{(u, v) \mid u \in H^{1}(0, \ell), v^{\prime \prime}-\gamma v=m-u, v^{\prime}(0)=v^{\prime}(\ell)=0\right\} \\
E(\varepsilon, \ell)=\inf _{(u, v) \in \mathbf{K}_{N}(\ell)} \mathbf{E}(u, v, \varepsilon, \ell), \quad \rho(\varepsilon, \ell)=\frac{1}{\ell} E(\varepsilon, \ell)
\end{gathered}
$$

Associated with each $(u, v) \in \mathbf{K}_{N}(\ell)$, there are two natural companions of the same energy density:
(i) Reflection about $x=\ell / 2:(\tilde{u}(x), \tilde{v}(x)):=(u(\ell-x), v(\ell-x))$.
(ii) Even-periodic extension: extend $(u, v)$ first evenly to $[-\ell, 0)$ and then periodically to $\mathbb{R}$.
The reflection $(\tilde{u}, \tilde{v})$ can be viewed as an $\ell$-spatial translation of the even-periodic extension $(\hat{u}, \hat{v})$ : for every $x \in(0, \ell), \hat{u}(x+\ell)=\hat{u}(x+\ell-2 \ell)=\hat{u}(x-\ell)=u(\ell-x)=$ $\tilde{u}(x)$.

Using the even-periodic extensions as test functions, one immediately derives that

$$
\rho(\varepsilon, k \ell) \leq \rho(\varepsilon, \ell) \quad \text { or } \quad \rho(\varepsilon, \ell) \leq \rho(\varepsilon, \ell / k) \quad \forall \ell>0, k=2,3, \ldots
$$

Hence, for the uniqueness of global minimizers, it would be better to modulo out the periodicity. For this purpose, we introduce

$$
\begin{gathered}
\mathbf{K}_{N}^{+}(\ell)=\left\{(u, v) \in \mathbf{K}_{N}(\ell) \mid v^{\prime} \geq 0 \text { in }(0, \ell)\right\}, \\
E^{+}(\varepsilon, \ell)=\inf _{(u, v) \in \mathbf{K}_{N}^{+}(\ell)} \mathbf{E}(u, v, \varepsilon, \ell), \quad \rho^{+}(\varepsilon, \ell)=\frac{1}{\ell} E^{+}(\varepsilon, \ell) .
\end{gathered}
$$

In what follows, we always assume that $F$ satisfies $(1.3), m \in(0,1)$ is a fixed constant, and $\gamma=\gamma(\varepsilon) \in\left[0, \gamma_{0}\right]$, where $\gamma_{0}$ is a fixed constant. The following technical result, stated first for easy reference, can be regarded as a lemma.

THEOREM 1. There exists $\varepsilon_{0}>0$ such that when $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the following holds.

1. With $\sigma$ and $L_{0}$ defined as in (1.6),

$$
\begin{align*}
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}(\varepsilon, \ell) \leqslant \sqrt[3]{5} & \text { if } \frac{1}{\sqrt[3]{3}} \leqslant \frac{\ell}{L_{0} \varepsilon^{1 / 3}} \leqslant \frac{2}{\sqrt[3]{3}}  \tag{1.7}\\
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}(\varepsilon, \ell) \geqslant \sqrt[3]{6} & \text { if } \frac{\ell}{L_{0} \varepsilon^{1 / 3}} \geqslant \sqrt[3]{4} \text { or } \frac{\ell}{L_{0} \varepsilon^{1 / 3}} \leqslant \frac{1}{4} \tag{1.8}
\end{align*}
$$

2. For each $\ell \in\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$, there is a unique minimizer of $\mathbf{E}(\cdot, \cdot, \varepsilon, \ell)$ in $\mathbf{K}_{N}^{+}(\ell)$.
3. As a function of $\ell, E^{+}(\varepsilon, \ell)$ is smooth in $\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$ and, denoting $E_{\ell}^{+}=\frac{d}{d \ell} E^{+}$,

$$
\begin{aligned}
E^{+}(\varepsilon, \ell) & =\sigma \varepsilon+\frac{1}{6} m^{2}(1-m)^{2} \ell^{3}+O(1) \ell^{4} \\
E_{\ell}^{+}(\varepsilon, \ell) & =\frac{1}{2} m^{2}(1-m)^{2} \ell^{2}+O(1) \ell^{3} \\
E_{\ell \ell}^{+}(\varepsilon, \ell) & =m^{2}(1-m)^{2} \ell+O(1) \ell^{2} \\
\ell^{2} \rho_{\ell}^{+}(\varepsilon, \ell) & =\frac{1}{3} m^{2}(1-m)^{2} \ell^{3}-\sigma \varepsilon+O(1) \ell^{4} \\
\ell^{3} \rho_{\ell \ell}^{+}(\varepsilon, \ell) & =\frac{1}{3} m^{2}(1-m)^{2} \ell^{3}+2 \sigma \varepsilon+O(1) \ell^{4}
\end{aligned}
$$

In particular, both $E^{+}(\varepsilon, \cdot)$ and $\rho^{+}(\varepsilon, \cdot)$ are strictly convex in

$$
\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]
$$

4. There is a unique positive constant $\ell^{\varepsilon}=L_{0} \varepsilon^{1 / 3}\left[1+O(1) \varepsilon^{1 / 3}\right]$ such that

$$
\rho^{+}(\varepsilon, \ell)>\rho^{+}\left(\varepsilon, \ell^{\varepsilon}\right) \quad \forall \ell \in\left(0, \ell^{\varepsilon}\right) \cup\left(\ell^{\varepsilon}, \infty\right) .
$$

In addition, for each positive integer $n$, there is a unique solution $\ell_{n}=\ell_{n}(\varepsilon)$ to

$$
\begin{equation*}
\rho^{+}\left(\varepsilon, \frac{\ell_{n}}{n+1}\right)=\rho^{+}\left(\varepsilon, \frac{\ell_{n}}{n}\right), \quad \frac{\ell_{n}}{n+1}<\ell^{\varepsilon}<\frac{\ell_{n}}{n} . \tag{1.9}
\end{equation*}
$$

Furthermore, uniformly in $n \geq 1$, the solution has the expansion

$$
\begin{equation*}
\frac{\ell_{n}(\varepsilon)}{\ell^{\varepsilon}}=\left(n+\frac{1}{2}\right)\left[\frac{n^{2}+n}{n^{2}+n+1 / 4}\right]^{2 / 3}+O(1) \varepsilon^{1 / 3} \tag{1.10}
\end{equation*}
$$

In this paper, every $O(1)$ refers to a quantity that is bounded uniformly in $\varepsilon$ and in $\ell$.

The following is our main result, where $\ell_{0}(\varepsilon):=\ell_{1}(\varepsilon) / 2$.
ThEOREM 2 (periodicity and uniqueness of global minimizers). For every sufficiently small positive $\varepsilon$ the following holds:

1. For every integer $n \geq 1$ and $\ell \in\left(\ell_{n-1}(\varepsilon), \ell_{n}(\varepsilon)\right)$, (1.1) under the constraint (1.2) has a global minimizer. It must have a half-period $\ell / n$ and is unique up to a half-period translation.
2. If $\ell=\ell_{n}(n \geq 1)$, (1.1) under the constraint (1.2) has exactly (modulo a half-period translation) two minimizers; one has a half-period $\ell / n$ and the other a half-period $\ell /(n+1)$.

In both cases 1 and 2, a global minimizer in a half-period $l$ is the unique global minimizer of $\mathbf{E}(\cdot, \cdot, \varepsilon, l)$ in $\mathbf{K}_{N}^{+}(l)$ or its reflection about the quarter-period $x=l / 2$.

Here letting $\hat{u}$ be the even-periodic extension of $u$, we call $\hat{u}(\cdot-l)$ the half-period translation of $u$ if $\hat{u}$ has the period $2 l$.

Remark 1.1. (1) Suppose $\left\{\left(u^{\ell}, v^{\ell}\right)\right\}_{\ell \geq \ell_{0}(\varepsilon)}$ is a family of global minimizers normalized so that $v_{x x}^{\ell}(0) \geq 0$. Then their even-periodic extensions satisfy

$$
\begin{array}{r}
\lim _{\ell \rightarrow \infty}\left(u^{\ell}, v^{\ell}\right)=\left(u^{\ell^{\varepsilon}}, v^{\ell^{\varepsilon}}\right)=\left(u^{k \ell^{\varepsilon}}, v^{k \ell^{\varepsilon}}\right) \quad \forall x \in(-\infty, \infty), k=2,3, \ldots \\
\lim _{\ell \rightarrow \infty} \rho(\varepsilon, \ell)=\rho\left(\varepsilon, \ell^{\varepsilon}\right)=\rho\left(\varepsilon, k \ell^{\varepsilon}\right) \quad \forall k=2,3, \ldots
\end{array}
$$

These limits follow from the continuous dependence of global minimizers in $\mathbf{K}_{N}^{+}(\ell)$ for $\ell$ near $\ell^{\varepsilon}$.
(2) The maximum period of all minimizers (for $\ell \geq \ell^{\varepsilon}$ ) is

$$
2 \ell_{1}=\frac{4 L_{0}}{\sqrt[3]{3}} \varepsilon^{1 / 3}+O(1) \varepsilon^{2 / 3}
$$

Namely, every global minimizer in any length of interval has a fine structure of length scale $\varepsilon^{1 / 3}$.
(3) Theorem 1 part 3 is indeed the announced Proposition 4.7 in [19], stating that the minimum energy and the corresponding energy density are convex functions of $\ell$ in a neighborhood of $L_{0} \varepsilon^{1 / 3}$.

The paper is organized as follows. In section 2, we use Theorem 1 to prove our main result, Theorem 2. The proof of part 4 of Theorem 1 is also included. In section 3 and section 4, we establish energy upper and lower bounds, respectively; that is, we prove Theorem 1 part 1. The rest of the paper is devoted to the proof of Theorem 1 parts 2 and 3. First we provide certain estimates on energy minimizers in section 5 ; in particular, we provide rigorously up to $O(\varepsilon \ell)$ order expansions. Then in section 6 we estimate the principal eigenvalue of the linearized operator around any minimizer. We remark that Nishiura [16] has already proven the positivity of the principal eigenvalue. Here we identify its precise value. The estimate shows that minimizers in any $o\left(\ell^{2}\right)$ neighborhood are unique. Since the expansion provided in section 5 for minimizers is unique, we conclude that minimizers, for $\ell$ close to $L_{0} \varepsilon^{1 / 3}$, are unique. The uniqueness of minimizers allows us to differentiate the minimizer with respect to $\ell$ and to prove the convexity of minimum energy with respect to $\ell$, which will be done in the last section.
2. Proof of the main result. In this section, we use Theorem 1 to prove our main result, Theorem 2.
2.1. The idea. The key to the proof is to show that all zeros of $v_{x}$ of a global minimizer $(u, v)$ are equally spaced, with a distance approximately equal to $L_{0} \varepsilon^{1 / 3}$. Once this is done, the rest of the proof follows from a straightforward calculation using the estimates of $\rho^{+}$and the uniqueness of global minimizers in $\mathbf{K}_{N}^{+}$stated in Theorem 1.

To show that the zeros of $v_{x}$ are equally spaced, we compare the energy $E(\varepsilon, \ell)$ with $H(\varepsilon, P):=\sum_{i=1}^{n} E^{+}\left(\varepsilon, l_{i}\right)$, where $P=\left\{l_{1}, \ldots, l_{n}\right\}$ is an arbitrary partition of $\ell$, defined as follows.

Definition 1. A partition $P$ of a positive number $\ell$ is a collection of finitely many positive numbers $l_{1}, \ldots, l_{n}$ satisfying $\sum_{i=1}^{n} l_{i}=\ell$. A partition $P=\left\{l_{1}, \ldots, l_{n}\right\}$ is called an equal partition if all $l_{1}, \ldots, l_{n}$ are identical, namely, equal to $\ell / n$.

Using a step-by-step modification of partition lengths, we show that if $E(\varepsilon, \ell) \geq$ $H(\varepsilon, P)$, where $P$ is a partition of $\ell$, then $P$ must be an equal partition with partition length as "close" to $\ell^{\varepsilon}$ as possible. The modification involves combining short lengths with, and splitting long lengths into, intermediate ones. The criteria for short, intermediate, and long are the two numbers $\frac{1}{16} L_{0} \varepsilon^{1 / 3}$ and $\sqrt[3]{4} L_{0} \varepsilon^{1 / 3}$.

To treat minimizers on short intervals, we need the following energy lower bound estimate whose proof will be given later in this section.

Lemma 2.1. There exists a positive constant $c_{1}$ (depending only on $m$ and $F$ ) such that

$$
\rho(\varepsilon, \ell) \geqslant \min \left\{c_{1}, \sigma \varepsilon /(2 \ell)\right\} \quad \forall \varepsilon>0, \ell>0
$$

2.2. Proof of Theorem 2. Let $\ell \geq \frac{1}{\sqrt[3]{3}} L_{0} \varepsilon^{1 / 3}$ be given and consider the minimization of (1.1) under the constraint (1.2).

Step 1. Since each term that appeared in $\mathbf{E}$ defined in (1.1) is nonnegative, one can easily show that in $\mathbf{K}_{N}(\ell), \mathbf{E}(\cdot, \cdot, \ell, \varepsilon)$ admits at least one global minimizer. In addition, any global minimizer is smooth and satisfies the Euler-Lagrange equation (1.4). Furthermore, applying a classical uniqueness result to an initial value problem of the ode system (1.2), (1.4), one can conclude that if all $v_{x}, v_{x x}, v_{x x x}, v_{x x x x}$ vanish at the same point, say $y \in[0, \ell]$, then $u_{x}(y)=u_{x x}(y)=0$, which implies that $\left(u_{x}(x), v_{x}(x)\right) \equiv(0,0)$ for all $x \in[0, \ell]$; namely $(u, v)$ is a constant function.

Now let $(u, v) \in \mathbf{K}_{N}(\ell)$ be an arbitrary global minimizer of $\mathbf{E}(\cdot, \cdot, \ell, \varepsilon)$ in $\mathbf{K}_{N}(\ell)$; that is, $\mathbf{E}(u, v, \varepsilon, \ell)=E(\varepsilon, \ell)$. Assume that $\varepsilon$ is small. We see $\rho(\varepsilon, \ell)$ is small uniformly in $\ell \geq L_{0} \varepsilon^{1 / 3} / \sqrt[3]{3}$. Then $(u, v)$ cannot be a constant function, and thus all $v_{x}, v_{x x}, v_{x x x}, v_{x x x x}$ cannot vanish simultaneously at any point. Hence all roots to $v_{x}=0$ are isolated. We denote all the roots to $v^{\prime}=0$ in $[0, \ell]$ by $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$, in increasing order with $x_{0}=0$ and $x_{n}=\ell$. Set $l_{i}=x_{i}-x_{i-1}$. In each interval $\left(x_{i-1}, x_{i}\right)$, $i=1, \ldots, n$, either $v_{x}>0$ or $v_{x}<0$. Set $\left(u_{i}(y), v_{i}(y)\right)=\left(u\left(x_{i-1}+y\right), v\left(x_{i-1}+y\right)\right)$ in the former case and set $\left(u_{i}(y), v_{i}(y)\right)=\left(u\left(x_{i}-y\right), v\left(x_{i}-y\right)\right)$ in the latter case. Then $\left(u_{i}, v_{i}\right) \in \mathbf{K}_{N}^{+}\left(l_{i}\right)$. Consequently,

$$
\int_{x_{i-1}}^{x_{i}}\left[\frac{1}{2} u_{x}^{2}+F(u)+\frac{1}{2} v_{x}^{2}+\frac{\gamma}{2} v^{2}\right] d x=\mathbf{E}\left(u_{i}, v_{i}, \varepsilon, l_{i}\right) \geq E^{+}\left(\varepsilon, l_{i}\right)
$$

Hence, for the partition $P:=\left\{l_{1}, \ldots, l_{n}\right\}$ of $\ell$,

$$
\begin{equation*}
H(\varepsilon, P):=\sum_{i=1}^{n} E^{+}\left(\varepsilon, l_{i}\right) \leq E(\varepsilon, \ell) \tag{2.1}
\end{equation*}
$$

If each $l_{i}$ is in the range $\left[L_{0} \varepsilon^{1 / 3} / 16, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$, we can apply the convexity of $E^{+}$to show that all $l_{i}$ are the same (Step 5). If not, we show (Steps 2-4) that different partitions with decreased values of $H$ could be found, and that after finitely many steps the partition found has the property that all its partition lengths lie in $\left[L_{0} \varepsilon^{1 / 3} / 16, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$.

Step 2. We shall show that short partition lengths, if there are any, can combine with some others to form new partitions with smaller $H$. For this we need the following:

Any partition $\tilde{P}=\left\{\tilde{l}_{1}, \ldots, \tilde{l}_{\tilde{n}}\right\}$ of $\ell$ satisfying $H(\varepsilon, \tilde{P}) \leqslant E(\varepsilon, \ell)$ admits at least one $\tilde{l}_{j}, j \in\{1, \ldots, \tilde{n}\}$ such that

$$
\begin{equation*}
\frac{\tilde{l}_{j}}{\left(L_{0} \varepsilon^{1 / 3}\right)} \in\left[\frac{1}{4}, \sqrt[3]{4}\right] . \tag{2.2}
\end{equation*}
$$

Indeed, since $\rho(\varepsilon, \ell) \leq \rho(\varepsilon, \ell / k) \leq \rho^{+}(\varepsilon, \ell / k)$ for every integer $k \geq 1$, dividing $H(\varepsilon, \tilde{P}) \leq E(\varepsilon, \ell)$ by $\ell$ gives us

$$
\sum_{i=1}^{\tilde{n}} \frac{\tilde{l}_{i}}{\ell} \rho^{+}\left(\varepsilon, \tilde{l}_{i}\right) \leq \rho(\varepsilon, \ell) \leq \min _{k \geq 1} \rho^{+}\left(\varepsilon, \frac{\ell}{k}\right) \leq \sqrt[3]{5} \frac{\sigma \varepsilon^{2 / 3}}{L_{0}}
$$

by picking a test $k$ such that $\ell /\left(k L_{0} \varepsilon^{1 / 3}\right) \in[1 / \sqrt[3]{3}, 2 / \sqrt[3]{3}]$ and using (1.7). Since $\sum \tilde{l}_{i}=\ell$, in view of (1.8), we see that there is at least one $j \in\{1, \ldots, \tilde{n}\}$ such that (2.2) holds.

Step 3. We now combine, one at a time, the short partition lengths, if there are any, with intermediate ones.

Suppose, for some $i$, that $l_{i} /\left(L_{0} \varepsilon^{1 / 3}\right) \leq \frac{1}{16}$. Pick an arbitrary $l_{j}$ satisfying (2.2). Then $l_{i}+l_{j} \leq\left(\frac{1}{16}+\sqrt[3]{4}\right) L_{0} \varepsilon^{1 / 3}<\sqrt[3]{5} L_{0} \varepsilon^{1 / 3}$. We can calculate, by the mean value theorem,

$$
E^{+}\left(\varepsilon, l_{i}\right)+E^{+}\left(\varepsilon, l_{j}\right)-E^{+}\left(\varepsilon, l_{j}+l_{i}\right)=l_{i}\left\{\rho^{+}\left(\varepsilon, l_{i}\right)-\frac{d}{d \ell} E^{+}\left(\varepsilon, l_{j}+\theta l_{i}\right)\right\}
$$

for some $\theta \in(0,1)$. Using Lemma 2.1 we find that $\rho^{+}\left(\varepsilon, l_{i}\right) \geq \rho\left(\varepsilon, l_{i}\right) \geq 8 \sigma \varepsilon^{2 / 3} / L_{0}$. On the other hand, using Theorem 1 we have $\frac{d}{d \ell} E^{+}\left(\varepsilon, l_{j}+\theta l_{i}\right) \leq \frac{1}{2} m^{2}(1-m)^{2}\left(\sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right)^{2}=$ $\frac{3 \sqrt[3]{25}}{2} \sigma \varepsilon^{2 / 3} / L_{0}$, since $L_{0}^{3}=3 \sigma /\left[m^{2}(1-m)^{2}\right]$. Thus,

$$
E^{+}\left(\varepsilon, l_{i}\right)+E^{+}\left(\varepsilon, l_{j}\right)>E^{+}\left(\varepsilon, l_{i}+l_{j}\right)
$$

Now deleting two members $l_{i}$ and $l_{j}$ from and adding one new member $l_{i}+l_{j}$ to $P$, we obtain a new partition $\tilde{P}$ satisfying $H(\varepsilon, \tilde{P})<H(\varepsilon, P) \leqslant E(\varepsilon, \ell)$. Repeating the same process finitely many times, we then obtain a partition $P^{\prime}=\left\{l_{1}^{\prime}, \ldots, l_{n^{\prime}}^{\prime}\right\}$ of $\ell$ such that $l_{i}^{\prime} /\left(L_{0} \varepsilon^{1 / 3}\right)>\frac{1}{16}$ for all $i=1, \ldots, n^{\prime}$ and $H\left(\varepsilon, P^{\prime}\right) \leqslant H(\varepsilon, P)$, where the strict inequality holds if $P^{\prime} \neq P$.

Step 4. Here we split longer partition lengths, if there are any, into shorter ones.
Suppose $l_{i}^{\prime} /\left(L_{0} \varepsilon^{1 / 3}\right) \geq \sqrt[3]{4}$ for some $i$. For each such $i$, let $k_{i}>1$ be an integer such that $l_{i}^{\prime} /\left(k_{i} L_{0} \varepsilon^{1 / 3}\right) \in[1 / \sqrt[3]{3}, 2 / \sqrt[3]{3}]$. Then, by (1.7) and (1.8),

$$
\begin{aligned}
E^{+}\left(\varepsilon, l_{i}^{\prime}\right) & =l_{i}^{\prime} \rho^{+}\left(\varepsilon, l_{i}^{\prime}\right) \geq l_{i}^{\prime} \sqrt[3]{6} \sigma \varepsilon^{2 / 3} / L_{0} \geq l_{i}^{\prime} \sqrt[3]{\frac{6}{5}} \rho^{+}\left(\varepsilon, l_{i}^{\prime} / k_{i}\right) \\
& =\sqrt[3]{\frac{6}{5}} \sum_{j=1}^{k_{i}}\left(l_{i}^{\prime} / k_{i}\right) \rho^{+}\left(\varepsilon, l_{i}^{\prime} / k_{i}\right)=\sqrt[3]{\frac{6}{5}} \sum_{j=1}^{k_{i}} E^{+}\left(\varepsilon, l_{i}^{j}\right), \quad l_{i}^{1}=\cdots=l_{i}^{k_{i}}:=l_{i}^{\prime} / k_{i}
\end{aligned}
$$

Hence, splitting each such $l_{i}^{\prime}$ into $k_{i}$ copies of $l_{i}^{\prime} / k_{i}\left(k_{i}=1\right.$ if $\left.l_{i}^{\prime}<\sqrt[3]{4} L_{0} \varepsilon^{1 / 3}\right)$ we obtain a new partition $P^{\prime \prime}=\cup_{i=1}^{n^{\prime}} \cup_{j=1}^{k_{i}}\left\{l_{i}^{j}\right\}$ of $\ell$ satisfying, after renaming the entries of $P^{\prime \prime}$,
$H\left(\varepsilon, P^{\prime \prime}\right) \leq H\left(\varepsilon, P^{\prime}\right), \quad P^{\prime \prime}=\left\{l_{1}^{\prime \prime}, \ldots, l_{n^{\prime \prime}}^{\prime \prime}\right\}, \frac{1}{16}<l_{i}^{\prime \prime} /\left(L_{0} \varepsilon^{1 / 3}\right)<\sqrt[3]{4} \quad \forall i=1, \ldots, n^{\prime \prime}$,
where the strict inequality holds if $P^{\prime \prime} \neq P^{\prime}$.
Step 5. Now we can use the convexity of $E^{+}(\varepsilon, \cdot)$ in $\left[L_{0} \varepsilon^{1 / 3} / 16, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$ to conclude that

$$
E(\varepsilon, \ell) \geq H\left(\varepsilon, P^{\prime \prime}\right)=n^{\prime \prime} \sum_{i=1}^{n^{\prime \prime}} \frac{1}{n^{\prime \prime}} E^{+}\left(\varepsilon, l_{i}^{\prime \prime}\right) \geq n^{\prime \prime} E^{+}\left(\varepsilon, \sum_{i=1}^{n^{\prime \prime}} \frac{l_{i}^{\prime \prime}}{n^{\prime \prime}}\right)=n^{\prime \prime} E^{+}\left(\varepsilon, \frac{\ell}{n^{\prime \prime}}\right)
$$
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Dividing both sides by $\ell$ we then obtain $\rho^{+}\left(\varepsilon, \ell / n^{\prime \prime}\right) \leq \rho(\varepsilon, \ell) \leq \min _{k \geq 1} \rho^{+}(\varepsilon, \ell / k)$. This implies that

$$
\begin{equation*}
\rho^{+}\left(\varepsilon, \ell / n^{\prime \prime}\right)=\rho(\varepsilon, \ell)=\min _{k \geq 1} \rho^{+}(\varepsilon, \ell / k) \tag{2.4}
\end{equation*}
$$

Since any one of the nontrivial reductions in Steps 3 and 4 gives a strict inequality, we conclude that $P=P^{\prime}=P^{\prime \prime}$. In addition, for each $i,\left(u_{i}, v_{i}\right)$ must be equal to the unique minimizer of $\mathbf{E}$ in $\mathbf{K}_{N}^{+}(\ell / n)$. Thus, $(u, v)$ is even with a half-period $\ell / n$ (the half-period cannot be an integer fraction of $\ell / n$ since $v^{\prime} \neq 0$ in $\left.(0, \ell / n)\right)$.

Step 6. It remains to identify $n$. Let $s \geq 1$ be the unique integer such that $\ell /(s+1)<\ell^{\varepsilon} \leq \ell / s$. Consider three cases:
(i) $\rho^{+}(\varepsilon, \ell /(s+1))>\rho^{+}(\varepsilon, \ell / s)$,
(ii) $\rho^{+}(\varepsilon, \ell /(s+1))<\rho^{+}(\varepsilon, \ell / s)$,
(iii) $\rho^{+}(\varepsilon, \ell /(s+1))=\rho^{+}(\varepsilon, \ell / s)$.

Here we include Figure 1 to help readers to follow our argument.
In the first case we must have $n=s$. Indeed if $n<s$, then $\ell / n>\ell / s \geq \ell^{\varepsilon}$. As $\rho^{+}(\varepsilon, \cdot)$ is strictly increasing in $\left[\ell^{\varepsilon}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$, we derive that $\rho^{+}(\varepsilon, \ell / n)>\rho^{+}(\varepsilon, \ell / s)$, contradicting (2.4). Similarly, if $n>s$, then $\ell / n \leq \ell /(1+s)<\ell^{\varepsilon}$. As $\rho^{+}(\varepsilon, \cdot)$ is strictly decreasing in $\left(\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \ell^{\varepsilon}\right), \rho^{+}(\varepsilon, \ell / n) \geq \rho^{+}(\varepsilon, \ell /(s+1))>\rho^{+}(\varepsilon, \ell / s)$, again contradicting (2.4). Hence, we must have $n=s$.

In case (ii), we can derive in a similar manner that $n=s+1$.
Finally, in case (iii), we can only have either $n=s$ or $n=s+1$.
This completes the proof of Theorem 2.
Remark 2.1. Our proof is simpler than that in [15] and [24] since we do not need any a priori estimation on the distances between any successive zeros of $v_{x}$. In [24], great efforts (tens of pages) were devoted to the estimation that $C_{1} \varepsilon^{1 / 3}<x_{i}-x_{i-1}<$ $C_{2} \varepsilon^{1 / 3}$, whereas in [15] such estimation was bypassed after imposing more symmetric conditions on the nonlinearity $F$ and on $m$. Our proof relies on estimates (1.7) and (1.8).

Since the last assertion of Theorem 1 follows from the previous assertion of the same theorem, it is convenient to provide its proof here.
2.3. Proof of Theorem 1 part 4. (a) From the third assertion of Theorem 1, $\rho^{+}(\varepsilon, \cdot)$ is strictly convex in $\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$ and $\frac{d}{d \ell} \rho^{+}$changes sign in the interval. Hence $\rho^{+}(\varepsilon, \cdot)$ attains a unique strict minimum in $\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$. Denote
this minimum by $\ell^{\varepsilon}$. Then $\rho_{\ell}^{+}\left(\varepsilon, \ell^{\varepsilon}\right)=0$ so that $\ell^{\varepsilon} /\left(L_{0} \varepsilon^{1 / 3}\right)=1+O(1) \varepsilon^{1 / 3}$. In view of (1.7), and (1.8), this minimum is also global.
(b) Now we solve (1.9) for $\ell_{n}$. Writing $\ell_{n} / n=\mu \ell^{\varepsilon}$, we need only find $\mu \in$ $(1,1+1 / n)$ such that

$$
\rho^{+}\left(\varepsilon, \frac{n}{n+1} \mu \ell^{\varepsilon}\right)-\rho^{+}\left(\varepsilon, \mu \ell^{\varepsilon}\right)=0
$$

Since $\rho^{+}(\varepsilon, \cdot)$ is strictly increasing in $\left[\ell^{\varepsilon}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$ and strictly decreasing in $\left[L_{0} \varepsilon^{1 / 3} / 16\right.$, $\left.\ell^{\varepsilon}\right]$, as a function of $\mu \in[1,1+1 / n]$, the left-hand side is decreasing and has different signs at $\mu=1$ and $\mu=1+1 / n$. Thus the above equation admits a unique solution $\mu \in(1,1+1 / n)$.

It remains to estimate $\mu$. For $\ell \in\left[L_{0} \varepsilon^{1 / 3} / 16, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$, writing $\rho^{+}(\varepsilon, \ell)$ as $\rho^{+}(\ell)$ and using $\rho_{\ell}\left(\ell^{\varepsilon}\right)=0$, we obtain

$$
\begin{aligned}
\rho^{+}(\ell)-\rho^{+}\left(\ell^{\varepsilon}\right) & =\int_{\ell^{\varepsilon}}^{\ell} \rho_{s}^{+}(s) d s=\int_{\ell^{\varepsilon}}^{\ell}(\ell-s) \rho_{s s}^{+}(s) d s \\
& =\int_{\ell^{\varepsilon}}^{\ell}(\ell-s)\left\{\frac{2 \sigma \varepsilon}{s^{3}}+\frac{m^{2}(1-m)^{2}}{3}+O(s)\right\} d s \\
& =\frac{m^{2}\left(1-m^{2}\right)}{6}\left(\ell-\ell^{\varepsilon}\right)^{2}\left\{O(\ell)+1+\frac{2 \ell^{\varepsilon}}{\ell}\right\} \\
& =\frac{m^{2}\left(1-m^{2}\right)}{6}\left\{\ell^{2}+\frac{2 \ell^{\varepsilon 3}}{\ell}-3 \ell^{\varepsilon 2}+O(\ell)\left(\ell-\ell^{\varepsilon}\right)^{2}\right\}
\end{aligned}
$$

by using the expansion for $\rho_{\ell \ell}^{+}$in Theorem 1 part 3 , the definition of $L_{0}$, and expansion $\ell^{\varepsilon}=\left[1+O\left(\varepsilon^{1 / 3}\right)\right] L_{0} \varepsilon^{1 / 3}$.

Upon setting $\ell=\mu \ell^{\varepsilon}$ and $\ell=n \mu \ell^{\varepsilon} /(n+1)$, respectively, and noting that $\mu \in$ $(1,1+1 / n)$ we obtain

$$
\mu^{2}+\frac{2}{\mu}=\frac{n^{2} \mu^{2}}{(n+1)^{2}}+\frac{2(n+1)}{n \mu}+\frac{O\left(\ell^{\varepsilon}\right)}{n^{2}}
$$

Therefore,

$$
\begin{aligned}
\mu & =\left[\frac{2(n+1)^{2}}{(2 n+1) n}\right]^{1 / 3}\left[1+\left(\frac{O\left(\ell^{\varepsilon}\right)}{n}\right)\right] \\
\frac{\ell_{n}}{\ell^{\varepsilon}} & =n \mu=\left[\frac{n^{2}(n+1)^{2}}{(n+1 / 2)}\right]^{1 / 3}\left[1+\frac{O\left(\ell^{\varepsilon}\right)}{n}\right]=\left(n+\frac{1}{2}\right)\left(\frac{n^{2}+n}{n^{2}+n+1 / 4}\right)^{2 / 3}+O\left(\varepsilon^{1 / 3}\right)
\end{aligned}
$$

This completes the proof of Theorem 1 part 4.
2.4. Proof of Lemma 2.1. Let $\delta$ be a small positive fixed number that is independent of $\varepsilon$ and let $(u, v) \in \mathbf{K}_{N}(\ell)$ be any function. We consider three cases:
(i) There exist $x_{1}$ and $x_{2}$ in $[0, \ell]$ such that $u\left(x_{1}\right)<\delta$ and $u\left(x_{2}\right)>1-\delta$,
(ii) $u \leq 1-\delta$ in $[0, \ell]$, and
(iii) $u \geq \delta$ in $[0, \ell]$.

In case (i), since $\delta$ is small,

$$
\mathbf{E}(u, v, \varepsilon, \ell) \geq \int_{0}^{\ell} \varepsilon\left|u_{x}\right| \sqrt{2 F(u)} d x \geq \varepsilon \int_{\delta}^{1-\delta} \sqrt{2 F(s)} d s \geq \frac{1}{2} \sigma \varepsilon .
$$

In case (ii) we consider two subcases:
(a) $|\{x \mid \delta \leq u \leq 1-\delta\}| \geq \frac{1}{2} m \ell ;$
(b) $|\{x \mid \delta \leq u \leq 1-\delta\}|<\frac{1}{2} m \ell$.

In case (a),

$$
\mathbf{E}(u, v, \varepsilon, \ell) \geq \int_{0}^{\ell} F(u) d x \geq \frac{1}{2} m \ell c(\delta), \quad c(\delta):=\min _{\delta<s<1-\delta} F(s) .
$$

In case (b), $\ell \bar{u}=\int_{0}^{\ell} u \leq \frac{1}{2}(1-\delta) m \ell+\delta \ell \leq \frac{3}{4} m \ell$ since $\delta$ is small. Thus, $|\bar{u}-m| \geq$ $\frac{1}{4} m$ and, by (1.5),

$$
\mathbf{E}(u, v, \varepsilon, \ell) \geq \frac{1}{2 \gamma} \int_{0}^{\ell}(\bar{u}-m)^{2} \geq \frac{1}{32 \gamma} m^{2} \ell .
$$

Similarly, we can consider case (iii). Hence, combining all the cases we see that

$$
1 / \ell \mathbf{E}(u, v, \varepsilon, \ell) \geq \min \left\{\sigma \varepsilon /(2 \ell), m c(\delta) / 2,(1-m) c(\delta) / 2, m^{2} /(32 \gamma),(1-m)^{2} /(32 \gamma)\right\} .
$$

Taking $c_{1}:=\min \left\{m(1-m) c(\delta) / 2, m^{2}(1-m)^{2} /(32 \gamma)\right\}$, the assertion of Lemma 2.1 follows.
3. An energy upper bound. In what follows, we use notation

$$
\psi=\mathbf{K}_{N}^{\ell} \phi \Longleftrightarrow\left\{\begin{array}{l}
-\psi^{\prime \prime}+\gamma \psi=\phi \text { in }(0, \ell)  \tag{3.1}\\
\psi^{\prime}(0)=\psi^{\prime}(\ell)=0 .
\end{array}\right.
$$

When $\gamma=0, \psi$ is unique up to an additive constant which does not affect the energy at all.

Lemma 3.1. For every $\varepsilon>0$ and $\ell>0$,

$$
\begin{equation*}
\min _{(u, v) \in \mathbf{K}_{N}^{+}(\ell)} \mathbf{E}(u, v, \ell, \varepsilon)<\sigma \varepsilon+\frac{1}{6} m^{2}(1-m)^{2} \ell^{3} . \tag{3.2}
\end{equation*}
$$

Consequently, (1.7) holds for every $\varepsilon>0$.
Proof. (a) Test function. With $\mathbf{K}_{N}^{\ell}$ defined in (3.1), we choose a test function

$$
u(x)=Q\left(\frac{x-z}{\varepsilon}\right), \quad v=\mathbf{K}_{N}^{\ell}(u-m),
$$

where $z$ is a constant chosen such that the average of $u$ over $(0, \ell)$ is $m$. Such a $z$ exists and is unique since $\dot{Q}>0, Q(-\infty)=0$, and $Q(\infty)=1$. Also, since $-\left(v_{x}\right)_{x x}+\gamma v_{x}=$ $u_{x}>0$, and $v_{x}(0)=v_{x}(\ell)=0$, the maximum principle implies that $v_{x}>0$ on $(0, \ell)$. Thus, $(u, v) \in \mathbf{K}_{N}^{+}(\ell)$.
(b) Interfacial energy. Using $\dot{Q}=\sqrt{2 F(Q)}>0$, we have $\varepsilon u_{x}=\sqrt{2 F(u)}$ and thus

$$
\int_{0}^{\ell}\left\{\frac{1}{2} \varepsilon^{2} u_{x}^{2}+F(u)\right\} d x=\varepsilon \int_{0}^{\ell} u_{x} \sqrt{2 F(u)} d x<\varepsilon \int_{0}^{1} \sqrt{2 F(s)} d s=\sigma \varepsilon .
$$

(c) Interaction energy. We compare the energies of $v$ and $\tilde{v} \equiv \int_{0}^{x} \int_{0}^{x^{\prime}}[m-$ $\left.u\left(x^{\prime \prime}\right)\right] d x^{\prime \prime} d x^{\prime}$.

Note $\tilde{v}_{x}=\int_{0}^{x}\left(m-u\left(x^{\prime}\right)\right) d x^{\prime}$ and $\tilde{v}_{x x}=m-u$. Since the average of $u$ is $m$, $\tilde{v}_{x}(\ell)=0$. Also, as $-\tilde{v}_{x x x}=u_{x}>0$, the maximum principle implies that $\tilde{v}_{x}>0$ in $(0, \ell)$. Furthermore, $\tilde{v}_{x}(x)=\int_{0}^{x}\left(m-u\left(x^{\prime}\right)\right) d x^{\prime}<m x, \tilde{v}_{x}(x)=\int_{x}^{\ell}\left(u\left(x^{\prime}\right)-m\right) d x^{\prime}<$ $(1-m)(\ell-x)$. Hence,

$$
0<\tilde{v}_{x}(x)<\min \{m x,(1-m)(\ell-x)\} \quad \forall x \in(0, \ell) .
$$

Finally, using $-v_{x x}+\gamma v=u-m=-\tilde{v}_{x x}$ we calculate

$$
\begin{aligned}
\int_{0}^{\ell}\left(v_{x}^{2}+\gamma v^{2}\right) d x & =\int_{0}^{\ell} v\left(-v_{x x}+\gamma v\right) d x=\int_{0}^{\ell} v(u-m) d x \\
& =-\int_{0}^{\ell} v \tilde{v}_{x x} d x=\int_{0}^{\ell} v_{x} \tilde{v}_{x} \leq \frac{1}{2} \int_{0}^{\ell}\left(v_{x}^{2}+\tilde{v}_{x}^{2}\right) d x
\end{aligned}
$$

Thus

$$
\int_{0}^{\ell}\left(v_{x}^{2}+2 \gamma v^{2}\right) d x \leq \int_{0}^{\ell} \tilde{v}_{x}^{2} \leq \int_{0}^{\ell}(\min \{m x,(1-m)(\ell-x)\})^{2} d x=\frac{1}{3} m^{2}(1-m)^{2} \ell^{3}
$$

Combining this with the estimation in (b), the assertion (3.2) thus follows.
(d) Proof of (1.7). Since $m^{2}(1-m)^{2}=3 \sigma / L_{0}^{3}$, (3.2) implies, for every $\varepsilon>0$ and $\ell=\mu L_{0} \varepsilon^{1 / 3}$ with $\mu \in[1 / \sqrt[3]{3}, 2 / \sqrt[3]{3}]$, that

$$
\rho^{+}(\varepsilon, \ell)<\frac{\sigma \varepsilon+\sigma \ell^{3} /\left(2 L_{0}^{3}\right)}{\ell}=\frac{\sigma \varepsilon^{2 / 3}}{L_{0}}\left(\frac{1}{\mu}+\frac{\mu^{2}}{2}\right) \leq \frac{7 \sqrt[3]{3}}{6} \frac{\sigma \varepsilon^{2 / 3}}{L_{0}}<\sqrt[3]{5} \frac{\sigma \varepsilon^{2 / 3}}{L_{0}}
$$

4. Energy lower bounds. Lemma 2.1 provides an energy lower bound that can be used to prove (1.8) for all $\ell<\frac{1}{4} L_{0} \varepsilon^{1 / 3}$. Here we establish energy lower bounds for all $\ell \geq \frac{1}{16} L_{0} \varepsilon^{1 / 3}$, aimed at (i) completing the proof of (1.8) and (ii) sandwiching tightly the energy with the upper bound (3.2) for $\ell \in\left[\frac{1}{16} L_{0} \varepsilon^{1 / 3}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$ so that a leading order expansion of the energy minimizer can be obtained.
4.1. The idea about how to deal with arbitrarily large. When $\ell / \varepsilon^{1 / 3}$ is bounded uniformly in $\varepsilon$, estimates can be obtained via a limiting process, e.g., the $\Gamma$-convergence presented in the next subsection. However, for arbitrarily large $\ell$, this process may not work. For this reason, we shall not estimate $\rho^{+}(\varepsilon, \ell)$ directly for large $\ell$. Instead, we estimate $\rho_{*}(\varepsilon, \ell)$ defined as follows:

$$
\begin{gathered}
\mathbf{K}^{+}(\ell)=\left\{(u, v) \mid u \in H^{1}(0, \ell), v^{\prime \prime}-\gamma v=m-u, v^{\prime} \geq 0 \text { in }(0, \ell)\right\}, \\
E_{*}(\varepsilon, \ell)=\inf _{(u, v) \in \mathbf{K}^{+}(\ell)} \mathbf{E}(u, v, \varepsilon, \ell), \quad \rho_{*}(\varepsilon, \ell)=\frac{1}{\ell} E_{*}(\varepsilon, \ell) .
\end{gathered}
$$

There are the relations, for every $\varepsilon>0, \ell>0$, and positive integer $k$,

$$
\begin{equation*}
\rho^{+}(\varepsilon, \ell) \geq \rho_{*}(\varepsilon, \ell) \geq \rho_{*}(\varepsilon, \ell / k) \tag{4.1}
\end{equation*}
$$

Here the first inequality follows from the fact that the class $\mathbf{K}_{N}^{+}(\ell)$ of test functions for $\rho^{+}$is a subset of the class $\mathbf{K}^{+}(\ell)$ of test functions for $\rho_{*}$. For the second inequality,
one observes that any portion of a minimizer in $\mathbf{K}^{+}$can be extracted to be used as a test function for smaller length intervals; more precisely, for any $(u, v) \in \mathbf{K}^{+}(\ell)$,

$$
\begin{aligned}
\frac{\mathbf{E}(u, v, \varepsilon, \ell)}{\ell} & \geq \frac{k}{\ell} \min _{0 \leq j \leq k-1} \int_{j \ell / k}^{(j+1) \ell / k}\left\{\frac{1}{2} u_{x}^{2}+F(u)+\frac{1}{2} v_{x}^{2}+\frac{\gamma}{2} v^{2}\right\} d x \geq \frac{k}{\ell} E_{*}\left(\varepsilon, \frac{\ell}{k}\right) \\
& =\rho_{*}\left(\varepsilon, \frac{\ell}{k}\right)
\end{aligned}
$$

Note that (4.1) gives, for each fixed $\varepsilon$,

$$
\begin{equation*}
\inf _{\mu \geq 6} \rho^{+}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right) \geq \inf _{\mu \geq 6} \rho_{*}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right)=\min _{6 \leq \mu \leq 12} \rho_{*}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right) \tag{4.2}
\end{equation*}
$$

In this manner, the estimate of $\rho^{+}(\varepsilon, \ell)$ for all $\ell \geq 6 L_{0} \varepsilon^{1 / 3}$ can be obtained by estimating $\rho_{*}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right)$ for all $\mu \in[6,12]$.

Finally, we remark that for every positive $\varepsilon$ and $\ell$, the energy functional $\mathbf{E}(\cdot, \cdot, \varepsilon, \ell)$ $\operatorname{admits}$ at least one global minimizer in each of the three function classes $\mathbf{K}_{N}^{+}(\ell)$, $\mathbf{K}^{+}(\ell)$, and $\mathbf{K}_{N}(\ell)$.
4.2. The $\Gamma$-convergence. The $\Gamma$-convergence was used by Modica [13] to the interfacial energy functional in the class of functions with prescribed average in arbitrary high space dimensions. This technique applies directly to the current situation if we impose

$$
\begin{equation*}
\int_{0}^{\infty} \sqrt{2 F(s)} d s=\infty, \quad \int_{-\infty}^{0} \sqrt{2 F(s)} d s=\infty \tag{4.3}
\end{equation*}
$$

Since this theory is elegant and the result is clean, we present it here under the above assumption. Though this is a very reasonable assumption, we still want to drop it. This will be done in the next subsection with a direct approach using neither assumption (4.3) nor the $\Gamma$-convergence. It is certainly not true that the $\Gamma$-convergence theory cannot be used without (4.3).

To set up the $\Gamma$-convergence, we use the scaling change

$$
\begin{equation*}
x=\ell y, \quad \ell=L \varepsilon^{1 / 3}, \quad \varepsilon=\epsilon \ell, \quad u(x)=U(y), \quad v(x)=\ell^{2} V(y) \tag{4.4}
\end{equation*}
$$

Then

$$
\begin{align*}
\mathbf{E}(u, v, \varepsilon, \ell) & =\varepsilon \Psi(U, V, \epsilon, L)  \tag{4.5}\\
\Psi(U, V, \epsilon, L) & :=\int_{0}^{1}\left\{\frac{\epsilon}{2} U_{y}^{2}+\frac{1}{\epsilon} F(U)\right\} d y+\frac{L^{3}}{2} \int_{0}^{1}\left\{V_{y}^{2}+\gamma L^{3} \epsilon V^{2}\right\} d y \tag{4.6}
\end{align*}
$$

where $V$ satisfies $V_{y y}=m-U+\gamma L^{3} \epsilon V$ in $(0,1)$.
Denote by $\left(U^{\epsilon}, V^{\epsilon}\right)$ a global minimizer of $\Psi(\cdot, \cdot, \epsilon, L)$ in a space analogous to any one of $\mathbf{K}_{N}(\ell), \mathbf{K}_{N}^{+}(\ell)$, or $\mathbf{K}^{+}(\ell)$. The energy upper bound (3.2) translates to

$$
\Psi\left(U^{\epsilon}, V^{\epsilon}, \epsilon, L\right)<\sigma+\frac{L^{3} m^{2}(1-m)^{2}}{6} \quad \forall \epsilon>0, L>0
$$

For fixed $L>0$, the right-hand side is independent of $\epsilon$, so the $\epsilon \searrow 0$ limit can be studied to derive energy lower bounds. The key here is that the function $\tilde{U}^{\varepsilon}$ defined by

$$
\tilde{U}^{\epsilon}(y):=\int_{0}^{U^{\epsilon}(y)} \sqrt{2 F(s)} d s \quad \forall y \in[0,1]
$$

satisfies the estimate

$$
\begin{aligned}
\int_{0}^{1}\left|\widetilde{U}_{y}^{\epsilon}(y)\right| d y=\int_{0}^{1} \sqrt{2 F\left(U^{\epsilon}\right)}\left|U_{y}^{\epsilon}\right| d y & \leqslant \int_{0}^{1}\left\{\frac{\epsilon}{2} U_{y}^{\epsilon 2}+\frac{1}{\epsilon} F\left(U^{\varepsilon}\right)\right\} d y \\
& <\sigma+\frac{L^{3} m^{2}(1-m)^{2}}{6}
\end{aligned}
$$

Since $\left(U^{\epsilon}, V^{\epsilon}\right)$ are energy minimizers (in the space where at least $V_{y}^{\epsilon} \geq 0$ ), without using assumption (4.3) one can still show that there is at least one point at which $U^{\epsilon}$ takes a value in $[0,1]$. Indeed, if everywhere $U^{\epsilon}<0$ or everywhere $U^{\epsilon}>1$, then (i) if $L \geq 6 L_{0}$, the interaction energy will be too large to allow $\left(U^{\epsilon}, V^{\epsilon}\right)$ to be an energy minimizer (see the calculation later in this section), and (ii) if $L \in\left(0,6 L_{0}\right]$, one derives a similar contradiction after adding $\frac{\left(\bar{U}^{\epsilon}-m\right)^{2}}{2 \epsilon \gamma}$ to the interfacial energy.

Thus, $\left\{\tilde{U}^{\epsilon}\right\}_{0<\epsilon<1}$ is a bounded family in the function space of bounded variations $(B V(0,1))$. Hence, along a subsequence, it converges pointwisely to a limit, say $\tilde{U}^{0}$, a $B V$ function. In addition, along the sequence,

$$
\liminf _{\epsilon \rightarrow 0} \int_{0}^{1}\left\{\frac{\epsilon}{2} U_{y}^{\epsilon 2}+\frac{1}{\epsilon} F\left(U^{\epsilon}\right)\right\} d y \geq \sigma \int_{0}^{1}\left|D \tilde{U}^{0}(y)\right| d y
$$

A pointwise convergence of $\tilde{U}^{\epsilon}$ implies a pointwise convergence of $U^{\epsilon}$ to a limit $U^{0}$. Furthermore, as $\int_{0}^{1} F\left(U^{\epsilon}(y)\right) d y<O(1) \epsilon$, by Fatou's lemma the limit $U^{0}$ satisfies

$$
\int_{0}^{1} F\left(U^{0}(y)\right) d y=0, \quad \tilde{U}^{0}(y)=\int_{0}^{U^{0}(y)} \sqrt{2 F(s)} d s \quad \forall y \in[0,1]
$$

Under assumption (4.3), one infers from the uniform boundedness of $\tilde{U}^{\varepsilon}$ that $\left\{U^{\epsilon}\right\}$ is also uniformly bounded, and hence along the sequence converges to $U^{0}$ in $L^{2}$. Thus, almost everywhere, $U^{0}$ takes only two values, 0 and 1 ; that is, for some set $\Omega \subset[0,1]$, $U_{0}=\chi_{\Omega}$ a.e.

The uniform bound on the energy provides a uniform bound on the $L^{2}$ norm of $\left\{V_{y}^{\epsilon}\right\}$ and the $L^{2}$ limit, $\lim _{\epsilon \rightarrow 0}\left(\gamma L^{3} \epsilon V^{\epsilon}\right)=0$. The uniform $L^{\infty}$ bound on $\left\{U^{\epsilon}\right\}$ gives a uniform Lipschitz continuity of $\left\{V_{y}^{\epsilon}\right\}$. Hence, along a subsequence, $V_{y}^{\epsilon} \rightarrow W$ uniformly for some Lipschitz continuous function $W$. In conclusion,

$$
\begin{gathered}
U^{0}=\chi_{\Omega}, \quad W_{y}=m-\chi_{\Omega} \\
\liminf _{\epsilon \rightarrow 0} \Psi\left(U^{\epsilon}, V^{\epsilon}, \epsilon, L\right) \geqslant \Psi^{0}(\bar{\Omega}, W, L):=\sigma \int_{0}^{1}\left|D \chi_{\Omega}\right| d y+\frac{L^{3}}{2} \int_{0}^{1} W^{2}(y) d y
\end{gathered}
$$

where $\int_{0}^{1}\left|D \chi_{\Omega}\right| d y$ is the number of boundary points of $\Omega$ (after it is defined in a unique way). With a related reverse inequality established (which we omit here), the functional $\Psi^{0}$ is then called the $\Gamma$-limit of the original functional sequence $\{\Psi(\cdot, \cdot, \epsilon, \cdot)\}_{0<\epsilon<1}$; see [13] for more details.

For a given $L$, minimizers of $\Psi^{0}$ can be calculated explicitly.

1. First, we consider the functional in the class that corresponds to the original $\mathbf{K}^{+}$. This is the set

$$
\mathbf{J}^{+}:=\left\{(\Omega, W) \in B V(0,1) \times H^{1}(0,1) \mid W_{y}=m-\chi_{\Omega}, W \geq 0\right\}
$$

Write $\Omega=\cup_{i=1}^{k_{1}}\left[c_{i}, d_{i}\right]$ and $\Omega^{c}=\cup_{i=1}^{k_{0}}\left(a_{i}, b_{i}\right)$, where $d_{i}<c_{i+1}$ and $b_{i}<a_{i+1}$. Note that

$$
\left|k_{0}-k_{1}\right| \leq 1, \quad \int_{0}^{1}\left|D \chi_{\Omega}\right| d y=k_{0}+k_{1}-1
$$

On $\left[a_{i}, b_{i}\right]$, we integrate $W_{y}=m$ over $\left[a_{i}, y\right]$ to obtain $W(y)=W\left(a_{i}\right)+m\left(y-a_{i}\right) \geqslant$ $m\left(y-a_{i}\right)$, so that $\int_{a_{i}}^{b_{i}} W^{2} d y \geq \frac{1}{3} m^{2}\left(b_{i}-a_{i}\right)^{2}$.

On $\left[c_{i}, d_{i}\right]$, we integrate $W_{y}=m-1$ over $\left[y, d_{i}\right]$ to obtain $W(y)=W\left(d_{i}\right)+(1-$ $m)\left(d_{i}-y\right) \geqslant(1-m)\left(d_{i}-y\right)$, so that $\int_{c_{i}}^{d_{i}} W^{2} d y \geq \frac{1}{3}(1-m)^{2}\left(d_{i}-c_{i}\right)^{3}$. Thus,

$$
\begin{aligned}
\int_{0}^{1} W^{2} d y & \geqslant \frac{m^{2}}{3} \sum_{i=1}^{k_{0}}\left(b_{i}-a_{i}\right)^{3}+\frac{(1-m)^{2}}{3} \sum_{i=1}^{k_{1}}\left(d_{i}-c_{i}\right)^{3} \\
& \geqslant \frac{m^{2}}{3 k_{0}^{2}}\left(\sum_{i=1}^{k_{0}}\left(b_{i}-a_{i}\right)\right)^{3}+\frac{(1-m)^{2}}{3 k_{1}^{2}}\left(\sum_{i=1}^{k_{1}}\left(d_{i}-c_{i}\right)\right)^{3} \\
& =\frac{m^{2}(1-|\Omega|)^{3}}{3 k_{0}^{2}}+\frac{(1-m)^{2}|\Omega|^{3}}{3 k_{1}^{2}} \\
& \geqslant \min _{0 \leq t \leq 1}\left\{\frac{m^{2} t^{3}}{3 k_{0}^{2}}+\frac{(1-m)^{2}(1-t)^{3}}{3 k_{1}^{2}}\right\}
\end{aligned}
$$

where in the second inequality we have used $\sum e_{i} \leq\left(\sum e_{i}^{3}\right)^{1 / 3}\left(\sum 1\right)^{2 / 3}$. The minimum is attained at $t=(1-m) k_{0} /\left[m k_{1}+(1-m) k_{0}\right]$ so that

$$
\begin{equation*}
\int_{0}^{1} W^{2}(y) d y \geq \frac{m^{2}(1-m)^{2}}{3\left[m k_{1}+(1-m) k_{0}\right]^{2}} \tag{4.7}
\end{equation*}
$$

Note that this estimate holds even if $k_{0}=0$ (e.g., $\Omega=[0,1]$ ) or $k_{1}=0$ (e.g., $\Omega=\emptyset$ ). Thus,

$$
\Psi^{0}(\Omega, W, L) \geq \sigma\left(k_{0}+k_{1}-1\right)+\frac{L^{3} m^{2}(1-m)^{2}}{6\left[m k_{1}+(1-m) k_{0}\right]^{2}}
$$

We remark that here the equality can be attained for any given $k_{0}, k_{1}$ satisfying $\left|k_{0}-k_{1}\right| \leqslant 1 \leqslant k_{1}+k_{0}$. Indeed, set $t=(1-m) k_{0} /\left[m k_{1}+(1-m) k_{0}\right]$ and take (1) $a_{1}=0$ if $k_{0} \geq k_{1}$ and $c_{1}=0$ if $k_{0}<k_{1}$; (2) $b_{i}=a_{i}+l_{0}, l_{0}:=t / k_{0}$ for all $i$; (3) $d_{i}=c_{i}+l_{1}, l_{1}:=(1-t) / k_{1}$ for all $i$; (4) $W=m\left(y-a_{i}\right)$ for all $y \in\left[a_{i}, b_{i}\right]$; and (5) $W(y)=(1-m)\left(d_{i}-y\right)$ for all $y \in\left[c_{i}, d_{i}\right]$. Then $W$ is a continuous function since $m l_{0}=(1-m) l_{1}$. For this particular choice, $(\Omega, W) \in \mathbf{J}^{+}$and the above inequality is indeed an equality. Thus, for any $L>0$,

$$
\min _{\mathbf{J}^{+}} \Psi^{0}=\min _{|p-q| \leq 1 \leq p+q}\left(\sigma(p+q-1)+\frac{L^{3} m^{2}(1-m)^{2}}{6[m p+(1-m) q]^{2}}\right)
$$

2. Next we consider the space that corresponds to the original space $\mathbf{K}_{N}^{+}$. This is the space

$$
\mathbf{J}_{N}^{+}:=\left\{(\Omega, W) \in \mathbf{J}^{+} \mid W(0)=W(1)=0\right\} .
$$

Suppose $(\Omega, W) \in \mathbf{J}_{N}^{+}$. Use the same notation as in the previous case. Note that $W(0)=0, W \geq 0$, and $W_{y}=m-\chi_{\Omega}$ imply that $\Omega \subset[b, 1]$ for some $b>0$. Similarly,
$W(1)=0$ implies that $[c, 1] \subset \Omega$ for some $c<1$. Hence, we must have $k_{0}=k_{1} \geq 1$. Thus, for every $L>0$,

$$
\min _{\mathbf{J}_{N}^{+}} \Psi^{0}=\min _{k \geq 1}\left(\sigma(2 k-1)+\frac{L^{3} m^{2}(1-m)^{2}}{6 k^{2}}\right)
$$

Remark 4.1. With a little extra work, i.e., constructing test functions for upper bounds, one can indeed prove the following: For every $\mu>0$,

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho_{*}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right) & =\min _{|p-q| \leq 1 \leq p+q}\left(\frac{p+q-1}{\mu}+\frac{\mu^{2}}{2[p m+(1-m) q]^{2}}\right) \\
\lim _{\varepsilon \rightarrow 0} \frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right) & =\min _{k \geq 1}\left(\frac{2 k-1}{\mu}+\frac{\mu^{2}}{2 k^{2}}\right) \\
\lim _{\varepsilon \rightarrow 0} \frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right) & =\min _{n \geq 1}\left(\frac{n}{\mu}+\frac{\mu^{2}}{2 n^{2}}\right)
\end{aligned}
$$

We leave the details to interested readers.
When condition (4.3) is dropped, we face technical difficulties on the convergence of $\left\{U^{\epsilon}\right\}$ and the equation $V_{y y}^{\epsilon}=m-U^{\epsilon}+\gamma L^{3} \epsilon V^{\epsilon}$. Though these difficulties could be overcome by establishing a uniform $L^{\infty}$ bound of $\left\{U^{\epsilon}\right\}$, we prefer to present another approach.
4.3. Assumption (4.3) dropped. Let $\delta \in(0,1 / 2)$ be any small positive number. Define

$$
\sigma^{\delta}:=\int_{\delta}^{1-\delta} \sqrt{2 F(s)} d s, \quad A(\delta)=\sup _{0<s<1-\delta} \frac{s}{\sqrt{F(s)}}+\sup _{\delta<s<1} \frac{1-s}{\sqrt{F(s)}}
$$

Since $F^{\prime \prime}(0)>0=F(0)=F^{\prime}(0)$ and $F^{\prime \prime}(1)>0=F(1)=F^{\prime}(1), A(\delta)$ is bounded.
Lemma 4.1. Assume (1.3) only. Suppose $U \in H^{1}(0,1)$, $V$ satisfies $V_{y y}=$ $m-U+\gamma L^{3} \epsilon V$, and $V_{y} \geq 0$ on $[0,1]$. Then, for every $\delta \in(0,1 / 2)$ there exist non-negative integers $k_{0}, k_{1}$, and $k$ such that $k_{0}+k_{1} \leqslant k+1,\left|k_{0}-k_{1}\right| \leqslant 1$, and

$$
\begin{gather*}
(k+1) \sigma^{\delta} \geqslant \int_{0}^{1}\left\{\frac{\epsilon}{2} U_{y}^{2}+\frac{1}{\epsilon} F(U)\right\} d y>k \sigma^{\delta}  \tag{4.8}\\
\int_{0}^{1}\left(V_{y}^{2}+\gamma \epsilon L^{3} V^{2}\right) d y+\frac{1}{4} \gamma L^{3} \epsilon+A \sqrt{(k+1) \sigma \epsilon} \geqslant \frac{m^{2}(1-m)^{2}}{3\left[m k_{1}+(1-m) k_{0}\right]^{2}} \tag{4.9}
\end{gather*}
$$

Proof. The idea is to approximate the equation for $V$ by $V_{y y} \geqslant m$ - error in one set $\Omega_{0}$, and $V_{y y} \leqslant m-1+$ error in the other set $\Omega_{1}$, where the error terms are either positively small or negative. The numbers $k_{0}$ and $k_{1}$ of disjoint pieces of $\Omega_{0}$ and $\Omega_{1}$ are taken as small as possible so that after integration $V_{y}$ will not be underestimated too much.

We are only interested in the case $U \not \equiv 0$ and $U \not \equiv 1$. Then (4.8) defines a unique nonnegative integer $k$. Set $y_{0}=0, y_{k+1}=1$. When $k>0$, define $y_{1}, \ldots, y_{k}$ by

$$
j \sigma^{\delta}=\int_{0}^{y_{j}}\left\{\frac{\epsilon}{2} U_{y}^{2}+\frac{1}{\epsilon} F(U)\right\} d y \quad \forall j=1, \ldots, k
$$

Then for each $j=0, \ldots, k$, either $U \geq \delta$ on $\left[y_{j}, y_{j+1}\right]$ or $U \leq 1-\delta$ on $\left[y_{j}, y_{j+1}\right]$, since

$$
\int_{\delta}^{1-\delta} \sqrt{2 F(s)} d s=\sigma^{\delta} \geqslant \int_{y_{j}}^{y_{j+1}}\left|U_{y}\right| \sqrt{2 F(U)} d y
$$

Now define

$$
\begin{aligned}
& \Omega_{0}=\left\{\left[y_{j}, y_{j+1}\right] \mid U \leq 1-\delta \text { on }\left[y_{j}, y_{j+1}\right]\right\}=: \cup_{i=1}^{k_{0}}\left[a_{i}, b_{i}\right], \quad\left(b_{i}<a_{i+1}\right), \\
& \Omega_{1}=[0,1] \backslash\left(\cup_{i=1}^{k_{0}}\left(a_{i}, b_{i}\right)\right)=: \cup_{i=1}^{k_{1}}\left[c_{i}, d_{i}\right], \quad\left(d_{i}<c_{i+1}\right)
\end{aligned}
$$

Note that each maximal connected component of $\Omega_{0}$ or $\Omega_{1}$ is one interval or a union of several consecutive intervals of $\left[y_{j}, y_{j+1}\right]$ so that $k_{0}+k_{1} \leq k+1$. Also, maximal connected components of $\Omega_{0}$ and $\Omega_{1}$ interlace each other so that $\left|k_{0}-k_{1}\right| \leqslant 1$. Furthermore, $U \leq 1-\delta$ on $\Omega_{0}$ and $U \geqslant \delta$ on $\Omega_{1}$. Hence,

$$
U \leq A(\delta) \sqrt{F(U)} \text { on } \Omega_{0}, \quad 1-U \leq A(\delta) \sqrt{F(U)} \text { on } \Omega_{1}
$$

Pick any maximal connected component $\left[a_{i}, b_{i}\right]$ of $\Omega_{0}$. Integrating $V_{y y}=m-U+$ $\gamma L^{3} \epsilon V$ over $\left[a_{i}, y\right], y \in\left[a_{i}, b_{i}\right]$ gives

$$
\begin{equation*}
V_{y}(y)=m\left(y-a_{i}\right)+\left\{V_{y}\left(a_{i}\right)+\int_{a_{i}}^{y}\left(\gamma L^{3} \epsilon V-U\right)\right\} . \tag{4.10}
\end{equation*}
$$

First squaring both sides and then using $V_{y}\left(a_{i}\right) \geqslant 0$ and $U \leqslant A(\delta) \sqrt{F(U)}$ we obtain

$$
\begin{aligned}
V_{y}^{2}(y) & \geqslant m^{2}\left(y-a_{i}\right)^{2}+2 m\left(y-a_{i}\right)\left(V_{y}\left(a_{i}\right)+\int_{a_{i}}^{y}\left(\gamma L^{3} \epsilon V-U\right)\right) \\
& \geqslant m^{2}\left(y-a_{i}\right)^{2}-2 m\left(y-a_{i}\right) \int_{a_{i}}^{b_{i}}\left\{\gamma L^{3} \epsilon|V|+A(\delta) \sqrt{F(U)}\right\}, \\
\int_{a_{i}}^{b_{i}} V_{y}^{2} d y & \geqslant \frac{m^{2}}{3}\left(b_{i}-a_{i}\right)^{3}-m \int_{a_{i}}^{b_{i}}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F(U)}\right\} d y
\end{aligned}
$$

Similarly, for any interval $\left[c_{i}, d_{i}\right]$ of $\Omega_{1}$, we integrate the equation for $V$ over $\left[y, d_{i}\right]$ for $y \in\left[c_{i}, d_{i}\right]$ to obtain $V_{y}(y)=(1-m)\left(d_{i}-y\right)+V_{y}\left(d_{i}\right)+\int_{y}^{d_{i}}\left(U-1-\gamma L^{3} \epsilon V\right)$ and

$$
\int_{c_{i}}^{d_{i}} V_{y}^{2} d y \geqslant \frac{(1-m)^{2}}{3}\left(d_{i}-c_{i}\right)^{3}-(1-m) \int_{c_{i}}^{d_{i}}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F(U)}\right\}
$$

Now adding them up we obtain
$\int_{0}^{1} V_{y}^{2} d y \geq \frac{m^{2}}{3} \sum_{i=1}^{k_{0}}\left(b_{i}-a_{i}\right)^{3}+\frac{(1-m)^{2}}{3} \sum_{i=1}^{k_{1}}\left(d_{i}-c_{i}\right)^{3}-\int_{0}^{1}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F(U)}\right\} d y$.
The first two sums can be estimated from below by the right-hand side of (4.7), whereas the integral can be estimated by

$$
\int_{0}^{1}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F(U)}\right\} d y \leqslant \frac{1}{4} \epsilon \gamma L^{3}+\int_{0}^{1} \gamma \epsilon L^{3} V^{2}+\sqrt{\epsilon} A \sqrt{(k+1) \sigma}
$$

since $\int_{0}^{1} \sqrt{F} d y \leq \sqrt{\int_{0}^{1} F d y} \leq \sqrt{(k+1) \sigma \epsilon}$. This completes the proof.
4.4. Energy lower bounds. Now we are ready to calculate explicitly energy lower bounds. Depending on the size of $\mu:=L / L_{0}$ we consider three cases.

Case I. $\mu=L / L_{0}=\ell /\left[L_{0} \varepsilon^{1 / 3}\right] \in[6,12]$.
Let $(u, v)$ be a minimizer of $\mathbf{E}(\cdot, \cdot, \varepsilon, \ell)$ in $\mathbf{K}^{+}(\ell)$ so that $\mathbf{E}(u, v, \varepsilon, \ell)=\rho_{*}(\varepsilon, \ell)$.
Define $(U, V)$ as in (4.4). Applying Lemma 4.1, we obtain (4.8) and (4.9) for some integers $k, k_{1}, k_{0}$ satisfying $k_{0}+k_{1} \leqslant k+1,\left|k_{0}-k_{1}\right| \leqslant 1$. Translating to ( $u, v$ ) (recalling $L=\mu L_{0}, m^{2}(1-m)^{2}=3 \sigma / L_{0}^{3}, \epsilon=\varepsilon^{2 / 3} /\left(\mu L_{0}\right)$ ) we obtain

$$
\frac{L_{0} \mathbf{E}(u, v, \varepsilon, \ell)}{\sigma \ell \varepsilon^{2 / 3}}+\frac{\mu^{2} L_{0}^{3}}{2 \sigma}\left\{A(\delta) \sqrt{\frac{(k+1) \sigma}{\mu L_{0}}} \varepsilon^{1 / 3}+\frac{\gamma \mu^{2} L_{0}^{2} \varepsilon^{2 / 3}}{4}\right\}+\frac{k\left(\sigma-\sigma^{\delta}\right)}{\sigma \mu}
$$

$$
\begin{equation*}
) \geqslant \frac{k}{\mu}+\frac{\mu^{2}}{2\left[m k_{1}+(1-m) k_{0}\right]^{2}} \tag{4.11}
\end{equation*}
$$

There are two cases to consider: (i) $k \leq 5$, (ii) $k \geq 6$.
(i) $k \leq 5$. Then $k_{0} \leq 3$ and $k_{1} \leq 3$, so that the right-hand side of (4.11) is $\geq \mu^{2} / 18 \geq 2$.
(ii) $k \geq 6$. Then using $\max \left\{k_{0}, k_{1}\right\} \leq \frac{k}{2}+1$ and $a+\frac{1}{2} b \geq \frac{3}{2}\left(a^{2} b\right)^{1 / 3}$, the right-hand side of (4.11) is no smaller than $\frac{3}{2} l\left(\frac{k^{2}}{(k+1 / 2)^{2}}\right)^{1 / 3} \geqslant\left(\frac{243}{32}\right)^{1 / 3}$.

Thus, in both cases the right-hand side of (4.11) is $\geq\left(\frac{243}{32}\right)^{1 / 3}>\sqrt[3]{7}$. Taking $\delta$ small we see that for all sufficiently small positive $\varepsilon$,

$$
\begin{equation*}
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho_{*}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right)>\sqrt[3]{7} \quad \forall \mu \in[6,12] \tag{4.12}
\end{equation*}
$$

Case II. $\mu=L / L_{0}=\ell /\left(L_{0} \varepsilon^{1 / 3}\right) \in[\sqrt[3]{4}, 6]$.
Let $(u, v)$ be a minimizer of $\mathbf{E}$ in $\mathbf{K}_{N}^{+}(\ell)$. We claim that in (4.11) we can have $k_{1}=k_{0}$ (and $k \geq k_{0}+k_{1}-1=2 k_{0}-1$ ), at a cost of at most an $O(\epsilon)$ term added.

Suppose $k_{0}>k_{1}$. Then $k_{0}=k_{1}+1$. This implies that $b_{k_{0}}=1$. Since $V^{\prime}(1)=0$, (4.10) with $y=1$ gives

$$
\begin{aligned}
0 & =m\left(1-a_{k_{0}}\right)+V_{y}\left(a_{k_{0}}\right)+\int_{a_{k_{0}}}^{1}\left(\gamma L^{3} \epsilon V-U\right) \\
& \geqslant m\left(1-a_{k_{0}}\right)-\int_{a_{k_{0}}}^{1}\left\{\gamma L^{3} \epsilon|V|+A(\delta) \sqrt{F(U)}\right\} .
\end{aligned}
$$

After using the Hölder inequality

$$
\int_{a_{k_{0}}}^{1}\left(\gamma L^{3} \epsilon|V|+A \sqrt{F}\right) \leq \sqrt{\left(1-a_{k_{0}}\right) \int_{a_{k_{0}}}^{1}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F}\right\}^{2}}
$$

we then obtain
$m^{2}\left(1-a_{k_{0}}\right) \leq \int_{a_{k_{0}}}^{1}\left\{\gamma L^{3} \epsilon|V|+A \sqrt{F}\right\}^{2} \leq 2 \epsilon \int_{0}^{1}\left\{\gamma^{2} L^{6} \epsilon V^{2}+\frac{A^{2}}{\epsilon} F(U)\right\} d y=O(1) \epsilon$.
Thus, the component $\left[a_{k_{0}}, b_{k_{0}}\right]=\left[a_{k_{0}}, 1\right]$ has length of size $O(1) \epsilon$. In the estimation in deriving the right-hand side of (4.7), we redo the estimate for the first term by

$$
\begin{aligned}
\sum_{i=1}^{k_{0}}\left(b_{i}-a_{i}\right)^{3} & \geq \sum_{i=1}^{k_{0}-1}\left(b_{i}-a_{i}\right)^{3} \geq \frac{1}{\left(k_{0}-1\right)^{2}}\left(\sum_{i=1}^{k_{0}-1}\left(b_{i}-a_{i}\right)\right)^{3} \\
& =\frac{m^{2}\left(\left|\Omega_{0}\right|-\left(1-a_{k_{0}}\right)\right)^{3}}{3\left(k_{0}-1\right)^{2}}=\frac{m^{2}\left|\Omega_{0}\right|^{3}}{3\left(k_{0}-1\right)^{2}}+O(1) \epsilon
\end{aligned}
$$

Hence, $k_{0}$ in (4.11) can be replaced by $k_{0}-1$, with the cost of adding a term of order $O(1) \epsilon=O(1) \varepsilon^{2 / 3}$. The case $k_{1}>k_{0}$ can be similarly treated.

We remark that we are working on a finite range of $\mu \in[1 / 2,12]$, so all $k_{0}$ and $k_{1}$ cannot be too large, e.g., $\geq 12$, since otherwise interfacial energy $k \sigma^{\delta} \epsilon$ alone will be large enough to eliminate the possibility. Hence, all $O(1)$ may depend on $k$, but it is irrelevant.

Once we know $k_{0}=k_{1}$, (4.11) can be expressed simply as

$$
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right)+O(1) \varepsilon^{1 / 3}+O(1)\left(\sigma-\sigma^{\delta}\right) \geq \frac{2 k_{0}-1}{\mu}+\frac{\mu^{2}}{2 k_{0}^{2}}
$$

If $k_{0}=1$, then the right-hand side is $\geq \frac{1}{\mu}+\frac{\mu^{2}}{2} \geq \sqrt[3]{\frac{27}{4}}$ since $\mu \geq \sqrt[3]{4}$.
If $k_{0} \geq 2$, then by $a+\frac{1}{2} b \geq \frac{3}{2}\left(a^{2} b\right)^{1 / 3}$, the right-hand side is $\geqslant \frac{3}{2}\left(1-1 / k_{0}\right)^{2 / 3} \geq$ $\sqrt[3]{\frac{243}{32}}>\sqrt[3]{7}$.

In any case, the right-hand side is $\geq \sqrt[3]{27 / 4}>\sqrt[3]{6}$. Thus, for all sufficiently small positive $\varepsilon$,

$$
\begin{equation*}
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}\left(\varepsilon, \mu L_{0} \varepsilon^{1 / 3}\right)>\sqrt[3]{6} \quad \forall \mu \in[\sqrt[3]{4}, 6] \tag{4.13}
\end{equation*}
$$

Proof of (1.8). The estimate for $\mu \leq 1 / 4$ follows from Lemma 2.1 since we have

$$
\frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho^{+}(\varepsilon, \ell) \geq \frac{L_{0}}{\sigma \varepsilon^{2 / 3}} \rho(\varepsilon, \ell) \geq \min \left\{\frac{c_{1} L_{0}}{\sigma \varepsilon^{2 / 3}}, \frac{1}{2 \mu}\right\}
$$

where $c_{1}$ is a constant depending only on $m$ and $F$. The estimate for $\mu \geq \sqrt[3]{4}$ follows from (4.2), (4.12), and (4.13).

Case III. $\mu=L / L_{0}=\ell /\left(L_{0} \varepsilon^{1 / 3}\right) \in\left[\frac{1}{16}, \sqrt[3]{5}\right]$.
Let $(u, v)$ be a minimizer of $\mathbf{E}$ in $\mathbf{K}_{N}^{+}(\ell)$. The same consideration as above leads to the conclusion that (4.11) holds with $k_{0}=k_{1}$. From the energy upper bound, we conclude that we must have $k=k_{0}=k_{1}=1$, and the total energy is $\mathbf{E}(u, v, \varepsilon, \ell) \geq$ $\left[\sigma \varepsilon+\ell^{3} m^{2}(1-m)^{2} / 6\right](1-o(1))$. As the energy upper bound differs from the energy lower bound by a tiny fraction, the separate lower bound estimates on the interfacial and potential energy in Lemma 4.1 then give us

$$
\begin{align*}
& \int_{0}^{\ell}\left\{\frac{\varepsilon}{2} u_{x}^{2}+\frac{1}{\varepsilon} F(u)+\frac{1}{2 \gamma \varepsilon}(\bar{u}-m)^{2}\right\} d x=\sigma+o(1)  \tag{4.14}\\
& \frac{1}{\ell^{3}} \int_{0}^{\ell}\left\{v_{x}^{2}+\gamma(v-\bar{v})^{2}\right\} d x=\frac{1}{3} m^{2}(1-m)^{2}+o(1) \tag{4.15}
\end{align*}
$$

Furthermore, after checking the lower bound estimation that leads to the right-hand side of (4.7), we conclude that we must have $b_{1}=c_{1}=1-m+o(1)$. Namely,

$$
\begin{gather*}
u= \begin{cases}o(1) & \text { in }[0,(1-m-o(1)) \ell], \\
1-o(1) & \text { in }[(1-m+o(1)) \ell, \ell],\end{cases}  \tag{4.16}\\
v_{x}= \begin{cases}{[m+o(1)] x} & \text { in }[0,(1-m) \ell], \\
-(1-m+o(1))(x-\ell) & \text { in }[(1-m) \ell, \ell] .\end{cases} \tag{4.17}
\end{gather*}
$$

5. Certain quantitative estimates for minimizers. To complete the proof of Theorem 1, it remains to show its parts 2 and 3. The rest of this paper is devoted to this task. Hence, in what follows we always assume that

$$
\begin{equation*}
0<\varepsilon \ll 1, \quad \frac{1}{16} L_{0} \varepsilon^{1 / 3} \leq \ell \leq \sqrt[3]{5} L_{0} \varepsilon^{1 / 3} \tag{5.1}
\end{equation*}
$$

Our plan is as follows. First, in this section we provide certain quantitative estimates for energy minimizers in $\mathbf{K}_{N}^{+}(\ell)$. In particular, we show that any two minimizers are at most $O\left(\ell^{4}\right)$ apart. In the next section, we study the principal eigenvalue of the linearized operator around any minimizer. We show that the eigenvalue is bigger than $c \ell^{2}$ for some $c$ independent of $\varepsilon$. As a consequence, energy minimizers are unique. Once we have the uniqueness, we can differentiate the solution with respect to $\ell$ to calculate the derivatives of $E^{+}$and $\rho^{+}$with respect to $\ell$, and show that $E^{+}$and $\rho^{+}$ are convex in $\ell$ in the range specified in (5.1).
5.1. The Euler-Lagrange equation. In what follows, differentiation with respect to $x$ will be denoted by ${ }^{\prime}$. Also, $(u, v)$ is always a global minimizer of $\mathbf{E}(\cdot, \cdot, \varepsilon, \ell)$ in $\mathbf{K}_{N}^{+}(\ell)$ with $\ell$ in the range specified in (5.1). Since $\mathbf{K}_{N}^{+}(\ell)$ is not an open set, that $(u, v)$ satisfies the Euler-Lagrange equation is not obvious.

Lemma 5.1. Let $(u, v)$ be a minimizer of $\mathbf{E}$ in $\mathbf{K}_{N}^{+}(\ell)$. Then $v^{\prime}>0$ in $(0, \ell)$, $v^{\prime \prime}(0)>0>v^{\prime \prime}(\ell)$, and $(u, v)$ satisfies the Euler-Lagrange system

$$
\left\{\begin{array}{l}
\varepsilon^{2} u^{\prime \prime}=f(u)+v \quad \text { in }(0, \ell) \\
v^{\prime \prime}=m+\gamma v-u \quad \text { in }(0, \ell) \\
u^{\prime}(0)=v^{\prime}(0)=u^{\prime}(\ell)=v^{\prime}(\ell)=0
\end{array}\right.
$$

Furthermore, for all $\phi \in H^{1}(0, \ell)$ and $\psi=\mathbf{K}_{N}^{\ell} \phi$,

$$
\begin{equation*}
\int_{0}^{\ell}\left\{\varepsilon^{2} \phi^{\prime 2}+f_{u}(u) \phi^{2}+\frac{1}{\gamma} \bar{\phi}^{2}+\psi^{\prime 2}+\gamma(\psi-\bar{\psi})^{2}\right\} d x \geq 0 \tag{5.2}
\end{equation*}
$$

Proof. We shall start from the elementary estimates (4.14)-(4.17).
(a) Note that $\gamma v$ is small since (i) (4.17) gives $v^{\prime}=O(\ell)$, (ii) $\gamma \bar{v}=\bar{u}-m$ (obtained by integrating $v^{\prime \prime}-\gamma v=m-u$ ), and (iii) the energy upper bound and (1.5) give $m-\bar{u}=O(\sqrt{\varepsilon / \ell})$.
(b) As long as we know that $\gamma v$ is small, we immediately conclude that $v^{\prime \prime}(0)=$ $m+\gamma v-u=m+o(1)$ and $v^{\prime \prime}(\ell)=m+\gamma v-u=m-1+o(1)$. Together with (4.17), we have $v^{\prime \prime}(0)>0>v^{\prime \prime}(\ell)$ and $v^{\prime}>0$ in $(0, \ell)$. This will allow us to do the standard calculus of variation.
(c) For every $\phi \in H^{1}(0, \ell)$, consider the test function

$$
\tilde{u}=u+t \phi, \quad \tilde{v}=v+t \psi, \quad \psi:=\mathbf{K}_{N}^{\ell} \phi=\frac{1}{\gamma} \bar{\phi}+\mathbf{K}_{N}^{\ell}(\phi-\bar{\phi})
$$

Here $\mathbf{K}_{N}^{\ell}$ is the operator defined in (3.1). This operator is uniquely defined for $\gamma>0$. When $\gamma=0$, it is defined only for functions of zero mean, and $\psi$ is unique up to an additive constant. Hence, here we use $\bar{\phi} / \gamma$ to denote such an additive constant when $\gamma=0$.

Note that $\|\psi\|_{C^{2}}$ is bounded and $\psi^{\prime}(0)=\psi^{\prime}(\ell)=0$. Since $v_{x}>0$ in $(0, \ell)$ and $v^{\prime \prime}(0)>0>v^{\prime \prime}(\ell)$, it follows that $(\tilde{u}, \tilde{v}) \in \mathbf{K}_{N}^{+}(\ell)$ if $|t|$ is small enough. Hence,

$$
\begin{aligned}
0=\left.\frac{d}{d t} \mathbf{E}(u+t \phi, v+t \psi, \varepsilon, \ell)\right|_{t=0} & =\int_{0}^{\ell}\left\{\varepsilon^{2} u^{\prime} \phi^{\prime}+f(u) \phi+v^{\prime} \psi^{\prime}+\gamma v \psi\right\} \\
& =\left.\varepsilon^{2} u^{\prime} \phi\right|_{0} ^{\ell}+\int_{0}^{\ell}\left\{-\varepsilon^{2} u^{\prime \prime}+f(u)+v\right\} \phi d x
\end{aligned}
$$

after integrating by parts and using equation $-\psi^{\prime \prime}+\gamma \psi=\phi$. This integral identity implies that $u$ is a weak solution to $\varepsilon^{2} u^{\prime \prime}=f(u)+v$ in $(0, \ell)$ with the natural boundary condition $u^{\prime}(0)=u^{\prime}(\ell)=0$. Since $(u, v)$ is bounded, $(u, v)$ is a classical solution.
(d) Finally, since $(u, v)$ is a minimizer, $\left.\frac{d^{2}}{d t^{2}} \mathbf{E}(u+t \phi, v+t \psi, \varepsilon, \ell)\right|_{t=0} \geq 0$, which is equivalent to (5.2). $\quad$ )

Once we have the Euler-Lagrange equation, we can estimate the $L^{\infty}$ bound of $v$. First of all, from the equation for $u$ we derive that

$$
\begin{aligned}
\bar{v} & =-\frac{1}{\ell} \int_{0}^{\ell} f(u) d x=\frac{1}{\ell} \int_{0}^{\ell} O(\sqrt{F(u)}) d x \\
& =O(1) \ell^{-1 / 2}\left(\int_{0}^{\ell} F(u) d x\right)^{1 / 2}=O(1) \ell^{-1 / 2} \varepsilon^{1 / 2}=O(\ell)
\end{aligned}
$$

Here we used the fact that $u \in[-o(1), 1+o(1)]$ and that

$$
\sup _{s \in[-1,2] \backslash\{0,1\}} \frac{|f(s)|}{\sqrt{F(s)}}<\infty .
$$

Since $\left\|v^{\prime}\right\|_{L^{2}}^{2}=O(\varepsilon)$, we conclude that $\|v\|_{L^{\infty}}=O(\ell)$. Improvements will be made later.

### 5.2. The profile of . Note that

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{1}{2} \varepsilon^{2} u^{\prime 2}-F(u)-\frac{\gamma}{2} v^{2}+v v^{\prime \prime}-\frac{1}{2} v^{\prime 2}\right)=0 . \tag{5.3}
\end{equation*}
$$

After integration we see that $\frac{1}{2} \varepsilon^{2} u^{\prime 2}=F(u)+o(1)$. Hence, for any fixed small positive $\delta$ and $\varepsilon$ sufficiently small, $\left|u^{\prime}\right|>0$ whenever $\delta<u<1-\delta$. Since $u$ has only one layer, it follows that $u^{\prime}>0$ whenever $\delta<u<1-\delta$. In summary, we have the following basic estimate.

Lemma 5.2. In $[0, \ell], v=o(1), \varepsilon u^{\prime}=\sqrt{2 F(u)}+o(1)$, and there exists a unique $z=(1-m+o(1)) \ell$ such that

$$
u(z)=Q(0), \quad u(x)=Q\left(\frac{x-z}{\varepsilon}\right)+o(1) \quad \forall x \in[0, \ell] .
$$

5.3. A relation between the tails of and . Away from the interface $x=z$, we expect $f(u)+v=\varepsilon^{2} u^{\prime \prime}=O\left(\varepsilon^{2}\right)$. Thus, formally $u \sim f^{-1}(-v)$, where $f^{-1}$ represents the inverse of $f$ near 0 or 1 . To make this statement more precise, we introduce below functions $h_{0}$ and $h_{1}$, which will later be shown to be exponentially $O\left(e^{-c|x-z| / \varepsilon}\right)$ close to $u-Q$.

Lemma 5.3. For each $i=0$ and $i=1$ there exists a unique solution $h_{i}$ to

$$
\left\{\begin{array}{l}
\varepsilon^{2} h_{i}^{\prime \prime}=f\left(h_{i}\right)+v  \tag{5.4}\\
h_{i}^{\prime}(0)=h_{i}^{\prime}(\ell)=0, h_{i}=i+O(v) .
\end{array}\right.
$$

In addition, $h_{i}$ satisfies the following estimates:

$$
f\left(h_{i}\right)+v=O\left(\varepsilon^{2}\right), \quad h_{i}^{\prime}=O(\ell), \quad h_{i}^{\prime \prime}=O(1) \quad \text { on } \quad[0, \ell] .
$$

Proof. Denote by $f_{i}^{-1}$ the inverse of $f$ near $i=0$ or $i=1$. As $v=o(1), v^{\prime}(0)=$ $v^{\prime}(\ell)=0$, and $v^{\prime \prime}=O(1)$, it is easy to show that for some large enough constant $M$, $f_{i}^{-1}(-v) \pm M \varepsilon^{2}$ is a super- or sub-solution. As $f^{\prime}(0)>0$ and $f^{\prime}(1)>0$, it then follows from a standard elliptic theory that (5.4) admits a unique solution and the solution satisfies $\left|h_{i}-f_{i}^{-1}(-v)\right| \leq M \varepsilon^{2}$ on $[0, \ell]$. Consequently, $\varepsilon^{2} h_{i}^{\prime \prime}=f\left(h_{i}\right)+v=O\left(\varepsilon^{2}\right)$ so that $h_{i}^{\prime \prime}=O(1)$, which implies, as $h_{i}^{\prime}(0)=0$, that $h_{i}^{\prime}=O(\ell)$.

Lemma 5.4. Let $\theta$, $h$ be defined as

$$
\theta(x)=u(x)-\left\{\begin{array}{ll}
h_{0}(x), & x \in(0, z), \\
h_{1}(x)-1, & x \in(z, \ell],
\end{array} \quad h(x)= \begin{cases}h_{0}(x), & x \in(0, z) \\
h_{1}(x), & x \in(z, \ell]\end{cases}\right.
$$

Then

$$
\left\{\begin{array}{l}
\varepsilon^{2} \theta^{\prime \prime}-f(\theta)=\left[O(v)+O\left(\varepsilon^{2}\right)\right] \theta(1-\theta) \quad \text { in }[0, \ell] \backslash\{z\}  \tag{5.5}\\
\theta^{\prime}(0)=0=\theta^{\prime}(\ell) \\
\theta(z \pm)=Q(0)+O(v(z))+O\left(\varepsilon^{2}\right)
\end{array}\right.
$$

Proof. The boundary conditions of $\theta$ at 0 and $\ell$ follow from that of $u$ and $h_{i}$. The condition at $z \pm$ follows from the fact that $u(z)=Q(0)$ and $h_{i}=f_{i}^{-1}(-v)+O\left(\varepsilon^{2}\right)=$ $i+O(v)+O\left(\varepsilon^{2}\right)$.

For $x \in[0, z-], \theta=u-h_{0}$ and thus $\varepsilon^{2} \theta^{\prime \prime}=\varepsilon^{2}\left(u^{\prime \prime}-h_{0}^{\prime \prime}\right)=f\left(\theta+h_{0}\right)-f\left(h_{0}\right)$. Note that

$$
f\left(\theta+h_{0}\right)-f\left(h_{0}\right)-f(\theta)=\int_{0}^{\theta} \int_{0}^{h_{0}} f_{u u}(\xi+\eta) d \eta d \xi=O(1) h_{0} \theta
$$

The assertion for $x \in[0, z-]$ thus follows. The case $x \in[z+, \ell]$ is similar.
Note that (5.5) shows that $\theta(x)$ is very close to $Q=Q((x-z) / \varepsilon)$. The following lemma shows that $\theta$ is similar to $Q$.

Lemma 5.5. For all $x \in(0, z-] \cup[z+, \ell)$, we have $0<\theta(x)<1, \theta^{\prime}(x)>0$, and

$$
\begin{aligned}
\varepsilon \theta^{\prime} & =\left[1+O(v(z))+O\left(\varepsilon \ell \ln \left(\theta-\theta^{2}\right)\right)\right] \sqrt{2\left(F(\theta)-F\left(\theta_{i}\right)\right)} \quad \forall x \in[0, z-] \cup[z+, \ell] \\
\theta(1-\theta) & =O(1) e^{-c|x-z| / \varepsilon} \quad \forall x \in[0, \ell] \\
\text { where } \theta_{i} & =\theta(0) \text { if } x<z, \theta_{i}=\theta(\ell) \text { if } x>z, \text { and } c=\frac{1}{2} \min \left\{\sqrt{f^{\prime}(0)}, \sqrt{f^{\prime}(1)}\right\} .
\end{aligned}
$$

Note that the assertion implies that $u$ is exponentially $O\left(e^{-c|x-z| / \varepsilon}\right)$ close to $h$, which has expansion $h=f^{-1}(-v)+O\left(\varepsilon^{2}\right)$.

Proof. Since $f^{\prime}(0)>0$ and $f^{\prime}(1)>0$, it is easy to see from equation $\varepsilon^{2} \theta^{\prime \prime}=$ $f(\theta)+o(1) \theta(1-\theta)$ that $0<\theta<1$ and $\theta^{\prime}>0$ in $(0, z-] \cup[z+, \ell)$.

For $x \in[0, z-]$, we have

$$
\frac{1}{2} \varepsilon^{2} \theta^{\prime 2}=\int_{0}^{x}\left\{f(\theta)+\left[O(v)+O\left(\varepsilon^{2}\right)\right] \theta\right\} \theta^{\prime}=[1+o(1)][F(\theta)-F(\theta(0))]
$$

by the mean value theorem $\int_{a}^{b} A(x) B(x) d x=A(\xi) \int_{a}^{b} B(x) d x$ (for $B \geq 0$ ) and the fact that there exist positive constants $c_{1}$ and $c_{2}$ such that $c_{1}^{2}\left(s^{2}-\hat{s}^{2}\right) \leq 2(F(s)-$
$F(\hat{s})) \leq c_{2}^{2}\left(s^{2}-\hat{s}^{2}\right)$ for all $\hat{s} \in(0, \delta]$ and $s \in(\hat{s}, Q(0)+\delta]$ (for fixed small positive $\delta$ ).
Consequently,

$$
c_{1} \sqrt{\theta^{2}-\theta(0)^{2}} \leq \varepsilon \theta^{\prime} \leq c_{2} \sqrt{\theta^{2}-\theta(0)^{2}}
$$

Dividing both sides by $\sqrt{\theta^{2}-\theta(0)^{2}}$ and integrating over $[x, z]$ then gives

$$
c_{1}(z-x) \leq \varepsilon \ln \frac{\theta(z)+\sqrt{\theta^{2}(z)-\theta^{2}(0)}}{\theta(x)+\sqrt{\theta^{2}(x)-\theta^{2}(0)}} \leq c_{2}(z-x)
$$

This gives us

$$
z-x=O(\varepsilon \ln \theta), \quad \theta=O\left(e^{-c_{1}(z-x) / \varepsilon}\right)
$$

Using $v(x)=v(z)+\int_{z}^{x} v^{\prime}=v(z)+O(\ell)(x-z)=v(z)+O(\varepsilon \ell \ln \theta)$, we then obtain

$$
\begin{aligned}
\frac{1}{2} \varepsilon^{2} \theta^{\prime 2} & =\int_{\theta(0)}^{\theta(x)}\{f(\theta)+O(v(z)) \theta+O(\varepsilon \ell \theta \ln \theta)\} d \theta \\
& =[1+O(v(z))+O(\varepsilon \ell \ln \theta)][F(\theta)-F(\theta(0))]
\end{aligned}
$$

After taking the square root and using $O(\ln \theta)=O\left(\ln \left[\theta-\theta^{2}\right]\right)$, we obtain the assertion of the lemma for $x \in[0, z-]$. The proof for the case $x \in[z+, \ell]$ is similar and is omitted.
5.4. The value ( ). Usually one writes $u=Q+\phi$ and solves $\phi$ iteratively from the equation $-\varepsilon^{2} \phi^{\prime \prime}+f_{u}(Q) \phi=-v+O\left(\phi^{2}\right)$. This equation has a small amplitude solution if and only if the right-hand side is (almost) orthogonal to $Q^{\prime}$, which renders to a small value of $v(z)$ since $Q^{\prime}=1 / \varepsilon \dot{Q}((x-z) / \varepsilon)$ is similar to a Delta function; see, e.g., Ren and Wei [24]. In this approach, an accurate enough, say $O\left(\varepsilon^{1 / 2}\right)$, a priori estimate on $\phi$ is needed to control the $O\left(\phi^{2}\right)$ term; also, rigorous higher order expansions are needed for more accurate results, which requires higher order differentiability of $F$. Here we replace $Q$ by $\theta$ and take an approach where the a priori estimate on $\phi$ is replaced by that of $h \approx f^{-1}(-v)$. The key is to carry out the computation that $v$ is almost orthogonal to $Q^{\prime} \sim \theta^{\prime}$.

Lemma 5.6. For $C_{0}$ defined as in (5.8) below, $v(z)=C_{0} \varepsilon^{2}+O\left(\varepsilon^{2} \ell^{2}\right)$.
Proof. For $x \neq z$ we have $\theta^{\prime}=u^{\prime}-h^{\prime}$ and $v=\varepsilon^{2} u^{\prime \prime}-f(u)=\varepsilon^{2} h^{\prime \prime}-f(h)$. Hence,

$$
\begin{align*}
\int_{[0, \ell] \backslash\{z\}} \theta^{\prime} v & =\int_{[0, \ell] \backslash\{z\}}\left\{u^{\prime}\left(\varepsilon^{2} u^{\prime \prime}-f(u)\right)-h^{\prime}\left(\varepsilon^{2} h^{\prime \prime}-f(h)\right)\right\} \\
& =\left.[F(h)-F(u)]\right|_{0} ^{\ell}+\left.\left(\frac{1}{2} \varepsilon^{2} h^{\prime 2}-F(h)\right)\right|_{z-} ^{z+} \\
& =O\left(\varepsilon^{2} \ell^{2}+v^{2}(z)\right), \tag{5.6}
\end{align*}
$$

since $1-\theta(\ell)=O\left(e^{-c \ell / \varepsilon}\right), \theta(0)=O\left(e^{-c \ell / \varepsilon}\right), h_{i}^{\prime}=O(\ell)$, and $F(h(z \pm))=O((|v(z)|+$ $\left.\varepsilon^{2}\right)^{2}$ ).

On the other hand, integration by parts twice gives

$$
\begin{aligned}
\int_{[0, \ell] \backslash\{z\}} \theta^{\prime} v=v(z) & \left\{\left.\theta\right|_{0} ^{z-}+\left.(\theta-1)\right|_{z+} ^{\ell}\right\}-v^{\prime}(z)\left\{\int_{0}^{z} \theta+\int_{z}^{\ell}(\theta-1)\right\} \\
& +\int_{0}^{z} v^{\prime \prime} \int_{0}^{x} \theta+\int_{z}^{\ell} v^{\prime \prime} \int_{\ell}^{x}(\theta-1)+\left.\theta(0) v\right|_{0} ^{z}+\left.(\theta(\ell)-1) v\right|_{z} ^{\ell}
\end{aligned}
$$

First, $\left\{\left.\theta\right|_{0} ^{z-}+\left.(\theta-1)\right|_{z+} ^{\ell}\right\}=1+O(v(z))+O\left(\varepsilon^{2}\right)$. Second,

$$
\begin{aligned}
\int_{0}^{z} \theta & =\varepsilon \int_{\theta(0)}^{\theta(z-)} \frac{\theta}{\varepsilon \theta^{\prime}} d \theta=\varepsilon \int_{\theta(0)}^{\theta(z-)} \frac{\left[1+O(v(z))+O\left(\varepsilon \ell \ln \left(s-s^{2}\right)\right)\right] s}{\sqrt{2 F(s)-2 F(\theta(0))}} d s \\
& =\varepsilon \int_{0}^{Q(0)} \frac{s}{\sqrt{2 F(s)}} d s+O(\varepsilon v(z))+O\left(\varepsilon^{2} \ell\right)
\end{aligned}
$$

since $\theta(z-)=Q(0)+O(v(z))+O\left(\varepsilon^{2}\right)$. After a similar estimate for $\int_{z}^{\ell}(1-\theta)$ we derive that

$$
\begin{aligned}
\int_{0}^{z} \theta(x) d x+\int_{z}^{\ell}(\theta(x)-1) d x=\varepsilon( & \left.\int_{0}^{Q(0)} \frac{s}{\sqrt{2 F(s)}} d s+\int_{Q(0)}^{1} \frac{s-1}{\sqrt{2 F(s)}} d s\right) \\
& +O(\varepsilon v(z))+O\left(\varepsilon^{2} \ell\right)=O(\varepsilon v(z))+O\left(\varepsilon^{2} \ell\right)
\end{aligned}
$$

since the sum of integrals on the right-hand side equals $\int_{-\infty}^{0} Q d \xi+\int_{0}^{\infty}(Q-1) d \xi=$ $\int_{\mathbb{R}} \xi \dot{Q} d \xi=0$.

At this moment, we can compare the two results from (5.6) and (5.7) to conclude that $v(z)=O\left(\varepsilon^{2}\right)$ since for $x \in[0, z-], \int_{0}^{x} \theta=O(\varepsilon \theta(x))$ and $\int_{0}^{x} \int_{0}^{\hat{x}} \theta=O\left(\varepsilon^{2} \theta(x)\right)$ after using $\varepsilon \theta^{\prime}=[1+o(1)] \sqrt{2 F(\theta)-2 F(\theta(0))}$ and $d x=d \theta / \theta^{\prime}$. Consequently, $v=O\left(\ell^{2}\right)$, $u=\theta+O(v)+O\left(\varepsilon^{2}\right)=\theta+O\left(\ell^{2}\right)$, and $v^{\prime \prime}=m+\gamma v-u=m-\theta+O\left(\ell^{2}\right)$. It then follows that

$$
\begin{aligned}
\int_{0}^{z} v^{\prime \prime} \int_{0}^{x} \theta & =\int_{0}^{z}\left(m-\theta+O\left(\ell^{2}\right)\right) \int_{0}^{x} \theta \\
& =\varepsilon^{2} \int_{0}^{Q(0)} \frac{(m-s) d s}{\sqrt{2 F(s)}} \int_{0}^{s} \frac{\hat{s}}{\sqrt{2 F(\hat{s})}} d \hat{s}+O\left(\varepsilon^{2} \ell^{2}\right)
\end{aligned}
$$

After a similar calculation for the integral on $[z, \ell]$, we then derive that

$$
[1+O(v(z))+O(\varepsilon)] v(z)=C_{0} \varepsilon^{2}+O\left(\varepsilon^{2} \ell^{2}\right)
$$

where

$$
\begin{equation*}
C_{0}=\int_{0}^{Q(0)} \frac{(s-m) d s}{\sqrt{2 F(s)}} \int_{0}^{s} \frac{\hat{s}}{\sqrt{2 F(\hat{s})}} d \hat{s}+\int_{Q(0)}^{1} \frac{(s-m) d s}{\sqrt{2 F(s)}} \int_{s}^{1} \frac{1-\hat{s}}{\sqrt{2 F(\hat{s})}} d \hat{s} \tag{5.8}
\end{equation*}
$$

The assertion of the lemma thus follows.
5.5. The location of interface. The rough estimate of $z$ originates from integrating the equation $v^{\prime \prime}=m-u+\gamma v \approx m-u$ so the boundary conditions of $v$ give $\bar{u} \approx m$. That $u \approx 0$ in $[0, z)$ and $u \approx 1$ in $(z, 1]$ gives the first order estimate $z \approx(1-m) \ell$. Equipped with the better estimate that $u=\theta+h_{0}$ for $x<z$ and $u=\theta+\left(h_{1}-1\right)$ for $x>z$, where $f\left(h_{i}\right)+v=O\left(\varepsilon^{2}\right)$, we can perform such integration in a much more accurate manner. Here we notice that

$$
\int_{0}^{z} \int_{0}^{x} \theta \approx \varepsilon^{2} \int_{0}^{Q(0)} \frac{1}{\sqrt{F(s)}} \int_{0}^{s} \frac{\hat{s}}{\sqrt{2 F(\hat{s})}} d \hat{s}=O\left(\varepsilon^{2}\right)
$$

A similar integral on $[z, \ell]$ can also be estimated.

As $v=O\left(\ell^{2}\right)$, by Taylor's expansion, with

$$
A_{0}=\gamma+1 / f^{\prime}(0) \quad \text { and } \quad B_{0}=f^{\prime \prime}(0) /\left(2\left[f^{\prime}(0)\right]^{3}\right),
$$

we have

$$
\gamma v-h_{0}=\gamma v-f_{0}^{-1}(-v)+O\left(\varepsilon^{2}\right)=A_{0} v+B_{0} v^{2}+O\left(\ell^{6}\right) \quad \forall x \in[0, z] .
$$

Hence, when $x \in[0, z]$,

$$
\begin{aligned}
v^{\prime}(x) & =\int_{0}^{x}\left(m+\gamma v-h_{0}-\theta\right) \\
& =m x+\int_{0}^{x}\left(A_{0} v+B_{0} v^{2}\right)-\int_{0}^{x} \theta+O\left(\ell^{7}\right), \\
v(x) & =v(z)+\int_{z}^{x} v^{\prime} \\
& =v(z)+\frac{1}{2} m\left(x^{2}-z^{2}\right)+A_{0} \int_{z}^{x} d \hat{x} \int_{0}^{\hat{x}} v+O\left(\varepsilon^{2}+\ell^{6}\right) .
\end{aligned}
$$

This gives $v=\frac{1}{2} m\left(x^{2}-z^{2}\right)+O\left(\ell^{4}+\varepsilon^{2}\right)$, and thus inserting it into the integral gives

$$
v(x)=\frac{m}{2}\left(x^{2}-z^{2}\right)+\frac{A_{0} m}{24}\left(x^{2}-z^{2}\right)\left(x^{2}-5 z^{2}\right)+O\left(\ell^{6}+\varepsilon^{2}\right) .
$$

Substituting this back into the equation for $v^{\prime}$ gives

$$
v^{\prime}(z)=m z-\frac{A_{0} m}{3} z^{3}+\frac{2 A_{0}^{2} m+2 B_{0} m^{2}}{15} z^{5}-\int_{0}^{z} \theta+O\left(\varepsilon^{2} \ell\right) .
$$

In a similar manner, working on $[z, \ell]$ and denoting $A_{1}=\gamma+1 / f^{\prime}(1)$ and $B_{1}=$ $f^{\prime \prime}(1) /\left(2\left[f^{\prime}(1)\right]^{3}\right)$, we can derive

$$
\begin{aligned}
& v^{\prime}(z)=(1-m)(\ell-z)-\frac{A_{1}(1-m)}{3}(\ell-z)^{3} \\
&+\frac{2 A_{1}^{2}(1-m)-2 B_{1}(1-m)^{2}}{15}(\ell-z)^{5}-\int_{z}^{\ell}(1-\theta)+O\left(\varepsilon^{2} \ell\right) .
\end{aligned}
$$

After equating both expressions and using $\int_{0}^{z} \theta+\int_{z}^{\ell}(\theta-1)=O\left(\varepsilon^{2} \ell\right)$, we obtain

$$
\begin{aligned}
& z=(1-m) \ell+\frac{1}{3}\left\{m A_{0} z^{3}-(1-m) A_{1}(\ell-z)^{3}\right\} \\
&+\frac{2}{15}\left\{\left[A_{1}^{2}(1-m)-B_{1}(1-m)^{2}\right](\ell-z)^{5}-\left[A_{0}^{2} m+B_{0} m^{2}\right] z^{5}\right\}+O\left(\varepsilon^{2} \ell\right) .
\end{aligned}
$$

This "algebraic" equation can be solved iteratively. We state the result as follows.
Lemma 5.7. There exist constants $c_{1}, c_{2}$ that depend only on $f, m$, and $\gamma$ such that

$$
z=(1-m) \ell+c_{1} \ell^{3}+c_{2} \ell^{5}+O\left(\varepsilon^{2} \ell\right) .
$$

Remark 5.1. Here we implicitly assumed that $f \in C^{3}$, i.e., $F \in C^{4}$. If we assumed only $F \in C^{3}$, namely (1.3), then we simply add an $o\left(\ell^{5}\right)$ error.

Here we keep separate traces of error terms in $\varepsilon$ and $\ell$. They can be used to consider $\ell \in\left[\pi \sqrt{\varepsilon}, \sqrt[3]{5} L_{0} \varepsilon^{1 / 3}\right]$.
5.6. Conclusion. Finally, we provide an estimate for $u$. Writing $Q=Q((x-$ $z) / \varepsilon)$ and $\dot{Q}=\varepsilon Q^{\prime}=\sqrt{2 F(Q)}$, we have

$$
\frac{d \theta}{d Q}=\frac{\left[1+O\left(\varepsilon^{2}\right)+O\left(\varepsilon \ell \ln \left(\theta-\theta^{2}\right)\right)\right] \sqrt{2 F(\theta)}}{\sqrt{2 F(Q)}}
$$

This provides a relation between $\theta$ and $Q$ by

$$
\int_{\theta(z \pm)}^{\theta} \frac{d \theta}{\left[1+O\left(\varepsilon^{2}\right)+O\left(\varepsilon \ell \ln \left(\theta-\theta^{2}\right)\right)\right] \sqrt{2 F(\theta)}}=\int_{Q(0)}^{Q} \frac{d Q}{\sqrt{2 F(Q)}}
$$

Since $\theta(z \pm)=Q(0)+O\left(\varepsilon^{2}\right)$, we can integrate the above equation to obtain

$$
\theta(x)=Q((x-z) / \varepsilon)+O(\varepsilon \ell), \quad \varepsilon \theta^{\prime}(x)=\dot{Q}((x-z) / \varepsilon)+O(\varepsilon \ell)
$$

Hence we have the following lemma.
Lemma 5.8. For all $x \in[0, \ell]$,

$$
\begin{aligned}
v(x) & =O(\varepsilon \ell)+ \begin{cases}\frac{m}{2}\left(x^{2}-z^{2}\right), & x<z \\
\frac{(1-m)}{2}\left[(\ell-z)^{2}-(\ell-x)^{2}\right], & x>z\end{cases} \\
u(x) & =O(\varepsilon \ell)+Q\left(\frac{x-z}{\varepsilon}\right)- \begin{cases}\frac{v(x)}{f_{u}(0)}, & x \leq z \\
\frac{v(x)}{f_{u}(1)}, & x \geq z\end{cases} \\
\varepsilon u^{\prime}(x) & =O(\varepsilon \ell)+\dot{Q}\left(\frac{x-z}{\varepsilon}\right) .
\end{aligned}
$$

In addition, $u^{\prime \prime}(0)=O(1)$ and $u^{\prime \prime}(\ell)=O(1)$.
Here the conclusion for $u^{\prime \prime}(0)$ follows by $u^{\prime \prime}(0)=h^{\prime \prime}(0)+\theta^{\prime \prime}(0)=O(1)+O\left(e^{-c \ell / \varepsilon}\right)$. The estimate for $u^{\prime \prime}(\ell)$ is analogous.
6. An eigenvalue estimate. In this section, we study the linear operator

$$
\begin{aligned}
\mathcal{L} \phi & :=-\varepsilon^{2} \phi^{\prime \prime}+f_{u}(u) \phi+\mathbf{K}_{N}^{\ell}(\phi) \\
& =-\varepsilon^{2} \phi^{\prime \prime}+f_{u}(u) \phi+\gamma^{-1} \bar{\phi}+\mathbf{K}_{N}^{\ell}(\phi-\bar{\phi})
\end{aligned}
$$

where $(u, v)$ is a minimizer in $\mathbf{K}_{N}^{+}(\ell)$. As mentioned earlier, $\bar{\phi} / \gamma$ is written here to remind the reader that when $\gamma=0$, we work in the class of functions with zero mean value. The additive constant is indeed a Lagrange multiplier which makes $\mathcal{L}$ map zero mean functions to zero mean functions. More precisely,

$$
\frac{\bar{\phi}}{\gamma}:=-\int_{0}^{1} f_{u}(u) \phi d x \quad \text { when } \bar{\phi}=\gamma=0 .
$$

Such a convention is always imposed when $\gamma=0$.
The eigenvalue problem has been studied by Nishiura in [16], who showed that the principal (smallest) eigenvalue $\lambda_{1}$ is positive and small. For the case $\gamma=0$, Ren and Wei [24] demonstrated that $\lambda_{1}>c \varepsilon / \ell$ for some positive constant $c$. The precise value of $\lambda_{1}$ in the $\gamma=0$ case was given in [23] assuming that $F$ is symmetric, i.e., $F(s)=F(1-s)$. Here we present a complete analysis giving the precise value of $\lambda_{1}$. The idea $[2,5]$ is to construct approximate eigenfunctions.

In what follows $\|\cdot\|$ is the $L^{2}$ norm and $(\cdot, \cdot)$ the $L^{2}$ inner product. Also, $\|\cdot\|_{p}$ stands for the $L^{p}$ norm.
6.1. The approximate eigenvalue pair. Denote by $Q_{1}$ the solution to

$$
-\ddot{Q}_{1}+f_{u}(Q) Q_{1}=\sigma-\dot{Q} \quad \text { in } \quad \mathbb{R}, \quad Q_{1} \in L^{\infty}(\mathbb{R}), \quad \int_{\mathbb{R}} Q_{1} \dot{Q} d \xi=0
$$

It is easy to show that $Q_{1}$ exists, is unique, and satisfies

$$
\int_{-\infty}^{0}\left|Q_{1}(\xi)-\frac{\sigma}{f_{u}(0)}\right| d \xi+\int_{0}^{\infty}\left|Q_{1}(\xi)-\frac{\sigma}{f_{u}(1)}\right| d \xi<\infty
$$

In what follows, we write

$$
Q=Q\left(\frac{x-z}{\varepsilon}\right), \quad \dot{Q}=\varepsilon Q^{\prime}, \quad Q_{1}=Q_{1}\left(\frac{x-z}{\varepsilon}\right), \quad \bar{Q}_{1}=\frac{1}{\ell} \int_{0}^{\ell} Q_{1} d x .
$$

We define

$$
\begin{equation*}
\hat{\phi}_{1}(x)=\frac{\sqrt{\varepsilon}}{\sqrt{\sigma}}\left(u^{\prime}(x)-\frac{\alpha}{\ell} Q_{1}\right), \quad \hat{\psi}_{1}=\mathbf{K}_{N}^{\ell} \hat{\phi}_{1}, \quad \hat{\lambda}_{1}=\frac{\alpha \varepsilon}{\ell} \tag{6.1}
\end{equation*}
$$

where

$$
\alpha:=\frac{u(\ell)-u(0)}{\sigma \gamma+\bar{Q}_{1}}=\frac{1+O\left(\ell^{2}\right)}{\sigma\left[\gamma+(1-m) / f_{u}(0)+m / f_{u}(1)\right]}
$$

We shall show that $\left(\hat{\lambda}_{1}, \hat{\phi}_{1}\right)$ is a good approximation to the principal eigenpair. Here the coefficient is taken so that

$$
\left\|\hat{\phi}_{1}\right\|_{1}=O(\sqrt{\varepsilon}), \quad\left\|\hat{\phi}_{1}\right\|=1+o(1), \quad\left\|\hat{\phi}_{1}\right\|_{\infty}=O(1 / \sqrt{\varepsilon})
$$

### 6.2. An estimation of .

Lemma 6.1. For $\psi=\mathbf{K}_{N}^{\ell} \phi$, there holds

$$
\|\psi-\bar{\psi}\|_{\infty} \leq \sqrt{\ell}\left\|\psi_{x}\right\| \leq \ell\|\phi-\bar{\phi}\|_{1} \leq \ell^{3 / 2}\|\phi-\bar{\phi}\| \leq \ell^{2}\|\phi-\bar{\phi}\|_{\infty}
$$

Proof. We need only prove the second inequality. Multiplying the equation for $\psi$ by $\psi-\bar{\psi}$, integrating the resulting equation over $(0, \ell)$, and using integration by parts we obtain

$$
\begin{aligned}
\int_{0}^{\ell}\left(\psi_{x}^{2}+\gamma(\psi-\bar{\psi})^{2}\right) d x & =\int_{0}^{\ell} \phi(\psi-\bar{\psi})=\int_{0}^{\ell}(\phi-\bar{\phi})(\psi-\bar{\psi}) \\
& \leqslant\|\psi-\bar{\psi}\|_{\infty}\|\phi-\bar{\phi}\|_{1} \leqslant \sqrt{\ell}\left\|\psi_{x}\right\|\|\phi-\bar{\phi}\|_{1}
\end{aligned}
$$

The assertion thus follows.
From the lemma, we see that

$$
\int_{0}^{\ell}\left\{\hat{\psi}_{1}^{\prime 2}+\gamma\left(\hat{\psi}_{1}-\overline{\hat{\psi}}_{1}\right)^{2}\right\} \leq \ell\left\|\hat{\phi}_{1}-\overline{\hat{\phi}}_{1}\right\|_{1}^{2}=O(\varepsilon \ell)
$$

6.3. The approximate equation for the principal eigenvalue. Using $-\varepsilon^{2} u^{\prime \prime \prime}+$ $f_{u}(u) u^{\prime}=-v^{\prime}, \dot{Q}=\varepsilon Q^{\prime}$, and the definition of $\alpha$, we can calculate

$$
\begin{aligned}
\mathcal{L} \hat{\phi}_{1}= & \frac{\sqrt{\varepsilon}}{\sqrt{\sigma}}\left(-v^{\prime}+\frac{\alpha}{\ell}\left(\varepsilon Q^{\prime}-\sigma\right)+\frac{u(\ell)-u(0)-\alpha \bar{Q}_{1}}{\gamma \ell}\right) \\
& +\hat{\psi}_{1}-\overline{\hat{\psi}}_{1}+\frac{\alpha \sqrt{\varepsilon}}{\ell \sqrt{\sigma}}\left(f_{u}(Q)-f_{u}(u)\right) Q_{1} \\
= & \frac{\alpha \varepsilon \sqrt{\varepsilon}}{\ell \sqrt{\sigma}} Q^{\prime}+\hat{\psi}_{1}-\overline{\hat{\psi}}_{1}-\frac{\sqrt{\varepsilon}}{\sqrt{\sigma}} v^{\prime}+\frac{\alpha \sqrt{\varepsilon}}{\ell \sqrt{\sigma}}\left(f_{u}(Q)-f_{u}(u)\right) Q_{1}=\hat{\lambda}_{1} \hat{\phi}_{1}+R,
\end{aligned}
$$

where
$\hat{\lambda}_{1}:=\frac{\alpha \varepsilon}{\ell}, \quad R=\hat{\lambda}_{1} \frac{\sqrt{\varepsilon}}{\sqrt{\sigma}}\left(Q^{\prime}-u^{\prime}+\frac{\alpha}{\ell} Q_{1}\right)-\frac{\sqrt{\varepsilon}}{\sqrt{\sigma}} v^{\prime}+\hat{\psi}_{1}-\overline{\hat{\psi}}_{1}+\frac{\alpha \sqrt{\varepsilon}}{\ell \sqrt{\sigma}}\left(f_{u}(Q)-f_{u}(u)\right) Q_{1}$.
Using $Q^{\prime}-u^{\prime}=O\left(\ell^{2} / \varepsilon\right), v^{\prime}=O(\ell)$, one sees that

$$
\|R\|_{\infty}=O\left(\ell^{5 / 2}\right), \quad\|R\|=O\left(\ell^{3}\right)
$$

Lemma 6.2. Let $\left(\hat{\phi}_{1}, \hat{\lambda}_{1}\right)$ be defined as in (6.1). Then

$$
\begin{equation*}
\mathcal{L} \hat{\phi}_{1}=\hat{\lambda}_{1} \hat{\phi}_{1}+R, \quad\left\|\hat{\phi}_{1}\right\|=1+o(1), \quad\|R\|=O\left(\ell^{3}\right) \tag{6.3}
\end{equation*}
$$

6.4. Positivity of second eigenvalue. As in $[2,5]$, a successful analysis on the sign of the tiny principal eigenvalue relies on the fact that the second eigenvalue, if it exists, is positive, uniformly in $\varepsilon$. This allows one to extract information on the principal eigenvalue from an approximate eigenequation, such as (6.3).

Lemma 6.3. There exists a positive constant $\nu$ that is independent of $\varepsilon$ such that if $\phi \perp \hat{\phi}_{1}$, then with $\psi=\mathbf{K}_{N}^{\ell}(\phi)$,

$$
\begin{aligned}
\mathrm{L}(\phi, \phi) & :=\int_{0}^{\ell}\left(\varepsilon^{2} \phi^{\prime 2}+f_{u}(u) \phi^{2}+\gamma^{-1} \bar{\phi}^{2}+\psi^{\prime 2}+\gamma(\psi-\bar{\psi})^{2}\right) \\
& \geq \nu\left\{\varepsilon|\phi(0)|^{2}+\varepsilon|\phi(\ell)|^{2}+\int_{0}^{\ell}\left(\varepsilon^{2} \phi^{\prime 2}+\phi^{2}+\psi^{\prime 2}+\psi^{2}\right)\right\}
\end{aligned}
$$

Proof. (a) One need only show the existence of a positive constant $\nu_{1}$ such that

$$
\begin{equation*}
\int_{0}^{\ell}\left(\varepsilon^{2} \phi^{\prime 2}+f_{u}(Q) \phi^{2}\right) d x \geq \nu_{1} \int_{0}^{\ell} \phi^{2} d x \tag{6.4}
\end{equation*}
$$

The reason is as follows. Suppose this is true. Then, for $a \in(0,1)$ to be chosen at the end,

$$
\begin{aligned}
& \int_{0}^{\ell}\left(\varepsilon^{2} \phi^{\prime 2}+f_{u}(u) \phi^{2}\right) d x \geqslant \int_{0}^{\ell}\left\{\varepsilon^{2} \phi^{\prime 2}+f_{u}(Q) \phi^{2}-C\|u-Q\|_{\infty} \phi^{2}\right\} \\
& \quad \geqslant(1-a) \int_{0}^{\ell}\left\{\varepsilon^{2} \phi^{\prime 2}+f_{u}(Q) \phi^{2}\right\}+a\left\{\varepsilon^{2}\left\|\phi^{\prime}\right\|^{2}-\left\|f_{u}(Q)\right\|_{\infty}\|\phi\|^{2}\right\}-C\|u-Q\|_{\infty}\|\phi\|^{2} \\
& \quad \geqslant a \varepsilon^{2}\left\|\phi^{\prime}\right\|^{2}+\left\{(1-a) \nu_{1}-a\left\|f_{u}(Q)\right\|_{\infty}-C\|u-Q\|_{\infty}\right\}\|\phi\|^{2} \\
& \quad=a\left\{\varepsilon^{2}\left\|\phi^{\prime}\right\|^{2}+\|\phi\|^{2}\right\}
\end{aligned}
$$

if we take $a=\left(\nu_{1}-C\|u-Q\|_{\infty}\right) /\left(1+\nu_{1}+\left\|f_{u}(Q)\right\|_{\infty}\right)$. Upon observing that $\varepsilon\|\phi\|_{\infty}^{2} \leq$ $C\left\{\varepsilon^{2}\left\|\phi^{\prime}\right\|^{2}+\|\phi\|^{2}\right.$ ), one obtains the required estimate.
(b) The proof of (6.4) is quite standard; see, for example, de Mottoni and Schatzman [14] or Chen [5]. It is based on the fact that the operator $\mathcal{L}_{0}:=-\frac{d^{2}}{d \xi^{2}}+f_{u}(Q(\xi))$ on $\mathbb{R}$ has zero as its principal eigenvalue, with a positive eigenfunction $\dot{Q}(\xi)$. Namely, there exists a positive constant $\lambda_{2}>0$ such that for any $\Phi \perp \dot{Q}$

$$
L_{0}(\Phi, \Phi):=\int_{\mathbb{R}}\left\{\dot{\Phi}^{2}+f_{u}(Q) \Phi^{2}\right\} d \xi \geq \lambda_{2} \int_{\mathbb{R}} \Phi^{2} d \xi
$$

This inequality can be generalized in two ways.
First, the orthogonal condition $\Phi \perp \dot{Q}$ can be relaxed by the assumption that the angle between $\Phi$ and $\dot{Q}$ is larger than $\frac{\pi}{4}$, e.g., $\sqrt{2}|(\Phi, \dot{Q})| \leq\|\Phi\|\|\dot{Q}\|$. Indeed, decomposing $\Phi=c \dot{Q}+\Phi^{\perp}$ and using $L_{0}(\dot{Q}, \dot{Q})=0$ and $L_{0}\left(\Phi^{\perp}, \dot{Q}\right)=0$, one has $L_{0}(\Phi, \Phi)=L_{0}\left(\Phi^{\perp}, \Phi^{\perp}\right) \geq \lambda_{2}\left\|\Phi^{\perp}\right\|^{2} \geq \frac{1}{2} \lambda_{2}\|\Phi\|^{2}$.

Second, since $f_{u}(Q(-\infty))=f_{u}(0)>0$ and $f_{u}(Q(\infty))=f_{u}(1)>0$, the whole space $\mathbb{R}$ can be replaced by a finite interval large enough. Namely, there exists an $M>0$ such that for any interval $[a, b]$ that contains $[-M, M]$ and any $\Phi$ satisfying $\sqrt{2}|(\Phi, \dot{Q})| \leq\|\Phi\|\|\dot{Q}\|$ (in the $L^{2}([a, b])$ metric),

$$
\int_{a}^{b}\left\{\dot{\Phi}^{2}+f_{u}(Q) \Phi^{2}\right\} d \xi \geq \frac{\lambda_{2}}{3} \int_{a}^{b} \Phi^{2} d \xi
$$

Translating it into the current situation via $\xi=(x-z) / \varepsilon$, we obtain (6.4) with $\nu_{1}=\lambda_{2} / 3$. Here one observes that $\hat{\phi}_{1}$ is almost parallel to $Q^{\prime}$ so that $\phi \perp \hat{\phi}_{1}$ implies that the angle between $Q^{\prime}$ and $\phi$ is larger than $\frac{\pi}{4}$. This completes the proof.
6.5. A boundary value problem. To finish our eigenvalue analysis and, more important, for our later applications, we consider the boundary value problem

$$
\mathcal{L} \phi=g \quad \text { in }(0, \ell), \quad \phi^{\prime}(0) \text { and } \phi^{\prime}(\ell) \text { given. }
$$

Suppose there is a solution. We write it as

$$
\phi=c \hat{\phi}_{1}+\phi_{\perp}, \quad \phi_{\perp} \perp \hat{\phi}_{1}
$$

Then

$$
\begin{aligned}
\left(g, \hat{\phi}_{1}\right) & =\left(\mathcal{L} \phi, \hat{\phi}_{1}\right)=\left.\left(-\varepsilon^{2} \phi^{\prime} \hat{\phi}_{1}+\varepsilon^{2} \phi \hat{\phi}_{1}^{\prime}\right)\right|_{0} ^{\ell}+\left(\phi, \mathcal{L} \hat{\phi}_{1}\right) \\
& =\left.\left(-\varepsilon^{2} \phi^{\prime} \hat{\phi}_{1}+\varepsilon^{2}\left(c \hat{\phi}_{1}+\phi_{\perp}\right) \hat{\phi}_{1}^{\prime}\right)\right|_{0} ^{\ell}+\hat{\lambda}_{1} c\left\|\hat{\phi}_{1}\right\|^{2}+c\left(R, \hat{\phi}_{1}\right)+\left(R, \phi_{\perp}\right)
\end{aligned}
$$

Since $\|R\|=O\left(\ell^{3}\right), \hat{\lambda}_{1}=\alpha \varepsilon / \ell \sim \ell^{2}$, and $\hat{\phi}_{1}^{\prime}=O(\sqrt{\varepsilon})$ at $x=0$ and $\ell$, we see that

$$
\hat{\lambda}_{1}\left\|\hat{\phi}_{1}\right\|^{2} c=O(1)\left\{\left(g, \hat{\phi}_{1}\right)+\left.\varepsilon^{2} \phi^{\prime} \hat{\phi}_{1}\right|_{0} ^{\ell}\right\}+O\left(\ell^{3}\right)\left\{\left\|\phi_{\perp}\right\|+\sqrt{\varepsilon}\left|\phi_{\perp}(0)\right|+\sqrt{\varepsilon}\left|\phi_{\perp}(\ell)\right|\right\} .
$$

On the other hand,

$$
\begin{aligned}
\left(g, \phi_{\perp}\right) & =\left(\mathcal{L} \phi, \phi_{\perp}\right)=-\left.\varepsilon^{2} \phi^{\prime} \phi_{\perp}\right|_{0} ^{\ell}+\left.c \varepsilon^{2} \hat{\phi}_{1}^{\prime} \phi_{\perp}\right|_{0} ^{\ell}+\mathrm{L}\left(\phi_{\perp}, \phi_{\perp}\right)+c\left(\mathcal{L} \hat{\phi}_{1}, \phi_{\perp}\right) \\
& =-\left.\varepsilon^{2} \phi^{\prime} \phi_{\perp}\right|_{0} ^{\ell}+O\left(\ell^{3}\right) c\left\{\left\|\phi_{\perp}\right\|+\sqrt{\varepsilon}\left|\phi_{\perp}(0)\right|+\sqrt{\varepsilon}\left|\phi_{\perp}(\ell)\right|\right\}+\mathrm{L}\left(\phi_{\perp}, \phi_{\perp}\right) .
\end{aligned}
$$

Substituting the estimate for $c$, we then find that
$\mathrm{L}\left(\phi_{\perp}, \phi_{\perp}\right)=O(1)\left(\|g\|+\varepsilon^{3 / 2}\left|\phi^{\prime}(0)\right|+\varepsilon^{3 / 2}\left|\phi^{\prime}(\ell)\right|\right)\left(\left\|\phi_{\perp}\right\|+O(\sqrt{\varepsilon})\left[\left|\phi_{\perp}(0)\right|+\left|\phi_{\perp}(\ell)\right|\right]\right)$.
After using Lemma 6.3 for $\mathrm{L}\left(\phi_{\perp}, \phi_{\perp}\right)$, we conclude that

$$
\begin{equation*}
\varepsilon \phi_{\perp}^{2}(0)+\varepsilon \phi_{\perp}^{2}(\ell)+\int_{0}^{\ell}\left(\varepsilon^{2} \phi_{\perp}^{\prime}{ }^{2}+\phi_{\perp}^{2}\right)=O(1)\left\{\|g\|^{2}+\varepsilon^{3}\left|\phi^{\prime}(0)\right|^{2}+\varepsilon^{3}\left|\phi^{\prime}(\ell)\right|^{2}\right\} \tag{6.5}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\lambda}_{1}\left\|\hat{\phi}_{1}\right\|^{2} c=O(1)\left\{\left(g, \hat{\phi}_{1}\right)+\left.\varepsilon^{2} \phi^{\prime} \hat{\phi}_{1}\right|_{0} ^{\ell}\right\}+O\left(\ell^{3}\right)\left\{\|g\|+\varepsilon^{3 / 2}\left|\phi^{\prime}(0)\right|+\varepsilon^{3 / 2}\left|\phi^{\prime}(\ell)\right|\right\} . \tag{6.6}
\end{equation*}
$$

We can summarize our calculation as follows.
Lemma 6.4. Assume that $\mathcal{L} \phi=g$ in $(0, \ell)$. Write $\phi=c \hat{\phi}_{1}+\phi_{\perp}$, where $\phi_{\perp} \perp \hat{\phi}_{1}$. Then (6.5) and (6.6) hold.

We remark that the combined quantity $\left(g, \hat{\phi}_{1}\right)+\left.\varepsilon^{2} \phi^{\prime} \hat{\phi}_{1}\right|_{0} ^{\ell}$ measures the main contribution of the boundary value problem toward the orthogonal projection of the solution in the principal eigenfunction direction. That is, if this quantity is of order 1 , then the solution will be of order $1 / \hat{\lambda}_{1}>c \ell^{-2}$.
6.6. The principal eigenvalue. We can now complete our eigenvalue analysis. LEMmA 6.5. The principal (smallest) eigenvalue $\lambda_{1}$ of the self-adjoint operator $\mathcal{L}$ is given by

$$
\lambda_{1}=\hat{\lambda}_{1}+O\left(\ell^{3}\right)=\frac{\varepsilon}{\sigma \ell\left[\gamma+(1-m) / f_{u}(0)+m / f_{u}(1)\right]}+O(\varepsilon)
$$

Proof. Note that

$$
\lambda_{1}=\inf _{\|\phi\|=1} \mathrm{~L}(\phi, \phi)
$$

Taking $\phi=\hat{\phi}_{1} /\left\|\hat{\phi}_{1}\right\|$ as a test function we see that $\lambda_{1} \leq O\left(\ell^{2}\right)$. From (5.2), we see that $\lambda_{1} \geq 0$. Thus, $\lambda_{1}=O\left(\ell^{2}\right)$. Let $\phi_{1}$ be the eigenfunction of unit length, $\mathcal{L} \phi_{1}=\lambda_{1} \phi_{1}$. Write $g=\lambda_{1} \phi_{1}$ and $\phi_{1}=c \hat{\phi}_{1}+\phi_{\perp}$, and apply the previous lemma. Since $\phi_{1}^{\prime}(0)=\phi_{1}^{\prime}(\ell)=0$ and $\|g\|=\left|\lambda_{1}\right|=O\left(\ell^{2}\right)$, the estimate (6.5) then gives $\left\|\phi_{\perp}\right\|=O\left(\ell^{2}\right)$. This implies that $c^{2}\left\|\hat{\phi}_{1}\right\|^{2}=1-\left\|\phi_{\perp}\right\|^{2}=1-O\left(\ell^{4}\right)$. The equation $\mathcal{L} \phi_{1}=\lambda_{1} \phi_{1}$ can be written as

$$
\mathcal{L} \phi_{\perp}-\lambda_{1} \phi_{\perp}=\left(\lambda_{1}-\hat{\lambda}_{1}\right) c \hat{\phi}_{1}-c R
$$

Taking the inner product with $\hat{\phi}_{1}$ and using $\left(\mathcal{L} \phi_{\perp}, \hat{\phi}_{1}\right)=-\left.\varepsilon^{2} \phi_{\perp}^{\prime} \hat{\phi}_{1}\right|_{0} ^{\ell}+\left.\varepsilon^{2} \phi_{\perp} \hat{\phi}_{1}^{\prime}\right|_{0} ^{\ell}+$ $\left(\phi_{\perp}, \mathcal{L} \hat{\phi}_{1}\right)=\varepsilon^{2} O(\varepsilon / \ell)+\varepsilon^{2} O(\sqrt{\varepsilon \ell})+\left(\phi_{\perp}, \hat{\lambda}_{1} \hat{\phi}_{1}+R\right)=O\left(\ell^{5}\right)\left(\right.$ note $\phi_{\perp}^{\prime}(0)=-c \hat{\phi}_{1}^{\prime}(0)=$ $O(\sqrt{\varepsilon}), \hat{\phi}_{1}(0)=O(\sqrt{\varepsilon} / \ell), \phi_{\perp}(0)=O(\sqrt{\ell})$ by (6.5), etc.), we then obtain the required result.
7. Proof of Theorem 1. Now we complete the proof of Theorem 1 parts 2 and 3 .
7.1. Uniqueness of the minimizers. Suppose $(u, v)$ and $(\tilde{u}, \tilde{v})$ are two minimizers in $\mathbf{K}_{N}^{+}(\ell)$. Denote their interfaces by $z$ and $\tilde{z}$. From the estimate in section 5 we see that

$$
\phi:=u-\tilde{u}=O\left(\ell^{4}\right)+O(1) \frac{z-\tilde{z}}{\varepsilon}=o(1) \ell^{2} \quad \text { in } L^{\infty}((0, \ell))
$$

Note that $\phi$ satisfies

$$
\mathcal{L} \phi=f(u+\phi)-f(u)-f_{u}(u) \phi=O\left(\phi^{2}\right)=o\left(\ell^{2}\right) \phi
$$

Hence,

$$
\lambda_{1}\|\phi\|^{2} \leq(\mathcal{L} \phi, \phi)=o\left(\ell^{2}\right)\|\phi\|^{2}
$$

This implies that $\phi \equiv 0$. Hence, minimizers are unique.
7.2. The first order derivative ${ }^{+}$. Once we know the uniqueness of the minimizer, we can then show that minimizers are smooth in the parameter $\ell \in$ $\left[L_{0} \varepsilon^{1 / 3} / 16, L_{0} \varepsilon^{1 / 3} \sqrt[3]{5}\right]$. For simplicity, if possible, we use $(u(x), v(x))=(u(x, \ell), v(x, \ell))$ to denote the energy minimizer in $\mathbf{K}_{N}^{+}(\ell)$. Also, we use $\left(u_{\ell}, v_{\ell}\right)$ to denote the derivative of $(u, v)$ with respect to $\ell$. Then $\left(u_{\ell}, v_{\ell}\right)$ satisfies

$$
\left\{\begin{array}{lr}
-\varepsilon^{2} u_{\ell}^{\prime \prime}+f_{u}(u) u_{\ell}+v_{\ell}=0 & \text { in }(0, \ell) \\
-v_{\ell}^{\prime \prime}+\gamma v_{\ell}=u_{\ell} & \text { in }(0, \ell) \\
v_{\ell}^{\prime}(0)=u_{\ell}^{\prime}(0)=0, \quad u_{\ell}^{\prime}(\ell)=-u^{\prime \prime}(\ell), & v_{\ell}^{\prime}(\ell)=-v^{\prime \prime}(\ell)
\end{array}\right.
$$

where the boundary conditions are obtained by differentiating $u^{\prime}(0, \ell)=v^{\prime}(0, \ell)=$ $u^{\prime}(\ell, \ell)=v^{\prime}(\ell, \ell)=0$.

First we calculate

$$
\begin{aligned}
E_{\ell}^{+}(\varepsilon, \ell) & =F(u)+\left.\frac{\gamma}{2} v^{2}\right|^{x=\ell}+\int_{0}^{\ell}\left(\varepsilon^{2} u^{\prime} u_{\ell}^{\prime}+f(u) u_{\ell}+v^{\prime} v_{\ell}^{\prime}+\gamma v v_{\ell}\right) \\
& =F(u)+\frac{\gamma}{2} v^{2}-\left.v v^{\prime \prime}\right|^{x=\ell}=: c(\varepsilon, \ell)
\end{aligned}
$$

after integrating by parts and using the equation for $u$ and $v_{\ell}$. Using (5.3) we find that

$$
\begin{aligned}
E_{\ell}^{+}=c(\varepsilon, \ell) & =\frac{1}{\ell} \int_{0}^{\ell}\left\{-\frac{1}{2} \varepsilon^{2} u^{\prime 2}+\frac{1}{2} v^{\prime 2}+F(u)+\frac{\gamma}{2} v^{2}-v v^{\prime \prime}\right\} \\
& =\frac{E^{+}(\varepsilon, \ell)}{\ell}+\frac{1}{\ell} \int_{0}^{\ell}\left(v^{\prime 2}-\varepsilon^{2} u^{\prime 2}\right) d x
\end{aligned}
$$

Hence, as $E^{+}(\varepsilon, \ell)=\ell \rho^{+}(\varepsilon, \ell)$,

$$
\ell^{2} \rho_{\ell}^{+}(\varepsilon, \ell)=\ell E_{\ell}^{+}-E^{+}=\int_{0}^{\ell}\left(v^{\prime 2}-\varepsilon^{2} u^{\prime 2}\right) d x
$$

Using the estimate on the interaction and interfacial energy, we then see that

$$
\ell^{2} \rho_{\ell}^{+}=\frac{m^{2}(1-m)^{2}}{3} \ell^{3}-\sigma \varepsilon+O\left(\ell^{4}\right)
$$

Here one observes an interesting phenomenon: $\rho_{\ell}^{+}$does not depend on the first order derivative of $(u, v)$ with respect to $\ell$. That is, it does not need equations involving the derivatives of $f$.
7.3. The second order derivative ${ }^{+}$. To calculate the second order derivative, we need to use ( $u_{\ell}, v_{\ell}$ ). For this purpose, we make the change of variables

$$
v_{\ell}=\psi(x)+A\left[v^{\prime \prime}(0)(x-z)-v^{\prime}(x)\right], \quad u_{\ell}=\phi(x)+A\left[\gamma v^{\prime \prime}(0)(x-z)-u^{\prime}\right],
$$

where

$$
A=\frac{-v^{\prime \prime}(\ell)}{v^{\prime \prime}(0)-v^{\prime \prime}(\ell)}=1-m+O\left(\ell^{2}\right) .
$$

As one shall see in a moment, $\phi$ and $\psi$ are small. That is, $v_{\ell} \approx A\left[v^{\prime \prime}(0)(x-z)-\right.$ $\left.v^{\prime}(x)\right]$. This function is obtained from the observation that $v \approx \frac{1}{2} m\left(x^{2}-z^{2}\right)$ for $x<z$ and $v=\frac{1}{2}(1-m)\left[(\ell-z)^{2}-(\ell-x)^{2}\right]$ for $x>z \approx(1-m) \ell$, and thus $v_{\ell} \approx(1-m)\left[-m(1-m)+(x-z) \chi_{[z, \ell]}\right]$. We found that a good approximation to this function is $A\left[v^{\prime \prime}(0)(x-z)-v^{\prime}(x)\right]$.

It is easy to verify that $\psi^{\prime}(0)=\psi^{\prime}(\ell)=0$ and $-\psi^{\prime \prime}+\gamma \psi=\phi$; namely, $\psi=$ $\mathbf{K}_{N}^{\ell} \phi=\gamma^{-1} \bar{\phi}+\mathbf{K}_{N}^{\ell}(\phi-\bar{\phi})$. In addition, $\phi$ satisfies

$$
\begin{gathered}
\mathcal{L} \phi=g:=A v^{\prime \prime}(0)(z-x)\left[1+\gamma f_{u}(u)\right], \\
\phi^{\prime}(0)=A\left[u^{\prime \prime}(0)-\gamma v^{\prime \prime}(0)\right]=O(1), \\
\phi^{\prime}(\ell)=(A-1) u^{\prime \prime}(\ell)-A \gamma v^{\prime \prime}(0)=O(1) .
\end{gathered}
$$

Now we can calculate

$$
\begin{aligned}
\frac{d}{d \ell}\left(\ell^{2} \rho_{\ell}^{+}(\varepsilon, \ell)\right) & =2 \int_{0}^{\ell}\left(v^{\prime} v_{\ell}^{\prime}-\varepsilon^{2} u^{\prime} u_{\ell}^{\prime}\right) d x \\
& =I+2 \int_{0}^{\ell}\left(v^{\prime} \psi^{\prime}-\varepsilon^{2} u^{\prime} \phi^{\prime}\right) d x
\end{aligned}
$$

where

$$
\begin{aligned}
I & =2 A \int_{0}^{\ell}\left\{v^{\prime}\left[v^{\prime \prime}(0)-v^{\prime \prime}\right]-\varepsilon^{2} u^{\prime}\left[\gamma v^{\prime \prime}(0)-u^{\prime \prime}\right]\right\} \\
& =2 A v^{\prime \prime}(0)[v(\ell)-v(0)]-2 A \gamma v^{\prime \prime}(0) \varepsilon^{2}[u(\ell)-u(0)]=m^{2}(1-m)^{2} \ell^{2}+O\left(\ell^{4}\right) .
\end{aligned}
$$

To estimate the integral involving $\phi$ and $\psi$, we write

$$
\phi=c \hat{\phi}_{1}+\phi_{\perp}, \quad \psi=c \hat{\psi}_{1}+\psi_{\perp}, \quad \phi_{\perp} \perp \hat{\phi}_{1} .
$$

Then, by Lemma 6.4,

$$
\begin{aligned}
\int_{0}^{\ell} & \left\{\varepsilon^{2} \phi_{\perp}^{\prime}{ }^{2}+\phi_{\perp}^{2}+\psi_{\perp}^{\prime}{ }^{2}+\gamma \psi_{\perp}^{2}\right\} \\
& =O(1)\left\{\|g\|^{2}+\varepsilon^{3}\left|\phi^{\prime}(0)\right|^{2}+\varepsilon^{3}\left|\phi^{\prime}(\ell)\right|^{2}\right\}=O\left(\ell^{3}\right) .
\end{aligned}
$$

Since $\left\|\varepsilon u^{\prime}\right\|+\left\|v^{\prime}\right\|=O\left(\ell^{3 / 2}\right)$, it then follows that

$$
\int_{0}^{\ell}\left(v^{\prime} \psi_{\perp}^{\prime}-\varepsilon^{2} u^{\prime} \phi_{\perp}^{\prime}\right)=O\left(\ell^{3}\right) .
$$

Also, by Lemma 6.4,

$$
\begin{aligned}
\hat{\lambda}_{1}\left\|\hat{\phi}_{1}\right\|^{2} c & =O(1)\left\{\int_{0}^{\ell} g \hat{\phi}_{1} d x+\left.\varepsilon^{2} \hat{\phi}_{1} \phi^{\prime}\right|_{0} ^{\ell}\right\}+O\left(\ell^{4}\right) \\
& =O\left(\ell^{4}\right)+O(\sqrt{\varepsilon}) \int_{0}^{\ell}(x-z)\left[1+\gamma f_{u}(u)\right]\left\{u^{\prime}-\frac{\alpha}{\ell} Q_{1}\right\} \\
& =O(\sqrt{\varepsilon} \ell)+O(\sqrt{\varepsilon})\left\{\int_{0}^{z}(u+\gamma f(u)) d x+\int_{z}^{\ell}(u-1+\gamma f(u)) d x\right\} \\
& =O(\sqrt{\varepsilon} \ell)=O\left(\ell^{5 / 2}\right)
\end{aligned}
$$

Thus, $c=O(\sqrt{\ell})$. Consequently, since $\left\|v^{\prime}\right\|^{2}=O\left(\ell^{3}\right)$ and $\left\|\hat{\psi}_{1}\right\|^{2}=O(\varepsilon \ell)=O\left(\ell^{4}\right)$,

$$
c \int_{0}^{\ell} v^{\prime} \hat{\psi}_{1}^{\prime} d x=O(\sqrt{\ell})\left\|v^{\prime}\right\|\left\|\hat{\psi}_{1}^{\prime}\right\|=O\left(\ell^{4}\right)
$$

Using the definition of $\hat{\phi}_{1}$,
$c \int_{0}^{\ell} \varepsilon^{2} u^{\prime} \hat{\phi}_{1}^{\prime}=\frac{c \sqrt{\varepsilon}}{\sqrt{\sigma}} \int_{0}^{\ell} \varepsilon^{2} u^{\prime}\left(u^{\prime \prime}-\frac{\alpha}{\ell} Q_{1}^{\prime}\right)=-\frac{c \alpha \sqrt{\varepsilon}}{\ell \sqrt{\sigma}} \int_{0}^{\ell} \varepsilon^{2} u^{\prime} Q_{1}^{\prime}=O\left(\frac{c \varepsilon \sqrt{\varepsilon}}{\ell}\right)=O\left(\ell^{4}\right)$,
since $\left\|u^{\prime}\right\|^{2}=O(1 / \varepsilon)$ and $\left\|Q_{1}^{\prime}\right\|^{2}=O(1 / \varepsilon)$. Thus,

$$
\frac{d}{d \ell}\left(\ell^{2} \rho_{\ell}^{+}(\varepsilon, \ell)\right)=m^{2}(1-m)^{2} \ell^{2}+O\left(\ell^{3}\right)
$$

From this, assertion 3 of Theorem 1 follows. Here note that the estimates of $E_{\ell}^{+}(\varepsilon, \ell)$ and $E_{\ell \ell}^{+}(\varepsilon, \ell)$ follow from the ones of $\rho_{\ell}^{+}(\varepsilon, \ell)$ and $\rho_{\ell \ell}^{+}(\varepsilon, \ell)$ since $E^{+}(\varepsilon, \ell)=\ell \rho^{+}(\varepsilon, \ell)$. This also completes the whole proof of Theorem 1.
8. A final remark for the case $\in\left(\begin{array}{ll}0^{\varepsilon}\end{array}\right]$. To make our result more complete, here we provide a final analysis on minimizers for small $\ell$.

First of all, one can follow the analysis in the previous sections to conclude that for all sufficiently small positive $\varepsilon, \rho^{+}(\varepsilon, \cdot)=\rho(\varepsilon, \cdot)$ is strictly decreasing and convex on $\left[\sqrt{\varepsilon}, \ell^{\varepsilon}\right]$. In addition,

$$
\lim _{\varepsilon \rightarrow 0, \ell \in\left[\sqrt{\varepsilon}, 2 L_{0} \varepsilon^{1 / 3} / \sqrt[3]{3}\right]} \frac{E(\varepsilon, \ell)-\sigma \varepsilon}{\ell^{3}}=\frac{m^{2}(1-m)^{2}}{6} .
$$

We omit the proof here.
For $\ell \in(0, \pi \sqrt{\varepsilon}]$ we provide the following as a complement.
Lemma 8.1. For every $\varepsilon>0, \rho(\varepsilon, \cdot)$ is a decreasing function on $(0, \pi \sqrt{\varepsilon}]$.
More precisely, for every $\varepsilon>0$, there exists a number $\hat{l}(\varepsilon) \in(0, \pi \sqrt{\varepsilon}]$ such that
(i) when $\ell \in(0, \hat{l}(\varepsilon))$, every global minimizer is a constant function, and thus

$$
\rho(\varepsilon, \ell)=\rho_{0}:=\min _{s \in \mathbb{R}}\left\{F(s)+\frac{1}{2 \gamma}(s-m)^{2}\right\} \quad \forall \ell \in(0, \hat{l}(\varepsilon)] ;
$$

(ii) in $[\hat{l}(\varepsilon), \pi \sqrt{\varepsilon}], \rho(\varepsilon, \cdot)$ is a strictly decreasing function.

Proof. If for every $\ell \in(0, \pi \sqrt{\varepsilon}]$ any minimizer is a constant function, then the assertion holds with $\hat{l}(\varepsilon)=\pi \sqrt{\varepsilon}$. Hence, we consider the case that there are nonconstant minimizers for some $\ell \in(0, \pi \sqrt{\varepsilon})$.

Suppose $\ell \in(0, \pi \sqrt{\varepsilon})$ and $(u, v)$ is a global nonconstant minimizer of $\mathbf{E}(\cdot, \cdot, \varepsilon, \ell)$ in $\mathbf{K}_{N}(\ell)$.

Take any $\ell_{1} \in(\ell, \pi \sqrt{\varepsilon}]$. Set $\eta=\ell / \ell_{1}$. Let $\tilde{v}$ be the solution to

$$
-\eta^{2} \tilde{v}_{x x}+\gamma \tilde{v}=u-m \quad \text { in }(0, \ell), \quad \tilde{v}_{x}(0)=0=\tilde{v}_{x}(\ell)
$$

Define

$$
\left(u_{1}(y), v_{1}(y)\right)=(u(\eta y), \tilde{v}(\eta y)) \quad \forall y \in\left(0, \ell_{1}\right)
$$

Then one can verify that $\left(u_{1}, v_{1}\right) \in \mathbf{K}_{N}\left(\ell_{1}\right)$. We shall show that $\frac{1}{\ell_{1}} \mathbf{E}\left(u_{1}, v_{1}, \varepsilon, \ell_{1}\right)<$ $\rho(\varepsilon, \ell)$.

Note that the interaction energy can be written as

$$
\int_{0}^{\ell}\left(v_{x}^{2}+\gamma v^{2}\right)=\int_{0}^{\ell} v\left(-v_{x x}+\gamma v\right)=\int_{0}^{\ell} v(u-m)
$$

A similar calculation for the interaction energy of $v_{1}$ then leads to

$$
\rho(\varepsilon, \ell)-\frac{\mathbf{E}\left(u_{1}, v_{1}, \varepsilon, \ell_{1}\right)}{\ell_{1}}=\frac{1}{2 \ell} \int_{0}^{\ell}\left\{\varepsilon^{2}\left[1-\eta^{2}\right] u_{x}^{2}+(u-m)(v-\tilde{v})\right\} d x
$$

The difference $v-\tilde{v}$ can be estimated as follows:

$$
\begin{aligned}
& \int_{0}^{\ell}\left\{\eta^{2}\left(v_{x}-\tilde{v}_{x}\right)^{2}+\gamma(v-\tilde{v})^{2}\right\} d x=\int_{0}^{\ell}(v-\tilde{v})\left\{\left(-\eta^{2} v_{x x}+\gamma v\right)-\left(-\eta^{2} \tilde{v}_{x x}+\gamma \tilde{v}\right)\right\} \\
= & \int_{0}^{\ell}(v-\tilde{v})\left(1-\eta^{2}\right) v_{x x}=\left(1-\eta^{2}\right) \int_{0}^{\ell}\left(\tilde{v}_{x}-v_{x}\right) v_{x} \leq\left(1-\eta^{2}\right)\left\|v_{x}-\tilde{v}_{x}\right\|\left\|v_{x}\right\| .
\end{aligned}
$$

This implies that

$$
\left\|v_{x}-\tilde{v}_{x}\right\| \leq \frac{1-\eta^{2}}{\eta^{2}}\left\|v_{x}\right\|
$$

To continue, we recall the Sobolev inequality $\|g-\bar{g}\| \leq \frac{\ell}{\pi}\left\|g_{x}\right\|$ for every $g \in H^{1}((0, \ell))$. Hence,

$$
\int_{0}^{\ell} v_{x}^{2}+\gamma(v-\bar{v})^{2}=\int_{0}^{\ell}(u-m)(v-\bar{v})=\int_{0}^{\ell}(u-\bar{u})(v-\bar{v}) \leq \frac{\ell^{2}}{\pi^{2}}\left\|u_{x}\right\|\left\|v_{x}\right\|
$$

It then follows that $\left\|v_{x}\right\| \leq \frac{\ell^{2}}{\pi^{2}}\left\|u_{x}\right\|$. Consequently, since the averages of $v$ and $\tilde{v}$ are the same,

$$
\int_{0}^{\ell}(m-u)(v-\tilde{v})=\int_{0}^{\ell}(\bar{u}-u)(v-\tilde{v}) \leq \frac{\ell^{2}}{\pi^{2}}\left\|u_{x}\right\|\left\|v_{x}-\tilde{v}_{x}\right\| \leq \frac{\ell^{4}\left(1-\eta^{2}\right)}{\pi^{4} \eta^{2}}\left\|u_{x}\right\|^{2}
$$

Thus, recalling $\eta=\ell / \ell_{1}$,

$$
\rho(\varepsilon, \ell)-\frac{\mathbf{E}\left(u_{1}, v_{1}, \varepsilon, \ell_{1}\right)}{\ell_{1}} \geq \frac{1-\eta^{2}}{2 \ell}\left(\varepsilon^{2}-\frac{\ell^{2} \ell_{1}^{2}}{\pi^{4}}\right) \int_{0}^{\ell} u_{x}^{2} d x>0
$$

This implies that $\rho(\varepsilon, \ell)>\rho\left(\varepsilon, \ell_{1}\right)$. This also implies that any minimizer of $\mathbf{E}\left(\cdot, \cdot, \varepsilon, \ell_{1}\right)$ in $\mathbf{K}_{N}\left(\ell_{1}\right)$ cannot be a constant function (since if it is, then $\rho=\rho_{0}$ ).

Now let $\hat{l}(\varepsilon)=\sup \left\{\ell \mid \rho(\varepsilon, \ell)=\rho_{0}\right\}$. We see that when $\ell \in(0, \hat{l})$, any minimizer has to be a constant. On the other hand, $\rho(\varepsilon, \cdot)$ is strictly decreasing in $(\hat{l}, \pi \sqrt{\varepsilon}$ (if $\hat{l}<\pi \sqrt{\varepsilon})$.

One observes that the above analysis is for any $\varepsilon \in(0, \infty)$.
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#### Abstract

This paper deals with the mathematical models for the electrical activity of the heart at the micro- and macroscopic levels. By using the tools of the $\Gamma$-convergence theory, a rigorous mathematical derivation of the macroscopic model, called "bidomain" and derived directly from the microscopic properties of the tissue, is presented.
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1. Introduction. The aim of this work is to study, in the framework of $\Gamma$ convergence theory, the asymptotic behavior of a microscopic-level (i.e., cellular level) modeling problem for the bioelectric activity of the heart.

The cardiac tissue is composed of an arrangement of elongated cells physically interconnected by specialized membrane structures of densely packed channels called gap junctions; see, e.g., [30, 22]. The gap junction channels connect the cytoplasmatic compartments of adjacent cells and allow the intercellular flow of ionic currents. The intercellular communication between cardiac myocytes occurs in an end-to-end orientation and in a side-to-side apposition. At a cellular level the tissue can be viewed as composed of two conducting volumes, the intra- and extracellular spaces, separated by the cellular membrane. The two spaces are considered ohmic conducting media and since the junctional resistance between two adjoining cells is different from the myoplasm of either cell, the intracellular conductivity is space dependent. The microscopic mathematical model consists of a system of two partial differential equations of elliptic type and the unknown functions are the intra- and extracellular electric potentials. These equations are coupled by means of a distinctive evolutive boundary condition in the potential jump at the interface separating the two media, i.e., the cellular membrane.

The problem, written in a nondimensional form, contains a small parameter $\varepsilon$ related to the microstructure.

In spite of the discrete cellular structure, it is well known that the cardiac tissue can be represented by a continuous model, called the bidomain model, which attempts to describe the averaged electric potentials and current flows inside (intracellular space) and outside (extracellular space) the cardiac cells. Despite the widespread use of the macroscopic bidomain model, its rigorous derivation directly from the microscopic properties of the tissue is still lacking. Formally, the macroscopic equations

[^71]can be obtained from the microscopic ones by multiple scale expansion and averaging. For instance, a first formal derivation, based on current balances and expressed by averages of integral identities, was obtained in [28]. By standard multiscale arguments of homogenization the same formal derivation can be found also in the appendix of [16] and in [25, 26].

We investigate the homogenization limit when $\varepsilon \rightarrow 0$ under the simplifying assumption that cardiac cells are arranged in a periodic box structure. In this work the micro- and the macroscopic structures of the cardiac tissue are studied by using the tools of the $\Gamma$-convergence theory, and a rigorous mathematical derivation of the limit problem at the tissue level (i.e., the bidomain model) is presented.

## The microscopic model of the cardiac tissue.

Intra- and extracellular regions. At a microscopic level the cardiac tissue $\Omega$ (a bounded Lipschitz open subset of $\mathbb{R}^{d}, d=3$ ) is composed of a collection of elongated cardiac cells, connected end-to-end and/or side-to-side by junctions, surrounded by the extracellular fluid. The end-to-end contacts form the fiber structure of the cardiac muscle, whereas the presence of lateral junctions establishes a connection between the elongated fibers.

We can consider the cardiac tissue $\Omega$ as composed of two connected regions, the intracellular (inside the cells) $\Omega_{i}^{\varepsilon}$, separated from the extracellular (fluid outside the cells) $\Omega_{e}^{\varepsilon}$ by a membrane surface $\Gamma^{\varepsilon}$; thus $\Omega=\Omega_{i}^{\varepsilon} \cup \Omega_{e}^{\varepsilon} \cup \Gamma^{\varepsilon}$, and $\Gamma^{\varepsilon}=\partial \Omega_{i}^{\varepsilon} \cap \partial \Omega_{e}^{\varepsilon}$ is the common part of the two boundaries of $\Omega_{i, e}^{\varepsilon}$. Here $\varepsilon>0$ is a small dimensionless parameter (whose precise definition in terms of the various physical constants will be discussed in the appendix) which is proportional to the ratio between the "micro" scale of the length of the cells and the "macro" scale of the length of the cardiac fibers.

The periodic lattice of the cells. Following the standard approach of the homogenization theory, we are assuming that the cells are distributed according to an ideal periodic organization similar to a regular lattice of interconnected cylinders.

If ${ }_{1}, \ldots,{ }_{d}$ is an orthogonal basis of $\mathbb{R}^{d}$, we denote by

$$
E_{i}, \quad E_{e}:=\mathbb{R}^{d} \backslash \bar{E}_{i} \quad \text { with common boundary } \Gamma:=\partial E_{i} \cap \partial E_{e}
$$

two reference open, connected, and periodic subsets of $\mathbb{R}^{d}$ with Lipschitz boundary, i.e., satisfying

$$
\begin{equation*}
E_{i, e}+k=E_{i, e}, \quad k=1, \ldots, d \tag{1.1}
\end{equation*}
$$

The elementary periodicity region

$$
\begin{equation*}
Y:=\left\{\sum_{k=1}^{d} \alpha_{k} k: 0 \leq \alpha_{k}<1, \quad k=1, \ldots, d\right\} \tag{1.2}
\end{equation*}
$$

where its intra- and extracellular parts $Y_{i, e}=Y \cap E_{i, e}$ represents a reference unit volume box containing a single cell $Y_{i}$. The main geometrical assumption is that the physical intra- or extracellular regions are the $\varepsilon$-dilation of the reference lattices $E_{i, e}$, defined as

$$
\begin{equation*}
\varepsilon E_{i, e}=\left\{\varepsilon \xi: \xi \in E_{i, e}\right\} \quad \text { with } \quad \varepsilon \Gamma:=\{\varepsilon \xi: \xi \in \Gamma\} \tag{1.3}
\end{equation*}
$$

and therefore the decomposition of the physical region $\Omega$ occupied by the heart into the intra- and extracellular domains $\Omega_{i, e}^{\varepsilon}$ (see, e.g., Figure 1.1) can be obtained simply


Fig. 1.1. Right: The ideal periodic geometry in a bidimensional section of the simplified threedimensional periodic network of interconnected cells. Left: Unit cell in the microscopic variable $\xi=x / \varepsilon$.
by intersecting $\Omega$ with $\varepsilon E_{i, e}$, i.e.,

$$
\begin{equation*}
\Omega_{i}^{\varepsilon}=\Omega \cap \varepsilon E_{i}, \quad \Omega_{e}^{\varepsilon}=\Omega \cap \varepsilon E_{e}, \quad \Gamma^{\varepsilon}=\Omega \cap\left(\partial \Omega_{i}^{\varepsilon} \cap \partial \Omega_{e}^{\varepsilon}\right)=\Omega \cap \varepsilon \Gamma \tag{1.4}
\end{equation*}
$$

Unknowns and equations. The electric properties of the tissue are described by the couple,

$$
\begin{equation*}
\underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right), \quad u_{i, e}^{\varepsilon}: \Omega_{i, e}^{\varepsilon} \rightarrow \mathbb{R} \tag{1.5}
\end{equation*}
$$

of intra- and extracellular potentials, each one admitting a trace $\left.u_{i, e}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}$ on $\Gamma^{\varepsilon}$, whose difference

$$
\begin{equation*}
v^{\varepsilon}:=\left.u_{i}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}-\left.u_{e}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}: \Gamma^{\varepsilon} \rightarrow \mathbb{R} \tag{1.6}
\end{equation*}
$$

is the transmembrane potential (in the following, we will simply write $v^{\varepsilon}=u_{i}^{\varepsilon}-u_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$ ) and satisfies a dynamic condition on $\Gamma^{\varepsilon}$ involving auxiliary functions

$$
\begin{equation*}
w^{\varepsilon}: \Gamma^{\varepsilon} \rightarrow \mathbb{R}^{h} \tag{1.7}
\end{equation*}
$$

the so-called gating (or recovery) variables. We denote by $\sigma_{i, e}^{\varepsilon}$ suitably rescaled symmetric conductivity matrices,

$$
\begin{equation*}
\sigma_{i, e}^{\varepsilon}(x)=\sigma_{i, e}\left(x, \frac{x}{\varepsilon}\right) \tag{1.8}
\end{equation*}
$$

obtained by continuous functions $\sigma_{i, e}(x, \xi): \Omega \times E_{i, e} \rightarrow \mathbb{M}^{d \times d}$ satisfying the usual uniform ellipticity and periodicity conditions

$$
\begin{gather*}
\sigma|y|^{2} \leq \sigma_{i, e}(x, \xi) y \cdot y \leq \sigma^{-1}|y|^{2}  \tag{1.9}\\
\sigma_{i, e}(x, \xi+\quad \forall)=\sigma_{i, e}(x, \xi)
\end{gather*} \quad \forall(x, \xi) \in \Omega \times E_{i, e}, \quad y \in \mathbb{R}^{d},
$$

for a given constant $\sigma>0 ; \nu_{i, e}^{\varepsilon}$ are the exterior unit normals to the boundaries of $\Omega_{i, e}^{\varepsilon}$ : observe that $\nu_{i}^{\varepsilon}=-\nu_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$.

We can formulate the reaction-diffusion system satisfied by the vector $\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, w^{\varepsilon}\right)$, with $v^{\varepsilon}=u_{i}^{\varepsilon}-u_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$, in the following way:
$\left(P_{1 a}^{\varepsilon}\right) \quad-\operatorname{div}\left(\sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon}\right)=0 \quad$ in $\Omega_{i, e}^{\varepsilon} \times(0, T) \quad$ (quasi-stationary conduction),
$\left.\left(P_{1 b}^{\varepsilon}\right) \quad \begin{array}{r}-\sigma_{i}^{\varepsilon} \nabla u_{i}^{\varepsilon} \cdot \nu_{i}^{\varepsilon} \\ \sigma_{e}^{\varepsilon} \nabla u_{e}^{\varepsilon} \cdot \nu_{e}^{\varepsilon}\end{array}\right\}=I_{m}^{\varepsilon} \quad$ on $\Gamma^{\varepsilon} \times(0, T) \quad$ (continuity equation),
$\left(P_{2}^{\varepsilon}\right) \quad \varepsilon\left(\partial_{t} v^{\varepsilon}+I\left(v^{\varepsilon}, w^{\varepsilon}\right)\right)=I_{m}^{\varepsilon} \quad$ on $\Gamma^{\varepsilon} \times(0, T) \quad$ (reaction surface condition),
$\left(P_{3}^{\varepsilon}\right) \quad \partial_{t} w^{\varepsilon}+r\left(v^{\varepsilon}, w^{\varepsilon}\right)=0 \quad$ on $\Gamma^{\varepsilon} \times(0, T) \quad$ (dynamic coupling)
supplemented by the boundary and initial conditions
$\left(P_{4}^{\varepsilon}\right) \quad \sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon} \cdot \nu_{i, e}=0 \quad$ on $\left(\partial \Omega_{i, e}^{\varepsilon} \backslash \Gamma^{\varepsilon}\right) \times(0, T)$,
$\left(P_{5}^{\varepsilon}\right) \quad v^{\varepsilon}(\cdot, 0)=v_{0}^{\varepsilon} \quad$ on $\Gamma^{\varepsilon}$,
$w^{\varepsilon}(\cdot, 0)=w_{0}^{\varepsilon} \quad$ on $\Gamma^{\varepsilon}$,
where the coupling terms $I\left(v^{\varepsilon}, w^{\varepsilon}\right)$ (the membrane ionic current) and $r\left(v^{\varepsilon}, w^{\varepsilon}\right)$ depend on the particular model of the ionic flux through the cellular membrane chosen.

Here we are mainly concerning with the so-called FitzHugh-Nagumo model, first introduced as a simplified membrane kinetic of the Hodgkin-Huxley equations for the transmission of nervous electric impulses (see, e.g., [13, 20]) that requires only one scalar recovery variable $w^{\varepsilon}$ (thus $h=1$ in (1.7)). Therefore, $I$ and $r$ take the form

$$
\begin{equation*}
I\left(v^{\varepsilon}, w^{\varepsilon}\right):=F\left(v^{\varepsilon}\right)+\Theta w^{\varepsilon}, \quad r\left(v^{\varepsilon}, w^{\varepsilon}\right):=\gamma w^{\varepsilon}-\eta v^{\varepsilon} \tag{7}
\end{equation*}
$$

where $\Theta, \gamma, \eta$ are nonnegative constants, and

$$
\begin{equation*}
F \in C^{1}(\mathbb{R}) \quad \text { is a cubic-like function with } \quad \inf _{x \in \mathbb{R}} F^{\prime}(x)>-\infty \tag{1.10}
\end{equation*}
$$

If $\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, w^{\varepsilon}\right)$ is a solution of this system, it is easy to check that $\left(u_{i}^{\varepsilon}+c, u_{e}^{\varepsilon}+c, w^{\varepsilon}\right)$ is still a solution, where $c=c(t)$ is an arbitrary family of additive time-dependent constants. We avoid the use of quotient spaces by fixing a reference open subdomain

$$
\begin{equation*}
\Omega_{0} \subset \subset \Omega \quad \text { with } \quad \mathscr{L}^{d}\left(\partial \Omega_{0}\right)=0, \quad \mathscr{L}^{d}\left(\Omega_{0} \cap \Omega_{e}^{\varepsilon}\right)>0 \tag{1.11}
\end{equation*}
$$

(here $\mathscr{L}^{d}$ denotes the usual Lebesgue measure on $\mathbb{R}^{d}$ ) and imposing that

$$
\begin{equation*}
\int_{\Omega_{e}^{\varepsilon} \cap \Omega_{0}} u_{e}^{\varepsilon}(x) d x=0 \tag{8}
\end{equation*}
$$

We refer to the system $\left(P_{1 a}^{\varepsilon}, P_{1 b}^{\varepsilon}, \ldots, P_{8}^{\varepsilon}\right)$ as the (microscopic or cellular) problem ${ }^{\varepsilon}$.
Well posedness of ${ }^{\varepsilon}$ and energy estimate. The well posedness of problem ${ }^{\varepsilon}$ in suitable function spaces has been studied in [16], whose main result we will report in section 4; here we recall only one of the basic a priori estimates, which involves the
energy-like functionals

$$
\begin{align*}
& \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right):=\sum_{i, e} \int_{\Omega_{i, e}^{\varepsilon}} \sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon} \cdot \nabla u_{i, e}^{\varepsilon} d x, \quad \underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right),  \tag{1.12a}\\
& b^{\varepsilon}\left(v^{\varepsilon}\right):=\varepsilon \int_{\Gamma^{\varepsilon}}\left|v^{\varepsilon}\right|^{2} d \mathscr{H}^{d-1}, \quad b^{\varepsilon}\left(w^{\varepsilon}\right):=\varepsilon \int_{\Gamma^{\varepsilon}}\left|w^{\varepsilon}\right|^{2} d \mathscr{H}^{d-1},  \tag{1.12b}\\
& \phi^{\varepsilon}\left(v^{\varepsilon}\right):=\varepsilon \int_{\Gamma^{\varepsilon}} \varphi\left(v^{\varepsilon}\right) d \mathscr{H}^{d-1},  \tag{1.12c}\\
& j^{\varepsilon}\left(v^{\varepsilon}\right):=\inf \left\{\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right): u_{i, e}^{\varepsilon} \in H^{1}\left(\Omega_{i, e}^{\varepsilon}\right), u_{i}^{\varepsilon}-u_{e}^{\varepsilon}=v^{\varepsilon} \text { on } \Gamma^{\varepsilon}\right\}, \tag{1.12d}
\end{align*}
$$

where $\varphi$ is a positive, convex, primitive function of $x \mapsto F(x)+\lambda_{F} x$ for a sufficiently $\operatorname{big} \lambda_{F}>-\inf _{x \in \mathbb{R}} F^{\prime}(x)$ (see (4.1)) and $\mathscr{H}^{d-1}$ denotes the usual ( $d-1$ )-dimensional Hausdorff measure.

For every $v_{0}^{\varepsilon}, w_{0}^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right)$ (the $L^{2}$ space with respect to $\mathscr{H}^{d-1}$ ) with $j\left(v_{0}^{\varepsilon}\right)<+\infty$, there exists a unique variational solution $u_{i, e}^{\varepsilon}, w^{\varepsilon}, v^{\varepsilon}=u_{i}^{\varepsilon}-u_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$, of problem
${ }^{\varepsilon}$ satisfying the uniform energy bound

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+b^{\varepsilon}\left(w^{\varepsilon}\right)+\phi^{\varepsilon}\left(v^{\varepsilon}\right)\right) \leq C\left(j^{\varepsilon}\left(v_{0}^{\varepsilon}\right)+b^{\varepsilon}\left(w_{0}^{\varepsilon}\right)+\phi^{\varepsilon}\left(v^{\varepsilon}\right)\right) \tag{1.13}
\end{equation*}
$$

for a constant $C=C\left(T, \lambda_{F}, \eta, \Theta\right)$ independent of $\varepsilon$.
Convergence to the solution of the macroscopic bidomain model. One possible way to describe the asymptotic behavior of $u_{i, e}^{\varepsilon}, v^{\varepsilon}, w^{\varepsilon}$ as $\varepsilon \downarrow 0$ is to consider local averages. First, we denote by $\beta_{i, e}, \beta$ the asymptotic local ratios (uniform in space) of the intra- and extracellular volumes and of the membrane surface area to the volume occupied by the tissue, i.e.,

$$
\begin{align*}
\beta_{i, e} & :=\lim _{\varepsilon \downarrow 0} \frac{\mathscr{L}^{d}\left(\Omega_{i, e}^{\varepsilon} \cap B_{\rho}(x)\right)}{\mathscr{L}^{d}\left(\Omega \cap B_{\rho}(x)\right)}=\frac{\mathscr{L}^{d}\left(Y_{i, e}\right)}{\mathscr{L}^{d}(Y)}  \tag{1.14}\\
\beta & :=\lim _{\varepsilon \downarrow 0} \frac{\varepsilon \mathscr{H}^{d-1}\left(\Gamma^{\varepsilon} \cap B_{\rho}(x)\right)}{\mathscr{L}^{d}\left(\Omega \cap B_{\rho}(x)\right)}=\frac{\mathscr{H}^{d-1}(\Gamma \cap Y)}{\mathscr{L}^{d}(Y)}
\end{align*}
$$

Taking into account the a priori bound (1.13), we will introduce the following definition (where $z^{\varepsilon}$ represents either the transmembrane potential $v^{\varepsilon}$ or the recovery variable $\left.w^{\varepsilon}\right)$.

Definition 1.1 (a weak notion of convergence). Let $u_{i, e}^{\varepsilon} \in L_{l o c}^{1}\left(\Omega_{i, e}^{\varepsilon}\right), z^{\varepsilon} \in$ $L_{l o c}^{1}\left(\Gamma^{\varepsilon}\right), \varepsilon>0$, be given families of functions. We say that $u_{i, e}^{\varepsilon}$ converges to $u_{i, e} \in$ $L_{l o c}^{1}(\Omega)$ and $z^{\varepsilon}$ converges to $z \in L_{\text {loc }}^{1}(\Omega)$ as $\varepsilon \downarrow 0$ if for every test function $\zeta \in C_{c}^{0}(\Omega)$ we have

$$
\begin{align*}
\lim _{\varepsilon \downarrow 0} \int_{\Omega_{i, e}^{\varepsilon}} u_{i, e}^{\varepsilon}(x) \zeta(x) d x & =\beta_{i, e} \int_{\Omega} u(x) \zeta(x) d x,  \tag{1.15}\\
\lim _{\varepsilon \downarrow 0} \varepsilon \int_{\Gamma^{\varepsilon}} z^{\varepsilon}(x) \zeta(x) d \mathscr{H}^{d-1}(x) & =\beta \int_{\Omega} z(x) \zeta(x) d x . \tag{1.16}
\end{align*}
$$

We say that a vector $\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, z^{\varepsilon}\right) \in L_{l o c}^{1}\left(\Omega_{i}^{\varepsilon}\right) \times L_{l o c}^{1}\left(\Omega_{e}^{\varepsilon}\right) \times L_{l o c}^{1}\left(\Gamma^{\varepsilon}\right)$ is converging to $\left(u_{i}, u_{e}, z\right) \in\left(L_{\text {loc }}^{1}(\Omega)\right)^{3}$ if each component is converging to the corresponding one according to (1.15) and (1.16).

Remark 1.2 (weak* convergence of the associated measures). The above formulae correspond to considering the local weak* convergence in the sense of (signed) measures: to clarify this point, we introduce the reference positive measures

$$
\begin{equation*}
\lambda_{i, e}^{\varepsilon}:=\left.\mathscr{L}^{d}\right|_{\Omega_{i, e}^{\varepsilon}}, \quad \lambda^{\varepsilon}:=\left.\varepsilon \mathscr{H}^{d-1}\right|_{\Gamma^{\varepsilon}}, \quad \lambda_{i, e}:=\left.\beta_{i, e} \mathscr{L}^{d}\right|_{\Omega}, \quad \lambda:=\left.\beta \mathscr{L}^{d}\right|_{\Omega} \tag{1.17}
\end{equation*}
$$

and the Radon measures

$$
\begin{equation*}
\tilde{u}_{i, e}^{\varepsilon}:=u_{i, e}^{\varepsilon} \cdot \lambda_{i, e}^{\varepsilon}, \quad \tilde{z}^{\varepsilon}:=z^{\varepsilon} \cdot \lambda^{\varepsilon} \tag{1.18}
\end{equation*}
$$

whose densities are $u_{i, e}^{\varepsilon}$ and $z$, respectively. The convergence introduced in Definition 1.1 is then equivalent to asking whether

$$
\begin{equation*}
\tilde{u}_{i, e}^{\varepsilon} \rightharpoonup^{*} \tilde{u}_{i, e}:=u_{i, e} \lambda_{i, e}, \quad \tilde{z}^{\varepsilon} \rightharpoonup^{*} \tilde{z}:=z \cdot \lambda \tag{1.19}
\end{equation*}
$$

in the local weak* topology of the space of Radon measures [4, Definition 1.58].
Since the microscopic problem is strictly related to the energy functionals (1.12a), (1.12b), it is natural to introduce the corresponding homogenized ones, which are defined by

$$
\begin{align*}
\underline{a}(\underline{u}) & :=\sum_{i, e} \int_{\Omega} M_{i, e}(x) \nabla u_{i, e}(x) \cdot \nabla u_{i, e}(x) d x, \quad \underline{u}:=\left(u_{i}, u_{e}\right),  \tag{1.20a}\\
b(v) & :=\beta \int_{\Omega}|v(x)|^{2} d x, \quad b(w):=\beta \int_{\Omega}|w(x)|^{2} d x  \tag{1.20b}\\
\phi(v) & :=\beta \int_{\Omega} \varphi(v(x)) d x  \tag{1.20c}\\
j(v) & :=\inf \left\{\underline{a}(\underline{u}): \underline{u}=\left(u_{i}, u_{e}\right) \in H^{1}(\Omega) \times H^{1}(\Omega), u_{i}-u_{e}=v \text { in } \Omega\right\}, \tag{1.20d}
\end{align*}
$$

where $M_{i}(x), M_{e}(x)$ are the symmetric and positive definite matrices obtained by solving the cellular problems for every $y \in \mathbb{R}^{d}$,

$$
\begin{gather*}
M_{i, e}(x) y \cdot y:=\min \left\{\frac{1}{\mathscr{L}^{d}(Y)} \int_{Y_{i, e}} \sigma_{i, e}(x, \xi)(\nabla u(\xi)+y) \cdot(\nabla u(\xi)+y) d \xi:\right. \\
\left.u \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right), u Y \text {-periodic }\right\}, \tag{1.21}
\end{gather*}
$$

and satisfying the usual uniform ellipticity condition for a constant $\mu>0$,

$$
\begin{equation*}
\mu|y|^{2} \leq M_{i, e}(x) y \cdot y \leq \mu^{-1}|y|^{2} \quad \forall y \in \mathbb{R}^{d}, \quad x \in \Omega \tag{1.22}
\end{equation*}
$$

We have now all the elements to state our main result.
THEOREM 1.3 (convergence to the macroscopic problem ). Let us suppose that, as $\varepsilon \downarrow 0$, the initial data $v_{0}^{\varepsilon}$, $w_{0}^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right)$ converge to $v_{0}$, $w_{0} \in L^{2}(\Omega)$ according to (1.16), and the related energies satisfy

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} b^{\varepsilon}\left(v_{0}^{\varepsilon}\right)=b\left(v_{0}\right), \quad \lim _{\varepsilon \downarrow 0} b^{\varepsilon}\left(w_{0}^{\varepsilon}\right)=b\left(w_{0}\right), \quad \limsup _{\varepsilon \downarrow 0}\left(j^{\varepsilon}\left(v_{0}^{\varepsilon}\right)+\phi^{\varepsilon}\left(v_{0}^{\varepsilon}\right)\right)<+\infty . \tag{1.23}
\end{equation*}
$$

Then there exists $\underline{u}=\left(u_{i}, u_{e}\right), v=u_{i}-u_{e}, w$ with

$$
u_{i, e}, v, w \in C^{0}\left(0, T ; H^{1}(\Omega)\right), \quad \partial_{t} v, \partial_{t} w \in L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

such that for every time $t \in[0, T]$

$$
\begin{equation*}
\left(u_{i, e}^{\varepsilon}, v^{\varepsilon}, w^{\varepsilon}\right) \rightarrow\left(u_{i, e}, v, w\right) \quad \text { as } \varepsilon \downarrow 0 \text { according to Definition 1.1, } \tag{1.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)=j^{\varepsilon}\left(v^{\varepsilon}\right) \rightarrow \underline{a}(\underline{u})=j(v), \quad b^{\varepsilon}\left(v^{\varepsilon}\right) \rightarrow b(v), \quad b^{\varepsilon}\left(w^{\varepsilon}\right) \rightarrow b(w) . \tag{1.25}
\end{equation*}
$$

$\left(u_{i, e}, w\right)$ with $v=u_{i}-u_{e}$ is the (unique) variational solution of the macroscopic reaction-diffusion system

| $\left(P_{1}\right)$ | $\left.\begin{array}{r} \operatorname{div}\left(M_{i} \nabla u_{i}\right) \\ -\operatorname{div}\left(M_{e} \nabla u_{e}\right) \end{array}\right\}=I_{m}$ | in $\Omega \times(0, T)$ | (continuity equation), |
| :---: | :---: | :---: | :---: |
| $\left(P_{2}\right)$ | $\beta\left(\partial_{t} v+I(v, w)\right)=I_{m}$ | in $\Omega \times(0, T)$ | (reaction-diffusion condition), |
| $\left(P_{3}\right)$ | $\partial_{t} w+r(v, w)=0$ | in $\Omega \times(0, T)$, | (dynamic coupling) |

supplemented by the boundary and initial conditions
$\left(P_{4}\right) \quad M_{i, e} \nabla u_{i, e} \cdot \nu_{i, e}=0 \quad$ on $\partial \Omega \times(0, T)$,
$\left(P_{5}\right) \quad v(\cdot, 0)=v_{0} \quad$ in $\Omega$,
$\left(P_{6}\right) \quad w(\cdot, 0)=w_{0} \quad$ in $\Omega$;
again, the coupling terms $I$ and $r$ take the same form as $\left(P_{7}^{\varepsilon}\right)$,

$$
\begin{equation*}
I(v, w):=F(v)+\Theta w, \quad r(v, w):=\gamma w-\eta v \tag{7}
\end{equation*}
$$

and a reference value for the potential $u_{e}$ is determined by imposing

$$
\begin{equation*}
\int_{\Omega_{0}} u_{e}(x) d x=0 \tag{8}
\end{equation*}
$$

Thus we find the equations of the so-called bidomain model (see, e.g., [21, 14, $15,31,24]$ ): it describes at a macroscopic level the averaged electric potentials and current flows inside (intracellular space) and outside (extracellular space) the cardiac cells, disregarding the discrete cellular structure and representing the cardiac tissue as the superposition of two interpenetrating and superimposed continua. In this representation $\Omega$, the physical region occupied by the heart, coincides with the intra- and extracellular domains and at every point the two media are connected by a distributed cellular membrane on $\Omega$. The two superposed conducting media are ohmic, i.e., their current densities are given by $\mathbf{j}_{i, e}=-M_{i, e} \nabla u_{i, e}$ with $M_{i, e}$ the conductivity tensors. Thus condition $P_{1}$ is the current conservation law

$$
\operatorname{div}\left(\mathbf{j}_{i}+\mathbf{j}_{e}\right)=0 \quad \text { and } \quad-\operatorname{div} \mathbf{j}_{i}=\operatorname{div} \mathbf{j}_{e}=I_{m}
$$

where $I_{m}$ is the current per unit volume crossing the cellular membrane.
Convergence by extensions of the data. One could also consider a different approach to capture the asymptotic behavior of $u_{i, e}^{\varepsilon}, v^{\varepsilon}, w^{\varepsilon}$ by performing a preliminary extension of them to the whole $\Omega$ and considering the limit of such extensions in a suitable ( $\varepsilon$-independent) function space.

Theorem 1.4 (weak convergence in $H_{l o c}^{1}$ for extended solutions). Let us assume that the initial data $v_{0}^{\varepsilon}$, wo converge to $v_{0}^{\varepsilon}, w_{0}$ according to (1.15), (1.16) of Definition 1.1, they satisfy the energy condition (1.23), and there exist extensions $\breve{w}_{0}^{\varepsilon}$ of $w_{0}^{\varepsilon}$
which are bounded in $H^{1}\left(\Omega^{\prime}\right)$, for every $\Omega^{\prime} \subset \subset \Omega$. Then there exist extensions $\check{u}_{i, e}^{\varepsilon}$, $\check{w}^{\varepsilon}$ of the microscopic solutions $u_{i, e}^{\varepsilon}$, $w^{\varepsilon}$ of problem ${ }^{\varepsilon}$ satisfying

$$
\begin{equation*}
\sup _{t \in[0, T], \varepsilon>0} \int_{\Omega^{\prime}}\left(\left|\check{u}_{i, e}^{\varepsilon}\right|^{2}+\left|\check{w}^{\varepsilon}\right|^{2}+\left|\nabla \check{u}_{i, e}^{\varepsilon}\right|^{2}+\left|\nabla \check{w}^{\varepsilon}\right|^{2}\right) d x<+\infty \quad \forall \Omega^{\prime} \subset \subset \Omega \tag{1.26}
\end{equation*}
$$

moreover, for every $\Omega^{\prime} \subset \subset \Omega$ and $t \in[0, T]$, any family $\check{u}_{i, e}^{\varepsilon}, \breve{w}^{\varepsilon}$ of such extensions will satisfy

$$
\begin{equation*}
\check{u}_{i, e}^{\varepsilon} \rightharpoonup u_{i, e}, \quad \check{w}^{\varepsilon} \rightharpoonup w \quad \text { weakly in } H^{1}\left(\Omega^{\prime}\right) \quad \text { as } \varepsilon \downarrow 0, \tag{1.27}
\end{equation*}
$$

where $\left(u_{i, e}, w\right)$ is the solution of the macroscopic problem.
Remark 1.5. As we will discuss in section 2 the existence of admissible extensions $\breve{u}_{i, e}^{\varepsilon}, \breve{w}^{\varepsilon}$ satisfying the uniform bounds (1.26) follows by a general result of Acerbi et al. [1]; they also show that only local a priori bounds like (1.26) are available, due to the particular geometry of this problem: in fact, the boundary of $\Omega_{i, e}^{\varepsilon}$ could be quite irregular and one cannot find global extension operators which preserve the $H^{1}$-norm.

Homogenization and $\Gamma$-convergence of the associated stationary problems. As we shall discuss in more detail in section 5 , the microscopic problems $\left(P_{1 a}^{\varepsilon}, \ldots, P_{8}^{\varepsilon}\right)$ can be considered as a sort of (perturbation of) gradient flows of $\varepsilon$-dependent energies with respect to a varying family of degenerate metrics, which are induced by nonnegative quadratic forms with a nontrivial kernel (the forms $b^{\varepsilon}$ of (1.12b)).

The characterization of the asymptotic behavior of the energy functionals, in the framework of $\Gamma$-convergence theory, is one of the crucial step of the proof of Theorem 1.3 and it is naturally related to a stationary homogenization problem, which is of independent interest. Here we state the stationary homogenization result in a simplified version, obtained by neglecting the role of the recovery variable $w^{\varepsilon}$.

We first introduce the family of convex functionals defined on $H^{1}\left(\Omega_{i}^{\varepsilon}\right) \times H^{1}\left(\Omega_{e}^{\varepsilon}\right)$,

$$
\begin{equation*}
\mathscr{F}^{\varepsilon}(\underline{u}):=\frac{h}{2} b^{\varepsilon}\left(v-v_{0}^{\varepsilon}\right)+\frac{1}{2} \underline{a}^{\varepsilon}(\underline{u})+\phi^{\varepsilon}(v), \quad v:=u_{i}-u_{e} \quad \text { on } \Gamma^{\varepsilon}, \tag{1.28}
\end{equation*}
$$

with $h \geq 0$ a given constant, $v_{0}^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right), b^{\varepsilon}, \underline{a}^{\varepsilon}, \phi^{\varepsilon}$ defined in (1.12), and the limit functional defined in $\left(H^{1}(\Omega)\right)^{2}$

$$
\begin{equation*}
\mathscr{F}(\underline{u}):=\frac{h}{2} b\left(v-v_{0}\right)+\frac{1}{2} \underline{a}(\underline{u})+\phi(v), \quad v:=u_{i}-u_{e} \quad \text { in } \Omega \tag{1.29}
\end{equation*}
$$

for a given $v_{0} \in L^{2}(\Omega)$ and $b, \underline{a}, \phi$ introduced in (1.20).
THEOREM 1.6 (coercivity and $\Gamma$-convergence). Let us suppose that $v_{0}^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right)$ converge to $v_{0} \in L^{2}(\Omega)$ as $\varepsilon \downarrow 0$ according to (1.16) and satisfy

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} b^{\varepsilon}\left(v_{0}^{\varepsilon}\right)=b\left(v_{0}\right), \quad \limsup _{\varepsilon \downarrow 0}\left(j^{\varepsilon}\left(v_{0}^{\varepsilon}\right)+\phi^{\varepsilon}\left(v_{0}^{\varepsilon}\right)\right)<+\infty . \tag{1.30}
\end{equation*}
$$

Then the following properties hold:
(a) Compactness. If $\underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right) \in H^{1}\left(\Omega_{i}^{\varepsilon}\right) \times H^{1}\left(\Omega_{e}^{\varepsilon}\right)$ satisfies

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0} \mathscr{F}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)<+\infty \quad \text { and } \quad \int_{\Omega_{e}^{\varepsilon} \cap \Omega_{0}} u_{e}^{\varepsilon}(x) d x=0 \tag{1.31}
\end{equation*}
$$

then there exists $\underline{u} \in H^{1}(\Omega) \times H^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\int_{\Omega_{0}} u_{e}(x) d x=0 \tag{1.32}
\end{equation*}
$$

and a vanishing subsequence $\varepsilon_{n}$ such that $\underline{u}^{\varepsilon_{n}}$ converges to $u$ according to Definition 1.1 as $n \rightarrow \infty$.
(b) lim inf inequality. For every family $\underline{u}^{\varepsilon_{n}}$ converging to $\underline{u}$ according to Definition 1.1,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathscr{F}^{\varepsilon_{n}}\left(\underline{u}^{\varepsilon_{n}}\right) \geq \mathscr{F}(\underline{u}) \tag{1.33}
\end{equation*}
$$

(c) $\lim \sup$ inequality. For every $\underline{u}=\left(u_{i}, u_{e}\right) \in\left(H^{1}(\Omega)\right)^{2}$ satisfying (1.32) there exist $\underline{u}^{\varepsilon} \in H^{1}\left(\Omega_{i}^{\varepsilon}\right) \times H^{1}\left(\Omega_{e}^{\varepsilon}\right)$ converging to $\underline{u}$ as in Definition 1.1 with $v^{\varepsilon}=u_{i}^{\varepsilon}-u_{e}^{\varepsilon}$ converging to $v=u_{i}-u_{e}$ as in (1.16) such that

$$
\begin{equation*}
\int_{\Omega_{e}^{\varepsilon} \cap \Omega_{0}} u_{e}^{\varepsilon}(x) d x=0, \quad \quad \limsup \mathscr{F}_{\varepsilon \downarrow 0}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) \leq \mathscr{F}(\underline{u}) . \tag{1.34}
\end{equation*}
$$

Whenever a suitable weak (and metrizable) topology is introduced in the spaces of (signed) Radon measures (we postpone the discussion of this point to section 3), the above result shows that $\mathscr{F}$ is the $\Gamma$-limit of the coercive family of functionals $\mathscr{F}^{\varepsilon}$.

Well-known results on $\Gamma$-convergence [19, Cor. 2.4] and a standard computation of the first variation of the functionals $\mathscr{F}^{\varepsilon}, \mathscr{F}$ [16] immediately yield the following.

Corollary 1.7 (homogenization of the stationary problems). Under the assumptions of Theorem 1.6 , each functional $\mathscr{F}^{\varepsilon}$ admits a unique minimizer $\underline{u}^{\varepsilon}=$ $\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right) \in H^{1}\left(\Omega_{i}^{\varepsilon}\right) \times H^{1}\left(\Omega_{e}^{\varepsilon}\right)$ satisfying (1.31) with $v^{\varepsilon}=u_{i}^{\varepsilon}-u_{e}^{\varepsilon} \in H^{1 / 2}\left(\Gamma^{\varepsilon}\right)$ and characterized by the system

$$
\begin{align*}
& -\operatorname{div}\left(\sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon}\right)=0 \quad \text { in } \Omega_{i, e}^{\varepsilon},  \tag{1.35a}\\
& \left.\begin{array}{r}
-\sigma_{i}^{\varepsilon} \nabla u_{i}^{\varepsilon} \cdot \nu_{i}^{\varepsilon} \\
\sigma_{e}^{\varepsilon} \nabla u_{e}^{\varepsilon} \cdot \nu_{e}^{\varepsilon}
\end{array}\right\}=I_{m}^{\varepsilon} \quad \text { on } \Gamma^{\varepsilon},  \tag{1.35b}\\
& \varepsilon\left(\left(h+\lambda_{F}\right) v^{\varepsilon}+F\left(v^{\varepsilon}\right)\right)=I_{m}^{\varepsilon}+\varepsilon h v_{0}^{\varepsilon} \quad \text { on } \Gamma^{\varepsilon},  \tag{1.35c}\\
& \sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon} \cdot \nu_{i, e}=0 \quad \text { on } \partial \Omega_{i, e}^{\varepsilon} \backslash \Gamma^{\varepsilon},  \tag{1.35~d}\\
& \int_{\Omega_{e}^{\varepsilon} \cap \Omega_{0}} u_{e}^{\varepsilon}(x) d x=0 . \tag{1.35e}
\end{align*}
$$

$\left(u_{i, e}^{\varepsilon}, v^{\varepsilon}\right)$ converge to $\left(u_{i, e}, v\right) \in\left(H^{1}(\Omega)\right)^{3}$ as $\varepsilon \downarrow 0$ according to Definition 1.1; $\underline{u}=$ $\left(u_{i}, u_{e}\right)$ with $v=u_{i}-u_{e}$ is the (unique) minimizer of $\mathscr{F}$ satisfying (1.32) and it is characterized by the system

$$
\left.\begin{array}{rlrl}
\operatorname{div}\left(M_{i} \nabla u_{i}\right) \\
-\operatorname{div}\left(M_{e} \nabla u_{e}\right)
\end{array}\right\}=I_{m} \quad ~ \begin{array}{ll} 
& \text { in }, \\
\beta\left(\left(h+\lambda_{F}\right) v+F(v)\right) & =I_{m}+\beta h v_{0}
\end{array}
$$

Plan of the paper. The paper is divided into two parts: the first part (sections 2 and 3) is devoted to the stationary homogenization result stated in Theorem 1.6 and can be read independently of the remaining sections. The next section contains some preliminary technical results related to the extension problem of functions defined on $\Gamma^{\varepsilon}$ and $\Omega_{i, e}^{\varepsilon}$; we also present a natural generalization of the Riemann-Lebesgue lemma and some properties of the notion of convergence introduced in Definition 1.1; finally we discuss some applications to lower semicontinuity and approximation results for integral functionals defined on $\Gamma^{\varepsilon}$.

Section 3 will conclude the proof of Theorem 1.6 and its corollary. Here we combine very general results on $\Gamma$-convergence of noncoercive functionals [12] (related to elliptic problems with Neumann boundary conditions) with the more recent extension techniques of [1]. Our main contribution is to extend this framework to the homogenization of integral functionals defined on the interface between the two $\varepsilon$-domains.

The second part of the paper is more specifically devoted to the evolutive systems
$\varepsilon$, . The well posedness of their variational formulation and some preliminary accessory results are collected in section 4 .

In section 5 we outline and carry out the main steps of the proof of Theorems 1.3 and 1.4. Here we adopt the point of view of the "Minimizing movement" approach to evolution equations suggested by De Giorgi in [18]: we perform an auxiliary "semiimplicit time discretization" of the microscopic reaction-diffusion system, which consists of a recursive family of variational problems depending on the step size $\tau>0$. The final macroscopic model will thus result in two limit procedures: the first one in the time discretization, as the time step $\tau$ goes to 0 keeping $\varepsilon$ fixed, and the second in the homogenization process as $\varepsilon \downarrow 0$.

Uniform approximation estimates for the discretized problem (which are strictly related to the convexity of the underlying functionals) allow us to "invert" the order of the limits: we can therefore pass first to the limit as $\varepsilon \downarrow 0$ keeping $\tau$ fixed, and in this way we obtain a family of homogenized discrete macroscopic problems; a final limit as $\tau \downarrow 0$ recovers the continuous form of the macroscopic problem. By this approach, the homogenization of the time-dependent problem ${ }^{\varepsilon}$ is reduced to the homogenization of a finite sequence of stationary problems of elliptic type, which exhibit (up to lower order perturbation terms) the same structure we studied in section 3.

Applications of $\Gamma$-convergence to evolution problems are well known for gradient flows of convex (or $\lambda$-convex) functionals in Hilbert spaces [6]: in that case the uniform convergence of the induced evolution semigroups can be deduced from the $\Gamma$-convergence and Mosco-convergence [27, 19] of the underlying functionals.

In our case things are more difficult due to the degeneration of the parabolic structure of our systems (as was discussed in [16]) and to the lack of a "fixed" (i.e., independent of $\varepsilon$ ) Hilbert space, where the evolution can be settled.

Therefore, a general abstract result for studying the convergence of the present problem seems to be missing. Nevertheless, we tried to develop a general procedure (uniform discretization estimates and $\Gamma$-convergence of the discretized variational problems) to attack this kind of $\lambda$-convex but "degenerate" evolution problems: even if our arguments could have been presented in a more compact (but maybe more obscure) form, we decided to clarify their structure as much as possible, hoping that a better understanding of the main ideas of this approach could also be helpful for other applications in different contexts.

In section 6 we briefly sketch the rigorous derivation of the error estimates for the semi-implicit discretization of Problems ${ }^{\varepsilon}$ and : here we adapt to our setting the technique introduced in [29] (but see also [7, 32, 33]) to obtain optimal a priori
estimates for gradient flows of convex functionals in Hilbert spaces.
Such estimates could have also been derived by standard perturbation arguments from the general results of [9] for a fully implicit discretization scheme; here we chose a direct approach to have precise control of the various constants involved (which should be independent of $\varepsilon$ ) and to keep the presentation simpler and almost self-contained.

The main advantage of the semi-implicit discretization (instead of an implicit one) lies in the variational structure of the problems, which should be solved at each time step: in fact, they are associated with the minimum of convex functionals.

For the sake of completeness, in the appendix we briefly recall the derivation of the model at the cellular level from well established physical laws and introduce its dimensionless form.

## 2. Notation, extension results, and related convergence properties.

2.1. Vector notation, function spaces, and bilinear forms. In order to write the micro- and macroscopic problems in a compact form, we introduce a vector notation, which will also be useful for dealing with the evolution systems; thus

$$
\begin{equation*}
\underline{u}^{\varepsilon}, \underline{u} \text { will denote the vectors }\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right),\left(u_{i}, u_{e}\right) \tag{2.1}
\end{equation*}
$$

and we will use underlined letters (as $\underline{u}, \underline{\underline{V}}, \underline{\mathcal{V}}, \ldots$ ) for vectors, functions, and spaces involving intraextracellular couples. We set

$$
\begin{align*}
\mathcal{H}^{\varepsilon} & :=L^{2}\left(\Gamma^{\varepsilon}\right), \underline{V}^{\varepsilon}:=\left\{\underline{u} \in H^{1}\left(\Omega_{i}^{\varepsilon}\right) \times H^{1}\left(\Omega_{e}^{\varepsilon}\right): v=u_{i}^{\varepsilon}-u_{e}^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right)\right\}  \tag{2.2}\\
\mathcal{H} & :=L^{2}(\Omega), \underline{\mathcal{V}}:=H^{1}(\Omega) \times H^{1}(\Omega), \quad \underline{V}_{l o c}:=H_{l o c}^{1}(\Omega) \times H_{l o c}^{1}(\Omega)
\end{align*}
$$

together with their closed subspaces

$$
\begin{equation*}
\underline{\mathcal{V}}_{0}^{\varepsilon}:=\left\{\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}^{\varepsilon}: \int_{\Omega_{e}^{\varepsilon} \cap \Omega_{0}} u_{e}^{\varepsilon}(x) d x=0\right\}, \quad \underline{\mathcal{V}}_{0}:=\left\{\underline{u} \in \underline{\mathcal{V}}: \int_{\Omega_{0}} u_{e}(x) d x=0\right\} . \tag{2.3}
\end{equation*}
$$

Remark 2.1. Since $\Omega_{i, e}^{\varepsilon}$ could have a very irregular boundary, we do not know if the traces $\left.u_{i, e}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}$ of $u_{i, e}^{\varepsilon} \in H^{1}\left(\Omega_{i, e}^{\varepsilon}\right)$ belong to $H^{1 / 2}\left(\Gamma^{\varepsilon}\right) \subset L^{2}\left(\Gamma^{\varepsilon}\right)$ : a priori we only know $\left.u_{i, e}^{\varepsilon}\right|_{\Gamma^{\varepsilon}} \in H_{l o c}^{1 / 2}\left(\Gamma^{\varepsilon}\right) \subset L_{l o c}^{2}\left(\Gamma^{\varepsilon}\right)$. Therefore, the integrability condition on $v=u_{i}^{\varepsilon}-u_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$ imposed in the definition (2.2) of $\underline{\mathcal{V}}_{0}^{\varepsilon}$ is not redundant.

We now introduce some continuous and symmetric bilinear forms on $\underline{\mathcal{V}}^{\varepsilon}, \mathcal{H}^{\varepsilon}, \underline{\mathcal{V}}, \mathcal{H}$ which will play a crucial role in the following. Recalling (1.12a,b,c) and (1.20a,b,c), we set

$$
\begin{align*}
& \underline{a}^{\varepsilon}(\underline{u}, \underline{\hat{u}}):=\sum_{i, e} \int_{\Omega_{i, e}^{\varepsilon}} \sigma_{i, e}^{\varepsilon} \nabla u_{i, e} \cdot \nabla \hat{u}_{i, e} d x \quad \forall \underline{u}, \underline{\hat{u}} \in \underline{\mathcal{V}}^{\varepsilon},  \tag{2.4}\\
& \underline{a}(\underline{u}, \underline{\hat{u}}):=\sum_{i, e} \int_{\Omega} M_{i, e} \nabla u_{i, e} \cdot \nabla \hat{u}_{i, e} d x \quad \forall \underline{u}, \underline{\hat{u}} \in \underline{\mathcal{V}}, \tag{2.5}
\end{align*}
$$

and we introduce the scalar products on $\mathcal{H}^{\varepsilon}, \mathcal{H}$,

$$
\begin{align*}
b^{\varepsilon}(w, \hat{w}) & :=\varepsilon \int_{\Gamma^{\varepsilon}} w \hat{w} d \mathscr{H}^{d-1} \quad \forall w, \hat{w} \in \mathcal{H}^{\varepsilon}  \tag{2.6}\\
b(w, \hat{w}) & :=\beta \int_{\Omega} w \hat{w} d x \quad \forall w, \hat{w} \in \mathcal{H}
\end{align*}
$$

We also set

$$
\begin{align*}
\underline{b}^{\varepsilon}(\underline{u}, \underline{\hat{u}}) & :=\varepsilon \int_{\Gamma^{\varepsilon}}\left(u_{i}-u_{e}\right)\left(\hat{u}_{i}-\hat{u}_{e}\right) d \mathscr{H}^{d-1}=b^{\varepsilon}\left(\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}, \underline{B}^{\varepsilon} \underline{\hat{u}}^{\varepsilon}\right) \quad \forall \underline{u}, \underline{\hat{u}} \in \underline{\mathcal{V}}^{\varepsilon},  \tag{2.7}\\
\underline{b}(\underline{u}, \underline{\hat{u}}) & :=\beta \int_{\Omega}\left(u_{i}-u_{e}\right)\left(\hat{u}_{i}-\hat{u}_{e}\right) d x=b(\underline{B} \underline{u}, \underline{B} \underline{\hat{u}}) \quad \forall \underline{u}, \underline{\hat{u}} \in \underline{\mathcal{V}},  \tag{2.8}\\
\underline{\phi}^{\varepsilon}(\underline{u}) & :=\varepsilon \int_{\Gamma^{\varepsilon}} \varphi\left(u_{i}-u_{e}\right) d \mathscr{H}^{d-1}=\phi^{\varepsilon}\left(\underline{B}^{\varepsilon} \underline{u}\right) \quad \forall \underline{u} \in \underline{\mathcal{V}}^{\varepsilon},  \tag{2.9}\\
\underline{\phi}(\underline{u}) & :=\beta \int_{\Omega} \varphi\left(u_{i}-u_{e}\right) d x=\phi(\underline{B} \underline{u}) \quad \forall \underline{u} \in \underline{\mathcal{V}} \tag{2.10}
\end{align*}
$$

where $\underline{B}^{\varepsilon}, \underline{B}$ are the linear continuous operators

$$
\begin{align*}
\underline{B}^{\varepsilon}: \underline{\mathcal{V}}^{\varepsilon} \rightarrow \mathcal{H}^{\varepsilon}, \underline{B}^{\varepsilon} \underline{u}:=\left.u_{i}\right|_{\Gamma^{\varepsilon}}-\left.u_{e}\right|_{\Gamma^{\varepsilon}} \forall \underline{u} \in \underline{\mathcal{V}}_{0}^{\varepsilon}  \tag{2.11}\\
\underline{B}: \underline{\mathcal{V}} \rightarrow \mathcal{H}, \quad \underline{B} \underline{u}:=u_{i}-u_{e} \quad \forall \underline{u} \in \underline{\mathcal{V}}_{0}
\end{align*}
$$

It is easy to check that the bilinear forms $\underline{a}^{\varepsilon}(\cdot, \cdot)+\underline{b}^{\varepsilon}(\cdot, \cdot)$ and $\underline{a}(\cdot, \cdot)+\underline{b}(\cdot, \cdot)$ are scalar products on $\underline{\mathcal{V}}_{0}^{\varepsilon}$ and $\underline{\mathcal{V}}_{0}$; they induce on $\underline{\mathcal{V}}_{0}^{\varepsilon}$ and $\underline{\mathcal{V}}_{0}$ the usual topology as closed subspaces of $\underline{\mathcal{V}}^{\varepsilon}$ and $\underline{\mathcal{V}}$, respectively. As in (1.12a,b,c) and (1.20a,b,c), we adopt the convention of writing the associated quadratic forms as

$$
\begin{equation*}
\underline{b}^{\varepsilon}(\underline{u}):=\underline{b}^{\varepsilon}(\underline{u}, \underline{u}), \quad \underline{a}^{\varepsilon}(\underline{u}):=\underline{a}^{\varepsilon}(\underline{u}, \underline{u}), \quad \underline{b}(\underline{u}):=\underline{b}(\underline{u}, \underline{u}), \quad \underline{a}(\underline{u}):=\underline{a}(\underline{u}, \underline{u}) . \tag{2.12}
\end{equation*}
$$

2.2. Uniform bounds for extension operators. Let us now discuss some extension results for functions defined in $\Omega_{i, e}^{\varepsilon}, \Gamma^{\varepsilon}$, which will be applied to the notion of convergence introduced in Definition 1.1.

Definition 2.2 (extensions). We say that $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{l o c}=H_{l o c}^{1}(\Omega) \times H_{l o c}^{1}(\Omega)$ is an extension of $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}^{\varepsilon}$ if

$$
\begin{equation*}
\left.\check{u}_{i, e}^{\varepsilon}\right|_{\Omega_{i, e}^{\varepsilon}}=u_{i, e}^{\varepsilon} . \tag{2.13}
\end{equation*}
$$

Analogously, we say that $\check{w}^{\varepsilon} \in H_{l o c}^{1}(\Omega)$ is an extension of $w^{\varepsilon} \in H_{l o c}^{1 / 2}\left(\Gamma^{\varepsilon}\right)$ if

$$
\begin{equation*}
\left.\check{w}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}=w^{\varepsilon} \quad \text { in the sense of traces. } \tag{2.14}
\end{equation*}
$$

One of the technical difficulties in the present setting is to find suitable extension operators $T_{i, e}^{\varepsilon}$ of functions defined only on $\Omega_{i, e}^{\varepsilon}$ to the whole $\Omega$ which preserve uniform bounds of the $L^{2}$ and $H^{1}$ norms. Due to the possible irregular behavior of the boundary of $\Omega_{i, e}$, only local bounds are available.

The following result proved by Acerbi et al. [1] is almost optimal. The crucial assumption, here is that the sets $E_{i, e}$ are Lipschitz and connected; we denote by $\Omega(\delta)$, $\delta \geq 0$, the open subset of $\Omega$ defined by

$$
\begin{equation*}
\Omega(\delta):=\left\{x \in \Omega: d\left(x, \mathbb{R}^{d} \backslash \Omega\right)>\delta\right\} \tag{2.15}
\end{equation*}
$$

ThEOREM 2.3 (see [1]). There exists linear and continuous extension operators $T_{i, e}^{\varepsilon}: H^{1}\left(\Omega_{i, e}^{\varepsilon}\right) \rightarrow H_{l o c}^{1}(\Omega)$ and three constants $k_{0}, h_{0}, h_{1}>0$ independent of $\varepsilon>0$ and $\Omega$, such that for every $u \in H^{1}\left(\Omega_{i, e}^{\varepsilon}\right)$ we have

$$
\begin{align*}
T_{i, e}^{\varepsilon} u & =u \quad \text { a.e. in } \Omega_{i, e}^{\varepsilon}  \tag{2.16}\\
\int_{\Omega\left(\varepsilon k_{0}\right)}\left|T_{i, e}^{\varepsilon} u\right|^{2} d x & \leq h_{0} \int_{\Omega_{i, e}^{\varepsilon}}|u|^{2} d x  \tag{2.17}\\
\int_{\Omega\left(\varepsilon k_{0}\right)}\left|\nabla T_{i, e}^{\varepsilon} u\right|^{2} d x & \leq h_{1} \int_{\Omega_{i, e}^{\varepsilon}}|\nabla u|^{2} d x . \tag{2.18}
\end{align*}
$$

As usual we set $\underline{T}^{\varepsilon}:=\left(T_{i}^{\varepsilon}, T_{e}^{\varepsilon}\right): \underline{\mathcal{V}}^{\varepsilon} \rightarrow \underline{\mathcal{V}}_{l o c}$.
Remark 2.4. In general, it is not possible to construct a family of extension operators $T_{i, e}^{\varepsilon}: H^{1}\left(\Omega_{i, e}^{\varepsilon}\right) \rightarrow H^{1}(\Omega)$ satisfying (2.16), (2.17), (2.18) with $\Omega\left(\varepsilon k_{0}\right)$ replaced by $\Omega$, since we do not have any control of the behavior of $E^{\varepsilon}$ near $\partial \Omega$. For more details and an explicit counterexample we refer to [1].
2.3. Generalized Riemann-Lebesgue lemma. Let us first recall a wellknown version of the Riemann-Lebesgue lemma.

Lemma 2.5 (generalized Riemann-Lebesgue lemma). Let $A$ be a bounded open subset of $\mathbb{R}^{d}$ with $\mathscr{L}^{d}(\partial A)=0$ and let $\zeta \in C^{0}(\bar{A})$. Then

$$
\begin{align*}
\lim _{\varepsilon \downarrow 0} \int_{A \cap E_{i, e}^{\varepsilon}} \zeta(x) d x & =\beta_{i, e} \int_{A} \zeta(x) d x  \tag{2.19}\\
\lim _{\varepsilon \downarrow 0} \varepsilon \int_{A \cap \Gamma^{\varepsilon}} \zeta(x) d \mathscr{H}^{d-1}(x) & =\beta \int_{A} \zeta(x) d x \tag{2.20}
\end{align*}
$$

where the coefficients $\beta_{i, e}, \beta$ are defined in (1.14).
Remark 2.6 (weak* convergence in $L^{\infty}$ ). Limit (2.19) shows that the characteristic functions $\chi_{A \cap E_{i, e}^{\varepsilon}}$ of $A \cap E_{i, e}^{\varepsilon}$ are converging to $\beta_{i, e} \chi_{A}$ in the sense of distributions as $\varepsilon \downarrow 0$; since they are also uniformly bounded in $L^{\infty}(\Omega)$, an obvious weak*-compactness argument shows that

$$
\begin{equation*}
\chi_{A \cap E_{i, e}^{\varepsilon}} \rightharpoonup^{*} \beta_{i, e} \chi_{A} \quad \text { in } L^{\infty}(\Omega) \quad \text { as } \varepsilon \downarrow 0 \tag{2.21}
\end{equation*}
$$

Remark 2.7 (weak* convergence in the space of measures). Lemma 2.5 also shows that the measures $\lambda_{i, e}^{\varepsilon}, \lambda^{\varepsilon}$ defined by (1.17) converge to $\lambda_{i, e}, \lambda$, respectively, as $\varepsilon \downarrow 0$ in the weak* topology of the space of finite Radon measures on $\Omega$.

The next result reinforces Lemma 2.5 and how weak convergence in $H_{l o c}^{1}(\Omega)$ implies the convergence in the sense of Definition 1.1. Since we will deal with functionals depending on the continuous parameter $\varepsilon>0$ or on the discrete values of a suitable decreasing infinitesimal sequence $\left\{\varepsilon_{n}\right\}_{n \in \mathbb{N}}$, for notational convenience we will treat both cases in the same way by considering a general nonempty set $\Lambda$ of real numbers such that

$$
\begin{equation*}
\Lambda \subset(0,+\infty), \quad \inf \Lambda=0 \tag{2.22}
\end{equation*}
$$

Expressions like $\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda}, \lim _{\inf }^{\varepsilon \downarrow 0, \varepsilon \in \Lambda} 1$, etc., have an obvious meaning as limits for $\varepsilon$ going to 0 in $\Lambda$. Of course, when $\Lambda$ contains an open interval $(0, \delta), \delta>0$, we will use the usual notation $\lim _{\varepsilon \downarrow 0}$.

Proposition 2.8 (weak $H_{l o c}^{1}$-convergence yields convergence of Definition 1.1). Let us suppose that $z^{\varepsilon}$ weakly converge to $z$ in $H_{l o c}^{1}(\Omega)$ for $\varepsilon \downarrow 0, \varepsilon \in \Lambda$. Then for every continuous function $\zeta \in C_{c}^{0}(\Omega)$ we have

$$
\begin{gather*}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \int_{\Omega_{i, e}^{\varepsilon}} z^{\varepsilon}(x) \zeta(x) d x=\beta_{i, e} \int_{\Omega} z(x) \zeta(x) d x,  \tag{2.23}\\
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \varepsilon \int_{\Gamma^{\varepsilon}} z^{\varepsilon}(x) \zeta(x) d \mathscr{H}^{d-1}(x)=\beta \int_{A} z(x) \zeta(x) d x . \tag{2.24}
\end{gather*}
$$

In particular $\left.z^{\varepsilon}\right|_{\Gamma^{\varepsilon}}$ and $\left.z^{\varepsilon}\right|_{\Omega_{i, e}^{\varepsilon}}$ converge to $z$ according to Definition 1.1.
Proof. By the Rellich compactness theorem, we know that $z^{\varepsilon} \rightarrow z$ strongly in $L_{l o c}^{2}(\Omega)$ as $\varepsilon \downarrow 0, \varepsilon \in \Lambda$. Equation (2.23) thus follows directly from Remark 2.6 since

$$
\chi_{\Omega_{i, e}^{\varepsilon}} \rightharpoonup^{*} \beta_{i, e} \text { in } L^{\infty}(\Omega), \quad \text { and therefore } \quad z^{\varepsilon} \chi_{\Omega_{i, e}^{\varepsilon}} \rightharpoonup \beta_{i, e} z \text { weakly in } L_{l o c}^{2}(\Omega)
$$

In order to prove (2.24), we first observe that for $\varepsilon$ sufficiently small, we can find pluricellular regions (recall (1.2))

$$
R^{\varepsilon}=\bigcup_{m=1}^{M^{\varepsilon}} \varepsilon\left(Y+\sum_{k=1}^{d} j_{m, k}^{\varepsilon} k\right) \quad \text { for some } \quad{ }_{m}^{\varepsilon}=\left(j_{m, 1}^{\varepsilon}, \cdots, j_{m, d}^{\varepsilon}\right) \in \mathbb{Z}^{d}
$$

and a regular open set $A$ such that

$$
\operatorname{supp} \zeta \subset R^{\varepsilon} \subset A \subset \subset
$$

Poincaré inequality and a rescaling argument easily yield

$$
\begin{gather*}
\varepsilon \mathscr{H}^{d-1}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)=\beta \mathscr{L}^{d}\left(R^{\varepsilon}\right), \quad \varepsilon^{2}\|z\|_{L^{1}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)}^{2} \leq \varepsilon \beta \mathscr{L}^{d}(A)\|z\|_{L^{2}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)}^{2}  \tag{2.25}\\
\varepsilon\|z\|_{L^{2}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)}^{2} \leq c_{1}\left(\|z\|_{L^{2}\left(R_{i, e}^{\varepsilon}\right)}^{2}+\varepsilon^{2}\|\nabla z\|_{L^{2}\left(R_{i, e}^{\varepsilon}\right)}^{2}\right) \tag{2.26}
\end{gather*}
$$

Then, if $S:=\sup _{x \in \Omega}|\zeta(x)|$, we have

$$
\begin{align*}
\left|\varepsilon \int_{\Gamma^{\varepsilon}}\left(z^{\varepsilon}(x)-z(x)\right) \zeta(x) d \mathscr{H} \mathscr{H}^{d-1}(x)\right| & \leq \varepsilon S\left\|z^{\varepsilon}-z\right\|_{L^{1}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)}  \tag{2.27}\\
& \leq C\left(\left\|z^{\varepsilon}-z\right\|_{L^{2}(A)}+\varepsilon\left\|\nabla z^{\varepsilon}-\nabla z\right\|_{L^{2}(A)}\right)
\end{align*}
$$

where $C:=S \sqrt{c_{1} \beta \mathscr{L}^{d}(A)} ;$ since $z^{\varepsilon}$ is bounded in $H^{1}(A)$ and converges to $z$ in $L^{2}(A)$, (2.27) vanishes as $\varepsilon \downarrow 0$. Thus we simply have to prove (2.24) for $z^{\varepsilon} \equiv z$.

Choosing now another arbitrary function $\eta \in H^{1}(A) \cap C^{0}(\bar{A})$ and taking into account Lemma 2.5, we get

$$
\begin{aligned}
\limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} & \left|\varepsilon \int_{\Gamma^{\varepsilon}} z(x) \zeta(x) d \mathscr{H}^{d-1}(x)-\beta \int_{\Omega} z(x) \zeta(x) d x\right| \\
& \leq \limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda}\left|\varepsilon \int_{\Gamma^{\varepsilon}}(z(x)-\eta(x)) \zeta(x) d \mathscr{H}^{d-1}(x)\right|+\left|\beta \int_{\Omega}(z(x)-\eta(x)) \zeta(x) d x\right| \\
& \leq(1+\beta) Z\left(\varepsilon\|z-\eta\|_{L^{1}\left(R^{\varepsilon} \cap \varepsilon \Gamma\right)}+\|z-\eta\|_{L^{1}\left(R^{\varepsilon}\right)}\right) \leq C^{\prime}\|z-\eta\|_{H^{1}(A)}
\end{aligned}
$$

for a constant $C^{\prime}$ independent of $z$ and $\eta$. Being $\eta$ arbitrary and $A$ regular, a standard density result yields (2.24).

Corollary 2.9. Suppose that $w^{\varepsilon} \in H_{l o c}^{1 / 2}\left(\Gamma^{\varepsilon}\right)$ converge to $w \in L_{\text {loc }}^{1}(\Omega)$ according to Definition 1.1 and let $\check{w}^{\varepsilon} \in H_{l o c}^{1}(\Omega)$ be an extension of $w^{\varepsilon}$ which is uniformly bounded in $H^{1}(A)$ for every open subset $A \subset \Omega$. Then $w \in H_{l o c}^{1}(\Omega)$ and $\check{w}^{\varepsilon} \rightharpoonup w$ in $H_{l o c}^{1}(\Omega)$.

Proof. By Proposition $2.8 w$ is the unique limit point of any weakly convergent subsequence of $\check{w}^{\varepsilon}$ in $H_{l o c}^{1}(\Omega)$.
2.4. Compactness properties. Recall that in (1.11) we introduced an open subset $\Omega_{0} \subset \subset \Omega$ which induces closed subspaces of $H^{1}\left(\Omega_{e}^{\varepsilon}\right)$ and $H^{1}(\Omega)$ through the integral conditions (2.3). By Lemma 2.5 with $A:=\Omega_{0}$ and $\zeta \equiv 1$ we have that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \mathscr{L}^{d}\left(\Omega_{0} \cap \varepsilon E_{e}\right)=\beta_{e} \mathscr{L}^{d}\left(\Omega_{0}\right), \quad \lim _{\varepsilon \downarrow 0} \varepsilon \mathscr{H}^{d-1}\left(\Omega_{0} \cap \varepsilon \Gamma\right)=\beta \mathscr{L}^{d}\left(\Omega_{0}\right) \tag{2.28}
\end{equation*}
$$

so that we can always assume that

$$
\begin{equation*}
\mathscr{L}^{d}\left(\Omega_{0} \cap \varepsilon E_{e}\right) \geq \frac{\beta_{e}}{2} \mathscr{L}^{d}\left(\Omega_{0}\right), \quad \varepsilon \mathscr{H}^{d-1}\left(\Omega_{0} \cap \varepsilon \Gamma\right) \geq \frac{\beta}{2} \mathscr{L}^{d}\left(\Omega_{0}\right) \quad \forall \varepsilon \in \Lambda . \tag{2.29}
\end{equation*}
$$

Lemma 2.10 (uniform local $H^{1}$ bounds and compactness). Let $\underline{u}^{\varepsilon} \in \mathcal{V}_{0}^{\varepsilon}, \varepsilon \in \Lambda$, be a family of functions satisfying

$$
\begin{equation*}
\sup _{\varepsilon \in \Lambda}\left(\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+\underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)\right)=S<+\infty . \tag{2.30}
\end{equation*}
$$

Then for every open subset $A \subset \subset \Omega$ we have

$$
\begin{equation*}
\sup _{\varepsilon \in \Lambda}\left\|\underline{T}^{\varepsilon} \underline{u}^{\varepsilon}\right\|_{H^{1}(A)}<+\infty . \tag{2.31}
\end{equation*}
$$

In particular, there exists an infinitesimal subsequence $\Lambda^{\prime}=\left(\varepsilon_{j}\right)_{j \in \mathbb{N}} \subset \Lambda$ and a limit function $\underline{u} \in \underline{\mathcal{V}}_{0}$ such that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda^{\prime}} \underline{T}^{\varepsilon} \underline{u}^{\varepsilon}=\underline{u} \quad \text { weakly in } \underline{\underline{V}}_{l o c}=H_{l o c}^{1}(\Omega) \times H_{l o c}^{1}(\Omega) . \tag{2.32}
\end{equation*}
$$

Proof. Let $\underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right) \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \underline{\underline{u}}^{\varepsilon}:=\underline{T}^{\varepsilon} \underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{\text {loc }}$, and let us choose $\delta>0$ sufficiently small such that (see (2.15) and, e.g., [34])

$$
\begin{equation*}
A \subset \Omega(\delta), \quad \Omega_{0} \subset \Omega(2 \delta), \quad \Omega(\delta) \text { is Lipschitz. } \tag{2.33}
\end{equation*}
$$

We can suppose that $\left(k_{0}+\ell\right) \varepsilon<\delta$; by using the properties (2.16), (2.17), (2.18) of the extension operators $T_{i, e}^{\varepsilon}$, we get

$$
\begin{equation*}
\left\|\nabla \check{u}_{i, e}^{\varepsilon}\right\|_{L^{2}(A)}^{2} \leq\left\|\nabla \check{u}_{i, e}^{\varepsilon}\right\|_{L^{2}(\Omega(\delta))}^{2} \leq h_{1}\left\|\nabla u_{i, e}^{\varepsilon}\right\|_{L^{2}\left(\Omega_{\Omega, e}^{\varepsilon}\right)}^{2} \leq h_{1} \sigma^{-1} \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) . \tag{2.34}
\end{equation*}
$$

Poincaré inequality yields constants $c_{i, e}^{\varepsilon}$ (depending on $u_{i, e}^{\varepsilon}$ ) and $c_{P}$ (depending only on $\Omega$ ) satisfying

$$
\begin{equation*}
\left\|\check{u}_{i, e}^{\varepsilon}-c_{i, e}^{\varepsilon}\right\|_{L^{2}(\Omega(\delta))} \leq c_{P}\left\|\nabla \check{u}_{i, e}^{\varepsilon}\right\|_{L^{2}(\Omega(\delta))} . \tag{2.35}
\end{equation*}
$$

Setting $\Omega_{0, e}^{\varepsilon}:=\Omega_{0} \cap \varepsilon E_{e}$, by the properties of the extension operator we know that

$$
\begin{equation*}
\int_{\Omega_{0}^{\varepsilon}} \check{u}_{e}^{\varepsilon} d x=0 \tag{2.36}
\end{equation*}
$$

so that

$$
\left|c_{e}^{\varepsilon}\right| \mathscr{L}^{d}\left(\Omega_{0, e}^{\varepsilon}\right) \leq \int_{\Omega_{0, e}^{\varepsilon}}\left|c_{e}^{\varepsilon}-\breve{u}_{e}^{\varepsilon}\right| d x \leq \mathscr{L}^{d}\left(\Omega_{0, e}^{\varepsilon}\right)^{1 / 2}\left\|\check{u}_{e}^{\varepsilon}-c_{e}^{\varepsilon}\right\|_{L^{2}\left(\Omega_{0, e}^{\varepsilon}\right)}
$$

and therefore by (2.29) we have

$$
\left|c_{e}^{\varepsilon}\right| \leq\left(\frac{\beta_{e}}{2} \mathscr{L}^{d}\left(\Omega_{0}\right)\right)^{-1 / 2}\left\|\check{u}_{e}^{\varepsilon}-c_{e}^{\varepsilon}\right\|_{L^{2}(\Omega(\delta))},
$$

which, together with (2.35) and (2.34), shows that $c_{e}^{\varepsilon}$ is uniformly bounded with respect to $\varepsilon$. In order to get an analogous bound for $c_{i}^{\varepsilon}$ we will use the estimate

$$
\begin{equation*}
\varepsilon \int_{\Gamma^{\varepsilon}}\left|u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right|^{2} d \mathscr{H}^{d-1}=\underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) \leq S, \tag{2.37}
\end{equation*}
$$

observing that by (2.33) and (2.26),

$$
\begin{aligned}
\varepsilon \int_{\Omega_{0} \cap \varepsilon \Gamma}\left|u_{i, e}^{\varepsilon}-c_{i, e}^{\varepsilon}\right|^{2} d \mathscr{H} \mathscr{H}^{d-1} & \leq c_{1} \int_{\Omega(\delta) \cap \varepsilon E_{i, e}}\left(\left(u_{i, e}^{\varepsilon}-c_{i, e}^{\varepsilon}\right)^{2}+\varepsilon^{2}\left|\nabla u_{i, e}^{\varepsilon}\right|^{2}\right) d x \\
& \leq c_{1}\left(c_{P}{ }^{2}+\varepsilon^{2}\right)\left\|\nabla \breve{u}_{i, e}^{\varepsilon}\right\|_{L^{2}(\Omega(\delta))}^{2} \leq c_{2}:=c_{1}\left(c_{P}+\varepsilon^{2}\right) h_{1} \sigma^{-1} S
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
\frac{\beta}{2} \mathscr{L}^{d}\left(\Omega_{0}\right)\left|c_{i}^{\varepsilon}-c_{e}^{\varepsilon}\right|^{2} & \leq \varepsilon \int_{\Omega_{0} \cap \varepsilon \Gamma}\left|c_{i}^{\varepsilon}-c_{e}^{\varepsilon}\right|^{2} d \mathscr{H}^{d-1} \\
& \leq \varepsilon \int_{\Omega_{0} \cap \varepsilon \Gamma}\left|c_{i}^{\varepsilon}-c_{e}^{\varepsilon}-\left(u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right)+\left(u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right)\right|^{2} d \mathscr{H}^{d-1} \\
& \leq 3 \varepsilon \int_{\Gamma^{\varepsilon}}\left|u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right|^{2} d \mathscr{H}^{d-1}+6 c_{2}=3 \underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+6 c_{2} \leq 3 S+6 c_{2}
\end{aligned}
$$

It follows that also $c_{i}^{\varepsilon}$ is uniformly bounded with respect to $\varepsilon$, so that $\breve{u}_{i, e}^{\varepsilon}$ are bounded in $H^{1}(A)$.

A standard diagonal argument yields (2.32) for some $\underline{u} \in \underline{\mathcal{V}}$; the fact that $\underline{u}$ belongs to $\underline{\mathcal{V}}_{0}$, too, follows from Proposition 2.8.

Corollary 2.11. Let us consider $\underline{u} \in L_{\text {loc }}^{2}(\Omega) \times L_{\text {loc }}^{2}(\Omega)$ and let us suppose that $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \varepsilon \in \Lambda$, satisfy

$$
\begin{equation*}
\sup _{\varepsilon \in \Lambda}\left(\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+\underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)\right)<+\infty . \tag{2.38}
\end{equation*}
$$

Then $\underline{u} \in \underline{\mathcal{V}}_{0}$ and $\underline{u}^{\varepsilon} \rightarrow \underline{u}$ according to Definition 1.1 if and only if there exist extensions $\underline{u}^{\varepsilon} \in \underline{V}_{\text {loc }}$ of $\underline{u}^{\varepsilon}$ such that

$$
\begin{equation*}
\underline{\underline{u}}^{\varepsilon} \rightharpoonup \underline{u} \quad \text { weakly in } \underline{V}_{l o c}=H_{l o c}^{1}(\Omega) \times H_{l o c}^{1}(\Omega) \quad \text { as } \varepsilon \downarrow 0, \varepsilon \in \Lambda \tag{2.39}
\end{equation*}
$$

Moreover, if $\underline{u}^{\varepsilon} \rightarrow \underline{u}$ according to Definition 1.1, then every extension $\underline{\breve{u}}^{\varepsilon}$ bounded in $\underline{\mathcal{V}}_{l o c}$ is weakly convergent to $\underline{u}$ in $\underline{\mathcal{V}}_{l o c}$; in particular, we always have

$$
\begin{equation*}
\underline{T}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) \rightharpoonup \underline{u} \quad \text { weakly in } \underline{\mathcal{V}}_{l o c}=H_{l o c}^{1}(\Omega) \times H_{l o c}^{1}(\Omega) \tag{2.40}
\end{equation*}
$$

and setting $v^{\varepsilon}:=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}=\left.u_{i}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}-\left.u_{e}^{\varepsilon}\right|_{\Gamma^{\varepsilon}}$ we have

$$
\begin{equation*}
v^{\varepsilon} \rightarrow u_{i}-u_{e} \quad \text { according to Definition 1.1. } \tag{2.41}
\end{equation*}
$$

Proof. If $\underline{\breve{u}}^{\varepsilon}$ is an extension of $\underline{u}^{\varepsilon}$ which is bounded in $\underline{V}_{l o c}$, then any weak limit point $\underline{\underline{u}}$ in $\underline{\mathcal{V}}_{l o c}$ should coincide with $\underline{u}$ and belongs to $\underline{\mathcal{V}}_{0}$ by Proposition 2.8. Lemma 2.10 and (2.38) show that $\underline{T}^{\varepsilon}$ provides such an extension, so that the equivalence between the two notions of convergence is proved.

Remark 2.12. Observe that for a general family $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}$ converging to $\underline{u}$ according to Definition 1.1, such that $v^{\varepsilon}=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}$ converges to $v$ as $\varepsilon \downarrow 0, \varepsilon \in \Lambda$, it may happen that $v \neq u_{i}-u_{e}$ in $\Omega$. The above corollary shows that this inconvenience can be avoided if $\underline{u}$ satisfies the equibounded energy condition (2.38).

Proposition 2.13 (compactness for the convergence of Definition 1.1). For $\varepsilon \in$ $\Lambda$ let $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}$ (resp., $\left.w^{\varepsilon} \in L^{2}\left(\Gamma^{\varepsilon}\right)\right)$ satisfy (2.38) (resp., $\left.\sup _{\varepsilon \in \Lambda} b^{\varepsilon}\left(w^{\varepsilon}\right)<+\infty\right)$. Then there exists a decreasing vanishing subsequence $\Lambda^{\prime}=\left(\varepsilon_{j}\right)_{j \in \mathbb{N}} \subset \Lambda$ and an element $\underline{u} \in$ $\underline{\mathcal{V}}_{0}$ (resp., $w \in \mathcal{H}$ ) such that $\underline{u}^{\varepsilon_{j}}$ converges to $\underline{u}$ as $j \rightarrow \infty$ according to Definition 1.1 (resp., $w^{\varepsilon_{j}} \rightarrow w$ ).

Proof. The compactness of $\underline{u}^{\varepsilon}$ follows directly from Lemma 2.10 and Corollary 2.11. In the case of $w^{\varepsilon}$ we observe that the total variation of the measures $\tilde{w}^{\varepsilon}$ introduced in (1.18) is easily bounded by

$$
\left|\tilde{w}^{\varepsilon}\right|(\Omega)=\varepsilon \int_{\Gamma^{\varepsilon}}\left|w^{\varepsilon}(x)\right| d \mathscr{H}^{d-1}(x) \leq C b^{\varepsilon}\left(w^{\varepsilon}\right)^{1 / 2}
$$

thanks to (2.28). Therefore we can extract a subsequence $\Lambda^{\prime}=\left(\varepsilon_{j}\right)_{j \in \mathbb{N}}$ and a limiting Radon measure $\tilde{w}$ in $\Omega$ such that $\tilde{w}^{\varepsilon}$-* $^{*} \tilde{w}$, i.e.,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0, \varepsilon \in \Lambda^{\prime}} \varepsilon \int_{\Gamma^{\varepsilon}} w^{\varepsilon}(x) \zeta(x) d \mathscr{H} \mathscr{C}^{d-1}(x)=\int_{\Omega} \zeta(x) d \tilde{w}(x) \quad \forall \zeta \in C_{c}^{0}(\Omega) \tag{2.42}
\end{equation*}
$$

On the other hand, keeping the same notation of (1.17), we have

$$
w^{\varepsilon}=\frac{d \tilde{w}^{\varepsilon}}{d \lambda^{\varepsilon}}, \quad b^{\varepsilon}\left(w^{\varepsilon}\right)=\int_{\Omega}\left|\frac{d \tilde{w}^{\varepsilon}}{d \lambda^{\varepsilon}}(x)\right|^{2} d \lambda^{\varepsilon}(x)
$$

Since $\lambda^{\varepsilon}$ - $^{*} \lambda=\beta \mathscr{L}^{d}$, as shown by Remark 2.7, general lower semicontinuity results on integral functionals defined on measures [4, Thm. 2.34] show that for every convex function $\psi: \mathbb{R} \rightarrow[0,+\infty]$ with superlinear growth (in our case $\psi(s):=s^{2}$ )

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda^{\prime}} \int_{\Omega} \psi\left(\frac{d \tilde{w}^{\varepsilon}}{d \lambda^{\varepsilon}}(x)\right) d \lambda^{\varepsilon}(x)<+\infty \quad \Rightarrow \quad \tilde{w}=w \cdot \lambda \ll \lambda \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \psi(w(x)) d \lambda(x) \leq \liminf _{\varepsilon \rightarrow 0, \varepsilon \in \Lambda^{\prime}} \int_{\Omega} \psi\left(\frac{d \tilde{w}^{\varepsilon}}{d \lambda^{\varepsilon}}\right) d \lambda^{\varepsilon} \tag{2.44}
\end{equation*}
$$

It follows that $\tilde{w}=\beta w \mathscr{L}^{d}$ for $w \in \mathcal{H}=L^{2}(\Omega)$ and (2.42) yields (1.16).
2.5. Lower semicontinuity and convergence results for integral functionals on $\Gamma^{\varepsilon}$. Arguing as in the last part of the proof of Proposition 2.13 and taking into account (2.43) and (2.44), we have the following.

Proposition 2.14 (lower semicontinuity for the convergence of Definition 1.1). Let $v^{\varepsilon} \in L_{l o c}^{1}\left(\Gamma^{\varepsilon}\right), \varepsilon \in \Lambda$, converge to $v \in L_{l o c}^{1}(\Omega)$ according to Definition 1.1 and let $\psi: \mathbb{R} \rightarrow[0,+\infty]$ be a convex, lower semicontinuous function with superlinear growth. We have

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \varepsilon \int_{\Gamma^{\varepsilon}} \psi\left(v^{\varepsilon}(x)\right) d \mathscr{H}^{d-1}(x) \geq \beta \int_{\Omega} \psi(v(x)) d x \tag{2.45}
\end{equation*}
$$

When $\psi$ is locally Lipschitz and $v^{\varepsilon}$ are uniformly bounded with uniformly bounded extensions in $H_{l o c}^{1}(\Omega)$, we can prove a convergence result.

Lemma 2.15. If $\psi: \mathbb{R} \rightarrow \mathbb{R}$ is a locally Lipschitz function and

$$
v^{\varepsilon} \rightharpoonup v \quad \text { weakly in } H_{l o c}^{1}(\Omega) \text { as } \varepsilon \downarrow 0, \varepsilon \in \Lambda, \quad \sup _{\varepsilon \in \Lambda}\left\|v^{\varepsilon}\right\|_{L^{\infty}(\Omega)}=S<+\infty
$$

then

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \varepsilon \int_{\Gamma^{\varepsilon}} \psi\left(v^{\varepsilon}\right) d \mathscr{H}^{d-1}=\beta \int_{\Omega} \psi(v) d x \tag{2.46}
\end{equation*}
$$

Proof. Up to a possible modification of $\psi$ outside $[-S, S]$, it is not restrictive to assume that $\psi$ is globally Lipschitz; since $\psi\left(v^{\varepsilon}\right) \rightharpoonup \psi(v)$ in $H_{l o c}^{1}(\Omega)$, it is not restrictive to assume that $\psi$ is the identity in (2.46).

If $\zeta \in C_{c}^{0}(\Omega)$, Proposition 2.8 yields

$$
\begin{aligned}
& \limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda}\left|\varepsilon \int_{\Gamma^{\varepsilon}} v d \mathscr{H}^{d-1}-\beta \int_{\Omega} v d x\right| \\
& \quad \leq \underset{\varepsilon \downarrow 0}{\limsup } \varepsilon \int_{\Gamma^{\varepsilon}}\left|v^{\varepsilon}\right||1-\zeta| d \mathscr{H}^{d-1}+\beta \int_{\Omega}|v||1-\zeta| d x \\
& \quad \leq S \limsup _{\varepsilon \downarrow 0} \varepsilon \int_{\Gamma^{\varepsilon}}|1-\zeta| d \mathscr{H}^{d-1}+S \beta \int_{\Omega}|1-\zeta| d x \\
& \quad \leq 2 S \beta \int_{\Omega}|1-\zeta| d x .
\end{aligned}
$$

Taking the infimum of the last integral with respect to $\zeta$, we conclude the proof.
Combining Proposition 2.14, Lemma 2.15, and the equivalence property stated by (2.41) of Corollary 2.11, we obtain the following.

Corollary 2.16. If $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \varepsilon \in \Lambda$, is a family satisfying the bounded energy condition (2.30) and converging to $\underline{u} \in \underline{\mathcal{V}}_{0}$ according to Definition 1.1, then for every convex functional $\psi: \mathbb{R} \rightarrow[0,+\infty)$ we have

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \varepsilon \int_{\Gamma^{\varepsilon}} \psi\left(u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right) d \mathscr{H}^{d-1} \geq \beta \int_{\Omega} \psi\left(u_{i}-u_{e}\right) d x \tag{2.47}
\end{equation*}
$$

Moreover, if $\sup _{\varepsilon \in \Lambda}\left\|u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right\|_{L^{\infty}\left(\Gamma^{\varepsilon}\right)}<+\infty$, then

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \int_{\Gamma^{\varepsilon}} \psi\left(u_{i}^{\varepsilon}-u_{e}^{\varepsilon}\right) d \mathscr{H}^{d-1}=\beta \int_{\Omega} \psi\left(u_{i}-u_{e}\right) d x . \tag{2.48}
\end{equation*}
$$

We conclude this section with a final auxiliary result.
LEMMA 2.17 (bulk energy approximation). Let $\psi: \mathbb{R} \rightarrow[0,+\infty)$ be a locally Lipschitz function such that $\psi^{\prime} \geq 0$ in $(a,+\infty), \psi^{\prime} \leq 0$ in $(-\infty,-a)$ for some $a>0$, and let $\underline{u} \in \underline{\mathcal{V}}_{0}$ such that

$$
\begin{equation*}
\int_{\Omega} \psi\left(u_{i}-u_{e}\right) d x<+\infty \tag{2.49}
\end{equation*}
$$

There exists a sequence $\left(\underline{u}_{k}\right)_{k \in \mathbb{N}} \subset \underline{\mathcal{V}}_{0}$ such that

$$
\begin{gather*}
u_{i, k}-u_{e, k} \in L^{\infty}(\Omega), \quad \lim _{k \uparrow \infty} \underline{u}_{k} \rightarrow \underline{u} \quad \text { strongly in } \underline{\mathcal{V}}_{0} \\
\lim _{k \uparrow \infty} \int_{\Omega} \psi\left(u_{i, k}-u_{e, k}\right) d x=\int_{\Omega} \psi\left(u_{i}-u_{e}\right) d x \tag{2.50}
\end{gather*}
$$

Proof. Recalling that $v:=u_{i}-u_{e}$, we set

$$
v_{k}:=(v \wedge k) \vee(-k), \quad s=\left(u_{i}+u_{e}\right) / 2, \quad \gamma_{k}:=\frac{1}{\mathscr{L}^{d}\left(\Omega_{0}\right)} \int_{\Omega_{0}}\left(s(x)-v_{k}(x) / 2\right) d x
$$

and

$$
u_{i, k}:=s-\gamma_{k}+v_{k} / 2, \quad u_{e, k}:=s-\gamma_{k}-v_{k} / 2
$$

By construction, $\underline{u}_{k} \in \underline{\mathcal{V}}_{0}$ and

$$
u_{i, k}-u_{e, k}=v_{k} \in L^{\infty}(\Omega), \quad \lim _{k \uparrow \infty} v_{k}=v \quad \text { strongly in } H^{1}(\Omega)
$$

In particular,

$$
\lim _{k \uparrow \infty} \gamma_{k}=\frac{1}{\mathscr{L}^{d}\left(\Omega_{0}\right)} \int_{\Omega_{0}}(s(x)-v(x) / 2) d x=\frac{1}{\mathscr{L}^{d}\left(\Omega_{0}\right)} \int_{\Omega_{0}} u_{e}(x) d x=0
$$

so that

$$
\underline{u}_{k} \rightarrow \underline{u} \quad \text { strongly in } \underline{\mathcal{V}}_{0} \quad \text { as } k \uparrow \infty
$$

Finally, since $k \mapsto \psi\left(v_{k}(x)\right)$ is (definitively) nondecreasing and converges pointwise to $\psi(v(x))$, Levi's theorem yields

$$
\lim _{k \uparrow+\infty} \int_{\Omega} \psi\left(v_{k}(x)\right) d x=\int_{\Omega} \psi(v(x)) d x
$$

## 3. $\Gamma$-convergence results.

3.1. $\Gamma$-convergence. For the reader's convenience, we include hereafter a few definitions and theorems used in what follows [17, 19].

Definition 3.1 ( $\Gamma$-convergence). Let $(X, d)$ be a metric space and $\mathscr{F}^{\varepsilon}$, $\mathscr{F}$, $\varepsilon \in \Lambda$, be functionals from $X$ into $[-\infty,+\infty]$. We say that $\left(\mathscr{F}^{\varepsilon}\right)_{\varepsilon \in \Lambda} \Gamma(X)$-converges to $\mathscr{F}$ as $\varepsilon \downarrow 0, \varepsilon \in \Lambda$, i.e.,

$$
\mathscr{F}=\Gamma(X)-\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}
$$

if for every $x \in X$ the following conditions are fulfilled:

$$
\begin{align*}
& \forall x^{\varepsilon} \in X: \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} x^{\varepsilon}=x \quad \Rightarrow \quad \liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}\left(x^{\varepsilon}\right) \geq \mathscr{F}(x),  \tag{3.1}\\
& \exists \hat{x}^{\varepsilon} \in X: \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \hat{x}^{\varepsilon}=x, \quad \limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}\left(\hat{x}^{\varepsilon}\right) \leq \mathscr{F}(x) . \tag{3.2}
\end{align*}
$$

Remark 3.2. Notice that by (3.1) the "lim sup" in (3.2) is in fact a limit. We will sometimes use a slight variant of this property, when $\mathscr{F}^{\varepsilon}, \mathscr{F}^{\text {admit the decomposition }}$ $\mathscr{F}^{\varepsilon}=\mathscr{F}_{1}^{\varepsilon}+\mathscr{F}_{2}^{\varepsilon}, \mathscr{F}=\mathscr{F}_{1}+\mathscr{F}_{2}$, and $\mathscr{F}_{1}^{\varepsilon}, \mathscr{F}_{2}^{\varepsilon}$ satisfy condition (3.1) with respect to $\mathscr{F}_{1}, \mathscr{F}_{2}$. In this case, every "optimal" family $\hat{x}^{\varepsilon}$ for $\mathscr{F}^{\varepsilon}$ satisfies

$$
\begin{equation*}
\hat{x}^{\varepsilon} \rightarrow x, \limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}\left(\hat{x}^{\varepsilon}\right) \leq \mathscr{F}(x) \quad \Rightarrow \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}_{j}^{\varepsilon}\left(\hat{x}^{\varepsilon}\right)=\mathscr{F}_{j}(x), \quad j=1,2 . \tag{3.3}
\end{equation*}
$$

Theorem 3.3 (see [19, Cor. 2.4]). Let $(X, d)$ be a metric space, $\mathscr{F}^{\varepsilon}, \mathscr{F}, \varepsilon \in \Lambda$, be functionals from $X$ into $(-\infty,+\infty]$ such that $\mathscr{F}=\Gamma(X)-\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}$, and let $x^{\varepsilon} \in X$ be a minimizer for $\mathscr{F}^{\varepsilon}$, i.e.,

$$
\mathscr{F}^{\varepsilon}\left(x^{\varepsilon}\right)=\min \left\{\mathscr{F}^{\varepsilon}(x): x \in X\right\} .
$$

If the family $\left(x^{\varepsilon}\right)_{\varepsilon \in \Lambda}$ is relatively compact in $X$ and $x^{0}$ is the unique minimizer for $\mathscr{F}$, then

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} x^{\varepsilon}=x^{0}, \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}^{\varepsilon}\left(x^{\varepsilon}\right)=\mathscr{F}\left(x^{0}\right) . \tag{3.4}
\end{equation*}
$$

The following useful criterion [11, p. 97] allows us to check (3.2) on a smaller $\mathscr{F}$-dense subset $D \subset X$.

Proposition 3.4 (a density argument for $\Gamma$-limsup). Let $X, \mathscr{F}^{\varepsilon}, \mathscr{F}$ as in Definition 3.1 and let $D \subset X$ satisfy

$$
\begin{equation*}
\forall x \in X \quad \exists x^{\varepsilon} \in D: \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} x^{\varepsilon}=x, \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}\left(x^{\varepsilon}\right)=\mathscr{F}(x) . \tag{3.5}
\end{equation*}
$$

If

$$
\begin{equation*}
\forall x \in D, \quad \exists x^{\varepsilon} \in X: \quad \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} x^{\varepsilon}=x, \quad \limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \mathscr{F}_{\varepsilon}\left(x^{\varepsilon}\right) \leq \mathscr{F}(x) \tag{3.6}
\end{equation*}
$$

then the $\Gamma$-limsup condition (3.2) for $\Gamma$-convergence is satisfied.
Combining the results of Braides ([10]; see also [12, Thm. 14.8]) and of Acerbi et al. [1] we obtain the following homogenization result for noncoercive integral functionals.

Theorem 3.5. Let us consider the family of integral functionals in $L_{\text {loc }}^{2}(\Omega)$,

$$
a_{i, e}^{\varepsilon}(u):= \begin{cases}\int_{\Omega_{i, e}^{\varepsilon}} \sigma_{i, e}^{\varepsilon}(x) \nabla u(x) \cdot \nabla u(x) d x & \text { if } u \in L_{\text {loc }}^{2}(\Omega),\left.u\right|_{\Omega_{i, e}} \in H^{1}\left(\Omega_{i, e}\right),  \tag{3.7}\\ +\infty & \text { otherwise, }\end{cases}
$$

where $\sigma_{i, e}^{\varepsilon}$ were introduced in (1.8) and (1.9), and let us define

$$
a_{i, e}(u):= \begin{cases}\int_{\Omega} M_{i, e}(x) \nabla u(x) \cdot \nabla u(x) d x & \text { if } u \in H^{1}(\Omega)  \tag{3.8}\\ +\infty & \text { if } u \in L_{l o c}^{2}(\Omega) \backslash H^{1}(\Omega)\end{cases}
$$

with $M_{i, e}$ defined as in (1.21). Then we have

$$
\begin{equation*}
a_{i, e}(u)=\Gamma\left(L_{l o c}^{2}(\Omega)\right)-\lim _{\varepsilon \downarrow 0} a_{i, e}^{\varepsilon}(u)=\Gamma\left(L^{\infty}(\Omega)\right)-\lim _{\varepsilon \downarrow 0} a_{i, e}^{\varepsilon}(u) \tag{3.9}
\end{equation*}
$$

3.2. $\Gamma$-convergence of $\mathscr{F}^{\varepsilon}$ and proof of Theorem 1.6. In this section we want to prove Theorem 1.6. The natural topology for this variational approach should be the one introduced by Definition 1.1. Therefore, in order to apply the $\Gamma$-convergence technique, we have to imbed the domain of the functionals $\mathscr{F}^{\varepsilon}, \mathscr{F}$ in a fixed underlying metric space, whose converging sequences with equibounded energy coincide with those characterized by Definition 1.1.

To this aim, we consider the space of finite signed Radon measures on $\Omega[4$, Section 1.57],

$$
\begin{equation*}
\mathcal{M}:=\mathcal{M}(\Omega)=\left(C_{c}(\Omega)\right)^{\prime}=\left(C_{0}(\Omega)\right)^{\prime} \tag{3.10}
\end{equation*}
$$

endowed with the dual norm

$$
\begin{equation*}
\|\mu\|_{\mathcal{M}}:=|\mu|(\Omega) \tag{3.11}
\end{equation*}
$$

and the (weaker) continuous distance

$$
\begin{align*}
d(\mu, \nu):=\sup \{ & \int_{\Omega} \zeta(x) d(\mu-\nu)(x): \zeta \in C_{c}(\Omega) \cap \operatorname{Lip}(\Omega) \\
& \left.\sup _{x \in \Omega}|\zeta(x)| \leq 1, \quad \operatorname{Lip}(\zeta, \Omega) \leq 1\right\} \tag{3.12}
\end{align*}
$$

where $\operatorname{Lip}(\Omega)$ (resp., $\operatorname{Lip}(\zeta, \Omega)$ ) is the space of the Lipschitz real functions defined in $\Omega$ (resp., the Lipschitz constant of $\zeta$ ).

Since $C_{0}(\Omega)$ is a separable Banach space, the dual unit ball of $\mathcal{M}$ is weakly* compact and separable, so that the distance $d$ induces the weak* topology of $\mathcal{M}$ on each norm-bounded subset of $\mathcal{M}$; in particular, $(\mathcal{M}, d)$ is a separable metric space and norm-bounded sequences are relatively compact with respect to the weaker topology induced by the distance $d$.

We then identify vectors $\underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right) \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \underline{u}=\left(u_{i}, u_{e}\right) \in \underline{\mathcal{V}}_{0}$ with measures $\underline{\tilde{u}}^{\varepsilon}=\left(\tilde{u}_{i}^{\varepsilon}, \tilde{u}_{e}^{\varepsilon}\right), \underline{\tilde{u}}=\left(\tilde{u}_{i}, \tilde{u}_{e}\right) \in \mathcal{M}^{2}$ as in (1.18) and (1.19), denoting by $\underline{m}^{\varepsilon}: \underline{\mathcal{V}}_{0}^{\varepsilon} \rightarrow$ $\mathcal{M}^{2}, \underline{\mathrm{~m}}: \underline{\mathcal{V}}_{0} \rightarrow \mathcal{M}^{2}$ the corresponding maps.

This operator allows us to extend all the functionals on $\underline{\mathcal{V}}_{0}^{\varepsilon}$ to $\mathcal{M}^{2}$; e.g., in the case of $\mathscr{F}^{\varepsilon}$ we set

$$
\tilde{\mathscr{F}}^{\varepsilon}(\underline{\tilde{u}}):= \begin{cases}\tilde{F}^{\varepsilon}(\underline{u}) & \text { if } \underline{\tilde{u}}=\mathrm{m}^{\varepsilon}(\underline{u}), \quad \text { in } \mathcal{M}^{2}  \tag{3.13}\\ +\infty & \text { otherwise }\end{cases}
$$

We can thus consider coercivity and $\Gamma$-convergence of $\tilde{\mathscr{F}}^{\varepsilon}$ in $\mathcal{M}^{2}$ as $\varepsilon \downarrow 0$ which are in fact equivalent to statements (a), (b), (c) of Theorem 1.6. We split the proof of these properties in three steps. Recall that by (1.30) we can assume that $v_{0}^{\varepsilon}=\underline{B}^{\varepsilon} \underline{u}_{0}^{\varepsilon}$ with

$$
\begin{equation*}
\limsup _{\varepsilon \downarrow 0}\left(\underline{a}^{\varepsilon}\left(\underline{u}_{0}^{\varepsilon}\right)+\underline{b}^{\varepsilon}\left(\underline{u}_{0}^{\varepsilon}\right)\right)<+\infty \tag{3.14}
\end{equation*}
$$

$v_{0}^{\varepsilon}$ converges to $v_{0}$ according to Definition 1.1, and $b^{\varepsilon}\left(v_{0}^{\varepsilon}\right) \rightarrow b\left(v_{0}\right)$; the functional $\mathscr{F}^{\varepsilon}$ takes the form

$$
\begin{equation*}
\mathscr{F}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right):=\frac{h}{2} b^{\varepsilon}\left(v^{\varepsilon}-v_{0}^{\varepsilon}\right)+\frac{1}{2} \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+\phi^{\varepsilon}\left(v^{\varepsilon}\right), \quad v^{\varepsilon}:=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon} . \tag{3.15}
\end{equation*}
$$

(a) Compactness. It follows directly from Proposition 2.13, thanks to (1.31).
(b) $\lim \inf$ inequality. Suppose that $\underline{u}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \varepsilon \in \Lambda$, converges to $\underline{u} \in \underline{\mathcal{V}}_{0}$ as $\varepsilon \downarrow 0, \varepsilon \in \Lambda$ according to Definition 1.1 and satisfies

$$
\begin{equation*}
\limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda}\left(\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)+\underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)\right)<+\infty . \tag{3.16}
\end{equation*}
$$

Corollary 2.11 and Theorem 3.5 yield

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right) \geq \underline{a}(\underline{u}) \tag{3.17}
\end{equation*}
$$

whereas (2.47) of Corollary 2.16 and (3.14) show that

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(v^{\varepsilon}-v_{0}^{\varepsilon}\right) \geq b\left(\underline{u}-\underline{u}_{0}\right), \quad \liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \phi^{\varepsilon}\left(v^{\varepsilon}\right) \geq \phi(v), \quad v:=\underline{B} \underline{u} \tag{3.18}
\end{equation*}
$$

(c) lim sup inequality. We introduce the set

$$
D:=\left\{\underline{u}=\left(u_{i}, u_{e}\right) \in \underline{\mathcal{V}}_{0}: \underline{B} \underline{u}=v=u_{i}-u_{e} \in L^{\infty}(\Omega)\right\}
$$

which satisfies the density condition (3.5) thanks to Lemma 2.17. By Proposition 3.4 it is then sufficient to prove the $\lim$ sup inequality for $\underline{u} \in D$.

By Theorem 3.5 we find a uniformly bounded family $\underline{\breve{u}}^{\varepsilon}=\left(\check{u}_{i}^{\varepsilon}, \breve{u}_{e}^{\varepsilon}\right)$ converging to $\underline{u}$ in $L^{\infty}(\Omega) \times L^{\infty}(\Omega)$, whose restriction $\underline{u}^{\varepsilon}$ to $\Omega_{i}^{\varepsilon} \times \Omega_{e}^{\varepsilon}$ belongs to $\underline{\mathcal{V}}_{0}^{\varepsilon}$ (we can add a vanishing constant to $\check{u}_{e}^{\varepsilon}$ as in Lemma 2.17) such that

$$
\lim _{\varepsilon \downarrow 0} \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)=\underline{a}(\underline{u}) .
$$

The boundedness and the regularity of $\Omega$ show that $\underline{b}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)$ is bounded so that (3.16) holds. Therefore, a simple application of (2.48) of Corollary 2.16 yields

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} b^{\varepsilon}\left(v^{\varepsilon}\right)=b(v), \quad \lim _{\varepsilon \downarrow 0} \phi^{\varepsilon}\left(v^{\varepsilon}\right)=\phi(v), \quad v^{\varepsilon}:=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}, \quad v=\underline{B} \underline{u} . \tag{3.19}
\end{equation*}
$$

In order to conclude the proof we have to pass to the limit in the term $b^{\varepsilon}\left(v^{\varepsilon}-v_{0}^{\varepsilon}\right)$. We invoke the next lemma.

Lemma 3.6. For every couple $v_{0}^{\varepsilon}, v^{\varepsilon} \in \mathcal{H}^{\varepsilon}$ converging to $v_{0}, v$ as in Definition 1.1, we have

$$
\left.\begin{array}{l}
\lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(v_{0}^{\varepsilon}\right)=b\left(v_{0}\right)  \tag{3.20}\\
\limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(v^{\varepsilon}\right)=S<+\infty
\end{array}\right\} \Rightarrow \lim _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(v_{0}^{\varepsilon}, v^{\varepsilon}\right)=b\left(v_{0}, v\right)
$$

Proof. Let us recall that

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(z^{\varepsilon}\right) \geq b(z) \tag{3.21}
\end{equation*}
$$

for every family $z^{\varepsilon} \in \mathcal{H}^{\varepsilon}$ converging to $z$ according to Definition 1.1. For every positive scalar $\rho>0$ we have

$$
2 b^{\varepsilon}\left(v_{0}^{\varepsilon}, v^{\varepsilon}\right)=2 b^{\varepsilon}\left(\rho^{-1} v_{0}^{\varepsilon}, \rho v^{\varepsilon}\right)=b^{\varepsilon}\left(\rho^{-1} v_{0}^{\varepsilon}+\rho v^{\varepsilon}\right)-\rho^{-2} b^{\varepsilon}\left(v_{0}^{\varepsilon}\right)-\rho^{2} b^{\varepsilon}\left(v^{\varepsilon}\right) .
$$

Taking the inferior limit as $\varepsilon \downarrow 0, \varepsilon \in \Lambda$ we get

$$
\begin{aligned}
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} 2 b^{\varepsilon}\left(v_{0}^{\varepsilon}, v^{\varepsilon}\right) & \geq b\left(\rho^{-1} v_{0}+\rho v\right)-\rho^{-2} b\left(v_{0}\right)-\rho^{2} S \\
& =2 b\left(v_{0}, v\right)+\rho^{2}(b(v)-S)
\end{aligned}
$$

Since $\rho>0$ is arbitrary, we obtain

$$
\liminf _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} b^{\varepsilon}\left(v_{0}^{\varepsilon}, v^{\varepsilon}\right) \geq b\left(v_{0}, v\right)
$$

inverting sign to $v_{0}^{\varepsilon}$ we prove the lemma.
As a corollary, we also obtain the following accessory result.
Corollary 3.7. Let $v^{\varepsilon} \in \mathcal{H}^{\varepsilon}$ converge to $v \in \mathcal{H}$ according to Definition 1.1 and let us suppose that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} b^{\varepsilon}\left(v^{\varepsilon}\right)=b(v), \quad \limsup _{\varepsilon \downarrow 0} j^{\varepsilon}\left(v^{\varepsilon}\right)<+\infty \tag{3.22}
\end{equation*}
$$

If $\underline{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right)$ is the unique solution of the minimum problem

$$
\begin{equation*}
\min \left\{\underline{a}^{\varepsilon}(\underline{u}): \underline{u} \in \underline{\mathcal{V}}_{0}^{\varepsilon}, \underline{B}^{\varepsilon} \underline{u}=v^{\varepsilon}\right\} \tag{3.23}
\end{equation*}
$$

then $\underline{u}^{\varepsilon} \rightarrow \underline{u}$ as $\varepsilon \downarrow 0$ according to Definition 1.1 and

$$
\begin{equation*}
\underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}\right)=j^{\varepsilon}\left(v^{\varepsilon}\right) \rightarrow \underline{a}(\underline{u})=j(v), \tag{3.24}
\end{equation*}
$$

with $\underline{u}$ being the unique solution of

$$
\begin{equation*}
\min \left\{\underline{a}(\underline{u}): \underline{u} \in \underline{\mathcal{V}}_{0}, \underline{B} \underline{u}=v\right\} . \tag{3.25}
\end{equation*}
$$

4. Variational formulation of the evolution problems. In this section we collect some basic notation and preliminary results on the variational formulation and the related well posedness of the micro- and macroscopic problems as discussed in [16].
4.1. Nonlinear terms and convex primitives. Recalling (1.10), from now on we set

$$
\begin{align*}
\lambda_{F} & :=1+\left(\inf _{x \in \mathbb{R}} F^{\prime}(x)\right)^{-}, \quad f(x):=F(x)+\lambda_{F} x  \tag{4.1}\\
\varphi(x) & :=\int_{0}^{x} f(\rho) d \rho=\frac{1}{2} \lambda_{F} x^{2}+\int_{0}^{x} F(\rho) d \rho \tag{4.2}
\end{align*}
$$

Observe that $f$ is a strictly increasing $C^{1}$ function with $f^{\prime} \geq 1$, so that $\varphi$ is a strictly convex function with (at least) quadratic growth, thus satisfying

$$
\begin{equation*}
\varphi(x) \geq \varphi(0)=0, \quad \varphi(x) \geq \frac{1}{2}|x|^{2} \quad \forall x \in \mathbb{R} \tag{4.3}
\end{equation*}
$$

The conjugate function $\varphi^{*}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\varphi^{*}(y)=\sup _{x \in \mathbb{R}}(y x-\varphi(x)) \tag{4.4}
\end{equation*}
$$

is still a strictly convex function which satisfies

$$
\begin{array}{r}
\varphi^{*}(y) \geq \varphi^{*}(0)=0 \quad \forall y \in \mathbb{R}, \quad \lim _{|y| \rightarrow \infty} \frac{\varphi^{*}(y)}{|y|}=+\infty, \\
x y \leq \varphi(x)+\varphi^{*}(y), \quad x f(x)=\varphi(x)+\varphi^{*}(f(x)) \quad \forall x, y \in \mathbb{R} . \tag{4.6}
\end{array}
$$

In particular, we have

$$
\begin{equation*}
|f(x)| \leq \varphi^{*}(f(x))+\sup _{|z| \leq 1} \varphi(z) \quad \forall x \in \mathbb{R} \tag{4.7}
\end{equation*}
$$

and the "subdifferential inequality"

$$
\begin{equation*}
y=f(x) \quad \Leftrightarrow \quad y(z-x) \leq \varphi(z)-\varphi(x) \quad \forall z \in \mathbb{R} \tag{4.8}
\end{equation*}
$$

4.2. Vector notation for the complete system. Besides the couples $\underline{u}^{\varepsilon}=$ $\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}\right), \underline{u}=\left(u_{i}, u_{e}\right)$, the micro- and macroscopic evolution problems involve a third "recovery" variable, $w^{\varepsilon}, w$. Thus the electric state of the heart will be determined by the three-component vectors

$$
\begin{equation*}
\varepsilon:=\left(\underline{u}^{\varepsilon}, w^{\varepsilon}\right), \quad:=(\underline{u}, w) \tag{4.9}
\end{equation*}
$$

As a general rule, boldface letters (as , , V,$\ldots$ ) will occur when the three-component vectors that determine the electric state of our systems are involved.

We will adopt the usual convention to identify functions $u=u(x, t)$ defined in the space-time cylinders $A \times(0, T)$ ( $A$ being some open subset of $\mathbb{R}^{d}$ endowed with the Lebesgue measure $\mathscr{L}^{d}$ or some Lipschitz hypersurface endowed with the $(d-1)$ dimensional Hausdorff measure $\mathscr{H}^{d-1}$ ) with the time-dependent function $u(\cdot, t)$ taking its values in suitable function subspaces of $L_{l o c}^{1}(A)$ (we do not indicate explicitly the dependence on the underlying measure $\mathscr{L}^{d}$ or $\left.\mathscr{H}^{d-1}\right)$. Vector functions will therefore take their values in suitable product vector spaces, which we are now introducing.

As we said before in section 2.1, the electric potentials $\underline{u}^{\varepsilon}$ (resp., $\underline{u}$ ) will take their values in $\underline{\mathcal{V}}_{0}^{\varepsilon}$ (resp., $\underline{\mathcal{V}}_{0}$ ), whereas the recovery variables $w^{\varepsilon}$ (resp., $w$ ) are valued into $\mathcal{H}^{\varepsilon}$ (resp., $\mathcal{H}$ ). Therefore, we will also introduce the following product spaces for the vector functions ${ }^{\varepsilon}$, :

$$
\begin{equation*}
\mathcal{V}^{\varepsilon}:=\underline{\mathcal{V}}^{\varepsilon} \times \mathcal{H}^{\varepsilon}, \quad \mathcal{V}_{0}^{\varepsilon}:=\underline{\mathcal{V}}_{0}^{\varepsilon} \times \mathcal{H}^{\varepsilon}, \quad \mathcal{V}:=\underline{\mathcal{V}} \times \mathcal{H}, \quad \mathcal{V}_{0}:=\underline{\mathcal{V}}_{0} \times \mathcal{H} \tag{4.10}
\end{equation*}
$$

4.3. The variational formulation of the microscopic problem and its well posedness. As shown in [16], the variational formulation of Problem ${ }^{\varepsilon}$ can be easily obtained by performing the following steps:

1. Choose test functions ${ }^{\wedge}=\left(\hat{u}_{i}, \hat{u}_{e}, \hat{w}\right) \in \mathcal{V}_{0}^{\varepsilon}$;
2. multiply $\left(P_{1 a}^{\varepsilon}\right)$ by $\hat{u}_{i, e}$, integrate by parts using $\left(P_{1 b}^{\varepsilon}\right)$ and $\left(P_{4}^{\varepsilon}\right)$, and sum up taking $\left(P_{2}^{\varepsilon}\right)$ into account;
3. take the $b^{\varepsilon}$-scalar product in $\mathcal{H}^{\varepsilon}$ of $\left(P_{3}^{\varepsilon}\right)$ with $\hat{w}$;
4. sum up the results of the previous two steps.

In order to write the variational formulation in a compact form, we introduce the bilinear forms which are defined for every,$^{\wedge} \in \mathcal{V}^{\varepsilon}=\underline{\mathcal{V}}^{\varepsilon} \times \mathcal{H}^{\varepsilon}$,

$$
\begin{align*}
& { }^{\varepsilon}\left(,^{\wedge}\right):=\underline{b}^{\varepsilon}(\underline{u}, \underline{\hat{u}})+b^{\varepsilon}(w, \hat{w}), \quad{ }^{\varepsilon}\left(,^{\wedge}\right):=\underline{a}^{\varepsilon}(\underline{u}, \underline{\hat{u}})+\gamma b^{\varepsilon}(w, \hat{w}),  \tag{4.11}\\
& { }^{\varepsilon}\left(,^{\wedge}\right):=\lambda_{F} \underline{b}^{\varepsilon}(\underline{u}, \underline{\hat{u}})-\Theta b^{\varepsilon}\left(w, \underline{B}^{\varepsilon} \underline{\hat{u}}\right)+\eta b^{\varepsilon}\left(\underline{B}^{\varepsilon} \underline{u}, \hat{w}\right), \tag{4.12}
\end{align*}
$$

together with the related quadratic forms

$$
\begin{equation*}
{ }^{\varepsilon}():={ }^{\varepsilon}(,), \quad{ }^{\varepsilon}():={ }^{\varepsilon}(,) \tag{4.13}
\end{equation*}
$$

the functionals

$$
\begin{equation*}
{ }^{\varepsilon}(~):=\varepsilon \int_{\Gamma^{\varepsilon}} \varphi\left(u_{i}-u_{e}\right) d \mathscr{H}^{d-1}, \quad{ }^{\varepsilon}(\quad):=\varepsilon \int_{\Gamma^{\varepsilon}} \varphi^{*}\left(f\left(u_{i}-u_{e}\right)\right) d \mathscr{H}^{d-1} \tag{4.14}
\end{equation*}
$$

and the nonlinear form

$$
\begin{equation*}
\mathcal{F}^{\varepsilon}\left(,^{\wedge}\right)=\varepsilon \int_{\Gamma^{\varepsilon}} f\left(u_{i}-u_{e}\right)\left(\hat{u}_{i}-\hat{u}_{e}\right) d \mathscr{H}^{d-1}=\varepsilon \int_{\Gamma^{\varepsilon}} f(v) \hat{v} d \mathscr{H}^{d-1} \tag{4.15}
\end{equation*}
$$

which is well defined by (4.6) if ${ }^{\varepsilon}(\quad),{ }^{\varepsilon}\left({ }^{\wedge}\right)<+\infty$. Viewing $u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, w^{\varepsilon}$ as timedependent functions with values in a "space-dependent" functional space, as we discussed in section 4.2, we see that Problem $\varepsilon$ can be solved by looking for the solution ${ }^{\varepsilon}:(0, T) \rightarrow \mathcal{V}_{0}^{\varepsilon}$ of the abstract variational equation,
for any ${ }^{\wedge} \in \mathcal{V}_{0}^{\varepsilon}$ with ${ }^{\varepsilon}\left({ }^{\wedge}\right)<+\infty$. Here the initial datum ${ }_{0}^{\varepsilon}:=\left(u_{0, i}^{\varepsilon}, u_{0, e}^{\varepsilon}, w_{0}^{\varepsilon}\right)$ satisfies

$$
\begin{equation*}
{ }_{0}^{\varepsilon} \in \mathcal{V}_{0}^{\varepsilon}, \quad{ }^{\varepsilon}\binom{\varepsilon}{0}<+\infty \tag{4.17}
\end{equation*}
$$

and it is related to $v_{0}^{\varepsilon}$ by

$$
\begin{equation*}
\underline{B}^{\varepsilon} \underline{u}_{0}^{\varepsilon}=v_{0}^{\varepsilon}, \quad \underline{a}^{\varepsilon}\left(\underline{u}_{0}^{\varepsilon}\right)=j^{\varepsilon}\left(v_{0}^{\varepsilon}\right)=\min \left\{\underline{a}^{\varepsilon}\left(\underline{\hat{u}}^{\varepsilon}\right): \underline{B}^{\varepsilon} \underline{\hat{u}}^{\varepsilon}=v_{0}^{\varepsilon}\right\} . \tag{4.18}
\end{equation*}
$$

The following theorem provides an existence result for the microscopic problem; see [16] for more details.

ThEOREM 4.1. Let us assume that ${ }_{0}^{\varepsilon}$ satisfies (4.17) and (4.18). Then, there exists a unique solution of the variational formulation (4.16) of Problem ${ }^{\varepsilon}$,

$$
{ }^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, w^{\varepsilon}\right) \in C^{0}\left([0, T] ; \mathcal{V}_{0}^{\varepsilon}\right), \quad v^{\varepsilon}:=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}
$$

with

$$
\begin{gather*}
\partial_{t}\left(\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}\right)=\partial_{t} v^{\varepsilon}, \quad \partial_{t} w^{\varepsilon} \in L^{2}\left(0, T ; \mathcal{H}^{\varepsilon}\right)  \tag{4.19}\\
\sup _{t \in(0, T)}{ }^{\varepsilon}\left({ }^{\varepsilon}\right)=\sup _{t \in(0, T)} \varepsilon \int_{\Gamma^{\varepsilon}} \varphi\left(v^{\varepsilon}\right) d \mathscr{H}^{d-1}<+\infty  \tag{4.20}\\
\int_{0}^{T}{ }^{\varepsilon}\left({ }^{\varepsilon}\right) d t=\varepsilon \int_{0}^{T} \int_{\Gamma^{\varepsilon}} \varphi^{*}\left(f\left(v^{\varepsilon}\right)\right) d \mathscr{H}^{d-1} d t<+\infty . \tag{4.21}
\end{gather*}
$$

Moreover, the solution ${ }^{\varepsilon}$ satisfies the a priori estimates

$$
\left.\begin{array}{c}
\sup _{t \in[0, T]}\left({ }^{\varepsilon}\left({ }^{\varepsilon}\right)+{ }^{\varepsilon}\left({ }^{\varepsilon}\right)+{ }^{\varepsilon}\left({ }^{\varepsilon}\right)\right)  \tag{4.22}\\
\int_{0}^{T}\left(b^{\varepsilon}\left(\partial_{t} v^{\varepsilon}\right)+b^{\varepsilon}\left(\partial_{t} w^{\varepsilon}\right)\right) d t
\end{array}\right\} \leq C\left({ }^{\varepsilon}\binom{\varepsilon}{0}+{ }^{\varepsilon}\binom{\varepsilon}{0}+{ }^{\varepsilon}\binom{\varepsilon}{0}\right)
$$

for a constant $C$ independent of $\varepsilon$ and of the initial datum; finally, at each time $t \in[0, T], \underline{u}^{\varepsilon}(t)$ is the unique solution of the minimum problem

$$
\begin{equation*}
\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}(t)=v^{\varepsilon}(t), \quad \underline{a}^{\varepsilon}\left(\underline{u}^{\varepsilon}(t)\right)=j^{\varepsilon}\left(v^{\varepsilon}(t)\right)=\min \left\{\underline{a}^{\varepsilon}\left(\underline{\hat{u}}^{\varepsilon}\right): \underline{B}^{\varepsilon} \underline{\hat{u}}^{\varepsilon}=v^{\varepsilon}(t)\right\} . \tag{4.23}
\end{equation*}
$$

Theorem 4.1 and (4.22) rely on two a priori estimates which are interesting by themselves: we will briefly present their formal derivation after a short discussion on the abstract structure of the system (4.16). As we will see in the next section, the main interest of this approach is that the macroscopic problem can be formulated in the same way.
4.4. The variational formulation of the macroscopic problem and its well posedness. The derivation of the variational formulation of this problem is completely analogous to the previous one; as before, we introduce the bilinear forms on $\mathcal{V} \supset \mathcal{V}_{0}$,

$$
\begin{align*}
& \left(,^{\wedge}\right):=\underline{b}(\underline{u}, \underline{\hat{u}})+b(w, \hat{w}), \quad\left(,^{\wedge}\right):=\underline{a}(\underline{u}, \underline{\hat{u}})+\gamma b(w, \hat{w}),  \tag{4.24}\\
& \left(,{ }^{\wedge}\right):=\lambda_{F} \underline{b}(\underline{u}, \underline{\hat{u}})-\Theta b(w, \underline{B} \underline{\hat{u}})+\eta b(\underline{B} \underline{u}, \hat{w}), \tag{4.25}
\end{align*}
$$

together with the related quadratic forms

$$
\begin{equation*}
():=(, \quad), \quad \underline{b}():=\underline{b}(,) \tag{4.26}
\end{equation*}
$$

the functionals

$$
\begin{equation*}
(\quad):=\beta \int_{\Omega} \varphi\left(u_{i}-u_{e}\right) d x, \quad(\quad):=\beta \int_{\Omega} \varphi^{*}\left(f\left(u_{i}-u_{e}\right)\right) d x \tag{4.27}
\end{equation*}
$$

and the nonlinear form

$$
\begin{equation*}
\mathcal{F}\left(,^{\wedge}\right)=\beta \int_{\Omega} f\left(u_{i}-u_{e}\right)\left(\hat{u}_{i}-\hat{u}_{e}\right) d x=\beta \int_{\Omega} f(v) \hat{v} d x \tag{4.28}
\end{equation*}
$$

which is well defined by (4.6) if ( ), ( $\left.{ }^{\wedge}\right)<+\infty$. The solution $\quad:(0, T) \rightarrow \mathcal{V}_{0}$ of the macroscopic problem thus satisfies the variational evolution equation,

$$
\left\{\begin{align*}
\frac{d}{d t}\left(,{ }^{\wedge}\right)+\left(,{ }^{\wedge}\right)+\mathcal{F}\left(,{ }^{\wedge}\right) & =\left(,,^{\wedge}\right)  \tag{4.29}\\
\left((0),{ }^{\wedge}\right) & =\left(0,{ }^{\wedge}\right)
\end{align*}\right.
$$

for any ${ }^{\wedge} \in \mathcal{V}_{0}$ with $\left({ }^{\wedge}\right)<+\infty$. Again the initial datum $0:=\left(u_{0, i}, u_{0, e}, w_{0}\right)$ satisfies

$$
\begin{equation*}
{ }_{0} \in \mathcal{V}_{0}, \quad(\quad 0)<+\infty, \tag{4.30}
\end{equation*}
$$

and it is related to $v_{0}$ by

$$
\begin{equation*}
\underline{B} \underline{u}_{0}=v_{0}, \quad \underline{a}\left(\underline{u}_{0}\right)=j\left(v_{0}\right)=\min \left\{\underline{a}(\underline{\hat{u}}): \underline{B} \underline{\hat{u}}=v_{0}\right\} . \tag{4.31}
\end{equation*}
$$

Theorem 4.2. Let us assume that 0 satisfies (4.30), (4.31). Then, there exists a unique solution of the variational formulation of Problem ,

$$
=\left(u_{i}, u_{e}, w\right) \in C^{0}\left([0, T] ; \mathcal{V}_{0}\right), \quad v=\underline{B} \underline{u}
$$

with

$$
\begin{gather*}
\partial_{t}(\underline{B} \underline{u})=\partial_{t} v, \quad \partial_{t} w \in L^{2}(0, T ; \mathcal{H}),  \tag{4.32}\\
\sup _{t \in(0, T)}()=\sup _{t \in(0, T)} \int_{\Omega} \varphi(v) d x<+\infty,  \tag{4.33}\\
\int_{0}^{T}() d t=\int_{0}^{T} \int_{\Omega} \varphi^{*}(f(v)) d x d t<+\infty . \tag{4.34}
\end{gather*}
$$

Moreover, the solution satisfies the a priori estimates

$$
\left.\begin{array}{c}
\sup _{t \in[0, T]}(()+()+())  \tag{4.35}\\
\int_{0}^{T}\left(b\left(\partial_{t} w\right)+b\left(\partial_{t} v\right)\right) d t
\end{array}\right\} \leq C\left(\left(\begin{array}{l}
0
\end{array}\right)+(0)+\left(\begin{array}{l}
0
\end{array}\right)\right)
$$

for a constant $C$ independent of the initial datum; at each time $t \in[0, T], \underline{u}(t)$ is the unique solution of the minimum problem

$$
\begin{equation*}
\underline{B} \underline{u}(t)=v(t), \quad \underline{a}(\underline{u}(t))=j(v(t))=\min \{\underline{a}(\underline{\hat{u}}): \underline{B} \underline{\hat{u}}=v(t)\} . \tag{4.36}
\end{equation*}
$$

4.5. Structural properties and a priori estimates. Now, we point out some distinctive properties of ${ }^{\varepsilon},,^{\varepsilon}, \mathcal{F}^{\varepsilon}$, and ${ }^{\varepsilon}$ (see [16]): they are also valid for the macroscopic model, which corresponds to $\varepsilon=0$.

Notation 4.3. In order to avoid tedious repetitions, whenever it is possible we will systematically include the case $\varepsilon=0$ in our statements simply by making the obvious identifications

$$
\begin{equation*}
\underline{u}^{0}:=\underline{u}, w^{0}:=w, v^{0}:=v, \quad{ }^{0}:=, \underline{a}^{0}:=\underline{a}, b^{0}:=b, \underline{\mathcal{V}}^{0}:=\underline{\mathcal{V}}, \ldots . \tag{4.37}
\end{equation*}
$$

It can be verified that ${ }^{\varepsilon},{ }^{\varepsilon}, \mathcal{F}^{\varepsilon}$, and ${ }^{\varepsilon}$ satisfy (see [16]):
(A) ${ }^{\varepsilon}$ is continuous and symmetric; the associated quadratic form (still denoted by ${ }^{\varepsilon}$ ) is nonnegative but its kernel has infinite dimension, so that (4.16) is a degenerate evolution equation.
(B) ${ }^{\varepsilon}$ is a continuous, symmetric, and nonnegative bilinear form, too.
(C) The sum of the quadratic forms ${ }^{\varepsilon}+{ }^{\varepsilon}$ is coercive in $\mathcal{V}_{0}^{\varepsilon}$, thus providing an equivalent scalar product.
(D) The bilinear form ${ }^{\varepsilon}$ satisfies

$$
\begin{equation*}
\exists G \geq 0:\left.\left.\quad\right|^{\varepsilon}\left(,^{\wedge}\right)\right|^{2} \leq G^{2}{ }^{\varepsilon}()^{\varepsilon}(\wedge) \quad \forall, \hat{\wedge} \in \mathcal{V}_{0}^{\varepsilon}, \tag{4.38}
\end{equation*}
$$

where $G$ is independent of $\varepsilon$; in the present case we can choose $G=\lambda_{F}+\Theta+\eta$.
(E) The nonlinear form $\mathcal{F}$ satisfies the subdifferential inequalities

$$
\left.\begin{array}{c}
\left.\mathcal{F}^{\varepsilon}(,)\right)={ }^{\varepsilon}()+{ }^{\varepsilon}() \quad \forall \in \mathcal{V}_{0}^{\varepsilon}, \\
\mathcal{F}^{\varepsilon}(, \hat{}, ~ \tag{4.40}
\end{array}\right)+{ }^{\varepsilon}() \leq{ }^{\varepsilon}(\wedge) \quad \forall, \wedge \in \mathcal{V}_{0}^{\varepsilon} .
$$

for the

$$
\begin{equation*}
\text { convex and lower semicontinuous functional }{ }^{\varepsilon} \text {, } \tag{4.41}
\end{equation*}
$$

$$
\text { with }{ }^{\varepsilon}() \geq{ }^{\varepsilon}() \quad \forall \in \mathcal{V}_{0}^{\varepsilon}
$$

Remark 4.4 (regularity of $F$ ). Concerning the nonlinearity of the problems, we note that the regularity assumptions on $F$ can be relaxed, so $F: \mathbb{R} \rightarrow \mathbb{R}$ can be a continuous function such that $F(0)=0$ and

$$
\begin{equation*}
\exists \lambda_{F} \geq 0: \quad(F(x)-F(y))(x-y)+\left(\lambda_{F}-1\right)|x-y|^{2} \geq 0 \quad \forall x, y \in \mathbb{R} . \tag{4.42}
\end{equation*}
$$

Now we briefly show a formal derivation of the basic a priori estimates for the macroscopic problem (for the microscopic one, one can simply add the superscript $\varepsilon$ to each occurrence of $, \mathcal{F}, \quad, \quad, \ldots)$; we assume that $\in H^{1}\left(0, T ; \mathcal{V}_{0}\right)$ and $f$ has a linear growth, so that $\mathcal{F}$ is a continuous form. The computations below can be made rigorous, e.g., by passing to the limit in the analogous stability estimates for a suitably discretized or regularized system, and will be studied in section 6 .

Recalling that

$$
\frac{d}{d t}\left((t),{ }^{\wedge}\right)=\left({ }^{\prime}(t),{ }^{\wedge}\right), \quad \frac{1}{2} \frac{d}{d t}((t))=\left(\left(^{\prime}(t),\right) \quad \forall^{\wedge} \in \mathcal{V}_{0}\right.
$$

choosing ^ $:=(t)$ in (4.29) we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}((t))+((t))+\mathcal{F}((t), \quad(t))=\quad((t), \quad(t)) \leq G((t)) \tag{4.43}
\end{equation*}
$$

so that a simple application of the Gronwall lemma and the relation

$$
\begin{equation*}
\mathcal{F}(, \quad)=()+() \tag{4.44}
\end{equation*}
$$

yields

$$
\begin{equation*}
\max \left[\sup _{t \in[0, T]}((t)), \int_{0}^{T}(()+()+()) d t\right] \leq e^{2 G T}\left(0_{0}\right) \text {. } \tag{4.45}
\end{equation*}
$$

Choosing now ${ }^{\wedge}:={ }^{\prime}$ and observing that

$$
\frac{d}{d t}((t))=\mathcal{F}\left((t), \quad{ }^{\prime}(t)\right), \quad \frac{1}{2} \frac{d}{d t}((t))=\quad\left((t), \quad{ }^{\prime}(t)\right)
$$

the previous estimate and the Cauchy inequality yield

$$
\begin{align*}
\left({ }^{\prime}(t)\right) & +\frac{d}{d t}\left(\frac{1}{2}((t))+((t))\right)=\left((t),^{\prime}(t)\right) \\
& \leq G((t))^{1 / 2}\left(\left(^{\prime}(t)\right)^{1 / 2} \leq \frac{1}{2}\left(\left(^{\prime}(t)\right)+\frac{G^{2}}{2} e^{2 G t} \quad\left(\quad{ }_{0}\right)\right.\right. \tag{4.46}
\end{align*}
$$

Integrating in time we get

$$
\left.\begin{array}{c}
\left.\sup _{t \in[0, T]}\left(\frac{1}{2}()^{\prime}\right)+()^{\prime}\right)  \tag{4.47}\\
\frac{1}{2} \int_{0}^{T}\left({ }^{\prime}\right) d t
\end{array}\right\} \leq \frac{1}{2}\left({ }_{0}\right)+\left(0_{0}\right)+\frac{G}{4} e^{2 G T}(0)
$$

Combining (4.45) with (4.47) we obtain (4.35) with $C=\max \left(2,\left(\frac{G}{2}+1\right) e^{2 G T}\right)$.

## 5. Proof of Theorems 1.3 and 1.4.

5.1. Outline. As we said in the introduction, our approach (inspired by the socalled "minimizing movement" method introduced by De Giorgi [18, 3, 5]) combines general approximation results, yielding uniform error estimates for a semi-implicit Euler time discretization of evolution equations such as (4.16) and (4.29), with homogenization results for the discretized problems.

More precisely, we begin in section 5.2 by considering the approximation of ${ }^{\varepsilon}$ and in the time interval $[0, T]$ by the semi-implicit Euler method of time step $\tau=$ $T / N>0$ : thus we will consider a uniform partition $\mathcal{P}_{\tau}$ of the time interval $[0, T]$ into $N$ subintervals

$$
\begin{equation*}
\mathcal{P}_{\tau}:=\left\{0=t_{0}<t_{1}<\cdots<t_{N-1}<t_{N}=T\right\}, \quad t_{n}:=n \tau \tag{5.1}
\end{equation*}
$$

and we will replace the continuous problems by a sequence of discrete microscopic and macroscopic problems $\quad \varepsilon, \quad \mathbf{0}, \quad, n=1, \ldots, N$, whose solutions $\quad{ }_{n}^{\varepsilon, \tau}, \quad{ }_{n}^{0, \tau}$ provide an approximation of ${ }^{\varepsilon}(t), \quad(t)$ for $t$ in the time interval $\left(t_{n-1}, t_{n}\right]$.

Denoting by $\varepsilon, \tau, \quad 0, \tau$ the piecewise linear interpolant on $\mathcal{P}_{\tau}$ of the values $\stackrel{\varepsilon, \tau}{n}, \quad{ }_{n}^{0, \tau}$, general error estimates for variational evolution problems with the structure discussed in section 4.5 show that the error (measured in the natural energy norms) between the continuous solution ${ }^{\varepsilon}$ of ${ }^{\varepsilon}$ (resp., of ) and the discrete solution ${ }^{\varepsilon, \tau}$ (resp., ${ }^{0, \tau}$ ) vanishes as $\tau \downarrow 0$ uniformly with respect to $\varepsilon$. We will devote section 6 to proving these estimates.

Since the nonsymmetric parts ${ }^{\varepsilon}$, are discretized "explicitly" it turns out (see section 5.3) that each step of the discretization scheme (the problems $\varepsilon$, and $\mathbf{0}$, ) involves the minimization of suitable functionals $\Phi_{n}^{\varepsilon, \tau}, \Phi_{n}^{0, \tau}$, which depend only on $\varepsilon, \tau$ and on the discrete solutions $\begin{array}{cc}\varepsilon, \tau \\ n-1\end{array}, \begin{gathered}0, \tau \\ n-1\end{gathered}$ at the previous node of the partition $\mathcal{P}_{\tau}$; therefore ${ }_{n}^{\varepsilon, \tau}$ and ${ }_{n}^{0, \tau}$ are the unique minima of $\Phi_{n}^{\varepsilon, \tau}$ and $\Phi_{n}^{0, \tau}$, respectively.

By adapting the $\Gamma$-convergence results of section 3, we shall see (Theorem 5.2) that each discrete value ${ }_{n}^{\varepsilon, \tau}$ converges, as $\varepsilon \downarrow 0$ to ${ }_{n}^{0, \tau}$, whenever $\tau$ is fixed. Since for each $\tau>0$ the discrete interpolant ${ }^{\varepsilon, \tau}$ is determined only by a finite number of vectors $\stackrel{\varepsilon, \tau}{n}$, it follows that the discrete solution ${ }^{\varepsilon, \tau}$ converges to the homogenized one $\quad 0, \tau$ in the time interval $[0, T]$ as $\varepsilon \downarrow 0$.

Combining this result with the above uniform error estimate between ${ }^{\varepsilon}$, and
$\varepsilon, \tau, \quad 0, \tau$, we will conclude also that the continuous solution ${ }^{\varepsilon}$ converges to at each time $t \in[0, T]$.

Thus, by introducing the auxiliary problems $\quad \varepsilon, \quad \mathbf{0}, \quad$, the homogenization of time-dependent evolution equations is reduced to the homogenization of a family of functionals depending on the parameters $\tau, n$, which can be tackled by $\Gamma$-convergence arguments.

Let us reproduce the above argument in the following scheme:

$$
\begin{aligned}
\varepsilon:=\left\{\begin{aligned}
& \begin{array}{l}
\text { Continuous solution of } \\
\text { the evolution problem } \boldsymbol{P}^{\varepsilon} \\
\text { uniform error }
\end{array} \varepsilon, \tau:= \\
&:=\left\{\begin{array}{l}
\text { Discrete solution of the } \\
\text { estimates }
\end{array}\right. \\
& \text { variational problem } \boldsymbol{P}^{\varepsilon, \tau}
\end{aligned}\right. \\
\begin{array}{l}
\text { Continuous solution of } \\
\text { the evolution problem } \boldsymbol{P} \\
\begin{array}{c}
\text { uniform error }
\end{array} \\
\text { estimates }
\end{array}
\end{aligned}
$$

Let us now consider in more detail each step of the proof.
5.2. Time discretization. We look for a suitable approximation $\left\{\begin{array}{c}\varepsilon, \tau \\ n\end{array}\right\}_{n=0}^{N} \subset$ $\mathcal{V}_{0}^{\varepsilon}$ of the values of ${ }^{\varepsilon}$ on the grid $\mathcal{P}_{\tau}$ (5.1), which solves the following discrete problem
$\varepsilon$, :

In fact, due to the convexity of and to the coercivity of the quadratic form ${ }^{\varepsilon}+{ }^{\varepsilon}$ on $\mathcal{V}_{0}^{\varepsilon}$, it is easy to check that each step of $(\varepsilon$,$) is equivalent to the minimum$ problem
$(\varepsilon$,$) find { }_{n}^{\varepsilon, \tau} \in \mathcal{V}_{0}^{\varepsilon}$ which attains the minimum $\min \left\{\Phi_{n}^{\varepsilon, \tau}(\quad): \in \mathcal{V}_{0}^{\varepsilon}\right\}$,
where

$$
\Phi_{n}^{\varepsilon, \tau}(\quad):=\frac{1}{2 \tau}{ }^{\varepsilon}\left(-\begin{array}{c}
\varepsilon, \tau  \tag{5.2}\\
n-1
\end{array}\right)+{ }^{\varepsilon}(\quad)+{ }^{\varepsilon}()-{ }^{\varepsilon}\left(\begin{array}{c}
\varepsilon, \tau \\
n-1
\end{array}, \quad\right) .
$$

We can proceed in a completely analogous way for the macroscopic problem, simply by setting $\varepsilon:=0$ and recalling Notation 4.3. The corresponding discrete solutions
${ }^{\varepsilon, \tau}(t)$ and $\quad{ }^{0, \tau}(t)$ are the piecewise linear interpolants of $\left\{\begin{array}{c}\varepsilon, \tau \\ n\end{array}\right\}_{n=0}^{N}$ and $\left\{\begin{array}{c}0, \tau \\ n\end{array}\right\}_{n=0}^{N}$ on the grid $\mathcal{P}_{\tau}$, i.e.,

$$
\begin{equation*}
{ }^{\varepsilon, \tau}(t):=(n-t / \tau) \stackrel{\substack{\varepsilon, \tau \\ n-1}}{\varepsilon,(t / \tau-(n-1))} \underset{n}{\varepsilon, \tau} \quad \text { if } t \in((n-1) \tau, n \tau] . \tag{5.3}
\end{equation*}
$$

The next theorem shows that the discrete solutions of the above schemes converge uniformly to the solutions of ${ }^{\varepsilon}$ and in the intrinsic energy norms induced by the bilinear forms ${ }^{\varepsilon},{ }^{\varepsilon}$. We denote by $\mathrm{E}^{\varepsilon}, \mathrm{E}=\mathrm{E}^{0}$ (recall Notation 4.3) the (squared) errors

$$
\begin{equation*}
\mathrm{E}^{\varepsilon}=\max _{t \in(0, T)}{ }^{\varepsilon}\left({ }^{\varepsilon}(t)-\quad{ }^{\varepsilon, \tau}(t)\right)+\int_{0}^{T}{ }^{\varepsilon}\left({ }^{\varepsilon}(t)-\quad{ }^{\varepsilon, \tau}(t)\right) d t \tag{5.4}
\end{equation*}
$$

Theorem 5.1 (uniform error estimates). There exists a constant $C=C(G, T)$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\mathrm{E}^{\varepsilon} \leq C \tau\left({ }^{\varepsilon}\binom{\varepsilon}{0}+{ }^{\varepsilon}\binom{\varepsilon}{0}+{ }^{\varepsilon}\binom{\varepsilon}{0}\right) . \tag{5.5}
\end{equation*}
$$

The proof of Theorem 5.1 is presented in section 6: it is the extension to a semiimplicit discretization scheme of the arguments developed in [9]; in order to give a self-contained simpler proof, we decided to follow the general scheme introduced by [29] for the derivation of optimal a priori and a posteriori error estimates for evolution variational problems.
5.3. Discrete problems and the role of $\Gamma$-convergence. Let us now consider the convergence as $\varepsilon \downarrow 0$ of the solutions ${ }_{n}^{\varepsilon, \tau}$ of the discrete problem ${ }^{\varepsilon}$, . The following crucial result provides the main induction step.

THEOREM 5.2 (convergence of the discrete approximations). Let us suppose that the vector ${ }_{n-1}^{\varepsilon, \tau}=\left(\underline{U}_{n}^{\varepsilon, \tau}, W_{n}^{\varepsilon, \tau}\right) \in \mathcal{V}_{0}^{\varepsilon}$ converges to $\quad{ }_{n-1}^{0, \tau}$ according to Definition 1.1 as $\varepsilon \downarrow 0$, with

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}{ }^{\varepsilon}\binom{\varepsilon, \tau}{n-1}=\binom{0, \tau}{n-1}, \quad \underset{\varepsilon \downarrow 0}{\limsup }{ }^{\varepsilon}\binom{\varepsilon, \tau}{n-1}+{ }^{\varepsilon}\binom{\varepsilon, \tau}{n-1}<+\infty, \tag{5.6}
\end{equation*}
$$

and let us define the functional $\Phi_{n}^{\varepsilon, \tau}, \Phi_{n}^{0, \tau}$ as in (5.2). Then the unique minimum ${ }_{n}^{\varepsilon, \tau} \in \mathcal{V}_{0}^{\varepsilon}$ of $\Phi_{n}^{\varepsilon, \tau}$ converges to the unique minimum ${ }_{n}^{0, \tau}$ of $\Phi_{n}^{0, \tau}$ as $\varepsilon \downarrow 0$ according to Definition 1.1 and

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}{ }^{\varepsilon}\binom{\varepsilon, \tau}{n}=\binom{0, \tau}{n}, \quad \lim _{\varepsilon \downarrow 0}{ }^{\varepsilon}\binom{\varepsilon, \tau}{n}=\binom{0, \tau}{n}, \quad \lim _{\varepsilon \downarrow 0}{ }^{\varepsilon}\binom{\varepsilon, \tau}{n}=\binom{0, \tau}{n} . \tag{5.7}
\end{equation*}
$$

Corollary 5.3 (convergence of the discrete solutions). Let us suppose that the assumption (1.23) of Theorem 1.3 on the initial data $\left(v_{0}^{\varepsilon}, w_{0}^{\varepsilon}\right)$ and $\left(v_{0}, w_{0}\right)$ holds and that ${ }_{0}^{\varepsilon} \in \mathcal{V}_{0}^{\varepsilon}$ is chosen as in (4.18). Then each vector ${ }_{n}^{\varepsilon, \tau}, n=1, \ldots, N$, of the discrete solution ${ }^{\varepsilon, \tau}$ converges to the corresponding one ${ }_{n}^{0, \tau}$ of the discrete solution
${ }^{0, \tau}$ as $\varepsilon \downarrow 0$ according to Definition 1.1.
Thanks to Theorem 3.3, we will deduce Theorem 5.2 from a corresponding coercivity and $\Gamma$-convergence result for the functionals $\Phi_{n}^{\varepsilon, \tau}$. Observe that (5.7) is a consequence of the convergence of the energies $\Phi_{n}^{\varepsilon, \tau}\binom{\varepsilon, \tau}{n} \rightarrow \Phi_{n}^{0, \tau}\binom{0, \tau}{n}$ given by (3.4) and Remark 3.2, thanks to the separate lower semicontinuity property (3.17).

As in section 3.2 we identify vectors ${ }^{\varepsilon}=\left(u_{i}^{\varepsilon}, u_{e}^{\varepsilon}, w^{\varepsilon}\right) \in \mathcal{V}_{0}^{\varepsilon}, \quad=\left(u_{i}, u_{e}, w\right) \in \mathcal{V}_{0}$ with measures ${ }^{\sim \varepsilon}=\left(\tilde{u}_{i}^{\varepsilon}, \tilde{u}_{e}^{\varepsilon}, \tilde{u}^{\varepsilon}\right),{ }^{\sim}=\left(\tilde{u}_{i}, \tilde{u}_{e}, \tilde{u}\right) \in \mathcal{M}^{3}$ through (1.18) and (1.19), denoting by $\mathrm{m}^{\varepsilon}: \mathcal{V}_{0}^{\varepsilon} \rightarrow \mathcal{M}^{3}, \mathrm{~m}: \mathcal{V}_{0} \rightarrow \mathcal{M}^{3}$ the corresponding maps. We also extend all the functionals on $\mathcal{V}_{0}^{\varepsilon}$ to $\mathcal{M}^{3}$ as we did in (3.13). We can thus consider the $\Gamma$-limit of $\tilde{\Phi}_{n}^{\varepsilon, \tau}$ in $\mathcal{M}^{3}$ as $\varepsilon \downarrow 0$, keeping $\tau$ fixed.

THEOREM 5.4 ( $\Gamma$-convergence). Let us fix $\tau>0$ and let us suppose that the vectors ${ }_{n-1}^{\varepsilon, \tau} \in \mathcal{V}_{0}^{\varepsilon}$ satisfy the same assumption as in Theorem 5.2. If a family ${ }^{\sim}=\mathrm{m}^{\varepsilon}\left({ }^{\varepsilon}\right), \quad{ }^{\varepsilon} \in \mathcal{V}_{0}^{\varepsilon}$ for $\varepsilon \in \Lambda$, satisfies

$$
\begin{equation*}
\limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \tilde{\Phi}_{n}^{\varepsilon, \tau}\left(\sim^{\sim}\right)=\limsup _{\varepsilon \downarrow 0, \varepsilon \in \Lambda} \Phi_{n}^{\varepsilon, \tau}\left({ }^{\varepsilon}\right)<+\infty, \tag{5.8}
\end{equation*}
$$

then ${ }^{\sim}$ is relatively compact in $\mathcal{M}^{3}$; it converges to ${ }^{\sim}$ in $\mathcal{M}^{3}$ if and only if ${ }^{\sim}=m(\quad)$ for some $\in \mathcal{V}_{0}$ and ${ }^{\varepsilon}$ converges to according to Definition 1.1.

The functionals $\tilde{\Phi}_{n}^{\varepsilon, \tau}$, extensions of (5.2), satisfy

$$
\begin{equation*}
\Gamma\left(\mathcal{M}^{3}\right)-\lim _{\varepsilon \downarrow 0} \tilde{\Phi}_{n}^{\varepsilon, \tau}=\tilde{\Phi}_{n}^{0, \tau} \tag{5.9}
\end{equation*}
$$

The proof of Theorem 5.4 is completely analogous to that of Theorem 1.6: if we write

$$
\underset{n-1}{\varepsilon, \tau}=\left(\underline{U}_{n-1}^{\varepsilon, \tau}, W_{n-1}^{\varepsilon, \tau}\right), \quad{ }^{\varepsilon}=\left(\underline{U}^{\varepsilon}, W^{\varepsilon}\right), \quad \underline{U}^{\varepsilon} \in \underline{\mathcal{V}}_{0}^{\varepsilon}, W \in \mathcal{H}^{\varepsilon}
$$

we choose $h:=\tau^{-1}$ and the term $v_{0}^{\varepsilon}$ of (1.28) as $\underline{B}^{\varepsilon} \underline{U}_{n-1}^{\varepsilon, \tau}$, then

$$
\begin{equation*}
\Phi_{n}^{\varepsilon, \tau}\left({ }^{\varepsilon}\right)=\mathscr{F}^{\varepsilon}\left(\underline{U}^{\varepsilon}\right)+{ }_{n}^{\varepsilon, \tau}\left({ }^{\varepsilon}\right) \tag{5.10}
\end{equation*}
$$

where

$$
\begin{align*}
{ }_{n}^{\varepsilon, \tau}\left({ }^{\varepsilon}\right):= & \frac{1}{2 \tau} b^{\varepsilon}\left(W^{\varepsilon}-W_{n-1}^{\varepsilon, \tau}\right)+\frac{\gamma}{2} b^{\varepsilon}\left(W^{\varepsilon}\right)  \tag{5.11}\\
& -\lambda \underline{b}^{\varepsilon}\left(\underline{U}_{n-1}^{\varepsilon, \tau}, \underline{U}^{\varepsilon}\right)+\Theta b^{\varepsilon}\left(W_{n-1}^{\varepsilon, \tau}, \underline{B}^{\varepsilon} \underline{U}^{\varepsilon}\right),-\eta b^{\varepsilon}\left(\underline{B}^{\varepsilon} \underline{U}_{n-1}^{\varepsilon, \tau}, W^{\varepsilon}\right)
\end{align*}
$$

Thus the asymptotic behavior of $\Phi_{n}^{\varepsilon, \tau}$ can be easily deduced from Theorem 1.6 and Lemma 3.6.

Remark 5.5. Usually, when one considers gradient flows of convex functionals $\mathscr{F}^{\varepsilon}$ in a fixed Hilbert space, their asymptotic behavior is determined by the $\Gamma$-convergence and Mosco-convergence of Lyapunov functionals $\mathscr{F}^{\varepsilon}$ (see, e.g., [6]), and it is not necessary to take into account the dependence of $\tau$.

Here also the underlying Hilbert spaces are changing in a singular way with respect to $\varepsilon$ and the major novelty is the explicit presence of the mesh size $\tau$ in the minimizing functionals $\Phi_{n}^{\varepsilon, \tau}$, which reflects the metric of the functional spaces governing the gradient flows. In the present case, this metric is related to the quadratic forms ${ }^{\varepsilon}$ : therefore it is degenerate and it depends on $\varepsilon$.
5.4. Conclusion of the proof of Theorems 1.3 and 1.4. By Corollary 3.7, the a priori estimates (4.22) and (4.23), and the variational characterizations (4.23), (4.36), we simply have to show that $v^{\varepsilon}:=\underline{B}^{\varepsilon} \underline{u}^{\varepsilon}$ and $w^{\varepsilon}$ are converging to $v:=\underline{B} \underline{u}$ and $w$ for every $t \in[0, T]$ according to Definition 1.1.

Let us consider the case of $v^{\varepsilon}$, the argument for $w^{\varepsilon}$ being completely analogous. We set $V^{\varepsilon, \tau}(t):=\underline{B}^{\varepsilon} \underline{U}^{\varepsilon, \tau}(t), \varepsilon \geq 0$ : for every $\zeta \in C_{c}^{0}(\Omega)$ and every $t \in[0, T]$ (which will not be indicated explicitly) we have

$$
\begin{aligned}
\varepsilon \int_{\Gamma^{\varepsilon}} v^{\varepsilon} \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega} v \zeta d x= & \varepsilon \int_{\Gamma^{\varepsilon}}\left(v^{\varepsilon}-V^{\varepsilon, \tau}\right) \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega}\left(v-V^{0, \tau}\right) \zeta d x \\
& +\varepsilon \int_{\Gamma^{\varepsilon}} V^{\varepsilon, \tau} \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega} V^{0, \tau} \zeta d x
\end{aligned}
$$

so that, if $Z:=\sup _{\Omega}|\zeta|$ and $S^{2} \geq \varepsilon \mathscr{H}^{d-1}\left(\Gamma^{\varepsilon}\right)+\beta \mathscr{L}^{d}(\Omega)$,

$$
\begin{aligned}
& \left|\varepsilon \int_{\Gamma^{\varepsilon}} v^{\varepsilon} \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega} v \zeta d x\right| \leq S Z b^{\varepsilon}\left(v^{\varepsilon}-V^{\varepsilon, \tau}\right)^{1 / 2}+S Z b\left(v-V^{0, \tau}\right)^{1 / 2} \\
& \quad+\left|\varepsilon \int_{\Gamma^{\varepsilon}} V^{\varepsilon, \tau} \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega} V^{0, \tau} \zeta d x\right| \leq C \tau^{1 / 2}+r_{\varepsilon}
\end{aligned}
$$

where we applied the uniform estimates of Theorem 5.1 and the bounds on the initial data. Passing now to the limit as $\varepsilon \downarrow 0$ keeping $\tau$ fixed, we get

$$
\limsup _{\varepsilon \downarrow 0} r_{\varepsilon}=\limsup _{\varepsilon \downarrow 0}\left|\varepsilon \int_{\Gamma^{\varepsilon}} v^{\varepsilon} \zeta d \mathscr{H}^{d-1}-\beta \int_{\Omega} v \zeta d x\right| \leq C \tau^{1 / 2}
$$

thanks to Corollary 5.3. Finally letting $\tau \downarrow 0$ we get the desired convergence.
The corresponding property for the energy $b^{\varepsilon}\left(v^{\varepsilon}\right)$ follows by the same argument.
Let us eventually consider Theorem 1.4: if we show the existence of a suitable extension satisfying the uniform bound (1.26), then the thesis follows immediately from Theorem 1.3 and Corollary 2.11. Thanks to the a priori estimates (4.22) and Lemma 2.10, the choice $\breve{u}_{i, e}^{\varepsilon}:=T_{i, e}^{\varepsilon} u_{i, e}^{\varepsilon}$ will surely satisfy (1.26); therefore we should find an analogous extension for $w^{\varepsilon}$. Recalling that $w^{\varepsilon}$ satisfies on $\Gamma^{\varepsilon}$ the ordinary differential equation

$$
\partial_{t} w^{\varepsilon}+\gamma w^{\varepsilon}=\eta v^{\varepsilon}
$$

so that

$$
w^{\varepsilon}(x, t)=w_{0}^{\varepsilon} e^{-\gamma t}+\eta \int_{0}^{t} e^{-\gamma(t-s)} v^{\varepsilon}(x, s) d s \quad \forall x \in \Gamma^{\varepsilon}, t \in[0, T]
$$

we can use the same formula to extend $w^{\varepsilon}$ to $\Omega$ starting from the initial datum $\check{w}_{0}^{\varepsilon} \in H_{l o c}^{1}(\Omega)$. Therefore, we set $\check{v}^{\varepsilon}(x, s):=\breve{u}_{i}^{\varepsilon}-\check{u}_{e}^{\varepsilon} \in H_{l o c}^{1}(\Omega)$ and correspondingly

$$
\begin{equation*}
\check{w}^{\varepsilon}(x, t)=\check{w}_{0}^{\varepsilon} e^{-\gamma t}+\eta \int_{0}^{t} e^{-\gamma(t-s)} \check{v}^{\varepsilon}(x, s) d s \quad \forall x \in \Omega, t \in[0, T] \tag{5.12}
\end{equation*}
$$

and it is easy to see by differentiating under the integral sign that (1.26) is satisfied.
6. Uniform error estimates. In this section we prove Theorem 5.1; since all the estimates will depend only on the structural assumptions of section 4.5 and will therefore be independent of $\varepsilon$, for the sake of simplicity we will not indicate the explicit dependence on $\varepsilon$.

Thus, $\left\{\begin{array}{c}\tau \\ n\end{array}\right\}_{n=0}^{N}$ is a discrete solution of the variational algorithm introduced in section 5.2. We already denoted by ${ }^{\tau}$ the piecewise linear interpolant of the discrete values, which can be expressed in the form

$$
\begin{equation*}
{ }^{\tau}(t):=(1-\ell(t)) U_{n-1}^{\tau}+\ell(t) U_{n}^{\tau} \quad \text { if } t \in((n-1) \tau, n \tau], \tag{6.1}
\end{equation*}
$$

where $\ell$ is the piecewise linear (but discontinuous) function associated with the mesh $\mathcal{P}_{\tau}$ by

$$
\ell(t):=\frac{t}{\tau}-(n-1) \quad \text { if } t \in((n-1) \tau, n \tau]
$$

The piecewise constant interpolant ${ }^{-} \tau$ is defined by

$$
\begin{equation*}
{ }^{-} \tau(t):={ }_{n}^{\tau} \quad \text { if } t \in((n-1) \tau, n \tau] . \tag{6.2}
\end{equation*}
$$

The basic quantity which will control our estimates is

$$
\begin{equation*}
\mathscr{E}(\quad):=\frac{1}{2}(\quad)+\quad(\quad) \geq(\quad) \tag{6.3}
\end{equation*}
$$

We split the proof into several steps, denoting by $C$ different constants which solely depend on $G$ and $T$.

Discrete variational inequality. The discrete solution solves

$$
\begin{align*}
\left(\begin{array}{cl}
\begin{array}{c}
\tau \\
n
\end{array}{ }_{n-1}^{\tau}, & \tau_{n}- \\
\hline \tau
\end{array}\right) & +\frac{1}{2}\left(\begin{array}{ll}
\tau_{n}^{\tau}-
\end{array}\right)+\mathscr{E}\binom{\tau}{n}  \tag{6.4}\\
& \leq \mathscr{E}(\quad)+\left(\begin{array}{ll}
\tau \\
n-1
\end{array}, \begin{array}{l}
\tau \\
n
\end{array}\right) \quad \forall \quad \in D(\phi)
\end{align*}
$$

This property follows from the well-known (see, e.g., [8]) variational characterization of the minima for a functional, such as $\Phi_{n}^{\tau}$, which is the sum of a quadratic continuous form (involving , , ) and a convex functional ( in this case).

Stability estimates. There exists a constant $C=C(G, T)$ such that

$$
\begin{equation*}
\sum_{n=1}^{N} \tau\left(\frac{{ }_{n}^{\tau}-{ }_{n-1}^{\tau}}{\tau}\right)+\left({ }_{n}^{\tau}-{ }_{n-1}^{\tau}\right)+\sup _{n=0, \ldots, N} \mathscr{E}\binom{\tau}{n} \leq C \mathscr{E}(\quad 0) \tag{6.5}
\end{equation*}
$$

We use a "discrete" version of the arguments of the formal a priori estimate of section 4.5. We choose $:=0$ in (6.4); recalling the identity $2(x-y, x)=(x)-(y)+$ $(x-y)$ and multiplying by $2 \tau$ we obtain

$$
\left.\begin{array}{rl}
b\binom{\tau}{n} & \left.+\binom{\tau}{n} \begin{array}{l}
\tau \\
n-1
\end{array}\right)+2 \tau\binom{\tau}{n}+2 \tau \phi\binom{\tau}{n} \\
& \leq b\binom{\tau}{n-1}+2 \tau\left(\begin{array}{cc}
\tau \\
n-1
\end{array},\right. \\
n \tag{6.6}
\end{array}\right) .
$$

A simple application of the discrete Gronwall lemma yields

$$
\sup _{0 \leq m \leq N} b\binom{\tau}{m} \leq C_{0}\left(\begin{array}{l}
0 \tag{6.7}
\end{array}\right) \text { for } C_{0}:=e^{2 G^{2}(1+\tau) T}
$$

Choosing $:={ }_{n-1}^{\tau}$ in (6.4) and summing up for $n=1$ to $m \leq N$ we get

$$
\begin{align*}
& \sum_{n=1}^{m}\left(\tau^{-1}\left(\begin{array}{cc}
\tau \\
n
\end{array}{ }_{n-1}^{\tau}\right)+\frac{1}{2}\left(\begin{array}{c}
\tau \\
n
\end{array} \quad \begin{array}{c}
\tau \\
n-1
\end{array}\right)\right)+\mathscr{E}\binom{\tau}{m} \\
& \leq \mathscr{E}\left(\begin{array}{l}
0
\end{array}\right)+\sum_{n=1}^{m}\left(\begin{array}{cc}
\tau \\
n-1
\end{array}, \quad{ }_{n}^{\tau}-\quad{ }_{n-1}^{\tau}\right)  \tag{6.8}\\
& \leq \mathscr{E}\left(\begin{array}{ll}
0
\end{array}\right)+G \sum_{n=1}^{m}\left(\binom{\tau}{n-1}\left(\begin{array}{c}
\tau \\
n
\end{array}-\begin{array}{c}
\tau \\
n-1
\end{array}\right)\right)^{1 / 2} \\
& \leq \mathscr{E}\left(\begin{array}{l}
0
\end{array}\right)+\frac{G^{2} \tau}{2} \sum_{n=1}^{m}\binom{\tau}{n-1}+\frac{\tau^{-1}}{2} \sum_{n=1}^{m}\left(\begin{array}{c}
\tau \\
n
\end{array} \quad \begin{array}{l}
\tau-1
\end{array}\right)
\end{align*}
$$

so that choosing $m=N$ we get

$$
\begin{aligned}
& \sum_{n=1}^{N}\left(\tau^{-1}\left(\begin{array}{cc}
\tau \\
n
\end{array} \quad \begin{array}{c}
\tau-1
\end{array}\right)+\left(\begin{array}{c}
\tau \\
n
\end{array}{ }_{n-1}^{\tau}\right)\right) \leq 2 \mathscr{E}(\quad 0)+C_{0} G^{2} T(\quad 0), \\
& \sup _{1 \leq m \leq N} \mathscr{E}\binom{\tau}{m} \leq \mathscr{E}(\quad 0)+\frac{1}{2} C_{0} G^{2} T\left(\begin{array}{l}
0
\end{array}\right) .
\end{aligned}
$$

A continuous version of the discrete variational inequalities. The piecewise linear interpolant ${ }^{\tau}$ satisfies

$$
\begin{align*}
& \left(\frac{d}{d t}{ }^{\tau}(t), \quad{ }^{\tau}(t)-\right)+\frac{1}{2}\left({ }^{-} \tau(t)-\quad\right)+\mathscr{E}\left({ }^{\tau}(t)\right)  \tag{6.9}\\
& \leq \mathscr{E}(\quad)+\quad\left({ }^{\tau}(t)-\tau \ell(t) \frac{d}{d t}{ }^{\tau}(t), \quad{ }^{\tau}(t)-\quad\right)+\mathcal{R}^{\tau}(t)
\end{align*}
$$

where

$$
\mathcal{R}^{\tau}(t):=(1-\ell)\left(\mathscr{E}\binom{\tau}{n-1}-\mathscr{E}\binom{\tau}{n}+\left(\begin{array}{cc}
\tau \\
n-1
\end{array}, \begin{array}{l}
\tau \\
n
\end{array}-\begin{array}{l}
\tau \\
n-1
\end{array}\right)\right),
$$

and

$$
\int_{0}^{T}\left(\left(\begin{array}{cc}
\frac{d}{d t} & \left.\left.{ }^{\tau}(t)\right)+\tau^{-1} \quad\left(\quad{ }^{\tau}(t)-^{-} \tau(t)\right)\right) d t \leq C \mathscr{E}(\quad 0) . . . ~ . ~ \tag{6.10}
\end{array}\right.\right.
$$

We check (6.9) simply by writing the discrete value of all the terms for $t \in\left(t_{n-1}, t_{n}\right)$, recalling that

$$
\begin{equation*}
\frac{d}{d t} \quad{ }^{\tau}(t)=\frac{\stackrel{\tau}{n}^{\tau}-\stackrel{\tau}{n-1}^{\tau}}{\tau} \quad \text { for } t \in\left(t_{n-1}, t_{n}\right) \tag{6.11}
\end{equation*}
$$

Thus we have

$$
\begin{aligned}
& \left(\begin{array}{ccc}
\frac{d}{d t} & \tau & \tau- \\
\tau
\end{array}\right)=\left(\begin{array}{cll}
\stackrel{\tau}{n}-_{\tau}^{n-1} \\
\hline \tau & (1-\ell) & { }_{n-1}^{\tau}+\ell \\
n
\end{array}\right)
\end{aligned}
$$

$$
\begin{align*}
& \mathscr{E}\left(\begin{array}{lll}
\tau \\
\end{array}\right)=\mathscr{E}\left((1-\ell) \quad \begin{array}{ll}
\tau & \begin{array}{ll}
\tau-1
\end{array}+\ell \\
n
\end{array}\right) \leq(1-\ell) \mathscr{E}\binom{\tau}{n-1}+\ell \mathscr{E}\binom{\tau}{n}  \tag{6.12}\\
& =\mathscr{E}\binom{\tau}{n}+(1-\ell)\left(\mathscr { E } \left(\begin{array}{l}
\left.\left.\quad \begin{array}{l}
\tau \\
n-1
\end{array}\right)-\mathscr{E}\binom{\tau}{n}\right)
\end{array}\right.\right.  \tag{6.13}\\
& \left(\quad \tau-\tau \ell \frac{d}{d t} \quad \tau,{ }^{\tau}-\right)
\end{align*}
$$

$$
\begin{align*}
& =\left(\begin{array}{cc}
\tau \\
n-1 & { }_{n}^{\tau}-
\end{array}\right)-(1-\ell)\left(\begin{array}{cc}
\tau \\
n-1
\end{array} \quad \begin{array}{l}
\tau \\
n
\end{array} \quad \begin{array}{l}
\tau \\
n-1
\end{array}\right) . \tag{6.14}
\end{align*}
$$

Equation (6.10) follows directly from (6.5) by (6.11) and

$$
{ }^{-} \tau(t)-\quad{ }^{\tau}(t)=(1-\ell)\left(\begin{array}{cc}
\tau  \tag{6.15}\\
n
\end{array} \quad \begin{array}{c}
\tau \\
n-1
\end{array}\right) \quad \text { for } t \in\left(t_{n-1}, t_{n}\right) .
$$

An estimate for the remainder term.

$$
\begin{equation*}
\int_{0}^{T}\left|\mathcal{R}^{\tau}(t)\right| d t \leq C_{1} \mathscr{E}(\quad 0) \tau \tag{6.16}
\end{equation*}
$$

First of all, since $\quad{ }_{n}^{\tau}$ minimizes $\Phi_{n}^{\tau}$, we easily have

$$
\mathscr{E}\binom{\tau}{n}-\left(\begin{array}{cc}
\begin{array}{c}
\tau \\
n-1
\end{array} & \left.\begin{array}{c}
\tau \\
n
\end{array}\right) \leq \mathscr{E}\binom{\tau}{n-1}-\left(\begin{array}{cc}
\tau \\
n-1
\end{array} \quad \begin{array}{l}
\tau \\
n-1
\end{array}\right) .
\end{array}\right.
$$

so that $\mathcal{R}^{\tau}(t) \geq 0$. Moreover

$$
\left.\left.\begin{array}{rl}
\int_{0}^{T} \mathcal{R}^{\tau}(t) d t & =\frac{1}{2} \tau \sum_{n=1}^{N}\left(\mathscr{E}\binom{\tau}{n-1}-\mathscr{E}\binom{\tau}{n}+\left(\begin{array}{cc}
\tau \\
n-1
\end{array}, \quad \begin{array}{l}
\tau \\
n
\end{array}-\begin{array}{l}
\tau \\
n-1
\end{array}\right)\right) \\
& =\frac{1}{2} \tau\left(\mathscr{E}\left(\begin{array}{ll}
0
\end{array}\right)+\mathscr{E}(\quad 0\right.
\end{array}\right)+C_{0} G^{2} T\left(\begin{array}{l}
0
\end{array}\right)\right) \leq C_{1} \tau \mathscr{E}\left(\begin{array}{l}
0
\end{array}\right), ~ l
$$

where we used, as in (6.8),

$$
\begin{aligned}
\sum_{n=1}^{N}\left({ }_{n-1}^{\tau}, \quad{ }_{n}^{\tau}-{ }_{n-1}^{\tau}\right) & \leq \frac{G^{2} \tau}{2} \sum_{n=1}^{N}\left({ }_{n-1}^{\tau}\right)+\frac{\tau^{-1}}{2} \sum_{n=1}^{N}\left({ }_{n}^{\tau}-{ }_{n-1}^{\tau}\right) \\
& \leq \frac{C_{0} G^{2} T}{2}\left(\begin{array}{ll}
0
\end{array}\right)+\mathscr{E}(0)+\frac{C_{0} G^{2} T}{2}\left(\begin{array}{l}
0
\end{array}\right)
\end{aligned}
$$

A Gronwall-type estimate for the error. If ${ }^{\eta}, \eta>0$, is the discrete solution associated with the partition $\mathcal{P}_{\eta}$, we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\left({ }^{\tau}(t)-\quad{ }^{\eta}(t)\right)+\int_{0}^{T}\left({ }^{\tau}(t)-\quad{ }^{\eta}(t)\right) \leq C(\tau+\eta) \mathscr{E}(\quad 0) \tag{6.17}
\end{equation*}
$$

Let $\ell^{\tau}, \ell^{\eta}$ be the interpolating functions corresponding to $\mathcal{P}_{\tau}, \mathcal{P}_{\eta}$. Choosing $:=$ ${ }^{\eta}(t)$ in (6.9) and $:={ }^{\tau}(t)$ in the analogous inequality written for ${ }^{\eta}$, we obtain

$$
\begin{aligned}
& \frac{d}{d t}\left({ }^{\tau}-{ }^{\eta}\right)+\left({ }^{-} \tau-{ }^{\eta}\right)+\left({ }^{\eta}-{ }^{-} \tau\right) \\
& \\
& \quad \leq 2\left({ }^{\tau}-{ }^{\eta},{ }^{\tau}-{ }^{\eta}\right)-2\left(\tau \ell^{\tau} \frac{d}{d t}{ }^{\tau}-\eta \ell^{\eta} \frac{d}{d t}{ }^{\eta},{ }^{\tau}-{ }^{\eta}\right)+\mathcal{R}^{\tau}+\mathcal{R}^{\eta} \\
& \quad \leq 3 G\left({ }^{\tau}-{ }^{\eta}\right)+2 G \tau^{2}\left(\frac{d}{d t}{ }^{\tau}\right)+2 G \eta^{2}\left(\frac{d}{d t}{ }^{\eta}\right)+\mathcal{R}^{\tau}+\mathcal{R}^{\eta}
\end{aligned}
$$

A direct application of the Gronwall lemma, (6.16), and (6.10) yields

$$
\begin{aligned}
\sup _{t \in[0, T]}\left(U^{\tau}(t)-{ }^{\eta}(t)\right) \leq & \left(\int_{0}^{T} 2 G \tau^{2}\left(\begin{array}{ll}
\frac{d}{d t} & \tau
\end{array}\right)+2 G \tau^{2}\left(\begin{array}{ll}
\frac{d}{d t} & \eta
\end{array}\right)\right. \\
& \left.+\mathcal{R}^{\tau}+\mathcal{R}^{\eta} d t\right) e^{3 G T} \\
\leq & C \tau \mathscr{E}(\quad 0)
\end{aligned}
$$

An analogous argument and (6.10) provide the integral bound for $\left({ }^{\tau}-{ }^{-} \tau\right)$.
If now we pass to the limit as $\eta \downarrow 0$ we obtain the estimates of (5.5).
Appendix. The derivation of the scaled problem ${ }^{\varepsilon}$. For completeness, in this appendix, we present the scaling used to obtain problem ${ }^{\varepsilon}$.

The basic equations modeling the electrical activity of the heart at the cellular level can be obtained as follows. Cardiac tissue consists of interconnected cells surrounded by extracellular fluid. Let $\Omega_{i}^{\varepsilon}, \Omega_{e}^{\varepsilon}$ be the intra- and extracellular ohmic conductive media, $\Gamma^{\varepsilon}$ be the excitable membrane that separates $\Omega_{i}^{\varepsilon}$ and $\Omega_{e}^{\varepsilon}$, and let $\nu_{i}^{\varepsilon}, \nu_{e}^{\varepsilon}$ denote the unit exterior normals to the boundary of $\Omega_{i}^{\varepsilon}$ and $\Omega_{e}^{\varepsilon}$, respectively, satisfying $\nu_{i}^{\varepsilon}=-\nu_{e}^{\varepsilon}$ on $\Gamma^{\varepsilon}$. The electric behavior of the tissue is described by the intra- and extracellular potentials $u_{i}^{\varepsilon}$ and $u_{e}^{\varepsilon}$ and by their driven current densities $\mathbf{j}_{i, e}^{\varepsilon}=-\Sigma_{i, e} \nabla u_{i, e}^{\varepsilon}$. Due to the current conservation law, the normal current flux through the membrane $\Gamma^{\varepsilon}$ is continuous $\nu_{i}^{\varepsilon} \cdot \mathbf{j}_{i}^{\varepsilon}=\nu_{e}^{\varepsilon} \cdot \mathbf{j}_{e}^{\varepsilon}$; hence we have

$$
\Sigma_{i} \nabla u_{i}^{\varepsilon} \cdot \nu_{i}^{\varepsilon}+\Sigma_{e} \nabla u_{e}^{\varepsilon} \cdot \nu_{e}^{\varepsilon}=0 \quad \text { on } \Gamma^{\varepsilon} \times(0, T)
$$

where $\Sigma_{i, e}$ are the cellular conductivity matrices in the intra- and extracellular media.

Since the only active source elements lie on the membrane $\Gamma^{\varepsilon}$, each flux equals the membrane current per unit area $J_{m}$, i.e.,

$$
J_{m}=\left\{\begin{array}{c}
-\Sigma_{i} \nabla u_{i}^{\varepsilon} \cdot \nu_{i}^{\varepsilon}  \tag{A.1}\\
\Sigma_{e} \nabla u_{e}^{\varepsilon} \cdot \nu_{e}^{\varepsilon}
\end{array} \quad \text { on } \Gamma^{\varepsilon} \times(0, T) .\right.
$$

The membrane current per unit area $J_{m}$ consists of a capacitive term and an ionic term (see [23]):

$$
\begin{equation*}
J_{m}:=\mathrm{C}_{m} \partial_{t} v^{\varepsilon}+I\left(v^{\varepsilon}, w^{\varepsilon}\right) \quad \text { on } \Gamma^{\varepsilon} \tag{A.2}
\end{equation*}
$$

with $C_{m}$ the surface capacitance of the membrane.
Moreover, disregarding the presence of applied current terms, we have that currents are conserved in $\Omega_{i}^{\varepsilon}$ and $\Omega_{e}^{\varepsilon}$; then the intra- and extracellular potentials are solutions of

$$
\begin{equation*}
-\operatorname{div}\left(\Sigma_{i} \nabla u_{i}^{\varepsilon}\right)=0 \quad \text { in } \Omega_{i}^{\varepsilon} \times(0, T) \quad-\operatorname{div}\left(\Sigma_{e} \nabla u_{e}^{\varepsilon}\right)=0 \quad \text { in } \Omega_{e}^{\varepsilon} \times(0, T) \tag{A.3}
\end{equation*}
$$

with Neumann boundary conditions for $u_{i}^{\varepsilon}, u_{e}^{\varepsilon}$ on the remaining part of the boundaries $\Gamma_{i, e}^{\varepsilon}=\partial \Omega_{i, e}^{\varepsilon} \backslash \Gamma^{\varepsilon}$.

We now want to rewrite problem (A.1)-(A.3) in a nondimensional form. To this end we note that we can consider two characteristic length scales: the microscopic scale, related to a typical dimension $\mathrm{d}_{c}$ of the cells (e.g., the cell diameter 15-20 $\mu \mathrm{m}$ or the length of the cell $100 \mu \mathrm{~m}$ ), and the macroscopic one determined by a suitable length constant of the tissue denoted by L. The cellular conductivity matrices $\Sigma_{i}$ and $\Sigma_{e}$ are symmetric positive definite matrices; let $\bar{\lambda}=\bar{\lambda}_{i}+\bar{\lambda}_{e}$ with $\bar{\lambda}_{i}, \bar{\lambda}_{e}$ be the average eigenvalues on a cell element and let us consider

$$
\sigma_{i, e}=\Sigma_{i, e} / \bar{\lambda}
$$

Here we assume that $v^{\varepsilon}=0, w^{\varepsilon}=0$ is the equilibrium point for problem (A.1)-(A.3); then we can define the macroscopic space scale along fibers $L$ as

$$
\mathrm{L}=\sqrt{\mathrm{d}_{c} \mathrm{R}_{m} \bar{\lambda}} \quad \text { with } \quad \mathrm{R}_{m}^{-1}=\partial_{v} I(0,0)
$$

Now, we can convert the cellular problem into a nondimensional form by scaling space and time with the macroscopic units of length $L=d_{c} / \varepsilon$ and with respect to the membrane constant $\mathrm{T}=\mathrm{R}_{m} \mathrm{C}_{m}$; i.e., we perform the space and time scaling

$$
\hat{\imath}=/ \mathrm{L}, \quad \widehat{t}=t / \mathrm{T} .
$$

The dimensionless parameter $\varepsilon$ is then a small parameter whose order of magnitude is the ratio of the two macro- and microscopic space scales, i.e.,

$$
\varepsilon=d_{c} / \mathrm{L}
$$

We take ${ }^{\wedge}$ to be the variable of the macroscale behavior and

$$
\xi:=\widehat{\wedge} / \varepsilon
$$

to be the microscopic space variable measured in a unit cell. For simplicity, in what follows, we omit the hats ${ }^{\wedge}$ on the dimensionless variables.

Cardiac tissue exhibits a number of significant inhomogeneities, in particular, those related to cell-to-cell communications. The conductivity tensors are considered dependent on both the slow and the fast variables, i.e., $\sigma_{i, e}\left(x, \frac{x}{\varepsilon}\right)$. The latter dependence of the intracellular conductivity represents an attempt to include the effects of the gap junctions.

We then define the rescaled symmetric conductivity matrices

$$
\sigma_{i, e}^{\varepsilon}(x)=\sigma_{i, e}\left(x, \frac{x}{\varepsilon}\right)
$$

obtained by the continuous functions $\sigma_{i, e}(x, \xi): \Omega \times E_{i, e} \rightarrow \mathbb{M}^{d \times d}$ satisfying

$$
\begin{gather*}
0<\sigma|y|^{2} \leq \sigma_{i, e}(x, \xi) y \cdot y \leq \sigma^{-1}\left|y^{2}\right|  \tag{A.4}\\
\sigma_{i, e}(x, \xi+\quad k)=\sigma_{i, e}(x, \xi)
\end{gather*} \quad \forall(x, \xi) \in \Omega \times E_{i, e}, \quad y \in \mathbb{R}^{d}
$$

Finally, rescaling (A.1)-(A.3) in the intra- and extracellular potentials we obtain

$$
\begin{array}{rc}
-\operatorname{div}\left(\sigma_{i, e}^{\varepsilon} \nabla u_{i, e}^{\varepsilon}\right)=0 & \text { in } \Omega_{i, e}^{\varepsilon} \times(0, T), \\
-\sigma_{i}^{\varepsilon} \nabla u_{i}^{\varepsilon} \cdot \nu_{i}^{\varepsilon}=\varepsilon\left(\partial_{t} v+I\left(v^{\varepsilon}, w^{\varepsilon}\right)\right) & \text { on } \Gamma^{\varepsilon} \times(0, T) \\
\sigma_{e}^{\varepsilon} \nabla u_{e}^{\varepsilon} \cdot \nu_{e}^{\varepsilon}=\varepsilon\left(\partial_{t} v+I\left(v^{\varepsilon}, w^{\varepsilon}\right)\right) & \text { on } \Gamma^{\varepsilon} \times(0, T),
\end{array}
$$

that is, problem ${ }^{\varepsilon}$.
A homogenization process for different mathematical models, describing the response of biological tissues to electromagnetic fields and based on a completely different scaling, can be found in [2].
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#### Abstract
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1. Introduction. The semigeostrophic equations are a simple model of largescale atmosphere/ocean flows, where "large-scale" is defined to mean that the flow is rotation-dominated [4]. They are also accurate in the case where one horizontal scale becomes small, allowing them to describe weather fronts and jet streams. Previous work by Benamou and Brenier [2], Cullen and Gangbo [5], and Cullen and Maroofi [6] proves that the semigeostrophic equations can be solved in the cases, respectively, of 3 -dimensional (3-d) incompressible flow between rigid boundaries, vertically averaged 3-d incompressible flow with a free surface, and fully compressible flow. However, all these results only prove the existence of weak solutions in "dual" variables, where the dual variables result from the change of variables introduced by [11]. This makes it difficult to relate the solutions to the full Euler or Navier-Stokes equations, or to those of other simple atmosphere/ocean models. We therefore seek to extend the results of [2] and [5] to prove existence of a solution in physical variables. We do this using the Lagrangian form of the equations in physical space. The proof is based on the recent results of L. Ambrosio [1] on transport equations and ODE for BV vector fields. It is not clear whether it is possible to prove existence of a weak solution to the Eulerian form of the equations.

The transport theory of [1] gives uniqueness. However, the analysis of [2], [5], and [6] does not give uniqueness, because of the dependence of the transport velocity on the transported quantity. This question remains open.

[^72]The remaining part of the paper is organized as follows: in section 2 we consider a 3-d incompressible semigeostrophic system in a domain with rigid boundary, and in section 3 we consider the semigeostrophic shallow water model.

## 2. Lagrangian solutions of 3-d incompressible semigeostrophic system

 in a domain with rigid boundary in physical space.2.1. Background. Let $\Omega \subset \mathbf{R}^{3}$ be an open bounded set. We study the following semigeostrophic system:

$$
\begin{align*}
& D_{t}\left(v_{1}^{g}, v_{2}^{g}\right)+\left(\partial_{1} p, \partial_{2} p\right)=\left(u_{2},-u_{1}\right), \quad\left(v_{1}^{g}, v_{2}^{g}\right)=\left(-\partial_{2} p, \partial_{1} p\right), \\
& D_{t} \rho=0, \operatorname{div} u=0, \partial_{3} p+\rho=0,  \tag{2.1}\\
& D_{t}=\partial_{t}+u \cdot \nabla, \quad \nabla=\left(\partial_{x_{1}}, \partial_{x_{2}}, \partial_{x_{3}}\right),
\end{align*}
$$

where $u=\left(u_{1}, u_{2}, u_{3}\right)$ is the velocity, $p$ is the pressure, and $\rho$ is the density. All these quantities are functions of $(t, x) \in(0, T) \times \Omega$. The initial and boundary data are

$$
\begin{align*}
& u \cdot \nu=0 \quad \text { on }[0, T) \times \partial \Omega, \\
& p(0, x)=p_{0}(x) \quad \text { in } \Omega, \tag{2.2}
\end{align*}
$$

$\nu$ is the outward normal to $\partial \Omega$, and $p_{0}(x)$ is a given function.
Introducing the function

$$
P(t, x)=p(t, x)+\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right),
$$

we rewrite (2.1) as the following system of equations for $P, u=\left(u_{1}, u_{2}, u_{3}\right)$ depending on $(t, x) \in(0, T) \times \Omega$ :

$$
\begin{align*}
& D_{t} X=J(X-x), \\
& \operatorname{div} u=0, \\
& X=\nabla P,  \tag{2.3}\\
& u \cdot \nu=0 \quad \text { on }[0, T) \times \partial \Omega, \\
& P(0, x)=P_{0}(x) \quad \text { in } \Omega,
\end{align*}
$$

where $P_{0}(x)=p_{0}(x)+\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)$. Here

$$
J=\left(\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Note that a solution of (2.3) determines a solution of the original system (2.1), (2.2). Indeed, given a solution $(P, u)$ of (2.3), we have $X=\nabla P$, we set the function $u$ in (2.1) to be equal to the function $u$ in (2.3), and

$$
\begin{aligned}
& p(t, x)=P(t, x)-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right), \\
& \rho(t, x)=-\partial_{3} p(t, x) .
\end{aligned}
$$

Then (2.1), (2.2) holds, in particular the equation $D_{t} \rho=0$ follows from the equation $D_{t} X_{3}=0$ of (2.3). The form (2.3) is more convenient than the original system because it allows the system to be stated in the Lagrangian sense.

The solutions of [2] and [5] were obtained by interchanging dependent and independent variables in (2.3) to give a set of equations in the dual coordinates $(t, X)$,
where $X=\left(X_{1}, X_{2}, X_{3}\right)$. We now regard x as a function of $(t, X)$ which is shown in [2] to be given by defining

$$
\begin{equation*}
P^{*}(t, X)=\sup _{x \in \Omega}(x \cdot X-P(t, x)) \quad \text { for }(t, X) \in[0, T) \times \mathbf{R}^{3} \tag{2.4}
\end{equation*}
$$

and setting $x=\nabla P^{*}(t, X)$. The semigeostrophic system then takes the form

$$
\begin{align*}
& \partial_{t} \alpha+\nabla \cdot(U \alpha)=0 \quad \text { in }[0, T) \times \mathbf{R}^{3}  \tag{2.5}\\
& \nabla P(t, \cdot) \# \chi_{\Omega}=\alpha(t, \cdot) \quad \text { for any } t \in[0, T)  \tag{2.6}\\
& U(t, X)=J\left(X-\nabla P^{*}(t, X)\right)  \tag{2.7}\\
& \alpha(0, X)=\alpha_{0}(X) \quad \text { for a.e. } X \in \mathbf{R}^{3} \tag{2.8}
\end{align*}
$$

The initial data $\alpha_{0}(X)$ are chosen by applying (2.6) with $P(0, \cdot)=P_{0}(x)$. Here (2.6) means that the map $\nabla P(t, \cdot)$ pushes $\chi_{\Omega}$ forward to $\alpha(t, \cdot)$; see Definition A. 1 in Appendix A.

The proofs in [2] and [5] depended on the use of the convexity principle introduced by Cullen and Purser [7], which requires that the function $P(t, \cdot)$ is convex. Shutts and Cullen [13] relate this condition to a physical stability condition required for the semigeostrophic approximation to be appropriate. Equation (2.4) shows that $P^{*}(t, \cdot)$ also has to be convex, as the Legendre-Fenchel transform of $P$.

In this paper we are interested in the solution of the problem in the original ("physical") coordinates, i.e., in the solution of problem (2.3). The unknown functions in this problem are the (modified) pressure $P$ and the velocity $u$. The Eulerian form of the first equation of (2.3) is

$$
\begin{equation*}
\partial_{t} X+u \cdot \nabla X=J(X-x) \tag{2.9}
\end{equation*}
$$

Using $\operatorname{div} u=0$, this expression can be written in the divergence form, which yields the following definition of a weak (Eulerian) solution of (2.3).

Definition 2.1. Let $u:[0, T) \times \Omega \rightarrow \mathbf{R}^{3}$ and $P:[0, T) \times \Omega \rightarrow \mathbf{R}^{1}$ satisfy $u \in L^{1}\left([0, T) \times \Omega, \mathbf{R}^{3}\right), \nabla P \in L^{\infty}([0, T) \times \Omega) \cap C\left([0, T) ; L^{1}(\Omega)\right) ;$ and $P(t, \cdot)$ is convex in $\Omega$ for every $t \in[0, \infty)$. The pair $(u, P)$ is a weak Eulerian solution of (2.3) if

$$
\begin{align*}
& \int_{(0, T) \times \Omega}\left\{\nabla P(t, x) \cdot\left[\partial_{t} \phi(t, x)+(u(t, x) \cdot \nabla) \phi(t, x)\right]\right.  \tag{2.10}\\
& \quad+J[\nabla P(t, x)-x] \cdot \phi(t, x)\} d t d x+\int_{\Omega} \nabla P_{0}(x) \cdot \phi(0, x) d x=0
\end{align*}
$$

for any $\phi \in C_{c}^{1}\left([0, T) \times \Omega ; \mathbf{R}^{3}\right)$, and

$$
\begin{equation*}
\int_{[0, T) \times \Omega} u(t, x) \cdot \nabla \psi(t, x) d t d x=0 \tag{2.11}
\end{equation*}
$$

for any $\psi \in C_{c}^{1}([0, T) \times \bar{\Omega})$.
Remark 2.2. Equality (2.11) is a weak form of the equation $\operatorname{div} u=0$ in $(0, T) \times \Omega$ with the boundary condition $u_{\nu}=0$ on $(0, T) \times \partial \Omega$ in (2.3).

In order to obtain a solution $(u, P)$, we can find $P$ and $x(t, X)=\nabla P^{*}$ by solving the problem (2.5)-(2.8) in the dual coordinates, using the results of [2], [5]. Thus the problem is to find $u$ such that $(2.10),(2.11)$ hold. Since $u$ in physical coordinates is
by definition equal to $D_{t} x(t, X),(2.7)$ and (2.4) yield the following expression for $u$ in terms of $P$ and $P^{*}$ :

$$
\begin{align*}
u(t, x) & =\quad \partial_{t} \nabla P^{*}(t, X)+U \cdot \nabla\left(\nabla P^{*}(t, X)\right)  \tag{2.12}\\
& =\partial_{t} \nabla P^{*}(t, \nabla P(t, x))+D^{2} P^{*}(t, \nabla P(t, x))[J(\nabla P(t, x)-x)] .
\end{align*}
$$

Formally, if $(P, \alpha)$ satisfy (2.5)-(2.8), $P^{*}$ is defined by (2.4), and $u$ is defined by (2.12), then $(P, u)$ satisfy (2.3). However, because of the low regularity of $P(t, x)$ obtained as a weak solution of the problem (2.5)-(2.8), it is not clear how to make these calculations rigorous. There is a further difficulty. The product terms $u_{i} \partial_{j} P$ that appear in (2.10) are not well defined given that $\nabla P \in L^{\infty}$ and that $u$ defined by (2.12) is a measure, which is all the regularity of $P$ currently available.

In this paper we circumvent these difficulties by defining Lagrangian solutions of the problem (2.3). We prove existence of such Lagrangian solutions for initial data $P_{0}$ satisfying some mild strict convexity conditions. The proof is based on the recent results of L. Ambrosio [1] on transport equations and ODE for BV vector fields.

In the conclusion of this introduction, we show that the time-stepping procedure and estimates of [5] can be applied to the model considered in [2] to improve some estimates of [2]. This is required to allow the solutions in the dual variables to be transferred to real space.

Let $q>1$. Denote by $C\left([0, T) ; L_{w}^{q}\left(\mathbf{R}^{3}\right)\right)$ the set of all measurable functions $v(t, x)$ on $[0, T) \times \mathbf{R}^{3}$, such that $v_{t}(\cdot)=v(t, \cdot) \in L^{q}\left(\mathbf{R}^{3}\right)$ for any $t \in[0, T)$, and for any $\left\{t_{k}\right\}_{k=1}^{\infty}, t^{*} \in[0, T)$ satisfying $\lim _{k \rightarrow \infty} t_{k}=t_{*}$ there holds $v_{t_{k}} \rightharpoonup v_{t^{*}}$ weakly in $L^{q}\left(\mathbf{R}^{3}\right)$ (weakly-* if $q=\infty$ ).

Theorem 2.3 (see [2], [5]). Let $\Omega \subset \mathbf{R}^{3}$ be an open bounded set and $\bar{\Omega} \subset B$, where $B$ is an open ball $B(0, S)$. Let $P_{0}(x)$ be a convex bounded function in $B$ satisfying

$$
\begin{equation*}
\alpha_{0}:=D P_{0} \# \chi_{\Omega} \in L^{q}\left(\mathbf{R}^{3}\right) \tag{2.13}
\end{equation*}
$$

for some $q>1$. Then for any $T>0$ there exist functions $\alpha(t, X), P(t, X)$ on $[0, T) \times$ $\mathbf{R}^{3}$ such that
i. $\alpha, P$ satisfy

$$
\begin{aligned}
& \alpha \in L^{\infty}\left([0, T) ; L^{q}\left(\mathbf{R}^{3}\right)\right) \cap C\left([0, T) ; L_{w}^{q}\left(\mathbf{R}^{3}\right)\right), \\
& P \in L^{\infty}\left([0, T) ; W^{1, \infty}(\Omega)\right) \cap C\left([0, T) ; W^{1, r}(\Omega)\right),
\end{aligned}
$$

where $r$ is any number in $[1, \infty)$;
ii. let $R_{0}=S(1+T)$, then

$$
\begin{equation*}
\operatorname{supp}(\alpha(t, \cdot)) \subset B\left(0, R_{0}\right) \quad \text { for all } t \in[0, T) ; \tag{2.14}
\end{equation*}
$$

iii. $P(t, \cdot)$ is convex in $\Omega$;
iv. $P^{*}$ defined by (2.4) satisfies

$$
\begin{aligned}
& P^{*}(t, \cdot) \text { is convex in } \mathbf{R}^{3} \text { for any } t \in[0, T), \\
& P^{*} \in L_{\text {loc }}^{\infty}\left([0, T) \times \mathbf{R}^{3}\right), \\
& \nabla P^{*} \in L^{\infty}\left([0, T) \times \mathbf{R}^{3} ; \mathbf{R}^{3}\right) \cap C\left([0, T) ; L^{r}\left(B(0, R) ; \mathbf{R}^{3}\right)\right)
\end{aligned}
$$

for any $R>0$ and any $r \in[1, \infty)$. Moreover,

$$
\begin{equation*}
\left\|\nabla P^{*}(t, \cdot)\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \leq S \quad \text { for every } t \in[0, T) \tag{2.15}
\end{equation*}
$$

v. $\left(\alpha, P, P^{*}\right)$ satisfy (2.5)-(2.8), where the evolution equation (2.5) and the initial condition (2.8) are understood in the weak sense: for any $\phi \in C_{c}^{1}\left([0, T) \times \mathbf{R}^{3}\right)$

$$
\begin{align*}
\int_{(0, T) \times \mathbf{R}^{3}} & {\left[\partial_{t} \phi(t, X)+U(t, X) \cdot \nabla \phi(t, X)\right] \alpha(t, X) d t d X }  \tag{2.16}\\
& +\int_{\mathbf{R}^{3}} \alpha_{0}(X) \phi(0, X) d X=0
\end{align*}
$$

Proof. We sketch the proof.
Since $P_{0}$ is convex and bounded in $B$, then

$$
\begin{equation*}
\left\|\nabla P_{0}\right\|_{L^{\infty}(\Omega)} \leq C\left(B, \Omega,\left\|P_{0}\right\|_{L^{\infty}(B)}\right) \tag{2.17}
\end{equation*}
$$

Thus $\alpha_{0}$ defined by (2.13) has compact support.
As in [2], [5], we construct solutions using a time-stepping procedure. Fix $x^{*} \in \Omega$. Let $h>0$ be small, chosen so that $T / h$ is an integer. Let $\eta_{h}(\cdot)=\frac{1}{h^{3}} \eta(\dot{\bar{h}})$ be a standard mollifier. Define

$$
\alpha_{h}^{0}=\left(\alpha_{0}\right) * \eta_{h}
$$

and then inductively define the following quantities for $k=0,1, \ldots, T / h$.
Suppose $\alpha_{h}^{k} \in L^{q}\left(\mathbf{R}^{3}\right)$, with compact support, is defined. Then let $P_{h}^{k}$ be the unique convex function satisfying

$$
\nabla P_{h}^{k} \# \chi_{\Omega}=\alpha_{h}^{k}, \quad P_{h}^{k}\left(x^{*}\right)=P_{0}\left(x^{*}\right)
$$

Existence and uniqueness of such $P_{h}^{k}$ follows from Brenier [3].

$$
\begin{align*}
& \left(P_{h}^{k}\right)^{*}(X)=\sup _{x \in \Omega}\left(x \cdot X-P_{h}^{k}(x)\right) \quad \text { for } X \in \mathbf{R}^{3} \\
& Q_{h}^{k}=\eta_{h} *\left(P_{h}^{k}\right)^{*}  \tag{2.18}\\
& U_{h}^{k}(X)=J\left[X-\nabla Q_{h}^{k}(X)\right]
\end{align*}
$$

Since $\Omega \subset B(0, S)$, it follows that

$$
\begin{equation*}
\left\|\nabla\left(P_{h}^{k}\right)^{*}, \nabla Q_{h}^{k}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \leq S \tag{2.19}
\end{equation*}
$$

From (2.18), (2.19)

$$
\left\|\left(P_{h}^{k}\right)^{*}-Q_{h}^{k}\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \leq h S
$$

To define $\alpha_{h}^{k+1}$ we solve

$$
\begin{align*}
& \frac{\partial \alpha_{h}}{\partial t}+\operatorname{div}\left(\alpha_{h} U_{h}^{k}\right)=0 \quad \text { in } \mathbf{R}^{3} \times[k h,(k+1) h]  \tag{2.20}\\
& \alpha_{h}(k h, X)=\alpha_{h}^{k}(X) \tag{2.21}
\end{align*}
$$

and set

$$
\begin{equation*}
\alpha_{h}^{k+1}(X)=\alpha_{h}((k+1) h, X) \tag{2.22}
\end{equation*}
$$

Similar to [5, Lemma 4.1] we show that $\alpha_{h} \in L^{\infty}\left([k h,(k+1) h], L^{q}\left(\mathbf{R}^{3}\right)\right)$ and that
(2.23) $\left\|\alpha_{h}(t, \cdot)\right\|_{L^{q}\left(\mathbf{R}^{3}\right)}=\left\|\alpha_{0}\right\|_{L^{q}\left(\mathbf{R}^{3}\right)} \quad$ for every $t \in[k h,(k+1) h]$,
(2.24) $\operatorname{supp}\left(\alpha_{h}(t, \cdot)\right) \subset B(0, S(1+(k+1) h)) \quad$ for every $t \in[k h,(k+1) h]$,
(2.25) $W_{1}\left(\alpha_{h}\left(t_{1}, \cdot\right), \alpha_{h}\left(t_{2}, \cdot\right)\right) \leq C(T)\left|t_{1}-t_{2}\right| \quad$ for all $t_{1}, t_{2} \in[k h,(k+1) h]$,
where $q$ is from (2.13), and $W_{1}\left(\alpha_{h}\left(t_{1}, \cdot\right), \alpha_{h}\left(t_{2}, \cdot\right)\right)$ is the 1 -Wasserstein distance between $\alpha_{h}\left(t_{1}, \cdot\right)$ and $\alpha_{h}\left(t_{2}, \cdot\right)$ (see, e.g., [5, Appendix A] for the definition of $W_{1}$ ).

We repeat this procedure for $k=1, \ldots, T / h$. In particular, we thus define a function

$$
\begin{equation*}
\alpha_{h} \in L^{\infty}\left([0, T], L^{q}\left(\mathbf{R}^{3}\right)\right) \tag{2.26}
\end{equation*}
$$

For every $t \in(0, T)$ define $P_{h}(t, \cdot)$ to be the unique convex function satisfying

$$
\nabla P_{h}(t, \cdot) \# \chi_{\Omega}=\alpha_{h}(t, \cdot), \quad P_{h}\left(t, x^{*}\right)=P_{0}\left(x^{*}\right)
$$

and then define $Q_{h}(t, \cdot), U_{h}(\underline{t}, \cdot)$ by using the $P_{h}(t, \cdot)$ in (2.18) instead of $P_{h}^{k}$.
We also define functions $\bar{P}_{h}$ on $[0, T] \times \Omega$ and $\bar{\alpha}_{h}, \bar{Q}_{h}, \bar{U}_{h}$ on $[0, T] \times \mathbf{R}^{3}$ by setting them equal to $P_{h}^{k}, \alpha_{h}^{k}, Q_{h}^{k}, U_{h}^{k}$, respectively, on the time interval $t \in[k h,(k+1) h)$.

We note the following fact.
LEMMA 2.4 (see [3]). Let $p \geq 1$. Let $\Omega \subset \mathbf{R}^{n}$ be an open bounded set, $x^{*} \in \Omega$, $a \in \mathbf{R}$. Let $\rho_{j}, \rho \in L^{p}\left(\mathbf{R}^{n}\right)$ for $j=1, \ldots$ be such that $\rho_{j} \rightharpoonup \rho$ weakly in $L^{p}\left(\mathbf{R}^{n}\right)$ and $\operatorname{supp}\left(\rho_{j}, \rho\right) \subset B(0, R)$. Let $\phi_{j}, \phi$ be the convex functions on $\mathbf{R}^{n}$ satisfying $\nabla \phi_{j} \# \chi_{\Omega}=$ $\rho_{j}, \nabla \phi \# \chi_{\Omega}=\rho, \phi\left(x^{*}\right), \phi_{j}\left(x^{*}\right)=a$ for $j=1, \ldots$. Then $\phi_{j} \rightarrow \phi$ in $W^{1, r}(\Omega)$ for any $r \in[1, \infty)$.

From (2.23)-(2.25), repeating the argument of [5, pp. 263-268], with the use of Lemma 2.4 we obtain a sequence $h_{j} \rightarrow 0+$ and a function $\alpha \in L^{q}\left([0, T] \times \mathbf{R}^{3}\right)$, where $q$ is from (2.13), such that

$$
\begin{align*}
& \operatorname{supp}\left(\alpha_{h_{j}}(t, \cdot)\right) \subset B(0, S(1+T)) \quad \text { for each } t \in[0, T], j=1,2, \ldots,  \tag{2.27}\\
& \alpha_{h_{j}} \rightharpoonup \alpha \quad \text { weakly in } L^{q}\left([0, T] \times \mathbf{R}^{3}\right)  \tag{2.28}\\
& \alpha_{h_{j}}(t, \cdot) \rightharpoonup \alpha(t, \cdot) \quad \text { weakly in } L^{q}\left(\mathbf{R}^{3}\right) \quad \text { for each } t \in[0, T] \tag{2.29}
\end{align*}
$$

and such that, denoting by $P(t, \cdot)$, for every $t \in(0, T)$, the unique convex function satisfying

$$
\nabla P(t, \cdot) \# \chi_{\Omega}=\alpha(t, \cdot), \quad P\left(t, x^{*}\right)=P_{0}\left(x^{*}\right)
$$

and denoting by $P^{*}(t, \cdot)$ the convex dual of $P(t, \cdot)$ defined by $(2.4)$, we have

$$
\begin{array}{lll}
\bar{P}_{h_{j}}^{*}(t, \cdot) \rightarrow P^{*}(t, \cdot) & \text { in } C(\overline{B(0, R)}) & \text { for each } R>0, t \in[0, T], \\
\bar{Q}_{h_{j}}(t, \cdot) \rightarrow P^{*}(t, \cdot) & \text { in } C(\overline{B(0, R)}) & \text { for each } R>0, t \in[0, T], \\
\alpha_{h_{j}} \bar{U}_{h_{j}} \rightarrow \alpha J\left(i d-\nabla P^{*}\right) \quad \text { weakly in } L^{q}\left([0, T] \times \mathbf{R}^{3} ; \mathbf{R}^{3}\right) \tag{2.32}
\end{array}
$$

Then the proof of Theorem 2.3 is completed as in [5, pp. 268-269].
2.2. Statement of results. In this paper we study the system in the "physical" space $(t, x)$ and define its weak Lagrangian solutions. In order to do that, we first rewrite system (2.3) in terms of $F, P$, where $F:[0, T] \times \Omega \rightarrow \Omega$ is the (formal) Lagrangian flow corresponding to the full wind velocity $u=\left(u_{1}, u_{2}, u_{3}\right)$, and then we define the corresponding weak solution $F, P$. This gives the following.

Definition 2.5. Let $\Omega \subset \mathbf{R}^{3}$ be an open bounded set, and let $T>0$. Let $\left.P_{0}(x) \in W^{1, \infty}(\Omega)\right)$ be convex. Let $r \in[1, \infty)$. Let $P:[0, T) \times \Omega \rightarrow \mathbf{R}^{1}$ satisfy

$$
\begin{align*}
& P \in L^{\infty}\left([0, T) ; W^{1, \infty}(\Omega)\right) \cap C\left([0, T) ; W^{1, r}(\Omega)\right)  \tag{2.33}\\
& P(t, \cdot) \text { is convex in } \Omega \text { for each } t \in[0, T) \tag{2.34}
\end{align*}
$$

Let $F:[0, T) \times \Omega \rightarrow \Omega$ be a Borel map satisfying

$$
\begin{equation*}
F \in C\left([0, T) ; L^{r}\left(\Omega ; \mathbf{R}^{3}\right)\right) \tag{2.35}
\end{equation*}
$$

Then the pair $(P, F)$ is called a weak Lagrangian solution of (2.3) in $[0, T) \times \Omega$ if $(P, F)$ has the following properties:
i. $F(0, x)=x, P(0, x)=P_{0}(x)$ for a.e. $x \in \Omega$.
ii. For any $t>0$ the mapping $F_{t}=F(t, \cdot): \Omega \rightarrow \Omega$ is Lebesgue measure preserving, in the sense that $F_{t} \# \chi_{\Omega}=\chi_{\Omega}$.
iii. There exists a Borel map $F^{*}:[0, T) \times \Omega \rightarrow \Omega$ such that for every $t \in(0, T)$ the map $F_{t}^{*}=F^{*}(t, \cdot): \Omega \rightarrow \Omega$ is Lebesgue measure preserving: $F_{t}^{*} \# \chi_{\Omega}=\chi_{\Omega}$ and satisfies $F_{t}^{*} \circ F_{t}(x)=x$, and $F_{t} \circ F_{t}^{*}(x)=x$ for a.e. $x \in \Omega$.
iv. The function

$$
\begin{equation*}
Z(t, x)=\nabla P\left(t, F_{t}(x)\right) \tag{2.36}
\end{equation*}
$$

is a weak solution of

$$
\begin{align*}
& \partial_{t} Z(t, x)=J[Z(t, x)-F(t, x)] \quad \text { in }[0, T) \times \Omega \\
& Z(0, x)=\nabla P_{0}(x) \quad \text { in } \Omega \tag{2.37}
\end{align*}
$$

in the following sense: for any $\varphi \in C_{c}^{1}\left([0, T) \times \Omega ; \mathbf{R}^{3}\right)$

$$
\begin{align*}
\int_{(0, T) \times \Omega} & {\left[Z(t, x) \cdot \partial_{t} \varphi(t, x)+J(Z(t, x)-F(t, x)) \cdot \varphi(t, x)\right] d t d x }  \tag{2.38}\\
& +\int_{\Omega} \nabla P_{0}(x) \cdot \varphi(0, x) d x=0
\end{align*}
$$

Remark 2.6. We comment on Definition 2.5:

- Continuity in time of $P, F$, considered as maps on $[0, T)$ with values in $W^{1, r}(\Omega)$ and $L^{r}(\Omega)$, respectively, required in (2.33), (2.35), combined with initial conditions in Definition 2.5(i), imply that

$$
\begin{equation*}
\lim _{t \rightarrow 0+}\left\|F_{t}-I d\right\|_{L^{r}(\Omega)}=0, \quad \lim _{t \rightarrow 0+}\left\|P_{t}-P_{0}\right\|_{W^{1, r}(\Omega)}=0 \tag{2.39}
\end{equation*}
$$

where $I d: \Omega \rightarrow \Omega$ is the identity mapping. Furthermore, the continuity property of $F$ in (2.35) can be interpreted as "generic continuity" of particle paths in physical space.

- The property Definition 2.5(ii) of the flow $F$ is the Lagrangian form of the equation $\operatorname{div} u=0$ in $(0, T) \times \Omega$ with the boundary condition $u_{\nu}=0$ on $(0, T) \times \partial \Omega$ in (2.3).
- (2.38) is a weak Lagrangian form of the first equation of (2.3) with an initial condition for $P$.
Remark 2.7 (semigroup property). The weak Lagrangian solution in Definition 2.5 satisfies the following semigroup property. For every $t_{1}, t_{2} \geq 0$ define $F_{\left(t_{1}, t_{2}\right)}=$ $F_{t_{1}} \circ F_{t_{2}}^{*}$, where $F_{t}^{*}$ is defined as in Definition 2.5(iii). Then for any $t_{1}, t_{2}, t_{3} \geq 0$

$$
\begin{equation*}
F_{\left(t_{1}, t_{2}\right)} \circ F_{\left(t_{2}, t_{3}\right)}=F_{\left(t_{1}, t_{3}\right)} \quad \text { for a.e. } x \in \Omega \tag{2.40}
\end{equation*}
$$

This follows from the property $F_{t}^{*} \circ F_{t}(x)=x$ for a.e. $x \in \Omega$ in Definition 2.5(iii), and from $\mathcal{L}^{3}$-measure-preserving properties of maps $F_{t}, F_{t}^{*}$. Indeed, it follows that

$$
F_{t_{1}} \circ F_{t_{3}}^{*}(x)=F_{t_{1}} \circ F_{t_{2}}^{*} \circ F_{t_{2}} \circ F_{t_{3}}^{*}(x)=F_{t_{1}} \circ F_{t_{2}}^{*} \circ F_{t_{2}} \circ F_{t_{3}}^{*} \circ F_{t_{3}} \circ F_{t_{3}}^{*}(x)
$$

for a.e. $x \in \Omega$, which is (2.40).
To justify Definition 2.5 we now show that a weak Lagrangian solution $(F, P)$ with the additional regularity property $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$ determines a weak Eulerian solution of (2.3), and that a smooth Lagrangian solution determines a classical solution of (2.3).

LEMMA 2.8 (consistency of weak Lagrangian solutions). Let $\Omega \subset \mathbf{R}^{3}$ be an open bounded set, and let $T>0$. Let $(F, P)$ be a weak Lagrangian solution of (2.3) in $[0, T) \times \Omega$.
i. If $\partial_{t} F \in L^{\infty}\left([0, T) \times \Omega ; \mathbf{R}^{3}\right)$, then the function

$$
\begin{equation*}
u(t, x):=\left(\partial_{t} F\right)\left(t, F_{t}^{*}(x)\right) \tag{2.41}
\end{equation*}
$$

satisfies $u \in L^{\infty}\left([0, T) \times \Omega ; \mathbf{R}^{3}\right)$, and $(u, P)$ is a weak Eulerian solution of (2.3) in $[0, T) \times \Omega$ in the sense of Definition 2.1;
ii. If $\left(F, F^{*}, P\right) \in C^{2}([0, T] \times \bar{\Omega})$, then the function $(2.41)$ satisfies $u \in C^{1}([0, T] \times$ $\left.\bar{\Omega} ; \mathbf{R}^{3}\right)$, and $(u, P)$ is a classical solution of $(2.3)$ in $[0, T) \times \Omega$.
Proof. We first prove (i). Since $F^{*}$ is a Borel map, and $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$, the right-hand side of (2.41) is a bounded measurable function, and thus $u \in L^{\infty}([0, T) \times$ $\Omega)$. It remains to prove that $(P, u)$ is a weak Eulerian solution. We prove first that (2.11) holds. Let $\psi \in C_{c}^{1}([0, T) \times \bar{\Omega})$. Fix $t \in(0, T)$. Since $F_{t} \# \chi_{\Omega}=\chi_{\Omega}$, then

$$
\int_{\Omega}\left(\partial_{t} \psi\right)\left(t, F_{t}(x)\right) d x=\int_{\Omega} \partial_{t} \psi(t, x) d x
$$

Integrating with respect to $t$ and using $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$, we get

$$
\int_{[0, T) \times \Omega}\left\{\partial_{t}\left[\psi\left(t, F_{t}(x)\right)\right]-\partial_{t} F_{t}(x) \cdot(\nabla \psi)\left(t, F_{t}(x)\right)\right\} d t d x=\int_{[0, T) \times \Omega} \partial_{t} \psi(t, x) d t d x
$$

Using $\psi(T, \cdot) \equiv 0$ and (2.39), we get

$$
\int_{[0, T] \times \Omega} \partial_{t} F_{t}(x) \cdot(\nabla \psi)\left(t, F_{t}(x)\right) d t d x=0
$$

Making the change of variables $y=F_{t}(x)$ and using properties (ii) and (iii) of Definition 2.5, we get

$$
\int_{[0, T] \times \Omega}\left(\partial_{t} F_{t}\right)\left(F_{t}^{*} y\right) \cdot \nabla \psi(t, y) d t d y=0
$$

Since (2.41) defines $u$, then (2.11) follows.
Now we prove (2.10). From properties $P$ and $F$ in Definition 2.5 it follows that $Z(t, x)$ defined by (2.36) satisfies $Z \in L^{\infty}([0, T] \times \bar{\Omega})$. Then, since $\Omega$ is a bounded set and $F_{t} \# \chi_{\Omega}=\chi_{\Omega}$ for all $t \in[0, T)$, (A.2) of Corollary A. 3 allows us to make the change of variables $y=F_{t}(x)$ in the first integral of (2.38). Then $x=F_{t}^{*}(y)$ for a.e. $(t, x) \in[0, T) \times \Omega$ by (iii) in Definition 2.5, and from (2.38) we get for any $\varphi \in C_{c}^{1}([0, T) \times \Omega)$

$$
\begin{align*}
\int_{(0, T) \times \Omega} & {\left[\nabla P(t, y) \cdot\left(\partial_{t} \varphi\right)\left(t, F_{t}^{*}(y)\right)+J(\nabla P(t, y)-y) \varphi\left(t, F_{t}^{*}(y)\right)\right] d t d y }  \tag{2.42}\\
& +\int_{\Omega} \nabla P_{0}(x) \varphi(0, x) d x=0
\end{align*}
$$

Next we show that (2.42) holds for all $\varphi \in L^{\infty}([0, T) \times \Omega)$ satisfying $\partial_{t} \varphi \in$ $L^{\infty}([0, T) \times \Omega)$ and $\operatorname{supp}(\varphi) \subset[0, T-\varepsilon] \times \bar{\Omega}$ for some $\varepsilon>0$. Indeed, for such $\varphi$ we construct an approximating sequence $\varphi_{j} \in C_{c}^{1}([0, T) \times \Omega)$ as follows. Extend $\varphi$ to $[0, \infty) \times \Omega$ by defining $\varphi(t, \cdot) \equiv 0$ for $t \geq T$, and further extend $\varphi$ to $(-\infty, \infty) \times$ $\Omega$ by defining $\varphi(t, x)=\varphi(-t, x)$ for $t<0, x \in \Omega$. Let $h>0$ and $\Omega_{h}=\{x \in$ $\Omega \mid \operatorname{dist}(x, \partial \Omega)>h\}$. Now $\varphi \chi_{\Omega_{h}}$ is defined on $\mathbf{R}^{1} \times \mathbf{R}^{3}$. Let $\eta_{h}(t, x)=\frac{1}{h^{4}} \eta\left(\frac{|(t, x)|}{h}\right)$, where $\eta(\cdot)$ is a standard mollifier. Let $j>\frac{1}{\varepsilon}$ be integer. Then functions $\varphi_{j}=\left(\varphi \chi_{\Omega_{4 h}}\right) *$ $\eta_{h}$ with $h=\frac{1}{j}<\varepsilon$ satisfy $\varphi_{j} \in C_{c}^{1}([0, T) \times \Omega)$ with $\left\|\varphi_{j}, \partial_{t} \varphi_{j}\right\|_{L^{\infty}([0, T) \times \Omega)} \leq C$, where $C$ does not depend on $j$, and $\left(\varphi_{j}, \partial_{t} \varphi_{j}\right) \rightarrow\left(\varphi, \partial_{t} \varphi\right)$ a.e. on $[0, T) \times \Omega$ as $j \rightarrow \infty$. Since $F_{t}^{*} \# \chi_{\Omega}=\chi_{\Omega}$ for all $t$, it follows that $\left(\varphi_{j}, \partial_{t} \varphi_{j}\right)\left(t, F_{t}^{*}(y)\right) \rightarrow\left(\varphi, \partial_{t} \varphi\right)\left(t, F_{t}^{*}(y)\right)$ for a.e. $(t, y) \in[0, T) \times \Omega$. With this, since $\Omega$ is bounded, $\nabla P \in L^{\infty}([0, T) \times \Omega)$, and (2.42) holds for each $\varphi_{j}$; the bounded convergence theorem implies (2.42) for $\varphi$.

Let $\varphi(t, x)=\eta\left(t, F_{t}(x)\right)$, where $\eta \in C_{c}^{1}([0, T) \times \Omega)$. Then $\varphi \in L^{\infty}([0, T) \times \Omega)$, and $\operatorname{supp}(\varphi) \subset[0, T-\varepsilon] \times \bar{\Omega} \operatorname{since} \operatorname{supp}(\eta) \subset[0, T-\varepsilon] \times \bar{\Omega}$ for some $\varepsilon>0$. Moreover, since $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$, it follows that $\partial_{t} \varphi \in L^{\infty}([0, T) \times \Omega)$ with

$$
\partial_{t} \varphi(t, x)=\left(\partial_{t} \eta\right)\left(t, F_{t}(x)\right)+\sum_{i=1}^{3} \partial_{t} F_{t}^{j}(x)\left(\partial_{x_{j}} \eta\right)\left(t, F_{t}(x)\right) \quad \text { a.e. in } \quad[0, T) \times \Omega
$$

where we used notation $F(t, x)=\left(F^{1}, F^{2}, F^{3}\right)(t, x)$.
Thus (2.42) holds for $\varphi$. By properties (ii) and (iii) in Definition 2.5

$$
\varphi\left(t, F_{t}^{*}(y)\right)=\eta(t, y), \quad \partial_{t} \varphi\left(t, F_{t}^{*}(y)\right)=\partial_{t} \eta(t, y)+\left[\left(\partial_{t} F\right)\left(t, F_{t}^{*}(y)\right)\right] \cdot \nabla \eta(t, y)
$$

for a.e. $(t, y) \in[0, T) \times \Omega$. Thus, inserting $\varphi(t, x)=\eta\left(t, F_{t}(x)\right)$ into (2.42), we obtain for every $\eta \in C_{c}^{1}([0, T) \times \Omega)$

$$
\begin{aligned}
& \int_{(0, T) \times \Omega} {\left[\nabla P(t, y) \cdot\left(\partial_{t} \eta(t, y)+\left[\left(\partial_{t} F\right)\left(t, F_{t}^{*}(y)\right)\right] \cdot \nabla \eta(t, y)\right)\right.} \\
&\quad+J(\nabla P(t, y)-y) \eta(t, y)] d t d y+\int_{\Omega} \nabla P_{0}(x) \eta\left(0, F_{0}(x)\right) d x=0 .
\end{aligned}
$$

Using property (i) in Definition 2.5 and (2.41), and changing notations $y$ to $x$ and $\eta$ to $\varphi$, we obtain (2.10). Assertion (i) of Lemma 2.8 is proved.

Now assertion (ii) follows directly from (i).
Our main result is the following.
Theorem 2.9. Let $\Omega \subset \mathbf{R}^{3}$ be an open bounded set and $\bar{\Omega} \subset B$ where $B$ is an open ball $B(0, S)$. Let $P_{0}(x)$ be a convex bounded function in $B$. Assume that $P_{0}$ satisfies

$$
\begin{equation*}
D P_{0} \# \chi_{\Omega} \in L^{q}\left(\mathbf{R}^{3}\right) \tag{2.43}
\end{equation*}
$$

for some $q>1$. Then for any $T>0$ there exists a weak Lagrangian solution $(P, F)$ of (2.3) in $[0, T) \times \Omega$, where (2.33), (2.35) are satisfied for any $r \in[1, \infty)$. Moreover, the function $Z(t, x)$ defined by (2.36) satisfies $Z(\cdot, x) \in W^{1, \infty}\left([0, T) ; \mathbf{R}^{3}\right)$ for a.e. $x \in \Omega$, and (2.37) is satisfied, in addition to the weak form (2.38), in the following sense:

$$
\begin{align*}
& \partial_{t} Z(t, x)=J(Z(t, x)-F(t, x)) \quad \text { for } \mathcal{L}^{4} \text {-a.e. in }(t, x) \in(0, T) \times \Omega,  \tag{2.44}\\
& Z(0, x)=\nabla P_{0}(x) \quad \text { for } \mathcal{L}^{3} \text {-a.e. in } x \in \Omega
\end{align*}
$$

Remark 2.10. The condition (2.43) is equivalent to

$$
\operatorname{det} D^{2} P_{0}^{*} \in L^{q}\left(\nabla P_{0}(\Omega)\right)
$$

where $P_{0}^{*}$ is the Legendre-Fenchel transform of $P_{0}$, i.e., $P_{0}^{*}(X)=\sup _{x \in \Omega}\left[x \cdot X-P_{0}(x)\right]$ for $X \in \mathbf{R}^{3}$. The condition (2.43) is a certain strict convexity condition for $P_{0}$. In particular, if $P_{0}$ is uniformly strictly convex in $B$, in the sense that there exists $\varepsilon>0$ such that $P_{0}(x)-\varepsilon|x|^{2}$ is a convex function in $B$, then $\operatorname{det} D^{2} P_{0}^{*} \in L^{\infty}\left(\nabla P_{0}(\Omega)\right)$, and $\nabla P_{0}(\Omega)$ is a bounded set by (2.17). Thus (2.43) is satisfied.

We prove Theorem 2.9 in sections 2.3 and 2.4.
2.3. Lagrangian flow in the dual space. Let $\Omega, T, P_{0}$ be as in Theorem 2.9.

Let $\alpha_{0}=\nabla P_{0} \# \chi_{\Omega}$. By Theorem 2.3, there exists a solution $\left(\alpha, P, P^{*}\right)$ of the problem (2.5)-(2.7) with initial data $\alpha_{0}$ satisfying all assertions of Theorem 2.3.

Note that the vector field $U$ defined by (2.7) is divergence free. Thus the evolution equation (2.5) and its weak form (2.16) can be seen as the transport equation

$$
\begin{equation*}
\partial_{t} \alpha+U \cdot \nabla \alpha=0 \tag{2.45}
\end{equation*}
$$

Since $\left.\nabla P^{*} \in L^{\infty}\left([0, T) \times \mathbf{R}^{3}\right)\right)$, and $P_{t}^{*}(\cdot)$ is convex in $\mathbf{R}^{3}$ for all $t \in[0, T)$, it follows from (2.7) that

$$
U \in L_{l o c}^{\infty}\left([0, T) \times \mathbf{R}^{3}\right) \text { and } U \in L^{\infty}([0, T) ; B V(B(0, R))) \quad \text { for all } R>0
$$

By (2.14) $\alpha$ has compact support in $[0, T] \times \mathbf{R}^{3}$. Thus we can modify $U$ away from $B\left(0, R_{1}\right)$, where large $R_{1}$ will be chosen below so that, in particular, $\operatorname{supp}(\alpha) \subset$ $[0, T] \times \overline{B\left(0, R_{1}\right)}$ and the modified function $\tilde{U}$ satisfies

$$
\begin{equation*}
\tilde{U} \in L^{\infty}\left([0, T) \times \mathbf{R}^{3}\right), \quad \tilde{U} \in L^{\infty}([0, T) ; B V(B(0, R))) \quad \text { for all } R>0 \tag{2.46}
\end{equation*}
$$ $\operatorname{div} \tilde{U}(t, \cdot)=0 \quad$ in $\mathbf{R}^{3} \quad$ for all $t \in[0, T)$.

To construct $\tilde{U}$ satisfying (2.46), we choose $\zeta \in C^{\infty}\left(\mathbf{R}^{1}\right)$ such that

$$
\begin{equation*}
\zeta \equiv 1 \quad \text { on } \quad\left\{|s|<R_{1}\right\}, \quad \zeta \equiv 0 \quad \text { on }\left\{|s|>R_{1}+1\right\}, \quad 0 \leq \zeta \leq 1 \text { on } \mathbf{R}^{1} \tag{2.47}
\end{equation*}
$$

and define, for $X \in \mathbf{R}^{3}$,

$$
\begin{equation*}
H(X)=\left(\zeta\left(\left|X_{1}\right|\right) X_{1}, \zeta\left(\left|X_{2}\right|\right) X_{2}, \zeta\left(\left|X_{3}\right|\right) X_{3}\right) \tag{2.48}
\end{equation*}
$$

Define $\tilde{U}$ by

$$
\begin{equation*}
\tilde{U}(t, X)=J\left[H(X)-\nabla P^{*}(t, X)\right] \tag{2.49}
\end{equation*}
$$

Then $\tilde{U}$ satisfies (2.46), and from (2.47)-(2.48), (2.15)

$$
\begin{align*}
& U=\tilde{U} \quad \text { in } \quad B\left(0, R_{1}\right)  \tag{2.50}\\
& \|U(t, \cdot)\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \leq S+R_{1}+1 \quad \text { for all } t \in[0, T) \tag{2.51}
\end{align*}
$$

Now the theory developed by Ambrosio [1] applies to (2.45) with $U$ replaced by $\tilde{U}$.
Lemma 2.11. Let $\tilde{U}$ be defined by (2.47)-(2.49). There exists a unique locally bounded Borel measurable map $\Phi:[0, T) \times \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ satisfying
i. $\Phi(\cdot, X) \in W^{1, \infty}\left([0, T) ; \mathbf{R}^{3}\right)$ for a.e. $X \in \mathbf{R}^{3}$;
ii. $\Phi(0, X)=X$ for $\mathcal{L}^{3}$-a.e. $X \in \mathbf{R}^{3}$;
iii. for a.e. $(t, X) \in \mathbf{R}^{3} \times(0, T)$

$$
\begin{equation*}
\partial_{t} \Phi(t, X)=\tilde{U}(t, \Phi(t, X)) \tag{2.52}
\end{equation*}
$$

iv. $\Phi(t, \cdot): \mathbf{R}_{\tilde{U}}^{3} \rightarrow \mathbf{R}^{3}$ is a $\mathcal{L}^{3}$-measure-preserving map for every $t \in[0, T)$.

Proof. Since $\tilde{U}$ satisfies (2.46), by [1, section 6] there exists a unique regular flow relative to $\tilde{U}$. This flow determines a locally bounded Borel measurable map $\Phi:[0, T) \times \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ satisfying (i)-(iii) and the following property.

Let $\tilde{U}_{\varepsilon}:[0, T) \times \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be a family of approximations to $\tilde{U}$ satisfying the following:

$$
\begin{align*}
& \tilde{U}_{\varepsilon} \in C\left([0, T) \times \mathbf{R}^{3} ; \mathbf{R}^{3}\right), \quad \sup \left\|\tilde{U}_{\varepsilon}\right\|_{L^{\infty}\left([0, T) \times \mathbf{R}^{3} ; \mathbf{R}^{3}\right)}<\infty, \\
& \tilde{U}_{\varepsilon} \rightarrow \tilde{U} \text { in } L_{l o c}^{1}\left((0, T) \times \mathbf{R}^{3} ; \mathbf{R}^{3}\right) \text {, }  \tag{2.53}\\
& \left\|\nabla \tilde{U}_{\varepsilon}\right\|_{L^{\infty}\left([0, T) \times B_{R} ; \mathbf{R}^{3}\right)} \leq C(\varepsilon, R)<\infty \quad \text { for any } \varepsilon, R>0, \\
& \operatorname{div} \tilde{U}_{\varepsilon}=0 \text {. }
\end{align*}
$$

Let $\Phi_{\varepsilon}(t, X)$ be the unique solution in $[0, T]$ of the $\operatorname{ODE} \frac{d}{d t} \Phi_{\varepsilon}(t, X)=\tilde{U}\left(t, \Phi_{\varepsilon}(t, X)\right)$ with the initial condition $\Phi_{\varepsilon}(0, X)=X$. Then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{B_{R}} \sup _{t \in[0, T]}\left|\Phi(t, X)-\Phi_{\varepsilon}(t, X)\right| d X=0 \quad \text { for any } \quad R>0 . \tag{2.54}
\end{equation*}
$$

Note that a family $\tilde{U}_{\varepsilon}$ satisfying the conditions stated above exists. Indeed, let $\eta_{\varepsilon}: \mathbf{R}^{3} \times \mathbf{R}^{1} \rightarrow \mathbf{R}^{1}$ be a family of mollifiers. Extend $P^{*}(t, X)$ to the time interval $(-\infty, \infty)$ by setting $P^{*}(t, X)=P^{*}(0, X)$ for $t<0$ and $P^{*}(t, X)=P^{*}(T, X)$ for $t>0$, and let

$$
\tilde{U}_{\varepsilon}(t, X)=J\left[H(X)-\left(\nabla P^{*} * \eta_{\varepsilon}\right)(t, X)\right],
$$

where the convolution is with respect to $(t, X)$-variables. Then all properties in (2.53) are satisfied.

Also, since $\tilde{U}_{\varepsilon}$ is smooth and $\operatorname{div} \tilde{U}_{\varepsilon}=0$, it follows that each $\Phi_{\varepsilon}(t, \cdot)$ is a measurepreserving diffeomorphism. Thus (2.54) implies (iv).

Conversely, a map $\Phi$ satisfying (i)-(iv) determines a regular Lagrangian flow relative to $\tilde{U}$. This implies uniqueness of $\Phi$ by Theorem 6.4 of [1].

Lemma 2.12. Let $\tilde{U}$ be defined by (2.47)-(2.49), and let $\Phi$ be the map defined in Lemma 2.11. Then we have the following conditions:
i. If $R_{1}$ in the definition of $\tilde{U}$ is chosen sufficiently large depending only on $\Omega$, $T$ and $\left\|\nabla P_{0}\right\|_{L^{\infty}(\Omega)}$, then

$$
\begin{equation*}
\Phi(t, X) \subset B\left(0, R_{1}\right) \quad \text { for a.e. }(t, X) \in[0, T) \times \nabla P_{0}(\Omega) . \tag{2.55}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\partial_{t} \Phi(t, X)=U(t, \Phi(t, X)) \quad \text { for a.e. } \quad(t, X) \in[0, T) \times \nabla P_{0}(\Omega) . \tag{2.56}
\end{equation*}
$$

ii. There exists a Borel map $\Phi^{*}:[0, T) \times \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ such that for every $t \in(0, T)$ the map $\Phi_{t}^{*}: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ is $\mathcal{L}^{3}$-measure preserving, and such that $\Phi_{t}^{*} \circ \Phi_{t}(x)=x$ and $\Phi_{t} \circ \Phi_{t}^{*}(x)=x$ for a.e. $x \in \mathbf{R}^{3}$.
Proof. We prove (i). For the family $\tilde{U}_{\varepsilon}$ satisfying (2.53) constructed in the proof of Lemma 2.11, we have for $0<\varepsilon<1 / 2$, using (2.15),

$$
\begin{equation*}
\left|\tilde{U}_{\varepsilon}(t, X)\right| \leq|X|+1+S . \tag{2.57}
\end{equation*}
$$

Thus

$$
\frac{1}{2} \frac{d}{d t}\left|\Phi_{\varepsilon}(t, X)\right|^{2}=\tilde{U}\left(t, \Phi_{\varepsilon}(t, X)\right) \cdot \Phi_{\varepsilon}(t, X) \leq \frac{3}{2}\left|\Phi_{\varepsilon}(t, X)\right|^{2}+\frac{1}{2}(1+S)^{2} .
$$

Thus, by the Gronwall inequality,

$$
\begin{equation*}
\left|\Phi_{\varepsilon}(t, X)\right| \leq e^{3 T / 2}\left(|X|^{2}+(1+S)^{2} T^{2}\right)^{\frac{1}{2}} \quad \text { for all }(t, X) \in[0, T] \times \mathbf{R}^{3} \tag{2.58}
\end{equation*}
$$

The same is true for $|\Phi(t, X)|$ for a.e. $(t, X) \in[0, T] \times \mathbf{R}^{3}$. Now choosing

$$
\begin{equation*}
R_{1}=2 e^{3 T / 2}\left(\left\|\nabla P_{0}\right\|_{L^{\infty}(\Omega)}^{2}+(1+S)^{2} T^{2}\right)^{1 / 2}+1 \tag{2.59}
\end{equation*}
$$

we obtain (2.55), which implies (2.56).
It remains to prove (ii). This is in fact a general property of regular Lagrangian flows constructed by Ambrosio [1, section 6]. It can be seen as follows. For $t_{1}, t_{2} \in$ $[0, T]$ with $t_{1} \geq t_{2}$ and $x \in \mathbf{R}^{3}$, denote by $\hat{\Phi}\left(t_{1}, t_{2}, x\right)$ the regular Lagrangian flow relative to $\tilde{U}$ and starting at time $t_{1}$; i.e., $\hat{\Phi}\left(t_{1}, \cdot, \cdot\right)$ satisfies properties (i), (iii), (iv) of Lemma 2.11 on time interval $\left[t_{1}, T\right]$ and $\hat{\Phi}\left(t_{1}, t_{1}, X\right)=X$ for $\mathcal{L}^{3}$-a.e. $X \in \mathbf{R}^{3}$. In the case $t_{2} \leq t_{1}, \hat{\Phi}\left(t_{1}, t_{2}, x\right)$ denotes the regular flow Lagrangian flow relative to $\tilde{U}$ backwards in time; i.e., $\hat{\Phi}\left(t_{1}, \cdot, \cdot\right)$ satisfies properties (i), (iii), (iv) of Lemma 2.11 on time interval $\left[0, t_{1}\right]$ and $\hat{\Phi}\left(t_{1}, t_{1}, X\right)=X$ for $\mathcal{L}^{3}$-a.e. $X \in \mathbf{R}^{3}$. Repeating the argument of Remark 6.7 of [1], we see that the following semigroup property holds: for every $t_{1}, t_{2}, t_{3} \in[0, T]$

$$
\hat{\Phi}\left(t_{1}, t_{2}, \hat{\Phi}\left(t_{2}, t_{3}, x\right)\right)=\hat{\Phi}\left(t_{1}, t_{3}, x\right) \quad \text { for a.e. } x \in \mathbf{R}^{n}
$$

Also, from the proof of Theorem 6.6 of [1], one can see that if $\tilde{U}_{\varepsilon}$ is a family of approximations to $\tilde{U}$ satisfying (2.53), and if $\hat{\Phi}^{\varepsilon}\left(t_{1}, t_{2}, x\right)$ is the regular Lagrangian flow of $\tilde{U}_{\varepsilon}$ starting at time $t_{1}$, then $\hat{\Phi}^{\varepsilon}$ converges to $\hat{\Phi}$ in $L_{l o c}^{1}\left([0, T] \times[0, T] \times \mathbf{R}^{3}\right)$. Thus, possibly after a modification on a negligible set, $\hat{\Phi}$ is a Borel map since it is an a.e. limit of continuous maps. Since $\Phi=\hat{\Phi}(0, \cdot, \cdot)$, the map $\Phi^{*}(t, x)=\hat{\Phi}(t, 0, x)$ satisfies all properties asserted in (ii).

Now we prove the following property of transport equations.
Lemma 2.13. Let $\tilde{U} \in L^{\infty}\left((0, T) \times \mathbf{R}^{3}\right)$ with $\tilde{U}(t, \cdot) \in B V_{l o c}\left(\mathbf{R}^{3}\right)$ and $\operatorname{div} \tilde{U}(t, \cdot)=$ 0 in $\mathbf{R}^{3}$ in the sense of distributions for every $t \in(0, T)$. Let a locally bounded Borel measurable map $\Phi: \mathbf{R}^{3} \times[0, T) \rightarrow \mathbf{R}^{3}$ satisfy properties (i)-(iv) of Lemma 2.11. Let $q \in(1, \infty], v_{0} \in L^{q}\left(\mathbf{R}^{3}\right)$, and $\operatorname{supp}\left(v_{0}\right) \subset B(0, R)$. Let $v(t, x):=\left(\Phi_{t} \# v_{0}\right)(x)$. Then

$$
v \in L^{\infty}\left((0, T) ; L^{q}\left(\mathbf{R}^{3}\right)\right) \cap C\left([0, T] ; L_{w}^{q}\left(\mathbf{R}^{3}\right)\right), \quad \text { supp } v \subset B\left(0, R_{T}\right) \times[0, T]
$$

where $R_{T}=R+T\|\tilde{U}\|_{L^{\infty}}$, and $v$ is a weak solution of

$$
\begin{equation*}
\partial_{t} v+\operatorname{div}(v \tilde{U})=0 \tag{2.60}
\end{equation*}
$$

on $(0, T) \times \mathbf{R}^{3}$, with initial data $v_{\mid t=0}=v_{0}$, in the sense that for any $\varphi \in C_{c}^{1}([0, T) \times$ $\mathbf{R}^{3}$ )

$$
\int_{[0, T) \times \mathbf{R}^{3}} v\left(\partial_{t} \varphi+\tilde{U} \cdot \nabla \varphi\right) d t d x+\int_{\mathbf{R}^{3}} v_{0}(x) \varphi(0, x) d x=0 .
$$

Proof. Let $p$ be such that $\frac{1}{p}+\frac{1}{q}=1$ (where $p=1$ if $q=\infty$ ). Fix $t \in[0, T)$. From the definition of $v$ and using that $\Phi_{t}$ is $\mathcal{L}^{3}$-measure preserving and locally bounded, we get for all $\varphi \in C_{c}\left(\mathbf{R}^{3}\right)$

$$
\begin{aligned}
\int_{\mathbf{R}^{3}} \varphi(x) v_{t}(x) d x & =\int_{\mathbf{R}^{3}} \varphi\left(\Phi_{t}(x)\right) v_{0}(x) d x \leq\left\|v_{0}\right\|_{L^{q}}\left[\int_{\mathbf{R}^{3}}\left|\varphi\left(\Phi_{t}(x)\right)\right|^{p} d x\right]^{\frac{1}{p}} \\
& =\left\|v_{0}\right\|_{L^{q}}\left[\int_{\mathbf{R}^{3}}|\varphi(x)|^{p} d x\right]^{\frac{1}{p}}=\left\|v_{0}\right\|_{L^{q}}\|\varphi\|_{L^{p}}
\end{aligned}
$$

Thus $v_{t} \in L^{q}\left(\mathbf{R}^{3}\right)$ with $\left\|v_{t}\right\|_{L^{q}} \leq\left\|v_{0}\right\|_{L^{q}}$ for any $t$.
Also, weak continuity of $v$ with respect to $t$ also follows: if $\left\{t_{k}\right\}_{k=1}^{\infty}, t_{*} \in[0, T)$, and $\lim _{k \rightarrow \infty} t_{k}=t_{*}$, then we get for every $\varphi \in C_{c}\left(\mathbf{R}^{3}\right)$ using (i), (iv) of Lemma 2.11 and the dominated convergence theorem

$$
\int_{\mathbf{R}^{3}} v_{t_{k}}(x) \varphi(x) d x=\int_{\mathbf{R}^{3}} v_{0}(x) \varphi\left(\Phi_{t_{k}}(x)\right) d x \rightarrow \int_{\mathbf{R}^{3}} v_{0}(x) \varphi\left(\Phi_{t_{*}}(x)\right) d x=\int_{\mathbf{R}^{3}} v_{t_{*}}(x) \varphi(x) d x
$$

The bounds on the support of $v_{t}$ follow from $\left|\Phi_{t}(X)\right| \leq|X|+T\|\tilde{U}\|_{L^{\infty}}$, which can be obtained by approximating $\tilde{U}$ by smooth vector fields as in the proof of Lemmas 2.11 and 2.12 .

Now we prove that $v$ is a weak solution of (2.60) with initial data $v_{\mid t=0}=v_{0}$. Let $\varphi \in C_{c}^{\infty}\left(\mathbf{R}^{3} \times[0, T)\right)$. Then using the definition $v_{t}=\Phi_{t} \# v_{0}$ of $v$, the properties of $\Phi$ stated in (i)-(iv) of Lemma 2.11, we get

$$
\begin{aligned}
\int_{\mathbf{R}^{3} \times[0, T)} v \partial_{t} \varphi d t d x= & \int_{\mathbf{R}^{3} \times[0, T)} v_{0}(x)\left(\partial_{t} \varphi\right)\left(t, \Phi_{t}(x)\right) d t d x \\
= & \int_{\mathbf{R}^{3}} v_{0}(x) \int_{0}^{T} \frac{d}{d t}\left[\varphi\left(t, \Phi_{t}(x)\right)\right] d t d x \\
& -\int_{\mathbf{R}^{3} \times[0, T)} v_{0}(x) \nabla \varphi\left(t, \Phi_{t}(x)\right) \cdot \partial_{t} \Phi_{t}(x) d t d x \\
= & -\int_{\mathbf{R}^{3}} v_{0}(x) \varphi(0, x) d x-\int_{\mathbf{R}^{3} \times[0, T)} v_{0}(x) \nabla \varphi\left(t, \Phi_{t}(x)\right) \cdot \tilde{U}\left(t, \Phi_{t}(x)\right) d x \\
= & -\int_{\mathbf{R}^{3}} v_{0}(x) \varphi(0, x) d x-\int_{\mathbf{R}^{3} \times[0, T)} v_{t}(x) \nabla \varphi(t, x) \cdot \tilde{U}(t, x) d x
\end{aligned}
$$

Lemma 2.13 is proved.
Now we prove that the solution $(\alpha, P)$ of (2.5)-(2.8) satisfies the property that $\alpha$ is a Lagrangian solution of the transport equation (2.5), in the sense of (2.61).

Proposition 2.14. Let $\Omega, T, q, P_{0}$ be as in Theorem 2.3. Let $(\alpha, P)$ be the weak solution of $(2.5)-(2.8)$ constructed in Theorem 2.3. Let $\tilde{U}$ be defined by (2.47)-(2.49), and let $\Phi$ be the regular Lagrangian flow of $\tilde{U}$ defined in Lemma 2.11. If $R_{1}$ in the definition of $\tilde{U}$ is chosen sufficiently large depending only on $\Omega$, $T$, and $\left\|\nabla P_{0}\right\|_{L^{\infty}(\Omega)}$, then for every $t \in[0, T]$

$$
\begin{equation*}
\alpha_{t}=\Phi_{t} \# \alpha_{0} \tag{2.61}
\end{equation*}
$$

Moreover, for every $t \in[0, T]$

$$
\begin{equation*}
\alpha_{t}(x)=\alpha_{0}\left(\Phi_{t}^{*}(x)\right) \quad \text { for a.e. } x \in \mathbf{R}^{3} \tag{2.62}
\end{equation*}
$$

where the map $\Phi_{t}^{*}$ is defined in Lemma 2.12(ii).
Proof. We choose $R_{1}$ to be defined by (2.59). Then, in particular, $R_{1} \geq R_{0}+1$ where $R_{0}=S(1+T)$ is the number in (2.14).

We use notations introduced in the proof of Theorem 2.3, and for $h, k$ considered there define

$$
\begin{equation*}
\tilde{U}_{h}^{k}(X)=J\left[H(X)-\nabla Q_{h}^{k}(X)\right] \tag{2.63}
\end{equation*}
$$

where $Q_{h}^{k}$ is defined by (2.18), and $H(X)$ is defined by (2.47)-(2.48) with $R_{1}$ given by (2.59). Define functions $\tilde{U}_{h}$ on $[0, T] \times \Omega$ by setting them equal to $\tilde{U}_{h}^{k}$ on the
time interval $t \in[k h,(k+1) h)$. Then, from (2.19) and (2.47)-(2.48), we have $\tilde{U}_{h} \in$ $L^{\infty}\left((0, T) \times \mathbf{R}^{3}\right)$ with

$$
\begin{equation*}
\left\|\tilde{U}_{h}(t, \cdot)\right\|_{L^{\infty}\left(\mathbf{R}^{3}\right)} \leq S+R_{1}+1 \quad \text { for all } t \in[0, T), h \in(0,1) \tag{2.64}
\end{equation*}
$$

Let $h_{j} \rightarrow 0$ be a sequence for which (2.27)-(2.32) hold. From (2.31), using convexity of $Q_{h_{j}}(t, \cdot)$ we conclude that

$$
\nabla \bar{Q}_{h_{j}}(t, \cdot) \rightarrow \nabla P^{*}(t, \cdot) \quad \text { a.e. in } \mathbf{R}^{3} \quad \text { for each } t \in[0, T)
$$

and from this, noting that $U_{h_{j}}(X, t)=J\left[H(X)-\nabla \bar{Q}_{h_{j}}(X, t)\right]$ on $[0, T) \times \mathbf{R}^{3}$, we get

$$
\begin{equation*}
\tilde{U}_{h_{j}}(t, \cdot) \rightarrow \tilde{U}(t, \cdot) \quad \text { a.e. in } \mathbf{R}^{3} \quad \text { for each } t \in[0, T) \tag{2.65}
\end{equation*}
$$

where $\tilde{U}$ is defined by $(2.47)-(2.49)$. By (2.64), (2.65) and the dominated convergence theorem

$$
\begin{equation*}
\tilde{U}_{h_{j}} \rightarrow \tilde{U} \quad \text { in } L^{r}\left([0, T) \times B(0, R) ; \mathbf{R}^{3}\right) \quad \text { for all } R>0, r \in[1, \infty) \tag{2.66}
\end{equation*}
$$

Our choice $R_{1} \geq R_{0}+1$ implies that $\bar{U}_{h}(t, X)=\tilde{U}_{h}(t, X)$ in $[0, T) \times B\left(0, R_{0}+1\right)$. Then from (2.24) it follows that $\alpha_{h}$ satisfy (2.20) with $U_{h}^{k}$ replaced by $\tilde{U}_{h}^{k}$. Thus each $\alpha_{h}$ is a weak solution of

$$
\begin{align*}
& \frac{\partial \alpha_{h}}{\partial t}+\operatorname{div}\left(\alpha_{h} \tilde{U}_{h}\right)=0 \quad \text { in } \mathbf{R}^{3} \times(0, T)  \tag{2.67}\\
& \alpha_{h}(0, X)=\alpha_{h}^{0}(X)
\end{align*}
$$

For each $h \in(0,1)$, from (2.19), (2.47)-(2.48), and (2.63)

$$
\begin{equation*}
\left\|\nabla \tilde{U}_{h}\right\|_{L^{\infty}\left((0, T) \times \mathbf{R}^{3}\right)} \leq C\left(\frac{S}{h}+1\right) \tag{2.68}
\end{equation*}
$$

where $C$ depends only on functions $\eta, \zeta$. Also, from its definition, $\tilde{U}_{h}$ is a divergencefree vector field. Then there exists a unique Lagrangian flow $\Phi_{h}: \mathbf{R}^{3} \times \mathbf{R}^{1} \rightarrow \mathbf{R}^{3}$ induced by $\tilde{U}_{h}$, and for each $t$ the map $\left(\Phi_{h}\right)_{t}: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ is $\mathcal{L}^{3}$ measure-preserving (see, e.g., $\left[8\right.$, Theorem III.2]). From this, for the sequence $\left\{h_{j}\right\}$ considered above, using also the properties $(2.64),(2.68)$ of $\tilde{U}_{h_{j}}$, the properties $(2.46)$ of $\tilde{U}$, and the convergence in (2.66), we can apply [1, Theorem 6.5] to conclude that for each $t \in[0, T]$

$$
\begin{equation*}
\left(\Phi_{h_{j}}\right)_{t} \rightarrow \Phi_{t} \quad \text { in } L_{l o c}^{1}\left(\mathbf{R}^{3}\right) \quad \text { as } j \rightarrow \infty \tag{2.69}
\end{equation*}
$$

Let $q>1$ be as in (2.13). Then $\left\|\alpha_{h}^{0}\right\|_{L^{q}\left(\mathbf{R}^{3}\right)} \leq\left\|\alpha_{0}\right\|_{L^{q}\left(\mathbf{R}^{3}\right)}$. From Lemma 2.13, it follows that the function $v(t, \cdot)=\left(\Phi_{h}\right)_{t} \# \alpha_{h}^{0}$ satisfies $v \in L^{\infty}\left([0, T], L^{q}\left(\mathbf{R}^{3}\right)\right)$ and $v$ is a weak solution of (2.67). Since $\tilde{U}_{h} \in L^{\infty}\left((0, T), W^{1, \infty}\left(\mathbf{R}^{3}\right)\right)$ by (2.64) and (2.68)), it follows that (2.67) has at most one weak solution in $v \in L^{\infty}\left([0, T], L^{q}\left(\mathbf{R}^{3}\right)\right)$; see, e.g., [8, Theorem II.2]. Using (2.26), we conclude that

$$
\begin{equation*}
\alpha_{h}(t, \cdot)=\left(\Phi_{h}\right)_{t} \# \alpha_{h}^{0} \tag{2.70}
\end{equation*}
$$

From (2.70) and (2.27), we get for any $t>0, j=1, \ldots$ and any $\varphi \in C_{c}\left(\mathbf{R}^{3}\right)$

$$
\int_{\mathbf{R}^{3}} \varphi\left(\Phi_{h_{j}}(t, X)\right) \alpha_{h_{j}}^{0}(X) d X=\int_{\mathbf{R}^{3}} \varphi(y) \alpha_{h_{j}}(t, y) d y
$$

Passing to the limit $j \rightarrow \infty$ in the last equality, by using (2.69), the fact that $\alpha_{h_{j}}^{0} \rightarrow \alpha_{0}$ in $L^{q}\left(\mathbf{R}^{3}\right)$, the dominated convergence theorem in the left-hand side, and (2.29) in the right-hand side we obtain

$$
\begin{equation*}
\int_{\mathbf{R}^{3}} \varphi(\Phi(t, X)) \alpha_{0}(X) d X=\int_{\mathbf{R}^{3}} \varphi(y) \alpha(t, y) d y \tag{2.71}
\end{equation*}
$$

for any $\varphi \in C_{c}\left(\mathbf{R}^{3}\right)$. This implies (2.61).
Since $\Phi_{t}$ is a measure-preserving map, we use Lemma 2.12(ii) to conclude that the left-hand side of (2.71) is equal to $\int_{\mathbf{R}^{3}} \varphi(y) \alpha_{0}\left(\Phi_{t}^{*}(y)\right) d y$, and now (2.71) implies (2.62).
2.4. Lagrangian flow in the physical space. Throughout this section we assume that $\Omega, T, P_{0}, \alpha, P, U, \tilde{U}, \Phi$ are as in Proposition 2.14. Moreover, we fix $R_{1}$ in the definition of $\tilde{U}$ sufficiently large so that the conclusions of Proposition 2.14 hold.

Below we use the following notation: for a function $g(t, x)$ we denote $g_{t}(x):=$ $g(t, x)$.

We intend to define a Lagrangian flow in the physical space $F:[0, T) \times \Omega \rightarrow \Omega$ by defining $F_{t}: \Omega \rightarrow \Omega$ for $t \in[0, T)$ by

$$
\begin{equation*}
F_{t}:=\nabla P_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0} \tag{2.72}
\end{equation*}
$$

where $P_{t}^{*}$ is the convex dual of $P_{t}$, and $\Phi_{t}: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ is the Lagrangian flow in the dual space constructed in Lemma 2.11. For that, we need to prove first the following.

LEMmA 2.15. The right-hand side of (2.72) is defined $\mathcal{L}^{4}$-a.e. in $[0, T) \times \Omega$. Moreover, for any $t \in[0, T)$ the right-hand side of $(2.72)$ is defined $\mathcal{L}^{3}$-a.e. in $\Omega$. The map $F:[0, T) \times \Omega \rightarrow \Omega$ defined by (2.72) is Borel.

Proof. Since $P_{0}$ is a bounded convex function on $B$, then $\nabla P_{0}$ exists on $\Omega \backslash N_{0}^{1}$, where $N_{0}^{1}$ is a Borel subset of $\Omega$ with $\mathcal{L}^{3}\left(N_{0}^{1}\right)=0$. Also, since $P^{*}$ is a bounded Borel function on $[0, T] \times \mathbf{R}^{3}$ and for every $t$ the function $P^{*}(t, \cdot)$ is convex in $\mathbf{R}^{3}$, then $\nabla P^{*}$ exists on $\left([0, T] \times \mathbf{R}^{3}\right) \backslash N^{2}$, where $N^{2}$ is a Borel subset of $[0, T] \times \mathbf{R}^{3}$ with $\mathcal{L}^{4}\left(N^{2}\right)=0$; moreover, denoting $N_{t}^{2}:=N^{2} \cap\left(\{t\} \times \mathbf{R}^{3}\right)$, we have $\mathcal{L}^{3}\left(N_{t}^{2}\right)=0$ for every $t \in[0, T]$.

Then the right-hand side of (2.72) is defined for all

$$
\begin{aligned}
& (t, x) \in([0, T] \times \Omega) \backslash\left(\left([0, T] \times N_{0}^{1}\right) \cup M\right) \\
& \text { where } M=\left\{(s, y) \in[0, T] \times\left(\Omega \backslash N_{0}^{1}\right) \mid\left(s, \Phi\left(s, \nabla P_{0}(y)\right)\right) \in N^{2}\right\} .
\end{aligned}
$$

From its definition, $M$ is a Borel set.
It remains to prove that $\mathcal{L}^{4}(M)=0$ and $\mathcal{L}^{3}\left(M_{t}\right)=0$ for every $t \in[0, T]$, where $M_{t}:=M \cap\left(\{t\} \times \mathbf{R}^{3}\right)$. By Fubini's theorem, it is sufficient to prove that $\mathcal{L}^{3}\left(M_{t}\right)=0$ for every $t \in[0, T]$.

Fix $t \in[0, T)$. Then, since $\Phi_{t}: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ is $\mathcal{L}^{3}$-measure preserving, we have $\mathcal{L}^{3}\left(\Phi_{t}^{-1}\left(N_{t}^{2}\right)\right)=0$, and using that $\nabla P_{0} \# \chi_{\Omega}=\alpha_{0}$ and thus $\nabla P_{0} \# \chi_{\Omega \backslash N_{0}^{1}}=\alpha_{0}$, we compute

$$
\left|M_{t}\right|=\left|\left\{x \in \Omega \backslash N_{0}^{1} \mid \nabla P_{0}(x) \in \Phi_{t}^{-1}\left(N_{t}^{2}\right)\right\}\right|=\int_{\Phi_{t}^{-1}\left(N_{t}^{2}\right)} \alpha_{0}(z) d z=0
$$

since $\alpha_{0} \in L_{l o c}^{1}\left(\mathbf{R}^{3}\right)$.
Thus we can define $F:[0, T) \times \Omega \rightarrow \Omega$ by (2.72). Then by Lemma 2.11, $F$ is a Borel mapping.

It remains to prove that if $F$ is defined by $(2.72)$, then $(F, P)$ is a weak Lagrangian solution in the sense of Definition 2.5.

We first show that the initial condition for the flow is satisfied.
Proposition 2.16. $F(0, x)=x$ for a.e. $x \in \Omega$.
Proof. By (2.72), $F_{0}(x)=\nabla P_{0}^{*} \circ \Phi_{0} \circ \nabla P_{0}(x)$ for all $x \in \Omega \backslash N_{0}$, where $N_{0}$ is a Borel set with $\mathcal{L}^{3}\left[N_{0}\right]=0$.

From convexity of $P_{0}$ in $B$ and (2.4), there exist Borel sets $N_{1} \subset \Omega, N_{2} \subset \mathbf{R}^{3}$ with $\mathcal{L}^{3}\left(N_{1}\right)=\mathcal{L}^{3}\left(N_{2}\right)=0$ such that $P_{0}$ (resp. $P_{0}^{*}$ ) is differentiable on $\Omega \backslash N_{1}$ (resp. $\left.\mathbf{R}^{3} \backslash N_{2}\right)$. Moreover, if $x \in \Omega \backslash\left[N_{1} \cup\left(\nabla P_{0}\right)^{-1}\left(N_{2}\right)\right]$, then $\nabla P_{0}^{*} \circ \nabla P_{0}(x)=x$.

By Lemma 2.11(ii), $\Phi_{0}(x)=x$ in $\mathbf{R}^{3} \backslash N_{3}$, where $N_{3}$ is a Borel set with $\mathcal{L}^{3}\left[N_{3}\right]=0$.
Thus $F_{0}(x)=x$ for all $x \in \Omega \backslash\left[N_{0} \cup N_{1} \cup\left(\nabla P_{0}\right)^{-1}\left(N_{2} \cup N_{3}\right)\right]$. In order to complete the proof of the proposition, we need to show that $\mathcal{L}^{3}\left[\left(\nabla P_{0}\right)^{-1}\left(N_{2} \cup N_{3}\right) \cap \Omega\right]=0$.

Denote $\mu=\alpha_{0} d x$ in $\mathbf{R}^{3}$. Since $\alpha_{0} \in L^{q}\left(\mathbf{R}^{3}\right)$, then $\mu\left[N_{2} \cup N_{3}\right]=0$, and since $\nabla P_{0} \# \chi_{\Omega}=\alpha_{0}$, we get $\mathcal{L}^{3}\left[\left(\nabla P_{0}\right)^{-1}\left(N_{2} \cup N_{3}\right) \cap \Omega\right]=\mu\left[N_{2} \cup N_{3}\right]=0$.

The next step is to prove that the property stated in Definition 2.5(ii) is satisfied.
Proposition 2.17. For every $t>0$ the map $F_{t}: \Omega \rightarrow \Omega$ is $\mathcal{L}^{3}$-measure preserving.

Proof. In order to complete the proof, we need to justify the following calculation: for any $\varphi \in C\left(\mathbf{R}^{3}\right)$,

$$
\begin{align*}
\int_{\Omega} \varphi\left(F_{t}(x)\right) d x & =\int_{\Omega} \varphi \circ \nabla P_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}(x) d x  \tag{2.73}\\
& =\int_{\mathbf{R}^{3}} \varphi \circ \nabla P_{t}^{*} \circ \Phi_{t}(y) \alpha_{0}(y) d y  \tag{2.74}\\
& =\int_{\mathbf{R}^{3}} \varphi \circ \nabla P_{t}^{*}(z) \alpha_{t}(z) d z  \tag{2.75}\\
& =\int_{\Omega} \varphi(x) d x . \tag{2.76}
\end{align*}
$$

Then the proposition follows from Lemma A.2.
Now we prove these equalities.
Equality (2.73) follows from the definition of $F_{t}$.
Since $\nabla P_{0} \# \chi_{\Omega}=\alpha_{0}$ and $\alpha_{0} \in L^{q}\left(\mathbf{R}^{3}\right)$ with compact support, Corollary A. 3 implies

$$
\int_{\Omega} \psi\left(\nabla P_{0}(x)\right) d x=\int_{\mathbf{R}^{3}} \psi(y) \alpha_{0}(y) d y \quad \text { for all } \quad \psi \in L^{\infty}\left(\mathbf{R}^{3}\right)
$$

Choosing $\psi=\varphi \circ \nabla P_{t}^{*} \circ \Phi_{t} \in L^{\infty}\left(\mathbf{R}^{3}\right)$, we conclude that the right-hand side of (2.73) is equal to (2.74).

Equality of expressions (2.75) and (2.74) follows from (2.61) and Corollary A.3, since $\varphi \circ \nabla P_{t}^{*} \in L^{\infty}\left(\mathbf{R}^{3}\right)$ and $\alpha_{0} \in L^{q}\left(\mathbf{R}^{3}\right)$ with compact support.

Equality of expressions (2.75) and (2.76) follows from $\nabla P_{t}^{*} \# \alpha_{t}=\chi_{\Omega}$.
Now we prove that (2.35) holds for all $r \in[1, \infty)$.
Proposition 2.18. For any $t_{0} \in[0, T)$, any $r \in[1, \infty)$ and

$$
\lim _{t \rightarrow t_{0}, t \in[0, T)} \int_{\Omega}\left|F_{t}(x)-F_{t_{0}}(x)\right|^{r} d x=0
$$

Proof. By Lemma 2.15, for any $t \in[0, T)(2.72)$ holds $\mathcal{L}^{3}$-a.e. in $\Omega$. Also, $\nabla P_{0} \# \chi_{\Omega}=\alpha_{0}$. Thus we get for any $t, t_{0} \in[0, T)$

$$
\begin{aligned}
\int_{\Omega}\left|F_{t}(x)-F_{t_{0}}(x)\right|^{r} d x= & \int_{\Omega}\left|\nabla P_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}(x)-\nabla P_{t_{0}}^{*} \circ \Phi_{t_{0}} \circ \nabla P_{0}(x)\right|^{r} d x \\
= & \int_{\mathbf{R}^{3}}\left|\nabla P_{t}^{*} \circ \Phi_{t}(y)-\nabla P_{t_{0}}^{*} \circ \Phi_{t_{0}}(y)\right|^{r} \alpha_{0}(y) d y \\
\leq & C \int_{\mathbf{R}^{3}}\left|\nabla P_{t}^{*} \circ \Phi_{t}(y)-\nabla P_{t_{0}}^{*} \circ \Phi_{t}(y)\right|^{r} \alpha_{0}(y) d y \\
& +C \int_{\mathbf{R}^{3}}\left|\nabla P_{t_{0}}^{*} \circ \Phi_{t}(y)-\nabla P_{t_{0}}^{*} \circ \Phi_{t_{0}}(y)\right|^{r} \alpha_{0}(y) d y \\
= & C\left(I_{1}+I_{2}\right) .
\end{aligned}
$$

We show first that $I_{1} \rightarrow 0$ as $t \rightarrow t_{0}$. Note that $\left\|\alpha_{t}\right\|_{L^{q}\left(\mathbf{R}^{3}\right)}=\left\|\alpha_{0}\right\|_{L^{q}\left(\mathbf{R}^{3}\right)}$ for $t \in(0, T)$; this follows from (2.62) since $\Phi_{t}^{*}$ is a $\mathcal{L}^{3}$-measure-preserving map. Now we use (2.61) to estimate

$$
\begin{aligned}
I_{1} & =\int_{\mathbf{R}^{3}}\left|\nabla P_{t}^{*} \circ \Phi_{t}(y)-\nabla P_{t_{0}}^{*} \circ \Phi_{t}(y)\right|^{r} \alpha_{0}(y) d y \\
& =\int_{\mathbf{R}^{3}}\left|\nabla P_{t}^{*}(y)-\nabla P_{t_{0}}^{*}(y)\right|^{r} \alpha_{t}(y) d y \\
& \leq\left\|\nabla P_{t}^{*}-\nabla P_{t_{0}}^{*}\right\|_{r q^{q^{\prime}}}^{r}\left\|\alpha_{t}\right\|_{q} \\
& =\left\|\nabla P_{t}^{*}-\nabla P_{t_{0}}^{*}\right\|_{r q^{\prime}}^{r}\left\|\alpha_{0}\right\|_{q} \rightarrow 0 \quad \text { as } t \rightarrow t_{0}
\end{aligned}
$$

by Theorem 2.3.
Now we show that $I_{2} \rightarrow 0$ as $t \rightarrow t_{0}$. Since $\nabla P_{t}^{*}(y) \in B$ for a.e. $y$ for each $t$, and $\alpha_{0} \in L^{1}\left(\mathbf{R}^{3}\right)$ (since $\alpha_{0}$ is in $L^{q}$ and has compact support), then by the dominated convergence theorem it remains to prove that, for every $t_{0}$,

$$
\begin{equation*}
\nabla P_{t_{0}}^{*} \circ \Phi_{t}(y)-\nabla P_{t_{0}}^{*} \circ \Phi_{t_{0}}(y) \rightarrow 0 \quad \text { as } t \rightarrow t_{0} \tag{2.77}
\end{equation*}
$$

for a.e. $y \in \mathbf{R}^{3}$. First we note that, since $\Phi_{t}$ is measure preserving, then it follows from Lemma 2.11(i) that

$$
\Phi_{t}(y) \rightarrow \Phi_{t_{0}}(y) \text { as } t \rightarrow t_{0} \text { in }[0, T] \text { for a.e. } y \in \mathbf{R}^{3}
$$

If $y$ is such a point, and if in addition $\Phi_{t_{0}}(y)$ is a point of continuity for $\nabla P_{t_{0}}^{*}$, then convergence in (2.77) holds at $y$. As $P_{t_{0}}^{*}$ is convex, $\nabla P_{t_{0}}^{*}$ is differentiable a.e. Since $\Phi_{t_{0}}$ is measure preserving, it follows that $\Phi_{t_{0}}(y)$ is a point of continuity for $\nabla P_{t_{0}}^{*}$ for a.e. $y$. Thus (2.77) holds for a.e. $y \in \mathbf{R}^{3}$. The proposition is proved.

It remains to show that properties (iii) and (iv) in Definition 2.5 are satisfied. The first step is the following.

Lemma 2.19. $\nabla P_{t} \circ F_{t}(x)=\Phi_{t} \circ \nabla P_{0}(x)$ for a.e. $(t, x) \in(0, T) \times \Omega$.
Proof. To prove the lemma, we need to justify the formal computation

$$
\nabla P_{t} \circ F_{t}=\nabla P_{t} \circ \nabla P_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}=\Phi_{t} \circ \nabla P_{0}
$$

since $\nabla P_{t} \circ \nabla P_{t}^{*}$ is the identity on the support of $\alpha_{t}$.
Now we make this argument rigorous.
Since $P(t, x)$ is a bounded Borel function in $[0, T] \times B$ and $P(t, \cdot)$ is a convex function in $B$ for every $t \in[0, T]$, then $\nabla P$ exists in $([0, T] \times \Omega) \backslash N^{1}$, where $N^{1}$ is a

Borel subset of $[0, T] \times \Omega$ with $\mathcal{L}^{4}\left(N^{1}\right)=0$; moreover, denoting $N_{t}^{1}:=N^{1} \cap\left(\{t\} \times \mathbf{R}^{3}\right)$, we have $\mathcal{L}^{3}\left(N_{t}^{1}\right)=0$ for every $t \in[0, T]$.

Then $F^{-1}\left(N^{1}\right)$ is a Borel subset of $[0, T] \times \Omega$ satisfying

$$
\mathcal{L}^{4}\left(F^{-1}\left(N^{1}\right)\right)=0
$$

Indeed, it is enough to show that $\mathcal{L}^{3}\left(F_{t}^{-1}\left(N_{t}^{1}\right)\right)=0$ for every $t \in[0, T]$, and this follows from $\mathcal{L}^{3}\left(N_{t}^{1}\right)=0$ and Proposition 2.17.

Now we can conclude, using Lemma 2.15, that
$Z_{t}(x)=\nabla P_{t} \circ \nabla P_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}(x) \quad$ for $(t, x) \in([0, T] \times \Omega) \backslash \tilde{N}, \quad$ where $\mathcal{L}^{4}(\tilde{N})=0$.
Let $\tilde{M}=\left\{(t, x) \in[0, T] \times \mathbf{R}^{3} \mid \nabla P\left(\nabla P^{*}(t, x), t\right) \neq x\right\}$, where we include $(t, x)$ such that either $\nabla P^{*}(t, x)$ or $\nabla P\left(\nabla P^{*}(t, x), t\right)$ do not exist. Then $\tilde{M}$ is a Borel set.

The proof of the lemma will be completed if we show that

$$
\begin{equation*}
\mathcal{L}^{4}\left[\left\{(t, x) \in([0, T] \times \Omega) \backslash \tilde{N} \mid\left(\Phi_{t} \circ \nabla P_{0}(x), t\right) \in \tilde{M}\right\}\right]=0 \tag{2.78}
\end{equation*}
$$

Since $\nabla P_{t} \# \chi_{\Omega}=\alpha_{t}$ and $\nabla P_{t}^{*} \# \alpha_{t}=\chi_{\Omega}$, it follows that for any $t$

$$
\nabla P_{t} \circ \nabla P_{t}^{*}(x)=x \quad \text { for } \alpha_{t} \text {-a.e. } \quad x \in \mathbf{R}^{3}
$$

Then, denoting $\tilde{M}_{t}=\tilde{M} \cap\left(\mathbf{R}^{3} \times\{t\}\right)$, we have

$$
\int_{\tilde{M}_{t}} \alpha_{t}(x) d x=0 \quad \text { for any } t \in[0, T]
$$

Thus for any $t \in[0, T]$ we get, using that $\mathcal{L}^{3}\left(\tilde{N}_{t}\right)=0$ and thus $\nabla P_{0} \# \chi_{\Omega \backslash \tilde{N}_{t}}=\alpha_{0}$, and also using Lemma 2.11(iv), Lemma 2.12(ii), and (2.62), the following:

$$
\begin{aligned}
\mathcal{L}^{3}\left[\left\{x \in \Omega \backslash \tilde{N}_{t} \mid \Phi_{t} \circ \nabla P_{0}(x) \in \tilde{M}_{t}\right\}\right] & =\mathcal{L}^{3}\left[\left\{x \in \Omega \backslash \tilde{N}_{t} \mid \nabla P_{0}(x) \in \Phi_{t}^{*}\left(\tilde{M}_{t}\right)\right\}\right] \\
& =\int_{\Phi_{t}^{*}\left(\tilde{M}_{t}\right)} \alpha_{0}(x) d x=\int_{\tilde{M}_{t}} \alpha_{0}\left(\Phi_{t}^{*}(x)\right) d x \\
& =\int_{\tilde{M}_{t}} \alpha_{t}(x) d x=0
\end{aligned}
$$

Now (2.78) follows from Fubini's theorem. The lemma is proved.
Now we show existence of the map $F^{*}$ from Definition 2.5(iii).
Proposition 2.20. The map $F$ satisfies property (iii) in Definition 2.5.
Proof. Similar to Lemma 2.15, we can show that for every $t \in[0, T]$ the expression $\nabla P_{0}^{*} \circ \Phi_{t}^{*} \circ \nabla P_{t}(x)$ is defined for a.e. $x \in \Omega$, and that the map $F_{t}^{*}: \Omega \rightarrow \Omega$ defined by $F_{t}^{*}=\nabla P_{0}^{*} \circ \Phi_{t}^{*} \circ \nabla P_{t}$ is Borel.

Since $F_{t}$ is measure preserving, then $F_{t}^{*} \circ F_{t}(x)=\nabla P_{0}^{*} \circ \Phi_{t}^{*} \circ \nabla P_{t} \circ F_{t}(x)$ for a.e. $x \in \Omega$. Using Lemma 2.19, get $F_{t}^{*} \circ F_{t}(x)=\nabla P_{0}^{*} \circ \Phi_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}(x)$ a.e. in $\Omega$. Since $\Phi_{t}^{*} \circ \Phi_{t}(y)=y$ for a.e. $y$ and thus for $\alpha_{0}$-a.e. $y \in \mathbf{R}^{3}$, and $\nabla P_{0} \# 1_{\mid \Omega}=\alpha_{0}$, then $\Phi_{t}^{*} \circ \Phi_{t} \circ \nabla P_{0}(x)=\nabla P_{0}(x)$ for a.e. $x \in \Omega$. Thus $F_{t}^{*} \circ F_{t}(x)=\nabla P_{0}^{*} \circ \nabla P_{0}(x)=x$ for a.e. $x \in \Omega$.

By a similar argument, $F_{t} \circ F_{t}^{*}(x)=x$ for a.e. $x \in \Omega$.
Finally we show property (iv) of Definition 2.5.

Proposition 2.21. Equality (2.38) holds for any $\phi \in C_{c}^{1}\left((0, T) \times \Omega, \mathbf{R}^{3}\right)$. Moreover, possibly after modifying $Z(t, x)$ on a negligible subset of $(0, T) \times \Omega$, we have $Z(\cdot, x) \in W^{1, \infty}\left([0, T) ; \mathbf{R}^{3}\right)$ for a.e. $x \in \Omega$, and (2.44) holds.

Proof. From the definition of the Lagrangian flow $\Phi$, i.e., properties (i)-(iii) of Lemma 2.11, for a.e. $X \in \mathbf{R}^{3}$ and every $t \in[0, T)$

$$
\Phi(t, X)=X+\int_{0}^{t} \tilde{U}\left(s, \Phi_{s}(X)\right) d s
$$

Thus the above equality holds for all $X \in \mathbf{R}^{3} \backslash N$, where $|N|=0$. Since $\nabla P_{0} \# \chi_{\Omega}=\alpha_{0}$ and $\alpha_{0} \in L^{q}\left(\mathbf{R}^{3}\right)$, it follows that $\left|\left(\nabla P_{0}\right)^{-1}(N) \cap \Omega\right|=\int_{N} \alpha_{0}(z) d z=0$. Thus for a.e. $x \in \Omega$ and every $t \in[0, T)$

$$
\begin{equation*}
\Phi\left(t, \nabla P_{0}(x)\right)=\nabla P_{0}(x)+\int_{0}^{t} U\left(s, \Phi_{s}\left(\nabla P_{0}(x)\right)\right) d s \tag{2.79}
\end{equation*}
$$

where we replaced $\tilde{U}\left(s, \Phi_{s}\left(\nabla P_{0}(x)\right)\right)$ by $U\left(s, \Phi_{s}\left(\nabla P_{0}(x)\right)\right)$ based on (2.55), (2.56). Multiplying the last equality by $\partial_{t} \eta(t, x)$, where $\eta \in C_{c}^{1}\left([0, T) \times \mathbf{R}^{3}\right)$, and integrating we get

$$
\begin{aligned}
\int_{[0, T) \times \Omega} \partial_{t} \eta(t, x) \Phi\left(t, \nabla P_{0}(x)\right) d t d x= & \int_{[0, T) \times \Omega} \partial_{t} \eta(t, x) \nabla P_{0}(x) d t d x \\
& +\int_{[0, T) \times \Omega} \partial_{t} \eta(t, x) \int_{0}^{t} U\left(s, \Phi_{s}\left(\nabla P_{0}(x)\right)\right) d s d t d x
\end{aligned}
$$

Note that $\eta(T, x) \equiv 0$. In the right-hand side, we perform the integration with respect to $t$ in the first integral, and integrate by parts with respect to $t$ in the second integral, to get

$$
\begin{align*}
\int_{[0, T) \times \Omega} \partial_{t} \eta(t, x) \Phi\left(t, \nabla P_{0}(x)\right) d t d x= & -\int_{\Omega} \eta(0, x) \nabla P_{0}(x) d x \\
& -\int_{[0, T) \times \Omega} \eta(t, x) U\left(t, \Phi_{t}\left(\nabla P_{0}(x)\right)\right) d t d x . \tag{2.80}
\end{align*}
$$

Now we compute using (2.7), (2.72), and Lemma 2.19

$$
U\left(t, \Phi_{t}\left(\nabla P_{0}(x)\right)\right)=J\left[\Phi_{t}\left(\nabla P_{0}(x)\right)-\nabla P_{t}^{*}\left(\Phi_{t}\left(\nabla P_{0}(x)\right)\right)\right]=J[Z(t, x)-F(t, x)]
$$

for a.e. $(t, x)$. Substituting this into the right-hand side of (2.80) and using Lemma 2.19 to replace $\Phi\left(t, \nabla P_{0}(x)\right)$ by $Z(t, x)$ in the left-hand side of (2.80), we obtain (2.38).

Finally, $Z(\cdot, x) \in W^{1, \infty}\left([0, T) ; \mathbf{R}^{3}\right)$ for a.e. $x \in \Omega$ (possibly after modifying $Z(t, x)$ on a negligible subset of $(0, T) \times \Omega)$ follows from Lemmas 2.19 and 2.11(i). Then (2.79) and Lemma 2.19 imply (2.44).

Now the properties of $P$ in Theorem 2.3, and the properties of $(F, P)$ proved in Propositions 2.16, 2.17, 2.18, 2.20, and 2.21 imply Theorem 2.9.
3. Lagrangian solutions of 2 -dimensional semigeostrophic shallow water equations in physical space.
3.1. Model formulation and background. In this section we extend the approach of the previous section to the model considered by Cullen and Gangbo in [5]. They study a shallow water approximation to the following free boundary problem for the system (2.1) in an evolving region $\mathcal{D}(t)$ : the free boundary condition is

$$
\begin{equation*}
u \cdot \nu=\text { normal speed of the boundary } \quad \text { on } \partial\left[\cup_{t \in[0, T)}\{t\} \times \mathcal{D}(t)\right] \tag{3.1}
\end{equation*}
$$

and the initial conditions are

$$
\begin{align*}
& \mathcal{D}(0)=\mathcal{D}_{0}  \tag{3.2}\\
& p(0, x)=p_{0}(x) \quad \text { in } \Omega
\end{align*}
$$

where $\mathcal{D}_{0}, p_{0}(x)$ are a given set and function, respectively. In [5], problem (2.1), (3.1), (3.2) is considered in the following shallow water approximation.

The fluid is contained within a region $\Omega$ of $\left(x_{1}, x_{2}\right)$-plane but the height $h\left(t, x_{1}, x_{2}\right)$ above the reference level is unknown and can evolve in time:

$$
\begin{equation*}
\mathcal{D}(t)=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbf{R}^{3} \quad \mid \quad\left(x_{1}, x_{2}\right) \in \Omega, \quad 0 \leq x_{3} \leq h\left(t, x_{1}, x_{2}\right)\right\} \tag{3.3}
\end{equation*}
$$

The pressure on the top boundary of the fluid is a given constant $p_{0}$, and

$$
\begin{equation*}
p\left(t, x_{1}, x_{2}, x_{3}\right)=\left[h\left(t, x_{1}, x_{2}\right)-x_{3}\right]+p_{0} . \tag{3.4}
\end{equation*}
$$

The horizontal components of velocity are independent of $x_{3}$.
Then the problem $(2.1),(3.1),(3.2)$ in an evolving 3 -d domain can be rewritten as a problem in the 2 -d domain $\Omega$, for the unknown height function $h(t, x)$ defined on $[0, T) \times \Omega$, and horizontal components of velocity $v=\left(v_{1}, v_{2}\right)$. As noted by [5], it is possible for $h$ to become zero on part of $\Omega$. We set $v=0$ in such regions. Then the problem (2.1), (3.1), (3.2) in the shallow water approximation (3.3)-(3.4) can be written as the following problem for $h(t, x)$ and $v=\left(v_{1}, v_{2}\right)$ defined on $[0, T) \times \Omega$ and $v=\left(v_{1}, v_{2}\right)$ defined in $\Omega$ :

$$
\begin{align*}
& D_{t} X=J(X-x) \quad \text { in }[0, T) \times \Omega,  \tag{3.5}\\
& \partial_{t} h+\operatorname{div}(h v)=0 \quad \text { in }[0, T) \times \Omega,  \tag{3.6}\\
& X=\nabla P, \quad \text { where } \quad P\left(t, x_{1}, x_{2}\right)=h\left(t, x_{1}, x_{2}\right)+\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right),  \tag{3.7}\\
& D_{t}=\partial_{t}+v \cdot \nabla, \quad \nabla=\left(\partial_{x_{1}}, \partial_{x_{2}}\right),  \tag{3.8}\\
& v \cdot \nu=0 \quad \text { on }[0, T) \times \partial \Omega,  \tag{3.9}\\
& h(0, x)=h_{0}(x) \quad \text { in } \Omega . \tag{3.10}
\end{align*}
$$

Here $J \equiv J_{2}=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$. Note that (3.6) corresponds to the condition (3.1) on the surface $\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid h\left(x_{1}, x_{2}\right)>0, x_{3}=h\left(x_{1}, x_{2}\right)\right\}$, which is the top of the fluid.

The Cullen-Purser stability condition implies that the function $x \rightarrow P(t, x)$ is convex in $\Omega$ for any $t$, where $P(t, x)$ is defined in (3.7). Thus the initial height function $h_{0}(x)$ must satisfy

$$
h_{0}+\frac{1}{2}|x|^{2} \text { is convex in } \Omega .
$$

Cullen and Gangbo in [5] rewrite the system (3.5)-(3.10) in dual variables $(t, X)$ :

$$
\begin{equation*}
\partial_{t} \alpha+\nabla \cdot(U \alpha)=0 \quad \text { in }[0, T) \times \mathbf{R}^{2}, \tag{3.11}
\end{equation*}
$$

$$
\begin{align*}
& \nabla P_{t} \# h_{t}=\alpha_{t} \quad \text { for any } t \in[0, T)  \tag{3.12}\\
& U(t, X)=J_{2}\left(X-\nabla P^{*}(t, X)\right) \quad \text { in }[0, T) \times \mathbf{R}^{2}  \tag{3.13}\\
& P^{*}(t, X)=\sup _{x \in \Omega}(x \cdot X-P(t, x)) \quad \text { for }(t, X) \in[0, T) \times \mathbf{R}^{2} \tag{3.14}
\end{align*}
$$

$$
\begin{equation*}
\alpha_{0}(X) \text { is prescribed on } \mathbf{R}^{2} \tag{3.15}
\end{equation*}
$$

Cullen and Gangbo in [5] prove existence of a weak solution of system (3.11)(3.15). The precise statement of their result is Theorem 2.3 with the following changes: $\mathbf{R}^{3}$ replaced by $\mathbf{R}^{2} ; D P_{0} \# \chi_{\Omega}$ replaced by $D P_{0} \# h_{0}$ in (2.13); and (2.5)-(2.8) replaced by (3.11)-(3.15) in the assertion Theorem 2.3(v), where $h(t, x)=P(t, x)-\frac{1}{2}|x|^{2}$.

In this section we study the shallow water semigeostrophic model (3.5)-(3.10) in physical space. The unknown functions in this problem are the (modified) pressure $P$ and the velocity $v$. The Eulerian formulation of weak solutions is obtained from the following argument. The Eulerian form of (3.5) is

$$
\begin{equation*}
\partial_{t} X+v \cdot \nabla X=J(X-x) \tag{3.16}
\end{equation*}
$$

Multiplying (3.16) by $h$ and adding (3.5) multiplied by $X$, we get

$$
\partial_{t}(h X)+\sum_{j=1}^{2} \partial_{x_{j}}\left(h v_{j} X\right)=h J(X-x)
$$

Thus we have the following.
Definition 3.1. Let $v:[0, T) \times \Omega \rightarrow \mathbf{R}^{2}$ and $P:[0, T) \times \Omega \rightarrow \mathbf{R}^{1}$ satisfy $v \in L^{1}\left([0, T) \times \Omega, \mathbf{R}^{2}\right), \nabla P \in L^{\infty}([0, T) \times \Omega) \cap C\left([0, T) ; L^{1}(\Omega)\right)$, and $P(t, \cdot)$ is convex in $\Omega$ for every $t \in[0, \infty)$. Let $h(t, x)=P(t, x)-\frac{1}{2}|x|^{2}$. The pair $(v, P)$ is a weak Eulerian solution of (3.5)-(3.10) if

$$
\begin{align*}
\int_{(0, T) \times \Omega} & \left\{\nabla P(t, x) \cdot\left[\partial_{t} \phi(t, x)+(v(t, x) \cdot \nabla) \phi(t, x)\right]\right. \\
& +J[\nabla P(t, x)-x] \cdot \phi(t, x)\} h(t, x) d t d x  \tag{3.17}\\
& +\int_{\Omega}\left[\nabla h_{0}(x)+x\right] \cdot \phi(0, x) h_{0}(x) d x=0
\end{align*}
$$

for any $\phi \in C_{c}^{1}\left([0, T) \times \Omega ; \mathbf{R}^{2}\right)$ and

$$
\begin{equation*}
\int_{[0, T) \times \Omega}\left[\partial_{t} \psi(t, x)+v(t, x) \cdot \nabla \psi(t, x)\right] h d t d x+\int_{\Omega} \psi(0, x) h_{0}(x) d x=0 \tag{3.18}
\end{equation*}
$$

for any $\psi \in C_{c}^{1}([0, T) \times \bar{\Omega})$.
Remark 3.2.

- Equality (3.17) is a weak form of (3.5). In the second integral in the left-hand side of (3.17), we used the fact that $P_{0}(x)=h_{0}(x)+\frac{1}{2}|x|^{2}$.
- Equality (3.18) is a weak form of (3.6) with the boundary condition (3.9) and initial condition (3.10).
Remark 3.3. Equality (3.17) of Definition 3.1 essentially requires the evolution equation (3.5) to hold only in the fluid region $\mathcal{D}=\{(t, x) \in[0, T) \times \Omega \mid h(t, x)>0\}$. This is natural since, physically, the evolution is defined only in $\mathcal{D}$.

As in the case of the incompressible model (2.3), we can find $P$ by solving the problem (3.11)-(3.15) in the dual coordinates, and $v$ then is expressed by (2.12), but regularity of this solution is not sufficient to show that such $v, P$ satisfy (3.5) in the Eulerian sense. Thus we define a Lagrangian solution.
3.2. Lagrangian solutions for shallow water model in physical space. Similar to section 2.2, we rewrite (3.5)-(3.10) in terms of $(F, P)$, where $F:[0, T] \times$ $\Omega \rightarrow \Omega$ is a (formal) Lagrangian flow corresponding to the full wind velocity $v=$ $\left(v_{1}, v_{2}\right)$, and then we define the corresponding weak solution $F, P$. The difference is now that the vector field $v$ is not divergence-free, but instead the transport equation $\partial_{t} h+\operatorname{div}(h v)=0$ holds. Since $F$ is a Lagrangian flow of $v$, solutions $h$ of this transport equation satisfy $F_{t} \# h_{0}=h_{t}$ for any $t \in(0, T)$. This property in the present replaces the Lebesgue-measure-preserving property of $F$ in section 2.2.

Then we come to the following.
Definition 3.4. Let $\Omega \subset \mathbf{R}^{2}$ be an open set, and let $T>0$. Let $P_{0}(x)$ be a convex bounded function in $\Omega$ such that $h_{0}(x)=P_{0}(x)-\frac{1}{2}|x|^{2} \geq 0$ in $\Omega$. Let $r \in[1, \infty)$. Let $P:[0, T) \times \Omega \rightarrow \mathbf{R}^{1}$ satisfy

$$
\begin{align*}
& P \in L^{\infty}\left([0, T) ; W^{1, \infty}(\Omega)\right) \cap C\left([0, T) ; W^{1, r}(\Omega)\right),  \tag{3.19}\\
& P(t, \cdot) \text { is convex in } \Omega \text { for each } t \in[0, T) . \tag{3.20}
\end{align*}
$$

Let $h(t, x)=P(t, x)-\frac{1}{2}|x|^{2}$. Let $F:[0, T) \times \Omega \rightarrow \Omega$ be a Borel map satisfying

$$
\begin{equation*}
F \in C\left([0, T) ; L^{r}\left(\Omega, h_{0} d x\right)\right) \tag{3.21}
\end{equation*}
$$

Then the pair $(P, F)$ is called a weak Lagrangian solution of (3.5)-(3.10) in $[0, T) \times \Omega$ if $(P, F)$ has the following properties:
i. $F(0, x)=x$ for $h_{0} \mathcal{L}^{2}$-a.e. $x \in \Omega$, and $P(0, x)=P_{0}(x)$ for a.e. $x \in \Omega$.
ii. For any $t \in[0, T]$ the mapping $F_{t}=F(t, \cdot): \Omega \rightarrow \Omega$ satisfies $F_{t} \# h_{0}=h_{t}$.
iii. There exists a Borel map $F^{*}:[0, T) \times \Omega \rightarrow \Omega$ such that for every $t \in(0, T)$ the map $F_{t}^{*}=F^{*}(t, \cdot): \Omega \rightarrow \Omega$ satisfies $F_{t}^{*} \# h_{t}=h_{0}, F_{t}^{*} \circ F_{t}(x)=x$ for $h_{0} \mathcal{L}^{2}$-a.e. $x \in \Omega$, and $F_{t} \circ F_{t}^{*}(x)=x$ for $h_{t} \mathcal{L}^{2}$-a.e. $x \in \Omega$.
iv. The function

$$
\begin{equation*}
Z(t, x)=\nabla P(t, F(t, x)) \tag{3.22}
\end{equation*}
$$

is a weak solution of

$$
\begin{align*}
& \partial_{t} Z(t, x)=J[Z(t, x)-F(t, x)] \quad \text { on } \operatorname{supp} h_{0} \text { in }(0, T) \times \Omega, \\
& Z(0, x)=\nabla P_{0}(x) \quad \text { on } \operatorname{supp} h_{0} \text { in } \Omega \tag{3.23}
\end{align*}
$$

in the following sense: for any $\phi \in C_{c}^{1}\left([0, T) \times \Omega ; \mathbf{R}^{2}\right)$

$$
\begin{align*}
\int_{(0, T) \times \Omega} & {\left[Z(t, x) \cdot \partial_{t} \phi(t, x)\right.}  \tag{3.24}\\
& +J(Z(t, x)-F(t, x)) \phi(t, x)] h_{0}(x) d t d x \\
& +\int_{\Omega} \nabla P_{0}(x) \cdot \phi(0, x) h_{0}(x) d x=0
\end{align*}
$$

Remark 3.5. Remark 2.6, with obvious modifications, applies to the present case. In particular, continuity in time of $P, F$ in (3.19), (3.21), combined with initial conditions in Definition 3.4(i), imply that

$$
\begin{align*}
& \lim _{t \rightarrow 0+} \int_{\Omega}\left|F_{t}(x)-x\right|^{r} h_{0}(x) d x=0  \tag{3.25}\\
& \lim _{t \rightarrow 0+}\left\|P_{t}-P_{0}\right\|_{W^{1, r}(\Omega)}=0, \quad \lim _{t \rightarrow 0+}\left\|h_{t}-h_{0}\right\|_{W^{1, r}(\Omega)}=0
\end{align*}
$$

where $r \in[1, \infty)$ is from (3.19), (3.21).
Remark 3.6 (semigroup property). Similar to Remark 2.7, weak Lagrangian solution in Definition 3.4 satisfies the semigroup property: for any $t_{1}, t_{2}, t_{3} \geq 0$ (2.40) holds for $h_{t_{3}} d x$ a.e. $x \in \Omega$, where $F_{\left(t_{i}, t_{j}\right)}=F_{t_{i}} \circ F_{t_{j}}^{*}$. The proof is based on properties of $F_{t}, F_{t}^{*}$ in Definition 3.4(ii) and (iii), and the argument is similar to the one in Remark 2.7.

Remark 3.7. In Definition 3.4 we essentially consider the flow mapping $F_{t}$ and its inverse $F_{t}^{*}$ only in the fluid region $\mathcal{D}=\{(t, x) \in[0, T) \times \Omega \mid h(t, x)>0\}$. That is, for any $t \in[0, T)$, Definition 3.4 does not contain any conditions for the map $F_{t}$ away from $\mathcal{D}(0)=\left\{x \in \Omega \mid h_{0}(x)>0\right\}$ or for the map $F_{t}^{*}$ away from $\mathcal{D}(t)=\left\{x \in \Omega \mid h_{t}(x)>0\right\}$. This is natural since, physically, the evolution is defined only in $\mathcal{D}$. A similar feature of weak Eulerian solutions is discussed in Remark 3.3. In particular, we can define $F$ and $F^{*}$ arbitrarily outside the domains $[0, T) \times \mathcal{D}_{0}$ and $\mathcal{D}$, respectively. Note also that the set $\Omega \backslash \mathcal{D}(t)$ is $h_{t} \mathcal{L}^{2}$-negligible for each $t$; thus Definition 3.4 determines the maps $F_{t}$ and $F_{t}^{*}$ almost everywhere with respect to the measures $h_{0} \mathcal{L}^{2}$ and $h_{t} \mathcal{L}^{2}$, respectively.

We now justify Definition 3.4 by showing that a smooth Lagrangian solution $(F, P)$ with additional regularity property $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$ determines a weak Eulerian solution of (3.5)-(3.10).

LEMMA 3.8 (consistency of weak solutions for shallow water model). Let $\Omega \subset \mathbf{R}^{2}$ be an open bounded set and $T>0$. Let $(F, P)$ be a weak Lagrangian solution of (3.5)(3.10) in $[0, T) \times \Omega$ satisfying $\partial_{t} F \in L^{\infty}\left([0, T) \times \Omega ; \mathbf{R}^{2}\right)$. Then the function

$$
\begin{equation*}
v(t, x):=\frac{\partial F}{\partial t}\left(t, F_{t}^{*}(x)\right) \quad \text { for }(t, x) \in[0, T) \times \Omega \tag{3.26}
\end{equation*}
$$

satisfies $v \in L^{\infty}\left([0, T) \times \Omega ; \mathbf{R}^{2}\right)$, and $(v, P)$ is a weak Eulerian solution of (3.5)-(3.10) in the sense of Definition 3.1.

Proof. The proof is similar to the proof of Lemma 2.8(i). Thus we only sketch the argument and emphasize the structural differences between the models (2.3) and (3.5)-(3.10).

We show (3.18). Fix $t \in[0, T)$. Since $F_{t} \# h_{0}=h_{t}$, then for each $\psi \in C_{c}^{1}([0, T) \times \bar{\Omega})$

$$
\int_{\Omega}\left(\partial_{t} \psi\right)\left(t, F_{t}(x)\right) h_{0}(x) d x=\int_{\Omega} \partial_{t} \psi(t, x) h(t, x) d x .
$$

Integrating with respect to $t$ and using $\partial_{t} F \in L^{\infty}([0, T) \times \Omega)$, we get

$$
\begin{aligned}
& \int_{[0, T) \times \Omega}\left\{\partial_{t}\left[\psi\left(t, F_{t}(x)\right) h_{0}(x)\right]-\partial_{t} F_{t}(x) \cdot(\nabla \psi)\left(t, F_{t}(x)\right) h_{0}(x)\right\} d t d x \\
& \quad=\int_{[0, T) \times \Omega} \partial_{t} \psi(t, x) h(t, x) d t d x
\end{aligned}
$$

Since $\psi(T, x) \equiv 0$ and $F(0, x)=x$ for all $x \in \Omega$ and using that $h \in C\left([0, T) ; W^{1, r}(\Omega)\right)$ by (3.25), we get

$$
\begin{aligned}
& -\int_{\Omega} \partial_{t} \psi(0, x) h_{0}(x) d x-\int_{[0, T] \times \Omega} \partial_{t} F(t, x) \cdot(\nabla \psi)\left(t, F_{t}(x)\right) h_{0}(x) d t d x \\
& \quad=\int_{[0, T) \times \Omega} \partial_{t} \psi(t, x) h(t, x) d t d x
\end{aligned}
$$

Now, changing variables $y=F_{t}(x)$ in the second integral in the left-hand side using $F_{t} \# h_{0}=h_{t}$, we rewrite this integral as $\int_{[0, T] \times \Omega}\left(\partial_{t} F\right)\left(t, F_{t}^{*}(x)\right) \cdot \nabla \psi(t, x) h(t, x) d t d x$. Recalling the definition (3.26) of $v$, we get (3.18).

To show (3.17), we change variables $y=F_{t}(x)$ in (3.24), and using $F_{t} \# h_{0}=h_{t}$ get

$$
\begin{aligned}
\int_{(0, T) \times \Omega}\left[\nabla P(t, y) \cdot \partial_{t} \phi\left(t, F_{t}^{*}(y)\right)\right. & \left.+J(\nabla P(t, y)-y) \phi\left(t, F_{t}^{*}(y)\right)\right] h(t, y) d t d y \\
& +\int_{\Omega} \nabla P_{0}(x) \cdot \phi(0, x) h_{0}(x) d x=0
\end{aligned}
$$

for all $\phi \in C_{c}^{1}\left([0, T) \times \Omega ; \mathbf{R}^{2}\right)$. Now, similar to the proof of Lemma 2.8(i), we show that this equality holds for all $\phi$ of the form $\varphi(t, x)=\eta\left(t, F_{t}(x)\right)$, where $\eta \in C_{c}^{1}([0, T) \times \Omega)$, and this, with use of the property in Definition 3.4(iii), implies (3.17).

The main result of this section is the following.
THEOREM 3.9. Let $\Omega \subset \mathbf{R}^{2}$ be an open bounded set and $\bar{\Omega} \subset B$, where $B$ is an open ball $B(0, S)$. Let $h_{0}(x) \geq 0$ be such that $P_{0}(x)=h_{0}(x)+\frac{1}{2}|x|^{2}$ is a convex bounded function in $B$ and that

$$
\begin{equation*}
D P_{0} \# h_{0} \in L^{q}\left(\nabla P_{0}(\Omega)\right) \text { for some } q>1 \tag{3.27}
\end{equation*}
$$

Then for any $T>0$ there exists a weak Lagrangian solution $(P, F)$ of (3.5)-(3.10) in $[0, T) \times \Omega$, where the properties stated in (3.19) are satisfied for any $r \in[1, \infty)$. Moreover, the function $Z(t, x)$ defined by (3.22) satisfies $Z(\cdot, x) \in W^{1, \infty}\left([0, T) ; \mathbf{R}^{2}\right)$ for $h_{0} \mathcal{L}^{2}$-a.e. $x \in \Omega$, and (3.23) is satisfied, in addition to the weak form (3.24), in the following sense:

$$
\begin{align*}
& \partial_{t} Z(t, x)=J(Z(t, x)-F(t, x)) \quad \text { for } h_{0} \mathcal{L}^{2} \times \mathcal{L}^{1} \text {-a.e. in }(t, x) \in, \\
& Z(0, x)=\nabla P_{0}(x) \quad \text { for } h_{0} \mathcal{L}^{2} \text {-a.e. in } x \in \Omega . \tag{3.28}
\end{align*}
$$

The proof of this theorem follows closely the proof of Theorem 2.9. Indeed, since in the present case we have $U \in B V\left(\mathbf{R}^{2}\right)$ and $\operatorname{div} U(t, \cdot)=0$ in the sense of distributions by (3.13), we can repeat the argument of section 2.3 to define Lagrangian flow $\Phi_{t}: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ in the dual space, with the same properties as $\Phi_{t}$ in section 2.3. Then we define $F_{t}: \Omega \rightarrow \Omega$ by (2.72) and repeat the argument of section 2.4 with some obvious changes which come from the fact that the property $\nabla P_{t} \# \chi_{\Omega}=\alpha_{t}$ is now replaced by $\nabla P_{t} \# h_{t}=\alpha_{t}$.

## Appendix A. Some properties of measure-preserving maps.

Definition A.1. Let $\Psi: \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ be a Borel map.
i. Let $\mu, \nu$ be Radon measures on $\mathbf{R}^{m}$ and $\mathbf{R}^{n}$, respectively. The map $\Psi$ pushes $\mu$ forward to $\nu$, denoted $\Psi \# \mu=\nu$, if $\mu\left[\Psi^{-1}(A)\right]=\nu[A]$ for all Borel $A \subset \mathbf{R}^{m}$.
ii. Let $f \in L^{1}\left(\mathbf{R}^{m}\right)$ and $g \in L^{1}\left(\mathbf{R}^{n}\right)$. The map $\Psi$ pushes $f$ forward to $g$, denoted $\Psi \# f=g$, if $\Psi$ pushes the measure $f \mathcal{L}^{m}$ forward to $g \mathcal{L}^{n}$.
Lemma A.2. Let $\Psi: \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ be a Borel map. Let $\mu, \nu$ be Radon measures on $\mathbf{R}^{m}$ and $\mathbf{R}^{n}$, respectively. Then $\nu=\Psi \# \mu$ if and only if

$$
\int_{\mathbf{R}^{m}} \phi(\Psi(x)) d \mu(x)=\int_{\mathbf{R}^{n}} \phi(y) d \nu(y)
$$

for all $\nu$-integrable functions $\phi$ on $\mathbf{R}^{n}$.
Proof. Since every $\nu$-measurable function $\phi$ on $\mathbf{R}^{n}$ can be represented as

$$
f=\sum_{k=1}^{\infty} \frac{1}{k} \chi_{A_{k}}
$$

for some $\nu$-measurable sets $A_{k}$ in $\mathbf{R}^{n}$ [9, sect. 1.1.2, Thm. 7], and since $\mu$ and $\nu$ are Radon measures, Lemma A. 2 follows directly from Definition A.1.

Corollary A.3. Let $\Psi, \mu, \nu$ be as in Lemma A.2. Assume also that $\nu=g \mathcal{L}^{n}$, where $g \in L^{1}\left(\mathbf{R}^{n}\right)$. If $\nu=\Psi \# \mu$, then

$$
\begin{equation*}
\int_{\mathbf{R}^{m}} \phi(\Psi(x)) d \mu(x)=\int_{\mathbf{R}^{n}} \phi(y) g(y) d y \quad \text { for all } \quad \phi \in L^{\infty}\left(\mathbf{R}^{n}\right) \tag{A.1}
\end{equation*}
$$

In particular, if $f \in L^{1}\left(\mathbf{R}^{m}\right)$, $g \in L^{1}\left(\mathbf{R}^{n}\right)$, and $\Psi \# f=g$, then

$$
\begin{equation*}
\int_{\mathbf{R}^{m}} \phi(\Psi(x)) f(x) d x=\int_{\mathbf{R}^{n}} \phi(y) g(y) d y \quad \text { for all } \quad \phi \in L^{\infty}\left(\mathbf{R}^{n}\right) \tag{A.2}
\end{equation*}
$$

Proof. If $\nu=g \mathcal{L}^{n}$, where $g \in L^{1}\left(\mathbf{R}^{n}\right)$, then every $\phi \in L^{\infty}\left(\mathbf{R}^{n}\right)$ is $\nu$-integrable. Now we apply Lemma A. 2 to get (A.1). Finally, (A.2) follows from (A.1).

Note added in proof. After this paper was accepted for publication, we were informed by Helena Nussenzveig Lopes that, by combining the techniques of this paper with the ones of Lopes Filho and Nussenzveig Lopes [12], the results of Theorems 2.9 and 3.9 can be extended to the case $q=1$.
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#### Abstract

We consider singular perturbed functionals with a nonlocal term which are a onedimensional model for an austenite/twinned martensite interface. The parameter range is chosen in a way that a limit functional can be derived. By examining the limit problem, we show the existence of highly oscillating, near-periodic minimizers of the original functionals which are close to periodic sawtooth functions.
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1. Introduction. Mathematical models for phase transitions often lead to variational problems involving nonlocal terms. Examples are given by phase separation in two-phase fluids (cf. [2], [3]) and the formation of diblock copolymer (cf. [20], [19], [21], [22], [23]). Nonlocal terms also appear in models for microstructure in solid-to-solid phase transitions.

In martensitic transformations, the phenomenon of twinning can occur. Hereby, a homogeneous phase called austenite is separated from a family of thin lamellae called twinned martensite. A nonlinear theory based on energy minimization has been established by Ball and James (cf. [5], [6]). In [12], Kohn and Müller have introduced a two-dimensional nonlocal model for an austenite/twinned martensite interface and discussed mathematical properties in [13]. Restriction of the model to the common boundary of the phases delivers a one-dimensional problem (cf. [4]), which is given by the functionals

$$
\begin{equation*}
J^{\varepsilon}(u)=\int_{-1}^{1} \varepsilon^{2}\left(u^{\prime \prime}\right)^{2}+W\left(u^{\prime}\right) d y+\sigma\|u\|_{H^{1 / 2}}^{2} \tag{1.1}
\end{equation*}
$$

with parameters $\varepsilon>0$ and $\sigma>0$, where

$$
u \in H_{p e r}^{2,0}(-1,1)=H^{2}(-1,1) \cap\left\{u(-1)=u(1), u^{\prime}(-1)=u^{\prime}(1)\right\} \cap\left\{\int_{-1}^{1} u=0\right\}
$$

Hereby, $W$ is a smooth double-well potential with $W(v) \geq 0$ and $W(v)=0$ if and only if $v=-1$ or $v=1$. We assume that $W$ has at least quadratic growth at infinity; i.e., there exist $k>0, v_{0}>0$ with $W(v) \geq k|v|^{2}$ for every $v \geq v_{0}$. The $H^{1 / 2}$-norm is given by

$$
\|u\|_{H^{1 / 2}}^{2}=2 \pi \sum_{k=-\infty}^{\infty}\left|k \| u_{k}\right|^{2}=\int_{-1}^{1} \int_{-1}^{1} g(x-y)(u(x)-u(y))^{2} d x d y
$$

[^73]where $u_{k}$ are the Fourier coefficients of $u$, and $g(t)=\frac{\pi}{4(1-\cos (\pi t))}$ (cf. [4], [13]). The $W$-term is the elastic energy in the martensite, while $\|u\|_{H^{1 / 2}}^{2}$, which is a nonlocal term, is derived from the energy in the austenite in the two-dimensional model by restriction to the interface. The variable $u$ models the deformation of the material at the interface. The second-order singular perturbation term describes the surface energy and mathematically has the meaning of selecting certain "regular" minimizing sequences for the unperturbed functional $J^{0}$. It is easy to see that $J^{0}$ has no minimizer in $H^{1}(-1,1)$ and that any sequence of functions $\left(u_{n}\right)$ with $u_{n}^{\prime}= \pm 1$ on $(-1,1)$ and $u_{n} \rightarrow 0$ is a minimizing sequence. The perturbed functionals, however, do have minimizers due to convexity in the highest derivative (cf. [7, Chapter 3, Theorem 4.1]) and one is interested in the asymptotic behavior of the minimizers for $\varepsilon \rightarrow 0$.

Functionals similar to (1.1) have been studied in the literature but with a simpler right-hand term. In the parameter range $\sigma \sim 1$, and with $\|\cdot\|_{H^{1 / 2}}^{2}$ replaced by $\|\cdot\|_{L^{2}}^{2}$, Müller has shown in [18] that for small $\varepsilon$, the minimizers $u_{\varepsilon}$ of $J^{\varepsilon}$ are periodic with period $P^{\varepsilon} \sim \varepsilon^{1 / 3}$ and that intervals where $u_{\varepsilon}^{\prime} \approx 1$ and $u_{\varepsilon}^{\prime} \approx-1$ are separated by transition layers of size $\sim \varepsilon$ where $u_{\varepsilon}^{\prime}$ switches between these two values. In [4], where a new rescaling technique involving the Young measure on micropatterns has been introduced to characterize the minimizers of this problem, it has been conjectured that a similar result holds for the problem with the $H^{1 / 2}$-norm. More precisely, it is expected that the minimizers of (1.1) are close to periodic functions with period $P^{\varepsilon} \sim \varepsilon^{1 / 2}$ if $\varepsilon$ is sufficiently small. However, the characterization of global minimizers turns out to be very difficult due to the nonlocal structure of $\|u\|_{H^{1 / 2}}^{2}$.

In this work, we examine a simpler but general nonlocal term whose kernel $g$ is bounded and has no singularities but possesses the same symmetry and periodicity properties as the function $g$ defined above. Following Ren and Wei (cf. [21]), we consider the parameter range $\sigma=\varepsilon$ rather than $\sigma=1$. Physically, this has an interpretation related to the size of the sample (see [23]). Mathematically, it has the advantage that we can easily derive a limit functional via the Modica-Mortola theorem. Otherwise, the rescaling method introduced by Alberti and Müller [4] becomes necessary. The aim is to show a result similar to [21]. In that work, Ren and Wei have identified near-periodic local minimizers of functionals which in the special case where $m=0$ (the parameter $m$ being the average of $u$ ) can be written in the form (1.1) with $\sigma=\varepsilon$ but with $\|\cdot\|_{H^{1 / 2}}$ replaced by $\|\cdot\|_{L^{2}}$. We consider

$$
\begin{equation*}
I^{\varepsilon}(u)=\int_{-1}^{1} \varepsilon\left(u^{\prime \prime}\right)^{2}+\frac{1}{\varepsilon} W\left(u^{\prime}\right) d y+E(u) \tag{1.2}
\end{equation*}
$$

for $\varepsilon>0$, where $u \in H_{\text {per }}^{2,0}(-1,1)$ and

$$
E(u)=\int_{-1}^{1} \int_{-1}^{1} g(x-y)(u(x)-u(y))^{2} d x d y
$$

with a kernel $g: \mathbb{R} \rightarrow \mathbb{R}$ that satisfies the following conditions:
$\left(g_{1}\right) g(x+2)=g(x)$ for every $x \in \mathbb{R}$.
$\left(g_{2}\right) g(x)=g(-x)$ for every $x \in \mathbb{R}$.
$\left(g_{3}\right) \quad 0<g_{0} \leq g(x) \leq g_{1}$ for every $x \in \mathbb{R}$.
$\left.\left(g_{4}\right) g\right|_{[0,1]} \in C^{3}[0,1]$.
$\left(g_{5}\right) g^{\prime}(1)=0$.
In particular, $g$ is Lipschitz continuous on $\mathbb{R}$. For examples, see Figure 1.1. $W$ is a potential as described above, the most common example being given by $W(v)=$ $\left(v^{2}-1\right)^{2}$. The main result of the paper is the following.


Fig. 1.1. Examples of the kernel $g$.

Theorem 1.1. For $\varepsilon>0$, let $I^{\varepsilon}$ be as defined by (1.2). Then there exists $N_{0} \in \mathbb{N}$ such that for every even $N \geq N_{0}$, we find $\varepsilon_{0}>0$ and $\delta>0$ satisfying the following condition:

For every $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there is a local minimizer $u_{\varepsilon} \in H_{\text {per }}^{2,0}(-1,1)$ of $I^{\varepsilon}$ with respect to the $H^{1}(-1,1)$-norm such that

$$
I^{\varepsilon}\left(u_{\varepsilon}\right) \leq I^{\varepsilon}(u) \quad \text { for every } \quad u \in H_{p e r}^{2,0}(-1,1) \quad \text { with } \quad\left\|u-\bar{u}_{N}\right\|_{H^{1}(-1,1)}<\delta
$$

and

$$
\lim _{\varepsilon \rightarrow 0}\left\|u_{\varepsilon}-\bar{u}_{N}\right\|_{H^{1}(-1,1)}=0
$$

where $\bar{u}_{N}$ is a sawtooth function with $N$ equidistant corners. More precisely, $\bar{u}_{N}$ is the unique function in $H^{1}(-1,1)$ satisfying $\int_{-1}^{1} \bar{u}_{N}(x) d x=0$ and

$$
\bar{u}_{N}^{\prime}(x)=(-1)^{i-1} \quad \text { for } \quad x \in\left(-1+\frac{2}{N}(i-1),-1+\frac{2}{N} i\right), \quad i=1, \ldots, N
$$

Remarks.
(a) The theorem states that if $\varepsilon>0$ is chosen sufficiently small, the functionals $I^{\varepsilon}$ have strongly oscillating local minimizers close to a sawtooth function with equidistant corners (see Figure 1.2). Near the corners of $\bar{u}_{N}$, the local minimizers $u_{\varepsilon}$ have transition layers where $u_{\varepsilon}^{\prime}$ switches between -1 and 1 (see Figure 1.3).
(b) Since we consider periodic functions, only the case where $N$ is even makes sense.
(c) To some extent, this theorem generalizes Theorem 1.1 in [21], since the functionals considered there can, in the case where $m=0$, be written in the form (1.2) with $g=1$. However, Ren and Wei found necessary conditions for critical points and thus identified local minimizers with an arbitrary number $N$


FIg. 1.2. The function $\bar{u}_{N}$ for $N=12$.


FIG. 1.3. Near-periodic local minimizer $u_{\varepsilon}$ resembling $\bar{u}_{N}$.
of transition layers, which we cannot do here due to the very general nonlocal term $E$ in (1.2). One has to let $N \rightarrow \infty$ to gain information, so that we are only able to characterize local minimizers with a sufficiently large number of oscillations.
Unfortunately, it was not possible to include all steps of the proof in this paper, since some of them are very long and technical. The complete proof is found in [24], which we cite whenever it is necessary. In this paper, we often make use of generic constants $C$ whose value may change during estimations. Also, we sometimes make use of the 2-periodicity of functions and identify them with their periodical extensions to $\mathbb{R}$, so the integration domain may change from $(-1,1)$ to $(0,2)$, for example. $a \vee b$ denotes the maximum of two real numbers $a$ and $b$, while $a \wedge b$ is their minimum. $C_{0}^{\infty}(a, b)$ is the space of $C^{\infty}$-functions with compact support in $(a, b)$. For a set $I \subset \mathbb{R}, \chi_{I}$ denotes the characteristic function of $I$.
2. The $\Gamma$-limit of ${ }^{\varepsilon}$. The $\Gamma$-limit of the functionals $I^{\varepsilon}$ is easily obtained via the Modica-Mortola theorem, which is found in [15], [16], [17] in its original form, while Alberti [1] gives an alternative proof. Although we consider periodic functions and use the $L^{2}$-topology rather than $L^{1}$, the proof can be easily transferred to the functionals $I^{\varepsilon}$, and only minor modifications are required (for details, see [24, Chapter 3], where Alberti's proof is transferred to this case). For a general theory on $\Gamma$-convergence, we refer the reader to [8]. We define the Hilbert space

$$
Y=H_{p e r}^{1,0}(-1,1)=\left\{u \in H^{1}(-1,1) \mid u(-1)=u(1), \int_{-1}^{1} u(x) d x=0\right\}
$$

equipped with the usual $H^{1}$-norm. We define the set of sawtooth functions with slope -1 and 1 only by

$$
\begin{equation*}
\mathcal{S}(-1,1)=\left\{u:[-1,1] \rightarrow \mathbb{R} \mid u^{\prime} \in B V((-1,1),\{-1,1\})\right\} \tag{2.1}
\end{equation*}
$$

and the set of periodic sawtooth functions with average zero by

$$
\begin{equation*}
\mathcal{S}_{\text {per }}^{0}(-1,1)=\left\{u \in \mathcal{S}(-1,1) \mid u(-1)=u(1), \int_{-1}^{1} u(x) d x=0\right\} \tag{2.2}
\end{equation*}
$$

We extend the functionals $I^{\varepsilon}$ to $Y$ by

$$
I^{\varepsilon}(u)= \begin{cases}\int_{-1}^{1} \varepsilon\left(u^{\prime \prime}\right)^{2}+\frac{1}{\varepsilon} W\left(u^{\prime}\right) d x+E(u) & \text { for } u \in H_{p e r}^{2,0}(-1,1)  \tag{2.3}\\ +\infty & \text { for } u \in Y \backslash H_{p e r}^{2,0}(-1,1)\end{cases}
$$

and define $I: Y \rightarrow[0, \infty]$ by

$$
I(u)= \begin{cases}A_{0} \#\left(S u^{\prime} \cap[-1,1)\right)+E(u) & \text { for } u \in \mathcal{S}_{p e r}^{0}(-1,1)  \tag{2.4}\\ +\infty & \text { for } u \in Y \backslash \mathcal{S}_{\text {per }}^{0}(-1,1)\end{cases}
$$

where

$$
A_{0}=2 \int_{-1}^{1} \sqrt{W(v)} d v
$$

and the term $\#\left(S u^{\prime} \cap[-1,1)\right)$ counts the corners of $u$ (i.e., the discontinuity points of $u^{\prime}$ ) on $[-1,1$ ), which means that if the periodic extension of $u$ has a corner at -1 (and
thus at 1), this corner is counted once. The Modica-Mortola theorem yields that the integral in (2.3) $\Gamma$-converges to the counting term in (2.4). Since the nonlocal energy $E$ is $L^{2}$-continuous (see Lemma 4.2 in [24]), this implies (cf. [8] or Proposition 2.11 (iv) in [4]) the following theorem.

THEOREM 2.1.
(i) Let $\left(u_{\varepsilon}\right)_{\varepsilon>0} \subset H_{p e r}^{2,0}(-1,1), u \in Y$, such that $\left\|u_{\varepsilon}-u\right\|_{H^{1}(-1,1)} \rightarrow 0$ for $\varepsilon \rightarrow 0$. Then

$$
I(u) \leq \liminf _{\varepsilon \rightarrow 0} I^{\varepsilon}\left(u_{\varepsilon}\right)
$$

(ii) For every $u \in \mathcal{S}_{\text {per }}^{0}(-1,1)$, we find a sequence $\left(u_{\varepsilon}\right)_{\varepsilon>0} \subset H_{\text {per }}^{2,0}(-1,1)$ such that $\left\|u_{\varepsilon}-u\right\|_{H^{1}(-1,1)} \rightarrow 0$ for $\varepsilon \rightarrow 0$ and

$$
\limsup _{\varepsilon \rightarrow 0} I^{\varepsilon}\left(u_{\varepsilon}\right) \leq I(u)
$$

In particular, $I^{\varepsilon} \xrightarrow{\Gamma} I$ in $Y$.
The connection between local minimizers of singularly perturbed functionals and those of the $\Gamma$-limit has been studied by De Giorgi (cf. section 3 in [10]), Kohn and Sternberg (cf. Theorem 4.1 in [14]), and Ren and Wei (cf. Proposition 2.3 in [21]). However, these results assume that the $\Gamma$-limit $I$ has an isolated local minimizer $u$, which cannot hold in this case due to the translation invariance of $I$. By considering orbits of functions rather than the functions themselves, one can transfer the proof of Proposition 2.3 in [21] to this case to obtain the theorem below (for details see [24, Chapter 4]). For $u \in Y$, we also denote by $u$ the periodic extension of $u$ to $\mathbb{R}$. Then, obviously, $u \in H_{l o c}^{1}(\mathbb{R})$. For $\tau \in \mathbb{R}$, we define the $\tau$-translation $T_{\tau} u: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
T_{\tau} u(x)=u(x-\tau) \quad \text { for every } \quad x \in \mathbb{R}
$$

and the orbit of $u$ is defined as the set

$$
\mathcal{O}(u)=\left\{T_{\tau} u \mid \tau \in \mathbb{R}\right\}
$$

of all translations of $u$. Then the following holds.
Theorem 2.2. Let $\bar{u} \in \mathcal{S}_{\text {per }}^{0}(-1,1)$. Assume that there exists a $\delta>0$ such that for every $u \in \mathcal{S}_{\text {per }}^{0}(-1,1)$ with $\|u-\bar{u}\|_{H^{1}(-1,1)}<\delta$ and $u \notin \mathcal{O}(\bar{u})$ we have

$$
I(u)>I(\bar{u})
$$

Then there exists $\varepsilon_{0}>0$ such that for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ we find $u_{\varepsilon} \in H_{p e r}^{2,0}(-1,1)$ with $\left\|u_{\varepsilon}-\bar{u}\right\|_{H^{1}(-1,1)}<\frac{\delta}{2}$ and

$$
I^{\varepsilon}\left(u_{\varepsilon}\right) \leq I^{\varepsilon}(u) \quad \text { for every } \quad u \in H_{p e r}^{2,0}(-1,1) \quad \text { satisfying } \quad\|u-\bar{u}\|_{H^{1}(-1,1)}<\frac{\delta}{2}
$$

Furthermore,

$$
\lim _{\varepsilon \rightarrow 0}\left\|u_{\varepsilon}-\bar{u}\right\|_{H^{1}(-1,1)}=0
$$

In particular, for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$, $u_{\varepsilon}$ is an $H^{1}$-local minimizer of $I^{\varepsilon}$ in $H_{p e r}^{2,0}(-1,1)$.
Thus, Theorem 1.1 follows if we can show that for large $N$, the regular sawtooth function $\bar{u}_{N}$ is a strict local minimizer of $I$ on $\mathcal{S}_{\text {per }}^{0}(-1,1)$ "up to translation" in the
sense of the condition in Theorem 2.2. Since $I$ is a sum of a counting term and the nonlocal energy $E$, it is sufficient to identify $\bar{u}_{N}(N$ large $)$ as a strict $H^{1}$-local minimizer of $E$ (up to translation) in the set of all $u \in \mathcal{S}_{\text {per }}^{0}(-1,1)$ with $N$ corners on $[-1,1)$, since - roughly speaking - a sufficiently small $H^{1}$-ball around $\bar{u}_{N}$ can only contain such sawtooth functions which have at least $N$ corners. A larger number of corners, however, would increase $I$ by an integer, so that functions with more than $N$ corners need not be considered.
3. Perturbation of periodic sawtooth functions. In order to show that for large $N$ the sawtooth function $\bar{u}_{N}$ with $N$ equidistant corners is a local minimizer of the nonlocal energy $E$ on the set of all $u \in \mathcal{S}_{\text {per }}^{0}(-1,1)$ with $\#\left(S u^{\prime} \cap[-1,1)\right)=N$, we consider all possible perturbations of $\bar{u}_{N}$ in this set. The periodicity will be dropped for the moment, and we consider $E$ as a functional on $\mathcal{S}(-1,1)$. The corners of $\bar{u}_{N}$ are given by

$$
\begin{equation*}
t_{i}=-1+\frac{2}{N} i \quad \text { for } \quad i=0, \ldots, N \tag{3.1}
\end{equation*}
$$

and we have

$$
\bar{u}_{N}^{\prime}(x)=(-1)^{i-1} \quad \text { for } \quad x \in\left(t_{i-1}, t_{i}\right)
$$

for $i=1, \ldots, N$. Let $r=\left(r_{1}, \ldots, r_{N-1}\right) \in \mathbb{R}^{N-1}$ be an arbitrary vector, and set $r_{0}=r_{N}=0$. For $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, we define the shifted corners by

$$
\begin{equation*}
t_{i}^{(\delta)}=t_{i}+r_{i} \delta \quad \text { for } \quad i=0, \ldots, N \tag{3.2}
\end{equation*}
$$

where $\delta_{0}>0$ is chosen such that for every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, the monotonicity

$$
\begin{equation*}
-1=t_{0}^{(\delta)}<t_{1}^{(\delta)}<\cdots<t_{N-1}^{(\delta)}<t_{N}^{(\delta)}=1 \tag{3.3}
\end{equation*}
$$

still holds. For every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, we define $u_{\delta} \in \mathcal{S}(-1,1)$ as the unique function satisfying

$$
\left\{\begin{array}{l}
u_{\delta}(-1)=\bar{u}_{N}(-1)=-\frac{1}{N}  \tag{3.4}\\
u_{\delta}^{\prime}(x)=(-1)^{i-1} \quad \text { for } \quad x \in\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right), \quad i=1, \ldots, N
\end{array}\right.
$$

(see Figure 3.1).
We define the function $F_{r}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{r}(\delta)=E\left(u_{\delta}\right) \tag{3.5}
\end{equation*}
$$

for every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$. Clearly, we have $u_{0}=\bar{u}_{N}$, and thus $F_{r}(0)=E\left(\bar{u}_{N}\right)$.


Fig. 3.1. Example of a perturbation $u_{\delta}$ of $\bar{u}_{N}$ with $r_{3}=0$; case $N=6$.

Remarks.
(i) Since the corner at -1 is fixed, this definition does not cover all possible perturbations of $\bar{u}_{N}$ but indeed all relevant ones, which is due to the translation invariance of $I$.
(ii) To avoid ugly notation, we drop the dependence of $u_{\delta}$ on $r$.
(iii) The zero average condition $\int u=0$ can be ignored due to the invariance of the functionals under the addition of constants.
We introduce a bilinear form by

$$
\begin{equation*}
(u, v)_{g}=\int_{-1}^{1} \int_{-1}^{1} g(x-y)(u(x)-u(y))(v(x)-v(y)) d x d y \tag{3.6}
\end{equation*}
$$

Since we want to show that $\bar{u}_{N}$ is a local minimizer of $E$ in the sense described above, we have to consider derivatives of $F_{r}$. To compute $F_{r}^{\prime}$, we need the following technical lemma.

Lemma 3.1. With the above definitions, let $\delta \in\left(-\delta_{0}, \delta_{0}\right)$. Then for a.e. $x \in$ $(-1,1)$, we have

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left(u_{\delta+\varepsilon}(x)-u_{\delta}(x)\right)=2 \sum_{i=1}^{N} \sum_{j=1}^{i-1}(-1)^{j-1} r_{j} \chi_{\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)}(x)  \tag{3.7}\\
& \lim _{\varepsilon \rightarrow 0}\left(u_{\delta+\varepsilon}(x)-u_{\delta}(x)\right)=0
\end{align*}
$$

Furthermore, $\left|u_{\delta}(x)\right|,\left|u_{\delta+\varepsilon}(x)\right|,\left|\frac{1}{\varepsilon}\left(u_{\delta+\varepsilon}(x)-u_{\delta}(x)\right)\right| \leq C$ with $C$ independent of $\delta$, $\varepsilon, x$ (but dependent on $r$ ).

Proof. For fixed $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, choose $\varepsilon_{0}>0$ such that $\left(\delta-\varepsilon_{0}, \delta+\varepsilon_{0}\right) \subset\left(-\delta_{0}, \delta_{0}\right)$ and $t_{i-1}^{(\delta+\varepsilon)} \vee t_{i-1}^{(\delta)}<t_{i}^{(\delta+\varepsilon)} \wedge t_{i}^{(\delta)}$ for every $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ and $i \in\{1, \ldots, N\}$. Then, according to (3.4), we have

$$
\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(x)=0 \text { for } x \in\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right) \cap\left(t_{i-1}^{(\delta+\varepsilon)}, t_{i}^{(\delta+\varepsilon)}\right)=\left(t_{i-1}^{(\delta+\varepsilon)} \vee t_{i-1}^{(\delta)}, t_{i}^{(\delta+\varepsilon)} \wedge t_{i}^{(\delta)}\right)
$$

for $i=1, \ldots, N$. Thus, up to a finite subset of $[-1,1],\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(x) \neq 0$ can only hold if $x \in\left(t_{i}^{(\delta+\varepsilon)} \wedge t_{i}^{(\delta)}, t_{i}^{(\delta+\varepsilon)} \vee t_{i}^{(\delta)}\right)$ for an $i \in\{1, \ldots, N-1\}$. Consider a fixed $x \in\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right), i \in\{1, \ldots, N\}$. Then $x \in\left(t_{i-1}^{(\delta+\varepsilon)} \vee t_{i-1}^{(\delta)}, t_{i}^{(\delta+\varepsilon)} \wedge t_{i}^{(\delta)}\right)$ for small $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ since $t_{j}^{(\delta+\varepsilon)} \rightarrow t_{j}^{(\delta)}$ for $\varepsilon \rightarrow 0$. Thus, using $u_{\delta}(-1)=u_{\delta+\varepsilon}(-1)$ we obtain

$$
\begin{equation*}
u_{\delta+\varepsilon}(x)-u_{\delta}(x)=\int_{-1}^{x}\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(\xi) d \xi=\sum_{j=1}^{i-1} \int_{t_{j}^{(\delta+\varepsilon)} \wedge t_{j}^{(\delta)}}^{t_{j}^{(\delta+\varepsilon)} \vee t_{j}^{(\delta)}}\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(\xi) d \xi \tag{3.8}
\end{equation*}
$$

for $x \in\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)$ if $\varepsilon$ is sufficiently small. Let $j \in\{1, \ldots, N\}$. If $r_{j} \varepsilon>0$, we have $t_{j}^{(\delta+\varepsilon)}>t_{j}^{(\delta)}$, so that by (3.4) and (3.2), we get

$$
\int_{t_{j}^{(\delta+\varepsilon)} \wedge t_{j}^{(\delta)}}^{t_{j}^{(\delta+\varepsilon)} \vee t_{j}^{(\delta)}}\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(\xi) d \xi=\int_{t_{j}^{(\delta)}}^{t_{j}^{(\delta+\varepsilon)}}\left(u_{\delta+\varepsilon}^{\prime}-u_{\delta}^{\prime}\right)(\xi) d \xi=2(-1)^{j-1} r_{j} \varepsilon
$$

for $\varepsilon$ sufficiently small since $\left(t_{j}^{(\delta)}, t_{j}^{(\delta+\varepsilon)}\right) \subset\left(t_{j}^{(\delta)}, t_{j+1}^{(\delta)}\right) \cap\left(t_{j-1}^{(\delta+\varepsilon)}, t_{j}^{(\delta+\varepsilon)}\right)$. If $r_{j} \varepsilon<0$, we analogously show the same formula, which obviously also holds if $r_{j} \varepsilon=0$. Setting this into (3.8), we obtain

$$
u_{\delta+\varepsilon}(x)-u_{\delta}(x)=2 \varepsilon \sum_{j=1}^{i-1}(-1)^{j-1} r_{j} \quad \text { for } \quad x \in\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right), \quad i=1, \ldots, N
$$

if $\varepsilon$ is small, and thus

$$
u_{\delta+\varepsilon}-u_{\delta}=2 \varepsilon \sum_{i=1}^{N} \sum_{j=1}^{i-1}(-1)^{j-1} r_{j} \chi_{\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)}
$$

for a.e. $x \in(-1,1)$ if $\varepsilon$ is sufficiently small, which implies (3.7), while the other conditions are obvious.

THEOREM 3.2. For arbitrary $r=\left(r_{1}, \ldots, r_{N-1}\right) \in \mathbb{R}^{N-1}$, choose $\delta_{0}>0$ as above. Then the function $F_{r}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}$ as defined in (3.5) is differentiable, and for every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, we have

$$
\begin{equation*}
F_{r}^{\prime}(\delta)=4 \sum_{i=1}^{N} \alpha_{i} h_{r}^{(i)}(\delta) \tag{3.9}
\end{equation*}
$$

where $\alpha_{i} \in \mathbb{R}, h_{r}^{(i)}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}$ are given by

$$
\begin{equation*}
\alpha_{i}=\sum_{j=1}^{i-1}(-1)^{j-1} r_{j}, \quad h_{r}^{(i)}(\delta)=\left(\chi_{\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)}, u_{\delta}\right)_{g} \tag{3.10}
\end{equation*}
$$

for $i=1, \ldots, N$.
Proof. Let $\delta \in\left(-\delta_{0}, \delta_{0}\right), \varepsilon_{0}>0$ such that $\left(\delta-\varepsilon_{0}, \delta+\varepsilon_{0}\right) \subset\left(-\delta_{0}, \delta_{0}\right)$. Then for every $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$

$$
\begin{equation*}
F_{r}(\delta+\varepsilon)-F_{r}(\delta)=\left(u_{\delta+\varepsilon}, u_{\delta+\varepsilon}\right)_{g}-\left(u_{\delta}, u_{\delta}\right)_{g}=\left(u_{\delta+\varepsilon}-u_{\delta}, u_{\delta+\varepsilon}+u_{\delta}\right)_{g} \tag{3.11}
\end{equation*}
$$

Hence

$$
\frac{1}{\varepsilon}\left(F_{r}(\delta+\varepsilon)-F_{r}(\delta)\right)=\left(\frac{1}{\varepsilon}\left(u_{\delta+\varepsilon}-u_{\delta}\right), u_{\delta+\varepsilon}+u_{\delta}\right)_{g}
$$

which due to Lemma 3.1 and Lebesgue's convergence theorem yields

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left(F_{r}(\delta+\varepsilon)-F_{r}(\delta)\right)=4 \sum_{i=1}^{N} \sum_{j=1}^{i-1}(-1)^{j-1} r_{j}\left(\chi_{\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)}, u_{\delta}\right)_{g}
$$

i.e.,

$$
F_{r}^{\prime}(\delta)=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left(F_{r}(\delta+\varepsilon)-F_{r}(\delta)\right)=4 \sum_{i=1}^{N} \alpha_{i} h_{r}^{(i)}(\delta)
$$

with $\alpha_{i} \in \mathbb{R}, h_{r}^{(i)}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}, i=1, \ldots, N$, as given in (3.10), which completes the proof of Theorem 3.2.

As for the second derivative, we have the following result, the proof of which is extremely technical, so that we refer the reader to Theorem 5.3 in [24], where a detailed proof can be found.

THEOREM 3.3. For arbitrary $r=\left(r_{1}, \ldots, r_{N-1}\right) \in \mathbb{R}^{N-1}$, choose $\delta_{0}>0$ as above. Then the function $F_{r}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}$ as defined in (3.5) satisfies $F_{r} \in C^{2}\left(-\delta_{0}, \delta_{0}\right)$,
and for every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, we have

$$
\begin{align*}
F_{r}^{\prime \prime}(\delta)= & 8 \sum_{i=1}^{N} \sum_{k=1}^{N} \alpha_{i} \alpha_{k}\left(\chi_{\left(t_{k-1}^{(\delta)}, t_{k}^{(\delta)}\right)}, \chi_{\left(t_{i-1}^{(\delta)}, t_{i}^{(\delta)}\right)}\right)_{g} \\
& +8 \sum_{i=1}^{N} \alpha_{i} r_{i} \int_{-1}^{1} g\left(t_{i}^{(\delta)}-y\right)\left(u_{\delta}\left(t_{i}^{(\delta)}\right)-u_{\delta}(y)\right) d y  \tag{3.12}\\
& -8 \sum_{i=1}^{N} \alpha_{i} r_{i-1} \int_{-1}^{1} g\left(t_{i-1}^{(\delta)}-y\right)\left(u_{\delta}\left(t_{i-1}^{(\delta)}\right)-u_{\delta}(y)\right) d y
\end{align*}
$$

with $\alpha_{i}, i=1, \ldots, N$, defined as in (3.10).
4. Criticality. From Theorem 3.2, we conclude that $\bar{u}_{N}$ is critical for the nonlocal energy in the following sense.

THEOREM 4.1. Let $\left(r_{1}, \ldots, r_{N-1}\right) \in \mathbb{R}^{N-1}$, and choose $\delta_{0}>0$ as above. For every $\delta \in\left(-\delta_{0}, \delta_{0}\right)$, let $u_{\delta}$ be as defined by (3.4). Then

$$
\begin{equation*}
F_{r}^{\prime}(0)=0 \tag{4.1}
\end{equation*}
$$

Proof. Theorem 3.2 and (3.2) yield

$$
F_{r}^{\prime}(0)=4 \sum_{i=1}^{N} \alpha_{i}\left(\chi_{\left(t_{i-1}, t_{i}\right)}, \bar{u}_{N}\right)_{g}
$$

with $\alpha_{1}, \ldots, \alpha_{N}$ as defined in (3.10). We aim to show that

$$
\left(\chi_{\left(t_{i-1}, t_{i}\right)}, \bar{u}_{N}\right)_{g}=0
$$

for $i=1, \ldots, N$, which yields (4.1). The symmetry of $g$ implies that the function $\varphi(x, y)=g(x-y)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right)$ satisfies $\varphi(y, x)=-\varphi(x, y)$, so that

$$
\int_{t_{i-1}}^{t_{i}} \int_{t_{i-1}}^{t_{i}} g(x-y)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right) d x d y=0
$$

Thus, using the symmetry and the 2-periodicity of $g$,

$$
\begin{aligned}
\left(\chi_{\left(t_{i-1}, t_{i}\right)}, \bar{u}_{N}\right)_{g}= & \int_{-1}^{1} \int_{-1}^{1} g(x-y)\left(\chi_{\left(t_{i-1}, t_{i}\right)}(x)-\chi_{\left(t_{i-1}, t_{i}\right)}(y)\right)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right) d x d y \\
= & 2 \int_{-1}^{t_{i-1}} \int_{t_{i-1}}^{t_{i}} g(x-y)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right) d x d y \\
& +2 \int_{t_{i}}^{1} \int_{t_{i-1}}^{t_{i}} g(x-y)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right) d x d y \\
= & 2 \int_{-1}^{1} \int_{t_{i-1}}^{t_{i}} g(x-y)\left(\bar{u}_{N}(x)-\bar{u}_{N}(y)\right) d x d y \\
= & 2 \int_{t_{i-1}}^{t_{i}} \bar{u}_{N}(x) d x \int_{-1}^{1} g(y) d y-2 \int_{t_{i-1}}^{t_{i}} \int_{-1}^{1} g(y-x) \bar{u}_{N}(y) d y d x \\
= & -2 \int_{t_{i-1}}^{t_{i}} \int_{-1}^{1} g(y-x) \bar{u}_{N}(y) d y d x
\end{aligned}
$$

since $\int_{t_{i-1}}^{t_{i}} \bar{u}_{N}(x) d x=0$, which is easy to see. We claim that

$$
x \mapsto \int_{-1}^{1} g(y-x) \bar{u}_{N}(y) d y
$$

is antisymmetric on $\left(t_{i-1}, t_{i}\right)$, which implies $\left(\chi_{\left(t_{i-1}, t_{i}\right)}, \bar{u}_{N}\right)_{g}=0$. To show this, we set $x_{1}=t_{i-1}+\beta, x_{2}=t_{i}-\beta$ with $\beta \in\left[0, \frac{t_{i-1}+t_{i}}{2}\right]$. The 2-periodicity of $\bar{u}_{N}$ and $g$ and the antisymmetry of $\bar{u}_{N}$ with respect to the center of each interval $\left[t_{i-1}, t_{i}\right]$ yield

$$
\begin{aligned}
\int_{-1}^{1} g\left(y-x_{1}\right) \bar{u}_{N}(y) d y & =\int_{-1}^{1} g(y) \bar{u}_{N}\left(y+x_{1}\right) d y=\int_{-1}^{1} g(y) \bar{u}_{N}\left(y+t_{i-1}+\beta\right) d y \\
& =-\int_{-1}^{1} g(y) \bar{u}_{N}\left(t_{i}-\beta-y\right) d y=-\int_{-1}^{1} g(y) \bar{u}_{N}\left(x_{2}-y\right) d y \\
& =-\int_{-1}^{1} g(y) \bar{u}_{N}\left(x_{2}+y\right) d y=-\int_{-1}^{1} g\left(y-x_{2}\right) \bar{u}_{N}(y) d y
\end{aligned}
$$

which implies the antisymmetry.
It is obvious that the perturbation $u_{\delta}$ of $\bar{u}_{N}$ as defined in (3.4) is not necessarily periodic (see Figure 3.1). However, to show the local minimizing property for an equidistant sawtooth function, we have to treat the periodicity as a constraint which is given as follows.

LEMMA 4.2. Let $\delta \in\left(-\delta_{0}, \delta_{0}\right) \backslash\{0\}$, where $\delta_{0}>0$ is chosen as above. Then $u_{\delta}$ as given by (3.4) is periodic (i.e., $u_{\delta}(-1)=u_{\delta}(-1)$ ) if and only if

$$
\begin{equation*}
\sum_{i=1}^{N-1}(-1)^{i-1} r_{i}=0 \tag{4.2}
\end{equation*}
$$

which in terms of (3.10) is equivalent to $\alpha_{N}=0$.
Proof. Periodicity holds if and only if $u_{\delta}(1)=u_{\delta}(-1)=-\frac{1}{N}$, i.e.,

$$
\begin{aligned}
0 & =\int_{-1}^{1} u_{\delta}^{\prime}(\xi) d \xi=\sum_{i=1}^{N} \int_{t_{i-1}^{(\delta)}}^{t_{i}^{(\delta)}}(-1)^{i-1} d \xi=\sum_{i=1}^{N}(-1)^{i-1}\left(t_{i}-t_{i-1}+\left(r_{i}-r_{i-1}\right) \delta\right) \\
& =\sum_{i=1}^{N}(-1)^{i-1}\left(\frac{2}{N}+\left(r_{i}-r_{i-1}\right) \delta\right)=\delta \sum_{i=1}^{N}(-1)^{i-1}\left(r_{i}-r_{i-1}\right)=2 \delta \sum_{i=1}^{N-1}(-1)^{i-1} r_{i}
\end{aligned}
$$

where we used the fact that $N$ is even and $r_{0}=r_{N}=0$. Since $\delta \neq 0$, the condition now follows.

Application of Theorem 3.3 leads to the following property on the second variation. Since the proof is a very technical but straightforward computation, we refer the reader to Theorem 6.4 in [24].

Theorem 4.3. For $N \in \mathbb{N}$ even, let $\bar{u}_{N} \in \mathcal{S}_{\text {per }}^{0}(-1,1)$ as defined in Theorem 1.1. Let $\left(r_{1}, \ldots, r_{N-1}\right) \in \mathbb{R}^{N-1}$ such that the periodicity condition (4.2) holds, and choose $\delta_{0}>0$ as before. Let $F_{r}:\left(-\delta_{0}, \delta_{0}\right) \rightarrow \mathbb{R}$ as given in (3.5). Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)^{t} \in \mathbb{R}^{N}$ as defined in (3.10) (in particular, $\alpha_{1}=\alpha_{N}=0$ ). Then $F_{r} \in C^{2}\left(-\delta_{0}, \delta_{0}\right)$ with

$$
\frac{1}{8} F_{r}^{\prime \prime}(0)=\frac{2}{N} \alpha^{t} A_{N} \alpha
$$

where $A_{N}=\left(a_{|i-j|}^{(N)}\right)_{i, j=1, \ldots, N} \in \mathbb{R}^{N \times N}$ is a symmetric circulant matrix, i.e., $a_{k}^{(N)}=$ $a_{N-k}^{(N)}$ for $k=1, \ldots, N-1$. The coefficients are given by

$$
\begin{array}{ll}
a_{0}^{(N)} & =b_{0}^{(N)}+c_{0}^{(N)}+d_{0}^{(N)} \\
a_{1}^{(N)}=a_{N-1}^{(N)} & =b_{1}^{(N)}+c_{1}^{(N)}+d_{1}^{(N)}=\frac{1}{2}\left(b_{0}^{(N)}-d_{0}^{(N)}\right)+c_{1}^{(N)}  \tag{4.3}\\
a_{k}^{(N)} & =c_{k}^{(N)} \quad \text { for } \quad k=2, \ldots, N-2,
\end{array}
$$

where

$$
\begin{align*}
& b_{0}^{(N)}=\int_{-1}^{1} g(y) d y, \quad b_{1}^{(N)}=\frac{1}{2} b_{0}^{(N)} \\
& d_{0}^{(N)}=N(-1)^{\frac{N}{2}+1} \int_{-1}^{1} g(y) \bar{u}_{N}(y) d y, \quad d_{1}^{(N)}=-\frac{1}{2} d_{0}^{(N)}, \tag{4.4}
\end{align*}
$$

and

$$
\begin{equation*}
c_{k}^{(N)}=-N \int_{0}^{\frac{2}{N}} \int_{\frac{2}{N} k}^{\frac{2}{N}(k+1)} g(x-y) d y d x \tag{4.5}
\end{equation*}
$$

for $k=0, \ldots, N-1$. The circulant matrix $C_{N}=\left(c_{|i-j|}^{(N)}\right)_{i, j=1, \ldots, N}$ can alternatively be defined as $C_{N}=\left(c_{i j}^{(N)}\right)_{i, j=1, \ldots, N} \in \mathbb{R}^{N \times N}$ with

$$
\begin{equation*}
c_{i j}^{(N)}=-N \int_{\frac{2}{N}(i-1)}^{\frac{2}{N} i} \int_{\frac{2}{N}(j-1)}^{\frac{2}{N} j} g(x-y) d y d x \tag{4.6}
\end{equation*}
$$

for $i, j=1, \ldots, N$.
5. Eigenvalues of $N$. Theorem 4.3 shows that the positivity of the second variation is connected to a definiteness condition for the matrix $A_{N}$. Since the matrix is circulant, its eigenvalues and eigenvectors can be written down explicitly. Using Theorem 3.2.2 in [9] (or see Chapter 3 in [11]), the eigenvalues are

$$
\begin{equation*}
\lambda_{t}^{(N)}=a_{0}^{(N)}+(-1)^{t} a_{\frac{N}{2}}^{(N)}+2 \sum_{k=1}^{\frac{N}{2}-1} a_{k}^{(N)} \cos \left[\frac{2 \pi k t}{N}\right] \quad \text { for } \quad t=0, \ldots, \frac{N}{2} \tag{5.1}
\end{equation*}
$$

with coefficients given in Theorem 4.3, where $\lambda_{1}^{(N)}, \ldots, \lambda_{\frac{N}{2}-1}^{(N)}$ are double eigenvalues.
For every $t \in\left\{0, \ldots, \frac{N}{2}\right\}$, an eigenvector corresponding to $\lambda_{t}^{(N)}$ is given by

$$
\begin{align*}
& v_{t}=\left(v_{t}^{(0)}, \ldots, v_{t}^{(N-1)}\right) \in \mathbb{R}^{N}, \\
& v_{t}^{(k)}=\cos \left[\frac{2 \pi k t}{N}\right], \quad k=0, \ldots, N-1 \tag{5.2}
\end{align*}
$$

A long but straightforward calculation (see [24, proof of Theorem 7.3]) yields the following.

Theorem 5.1. For every even number $N \in \mathbb{N}$, we have

$$
\begin{equation*}
\lambda_{0}^{(N)}=\lambda_{\frac{N}{2}}^{(N)}=0 . \tag{5.3}
\end{equation*}
$$

Using this property and the fact that in view of (5.2), the associated eigenvectors are given by $v_{0}=(1, \ldots, 1)$ and $v_{\frac{N}{2}}=(1,-1, \ldots, 1,-1)$, it is easy to show that if the double eigenvalues $\lambda_{t}^{(N)}, t=1, \ldots, \frac{N}{2}-1$, are positive, then the quadratic form associated with $A_{N}$ is positive definite on the $(N-2)$-dimensional subspace

$$
X_{N}=\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{R}^{N} \mid \alpha_{1}=\alpha_{N}=0\right\}
$$

(see Theorem 7.4 in [24]). Thus, if we can show that $\lambda_{t}^{(N)}>0$ for $t=1, \ldots, \frac{N}{2}-1$, it follows from Theorem 4.3 that $F_{r}^{\prime \prime}(0)>0$ for every $r \in \mathbb{R}^{N-1}$ satisfying (4.2), since this periodicity condition is equivalent to $\alpha_{N}=0$ (note that $\alpha_{1}=0$ is always the case). Another very technical approach (see Chapter 8 in [24]) shows that the condition $F_{r}^{\prime \prime}(0)>0$ for every $r$ satisfying (4.2) indeed implies that $\bar{u}_{N}$ is an $H^{1}$-local minimizer of $E$ on the set

$$
\left\{u \in \mathcal{S}_{\text {per }}^{0}(-1,1) \mid \#\left(S u^{\prime} \cap[-1,1)\right)=N\right\}
$$

so that $\bar{u}_{N}$ is an $H^{1}$-local minimizer of $I$ on $\mathcal{S}_{\text {per }}^{0}(-1,1)$, which together with Theorem 2.2 yields Theorem 1.1. The most important idea in the proof of this correlation is to rewrite the nonlocal energy $E$-viewed as a functional $E: \mathcal{S}(-1,1) \rightarrow \mathbb{R}$-as a function of the corners $t_{1}, \ldots, t_{N}$ of sawtooth functions and to apply Ljusternik's sufficient condition for local minima under equality constraints (see [25, Theorem 43.D]). In this case, the constraint is given by a periodicity condition similar to (4.2).
6. Asymptotic behavior of eigenvalues. In view of the remarks in the previous section, our aim is to show that the existence of near-periodic local minimizers of $I^{\varepsilon}$ for small $\varepsilon>0$ is reduced to the positivity of the eigenvalues $\lambda_{1}^{(N)}, \ldots, \lambda_{\frac{N}{2}-1}^{(N)}$ of $A_{N}$ for large $N$. A first step is to assume the existence of arbitrarily large even numbers $N$ for which at least one of these eigenvalues is nonpositive. We obtain the following "critical index" property.

Theorem 6.1. For every even number $N \in \mathbb{N}$, let $\lambda_{t}^{(N)}, t=0, \ldots, \frac{N}{2}$, be the eigenvalues of $A_{N}$ as given in (5.1). Assume there is a sequence of even numbers $\left(N_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{N}$ with $N_{n} \nearrow \infty$ for $n \rightarrow \infty$ and a sequence $\left(t_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{N}$ with $t_{n} \in$ $\left\{1, \ldots, \frac{N_{n}}{2}-1\right\}$ for every $n \in \mathbb{N}$ such that

$$
\limsup _{n \rightarrow \infty} \lambda_{t_{n}}^{\left(N_{n}\right)} \leq 0
$$

Then we find a subsequence of $\left(N_{n}\right)_{n \in \mathbb{N}}$ (not relabelled) such that

$$
\lim _{n \rightarrow \infty} \lambda_{t_{n}}^{\left(N_{n}\right)}=0, \quad \lim _{n \rightarrow \infty} \frac{t_{n}}{N_{n}}=\frac{1}{2}
$$

The proof needs some preparations. First, we will compare $A_{N}$ to a different circulant symmetric matrix $\bar{A}_{N}=\left(\bar{a}_{|i-j|}^{(N)}\right)_{i, j=1, \ldots, N} \in \mathbb{R}^{N \times N}$ with coefficients

$$
\begin{array}{ll}
\bar{a}_{0}^{(N)} & =b_{0}^{(N)}+c_{0}^{(N)}  \tag{6.1}\\
\bar{a}_{1}^{(N)}=\bar{a}_{N-1}^{(N)} & =b_{1}^{(N)}+c_{1}^{(N)}=\frac{1}{2} b_{0}^{(N)}+c_{1}^{(N)} \\
\bar{a}_{k}^{(N)} & =c_{k}^{(N)} \text { for } k=2, \ldots, N-2,
\end{array}
$$

where the coefficients $c_{i}^{(N)}$ and $b_{i}^{(N)}$ are defined as in Theorem 4.3. Thus, $\bar{A}_{N}$ is the matrix that results from $A_{N}$ by removing the $d_{i}^{(N)}$-terms. As remarked in the previous
chapter, the eigenvalues are given explicitly by

$$
\begin{equation*}
\bar{\lambda}_{t}^{(N)}=\bar{a}_{0}^{(N)}+(-1)^{t} \bar{a}_{\frac{N}{2}}^{(N)}+2 \sum_{k=1}^{\frac{N}{2}-1} \bar{a}_{k}^{(N)} \cos \left[\frac{2 \pi k t}{N}\right] \quad \text { for } \quad t=0, \ldots, \frac{N}{2} \tag{6.2}
\end{equation*}
$$

for $t=0, \ldots, \frac{N}{2}$ with corresponding eigenvectors $v_{t}=\left(v_{t}^{(0)}, \ldots, v_{t}^{(N-1)}\right) \in \mathbb{R}^{N}$, where

$$
\begin{equation*}
v_{t}^{(k)}=\cos \left[\frac{2 \pi k t}{N}\right], \quad k=0, \ldots, N-1 \tag{6.3}
\end{equation*}
$$

For large $N$, the eigenvalues of $\bar{A}_{N}$ are close to those of $A_{N}$.
Lemma 6.2. There exists a constant $C>0$, dependent only on $g$, such that for every even $N \in \mathbb{N}$, we have

$$
\begin{equation*}
\left|\lambda_{t}^{(N)}-\bar{\lambda}_{t}^{(N)}\right| \leq \frac{C}{N} \tag{6.4}
\end{equation*}
$$

for $t=0, \ldots, \frac{N}{2}$.
Proof. From (5.1), (6.2), (6.1), and the definition of $A_{N}$ in Theorem 4.3 we conclude that

$$
\begin{aligned}
\lambda_{t}^{(N)}-\bar{\lambda}_{t}^{(N)} & =d_{0}^{(N)}+2 d_{1}^{(N)} \cos \left[\frac{2 \pi t}{N}\right]=d_{0}^{(N)}\left[1-\cos \left[\frac{2 \pi t}{N}\right]\right] \\
& =N(-1)^{\frac{N}{2}+1} \int_{-1}^{1} g(y) \bar{u}_{N}(y) d y\left[1-\cos \left[\frac{2 \pi t}{N}\right]\right]
\end{aligned}
$$

Since $\int_{t_{i-1}}^{t_{i}} \bar{u}_{N}(y) d y=0$ for $i=1, \ldots, N$ and $\left|\bar{u}_{N}\right| \leq \frac{1}{N}$ by definition of $\bar{u}_{N}$, we obtain

$$
\begin{aligned}
\left|\lambda_{t}^{(N)}-\bar{\lambda}_{t}^{(N)}\right| & \leq 2 N\left|\int_{-1}^{1} g(y) \bar{u}_{N}(y) d y\right|=2 N\left|\sum_{i=1}^{N} \int_{t_{i-1}}^{t_{i}} g(y) \bar{u}_{N}(y) d y\right| \\
& =2 N\left|\sum_{i=1}^{N} \int_{t_{i-1}}^{t_{i}}\left(g(y)-g\left(t_{i-1}\right)\right) \bar{u}_{N}(y) d y\right| \leq 2 \sum_{i=1}^{N} \int_{t_{i-1}}^{t_{i}}\left|g(y)-g\left(t_{i-1}\right)\right| d y \\
& \leq C \sum_{i=1}^{N} \int_{t_{i-1}}^{t_{i}}\left|y-t_{i-1}\right| d y \leq C \sum_{i=1}^{N}\left(t_{i}-t_{i-1}\right)^{2} \leq \frac{C}{N}
\end{aligned}
$$

where we used the Lipschitz continuity of $g$ and $t_{i}-t_{i-1}=\frac{2}{N}$ (cf. (3.1)).
We also need the boundedness of the eigenvalues.
Lemma 6.3. There is a constant $C>0$, dependent only on $g$, such that for every even $N \in \mathbb{N}$, we have

$$
\begin{equation*}
\left|\lambda_{t}^{(N)}\right|,\left|\bar{\lambda}_{t}^{(N)}\right| \leq C \tag{6.5}
\end{equation*}
$$

for $t=0, \ldots, \frac{N}{2}$.
Proof. By Lemma 6.2, we only have to show the estimate for $\bar{\lambda}_{t}^{(N)}$. Let $\bar{\lambda}_{t}^{(N)}$, $t \in\left\{0, \ldots, \frac{N}{2}\right\}$, be an eigenvalue of $\bar{A}_{N}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{R}^{N}$ a corresponding normed eigenvector of $A_{N}$ (i.e., $\|\alpha\|=1$ ) and set $\alpha_{N+1}=\alpha_{1}$. Then, by definition of $\bar{A}_{N}\left(\right.$ cf. (6.1)) and the characterization of the matrix $C_{N}$ in Theorem 4.3,

$$
\bar{\lambda}_{t}^{(N)}=\bar{\lambda}_{t}^{(N)} \alpha^{t} \alpha=\alpha^{t} \bar{A}_{N} \alpha=b_{0}^{(N)} \sum_{i=1}^{N}\left(\alpha_{i}^{2}+\alpha_{i} \alpha_{i+1}\right)+\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i} \alpha_{j} c_{i j}^{(N)}
$$

From (4.6) and the boundedness of $g$, we deduce $\left|c_{i j}^{(N)}\right| \leq \frac{C}{N}$ for every $i, j=1, \ldots, N$, and we conclude, using the Cauchy-Schwarz inequality, $\alpha_{N+1}=\alpha_{1}$, and $\|\alpha\|=1$, that

$$
\begin{aligned}
\left|\bar{\lambda}_{t}^{(N)}\right| & \leq b_{0}^{(N)} \sum_{i=1}^{N}\left(\alpha_{i}^{2}+\left|\alpha_{i} \alpha_{i+1}\right|\right)+\sum_{i=1}^{N} \sum_{j=1}^{N}\left|\alpha_{i} \alpha_{j} c_{i j}^{(N)}\right| \leq 2 b_{0}^{(N)} \sum_{i=1}^{N} \alpha_{i}^{2}+\frac{C}{N}\left(\sum_{i=1}^{N}\left|\alpha_{i}\right|\right)^{2} \\
& \leq 2 b_{0}^{(N)}+\frac{C}{N}\left(\sum_{i=1}^{N}\left|\alpha_{i}\right|^{2}\right)\left(\sum_{i=1}^{N} 1^{2}\right) \leq 2 b_{0}^{(N)}+C \leq C
\end{aligned}
$$

and the proof of the lemma is complete.
Finally, we need the following property, which is easy to show (cf. [24, Lemma 9.3]).

Lemma 6.4. Let $\mathcal{B}: L^{2}(0,2) \times L^{2}(0,2) \rightarrow \mathbb{R}$, given by

$$
\begin{equation*}
\mathcal{B}(\psi, \varphi)=2 \int_{-1}^{1} g(y) d y \int_{0}^{2} \psi(x) \varphi(x) d x-2 \int_{0}^{2} \int_{0}^{2} g(x-y) \psi(x) \varphi(y) d y d x \tag{6.6}
\end{equation*}
$$

Then $\mathcal{B}$ is a continuous, symmetric bilinear form.
We can now show Theorem 6.1.
Sketch of the proof of Theorem 6.1. Let $\left(N_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{N}$ with $N_{n} \nearrow \infty$ for $n \rightarrow \infty$, $\left(t_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{N}$ as described. Due to Lemma 6.3, we may choose a subsequence (not relabelled) with $\lim _{n \rightarrow \infty} \lambda_{t_{n}}^{\left(N_{n}\right)}=\lambda \leq 0$. For the eigenvalues $\bar{\lambda}_{t}^{(N)}$ of $\bar{A}_{N}$ (cf. (6.2)), Lemma 6.2 then yields

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \bar{\lambda}_{t_{n}}^{\left(N_{n}\right)}=\lambda \leq 0 . \tag{6.7}
\end{equation*}
$$

For every $n \in \mathbb{N}$, the vector $v_{n}=\left(v_{n}^{(0)}, \ldots, v_{n}^{\left(N_{n}-1\right)}\right) \in \mathbb{R}^{N_{n}}$ with

$$
\begin{equation*}
v_{n}^{(k)}=\sqrt{\frac{2}{N_{n}}} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right] \quad \text { for } \quad k=0, \ldots, N_{n}-1 \tag{6.8}
\end{equation*}
$$

is an eigenvector of $\bar{A}_{N_{n}}$ corresponding to the eigenvalue $\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)}$ (cf. (6.3)). We define a sequence of step functions $\left(\varphi_{n}\right)_{n \in \mathbb{N}} \subset L^{2}(0,2)$ by

$$
\varphi_{n}=\sum_{k=0}^{N_{n}-1} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right] \chi_{\left(\frac{2}{N_{n}} k, \frac{2}{N_{n}}(k+1)\right)}=\sqrt{\frac{N_{n}}{2}} \sum_{k=0}^{N_{n}-1} v_{n}^{(k)} \chi_{\left(\frac{2}{N_{n}} k, \frac{2}{N_{n}}(k+1)\right)}
$$

Obviously, $\left|\varphi_{n}\right| \leq 1$, so that $\left\|\varphi_{n}\right\|_{L^{2}(0,2)} \leq \sqrt{2}$ for every $n \in \mathbb{N}$; hence we can choose a subsequence (not relabelled) weakly converging to a function $\varphi \in L^{2}(0,2)$, i.e.,

$$
\begin{equation*}
\varphi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \varphi \quad \text { in } \quad L^{2}(0,2) \tag{6.9}
\end{equation*}
$$

Furthermore, since $\frac{t_{n}}{N_{n}} \notin \mathbb{Z}$, we can apply Euler's formula to obtain

$$
\begin{equation*}
\int_{0}^{2} \varphi_{n}(x) d x=\sum_{k=0}^{N_{n}-1} \int_{\frac{2}{N_{n}} k}^{\frac{2}{N_{n}}(k+1)} \varphi_{n}(x) d x=\frac{2}{N_{n}} \sum_{k=0}^{N_{n}-1} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right]=0 \tag{6.10}
\end{equation*}
$$

for every $n \in \mathbb{N}$. Now, take an arbitrary $\psi \in C_{0}^{\infty}(0,2)$ and set

$$
\psi_{n}=\sum_{k=0}^{N_{n}-1} \psi\left(\frac{2}{N_{n}} k\right) \chi_{\left(\frac{2}{N_{n}} k, \frac{2}{N_{n}}(k+1)\right)}
$$

for every $n \in \mathbb{N}$. Then

$$
\begin{equation*}
\psi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \psi \text { in } L^{2}(0,2) \tag{6.11}
\end{equation*}
$$

For every $n \in \mathbb{N}$, we define $w_{n}=\left(w_{n}^{(0)}, \ldots, w_{n}^{\left(N_{n}-1\right)}\right) \in \mathbb{R}^{N_{n}}$ by

$$
w_{n}^{(k)}=\sqrt{\frac{2}{N_{n}}} \psi\left(\frac{2}{N_{n}} k\right)
$$

for $k=0, \ldots, N_{n}-1$, and together with (6.8) we get

$$
\begin{equation*}
w_{n}^{t} v_{n}=\int_{0}^{2} \psi_{n}(x) \varphi_{n}(x) d x \tag{6.12}
\end{equation*}
$$

and if $\varphi_{n}$ and $\psi_{n}$ also denote the periodic extensions of $\varphi_{n}, \psi_{n}$ on $\mathbb{R}$, a careful calculation that makes use of $v_{n}^{(0)}=\sqrt{\frac{2}{N_{n}}}$ and $w_{n}^{(0)}=0$ yields

$$
\begin{aligned}
& \sum_{i=1}^{N_{n}-1} w_{n}^{(i-1)} v_{n}^{(i)}+w_{n}^{\left(N_{n}-1\right)} v_{n}^{(0)}=\int_{0}^{2} \psi_{n}(x) \varphi_{n}\left(x+\frac{2}{N_{n}}\right) d x \\
& \sum_{i=1}^{N_{n}-1} w_{n}^{(i)} v_{n}^{(i-1)}+w_{n}^{(0)} v_{n}^{\left(N_{n}-1\right)}=\int_{0}^{2} \psi_{n}(x) \varphi_{n}\left(x-\frac{2}{N_{n}}\right) d x
\end{aligned}
$$

Recalling (6.1) and the definitions in Theorem 4.3, a further computation leads to

$$
\begin{aligned}
w_{n}^{t} \bar{A}_{N_{n}} v_{n}= & \int_{-1}^{1} g(y) d y \int_{0}^{2} \psi_{n}(x)\left[\varphi_{n}(x)+\frac{1}{2} \varphi_{n}\left(x+\frac{2}{N_{n}}\right)+\frac{1}{2} \varphi_{n}\left(x-\frac{2}{N_{n}}\right)\right] d x \\
& -2 \int_{0}^{2} \int_{0}^{2} g(x-y) \psi_{n}(x) \varphi_{n}(y) d y d x \\
= & \mathcal{B}_{n}\left(\psi_{n}, \varphi_{n}\right)
\end{aligned}
$$

Since $v_{n}$ is an eigenvector of $\bar{A}_{N_{n}}$ corresponding to the eigenvalue $\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)}$, we derive from (6.12)

$$
\begin{equation*}
\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)} \int_{0}^{2} \psi_{n}(x) \varphi_{n}(x) d x=\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)} w_{n}^{t} v_{n}=w_{n}^{t} \bar{A}_{N_{n}} v_{n}=\mathcal{B}_{n}\left(\psi_{n}, \varphi_{n}\right) \tag{6.13}
\end{equation*}
$$

By straightforward methods, we obtain, using (6.9), (6.11), and the boundedness of $g$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{B}_{n}\left(\psi_{n}, \varphi_{n}\right)=\mathcal{B}(\psi, \varphi) \tag{6.14}
\end{equation*}
$$

where $\mathcal{B}: L^{2}(0,2) \times L^{2}(0,2) \rightarrow \mathbb{R}$ is the symmetric, continuous bilinear form given by (6.6). Furthermore, we deduce from (6.9), (6.11), and $\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)} \rightarrow \lambda$ that

$$
\lim _{n \rightarrow \infty} \bar{\lambda}_{t_{n}}^{\left(N_{n}\right)} \int_{0}^{2} \psi_{n}(x) \varphi_{n}(x) d x=\lambda(\psi, \varphi)_{L^{2}(0,2)}
$$

which by (6.14) and (6.13) implies

$$
\begin{equation*}
\mathcal{B}(\psi, \varphi)=\lambda(\psi, \varphi)_{L^{2}(0,2)} \tag{6.15}
\end{equation*}
$$

Since $\psi \in C_{0}^{\infty}(0,2)$ was chosen arbitrarily, (6.15) holds for every $\psi \in C_{0}^{\infty}(0,2)$. Since $C_{0}^{\infty}(0,2)$ is dense in $L^{2}(0,2)$ and because of the $L^{2}(0,2)$-continuity of both sides, (6.15) holds for every $\psi \in L^{2}(0,2)$. Choosing $\psi=\varphi$ we obtain, using the 2-periodicity of $g$ on $\mathbb{R}$ and the symmetry of $g$,

$$
\begin{aligned}
\lambda\|\varphi\|_{L^{2}(0,2)}^{2}=\mathcal{B}(\varphi, \varphi) & =2 \int_{-1}^{1} g(y) d y \int_{0}^{2} \varphi(x)^{2} d x-2 \int_{0}^{2} \int_{0}^{2} g(x-y) \varphi(x) \varphi(y) d y d x \\
& =\int_{0}^{2} \int_{0}^{2} g(x-y)(\varphi(x)-\varphi(y))^{2} d y d x
\end{aligned}
$$

Equations (6.10) and (6.9) immediately imply $\int_{0}^{2} \varphi(x) d x=0$, so that due to (6.7) and the positivity of $g$ (i.e., $g \geq g_{0}>0$ on $\mathbb{R}$; see the conditions on $g$ in the introduction), we get

$$
0 \geq \lambda\|\varphi\|_{L^{2}(0,2)}^{2} \geq g_{0} \int_{0}^{2} \int_{0}^{2}(\varphi(x)-\varphi(y))^{2} d y d x=4 g_{0}\|\varphi\|_{L^{2}(0,2)}^{2}
$$

which, since $g_{0}>0$, can only hold if $\varphi=0$, and due to (6.9), this implies

$$
\begin{equation*}
\varphi_{n} \underset{n \rightarrow \infty}{ } 0 \quad \text { in } \quad L^{2}(0,2) \tag{6.16}
\end{equation*}
$$

Recalling (6.2) and the definitions in Theorem 4.3, we obtain

$$
\begin{aligned}
\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)} & =b_{0}^{\left(N_{n}\right)}+2 b_{1}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]+c_{0}^{\left(N_{n}\right)}+(-1)^{t_{n}} c_{\frac{N_{n}}{\left(N_{n}\right)}}+2 \sum_{k=1}^{\frac{N_{n}}{2}-1} c_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right] \\
& =b_{0}^{\left(N_{n}\right)}\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right)+\sum_{k=0}^{\frac{N_{n}}{2}-1} c_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right]+\sum_{k=1}^{\frac{N_{n}}{2}} c_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right]
\end{aligned}
$$

Setting

$$
\tilde{c}_{k}^{\left(N_{n}\right)}=-2 \int_{\frac{2}{N_{n}} k}^{\frac{2}{N_{n}}(k+1)} g(y) d y \quad \text { for } \quad k=0, \ldots, \frac{N_{n}}{2}
$$

one can show that $\left|\tilde{c}_{k}^{\left(N_{n}\right)}-c_{k}^{\left(N_{n}\right)}\right| \leq \frac{C}{N_{n}^{2}}$. Thus, if we define

$$
\mu_{t_{n}}^{\left(N_{n}\right)}=b_{0}^{\left(N_{n}\right)}\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right)+\sum_{k=0}^{\frac{N_{n}}{2}-1} \tilde{c}_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right]+\sum_{k=1}^{\frac{N_{n}}{2}} \tilde{c}_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right]
$$

we observe that $\left|\mu_{t_{n}}^{\left(N_{n}\right)}-\bar{\lambda}_{t_{n}}^{\left(N_{n}\right)}\right| \leq \frac{C}{N_{n}}$; hence by Lemma 6.2

$$
\lambda_{t_{n}}^{\left(N_{n}\right)} \geq \bar{\lambda}_{t_{n}}^{\left(N_{n}\right)}-\frac{C}{N_{n}} \geq \mu_{t_{n}}^{\left(N_{n}\right)}-\frac{C}{N_{n}}
$$

A simple calculation yields

$$
\begin{aligned}
\sum_{k=0}^{\frac{N_{n}}{2}-1} \tilde{c}_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right] & =-2 \int_{0}^{1} g(y) \varphi_{n}(y) d y \\
\sum_{k=1}^{\frac{N_{n}}{2}} \tilde{c}_{k}^{\left(N_{n}\right)} \cos \left[\frac{2 \pi k t_{n}}{N_{n}}\right] & =-2 \int_{\frac{2}{N_{n}}}^{1+\frac{2}{N_{n}}} g(y) \varphi_{n}(y) d y=-2 \int_{0}^{1} g(y) \varphi_{n}(y) d y+O\left(\frac{1}{N_{n}}\right)
\end{aligned}
$$

so that

$$
\lambda_{t_{n}}^{\left(N_{n}\right)} \geq \mu_{t_{n}}^{\left(N_{n}\right)}-\frac{C}{N_{n}}=\int_{0}^{2} g(y) d y\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right)-4 \int_{0}^{1} g(y) \varphi_{n}(y) d y-\frac{C}{N_{n}}
$$

and due to (6.16), taking the limit for $n \rightarrow \infty$ yields

$$
\begin{aligned}
0 \geq \lambda & \geq \int_{0}^{2} g(y) d y \cdot \limsup _{n \rightarrow \infty}\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right) \\
& \geq \int_{0}^{2} g(y) d y \cdot \liminf _{n \rightarrow \infty}\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right) \geq 0
\end{aligned}
$$

which implies $\lambda=0$. Furthermore, since $\int_{-1}^{1} g(y) d y>0$, we deduce that

$$
\lim _{n \rightarrow \infty}\left(1+\cos \left[\frac{2 \pi t_{n}}{N_{n}}\right]\right)=0
$$

which due to $\frac{2 \pi t_{n}}{N_{n}} \in[0, \pi]$ implies that $\lim _{n \rightarrow \infty} \frac{t_{n}}{N_{n}}=\frac{1}{2}$, and thus the proof is complete.

From Theorem 6.1 we easily conclude the following property.
Corollary 6.5. For every even number $N \in \mathbb{N}$, let $\lambda_{t}^{(N)}, t=0, \ldots, \frac{N}{2}$, be the eigenvalues of $A_{N}$ as given in (5.1). Then for every $\delta>0$, we find $\nu_{0}>0$ and $N_{0} \in \mathbb{N}$ such that for every even number $N \geq N_{0}$, the following holds true:

$$
\begin{equation*}
\lambda_{t}^{(N)} \geq \nu_{0} \quad \text { for every } \quad t \in\left\{1, \ldots, \frac{N}{2}-1\right\} \quad \text { satisfying } \quad \frac{t}{N} \leq \frac{1}{2}-\delta \tag{6.17}
\end{equation*}
$$

7. Estimation of the eigenvalues. In order to show the positivity of the eigenvalues $\lambda_{t}^{(N)}$ for $t=1, \ldots, \frac{N}{2}-1$ and $N$ large, due to Corollary 6.5 we only have to consider the indices $t$ with $\frac{t}{N} \geq \frac{1}{2}-\delta$, where $\delta$ is sufficiently small. We can do so by introducing the parameter

$$
\begin{equation*}
\delta=\delta_{t, N}=1-\frac{2 t}{N} \tag{7.1}
\end{equation*}
$$

and then estimating $\lambda_{t}^{(N)}$ in terms of $\frac{1}{N}$ and $\delta$. Recall the eigenvalues of $A_{N}$ given by (5.1) with coefficients as given in Theorem 4.3. While in the proof of the "index property" (Theorem 6.1) we could omit the $d_{i}^{(N)}$-terms (which was done by replacing $A_{N}$ with $\bar{A}_{N}$ ), since they disappear in the limit $N \rightarrow \infty$ when $\frac{t}{N}$ is not close to $\frac{1}{2}$, they play an essential role in the case considered in this section. Unfortunately, since the calculations are extremely long and very technical, we can only mention the results here and have to refer the reader to [24] for details. First, a calculation yields

$$
\begin{align*}
& \lambda_{t}^{(N)}=\int_{-1}^{1} g(y) d y\left(1+\cos \left[\frac{2 \pi t}{N}\right]\right)+\left(c_{0}^{(N)}+(-1)^{t} c_{\frac{N}{2}}^{(N)}+2 \sum_{k=1}^{\frac{N}{2}-1} c_{k}^{(N)} \cos \left[\frac{2 \pi k t}{N}\right]\right) \\
& (7.2) \quad+2 N \sum_{k=0}^{\frac{N}{2}-1}(-1)^{k} \int_{0}^{\frac{1}{N}} x\left[g\left(\frac{2 k+1}{N}-x\right)-g\left(\frac{2 k+1}{N}+x\right)\right] d x\left(1-\cos \left[\frac{2 \pi t}{N}\right]\right) \tag{7.2}
\end{align*}
$$

The middle part can be written in the form

$$
c_{0}^{(N)}+(-1)^{t} c_{\frac{N}{2}}^{(N)}+2 \sum_{k=1}^{\frac{N}{2}-1} c_{k}^{(N)} \cos \left[\frac{2 \pi k t}{N}\right]=T_{t, N}^{(1)}+T_{t, N}^{(2)}
$$

where

$$
\begin{align*}
T_{t, N}^{(1)} & =\sum_{k=0}^{\frac{N}{2}-1} c_{k}^{(N)}\left(\cos \left[\frac{2 \pi k t}{N}\right]+\cos \left[\frac{2 \pi(k+1) t}{N}\right]\right)  \tag{7.3}\\
T_{t, N}^{(2)} & =\sum_{k=0}^{\frac{N}{2}-1}\left(c_{k+1}^{(N)}-c_{k}^{(N)}\right) \cos \left[\frac{2 \pi(k+1) t}{N}\right] \tag{7.4}
\end{align*}
$$

Then (cf. [24, Lemma 10.2 and remarks at the end of Chapter 10]) we have the following.

Lemma 7.1. Let $N \in \mathbb{N}$ be an even number, $t \in\left\{1, \ldots, \frac{N}{2}-1\right\}, \delta$ as given by (7.1). Then

$$
\left|T_{t, N}^{(1)}\right| \leq C\left(\delta^{3}+\frac{\delta^{2}}{N}+\frac{\delta}{N^{2}}\right)
$$

Idea of the proof. The first step is to observe that

$$
\begin{aligned}
\cos \left[\frac{2 \pi k t}{N}\right]+\cos \left[\frac{2 \pi(k+1) t}{N}\right] & =(-1)^{k+1}(\cos ((k+1) \pi \delta)-\cos (k \pi \delta)) \\
& =(-1)^{k} \pi \delta \sin (k \pi \delta)+\frac{1}{2}(-1)^{k} \pi^{2} \delta^{2} \cos \left(\xi_{k, N}\right)
\end{aligned}
$$

and to show that

$$
\begin{aligned}
T_{t, N}^{(1)} & \approx \pi \delta \sum_{k=0}^{\frac{N}{2}-1}(-1)^{k} c_{k}^{(N)} \sin (k \pi \delta)=\pi \delta \sum_{\substack{k=0 \\
k \text { even }}}^{\frac{N}{2}-1}\left(c_{k}^{(N)} \sin (k \pi \delta)-c_{k+1}^{(N)} \sin ((k+1) \pi \delta)\right) \\
& =\pi \delta \sum_{\substack{k=0 \\
k \text { even }}}^{\frac{N}{2}-1}\left(c_{k}^{(N)}-c_{k+1}^{(N)}\right) \sin (k \pi \delta)+\pi \delta \sum_{\substack{k=0 \\
k \text { even }}}^{\frac{N}{2}-1} c_{k+1}^{(N)}(\sin (k \pi \delta)-\sin ((k+1) \pi \delta))
\end{aligned}
$$

As for the left-hand term, we have

$$
\begin{align*}
c_{k}^{(N)}-c_{k+1}^{(N)} & =N \int_{0}^{\frac{2}{N}} \int_{\frac{2}{N} k}^{\frac{2}{N}(k+1)}\left[g\left(x-y+\frac{2}{N}\right)-g(x-y)\right] d x d y \\
& \approx 2 \int_{0}^{\frac{2}{N}} \int_{\frac{2}{N} k}^{\frac{2}{N}(k+1)} g^{\prime}(x-y) d x d y  \tag{7.5}\\
& =2 \int_{0}^{\frac{2}{N}}\left[g\left(\frac{2}{N}(k+1)-y\right)-g\left(\frac{2}{N} k-y\right)\right] d y \\
& \approx \frac{4}{N} \int_{0}^{\frac{2}{N}} g^{\prime}\left(\frac{2}{N} k-y\right) d y
\end{align*}
$$

from which one can conclude that

$$
\begin{aligned}
& \pi \delta \sum_{\substack{k=2 \\
k \text { even }}}^{\frac{N}{2}-2}\left(c_{k}^{(N)}-c_{k+1}^{(N)}\right) \sin (k \pi \delta) \approx 4 \pi \frac{\delta}{N} \sum_{\substack{k=2 \\
k \text { even }}}^{\frac{N}{2}-2} \sin (k \pi \delta) \int_{\frac{2}{N}(k-1)}^{\frac{2}{N} k} g^{\prime}(y) d y \\
\approx & 4 \pi \frac{\delta}{N} \sum_{\substack{k=2 \\
k \text { even }}}^{\frac{N}{2}-2} \int_{\frac{2}{N}(k-1)}^{\frac{2}{N} k} g^{\prime}(y) \sin \left(\frac{N}{2} \pi \delta y\right) d y \approx 2 \pi \frac{\delta}{N} \int_{0}^{1} g^{\prime}(y) \sin \left(\frac{N}{2} \pi \delta y\right) d y .
\end{aligned}
$$

With similar techniques, the right-hand term in (7.5) can be approximated by a Fourier integral for $g$ as

$$
\pi \delta \sum_{\substack{k=0 \\ k \text { even }}}^{\frac{N}{2}-1} c_{k+1}^{(N)}(\sin (k \pi \delta)-\sin ((k+1) \pi \delta)) \approx \pi^{2} \delta^{2} \int_{0}^{1} g(x) \cos \left(\frac{N}{2} \pi \delta x\right) d x
$$

and by partial integration both integrals sum up to zero.
Although the estimation of $T_{t, N}^{(2)}$ is done similarly, one has to be even more careful. So far, one could "delete" terms where a Taylor representation is not possible due to nondifferentiability of $g$ in 0 . In the above sketch, this was done by leaving out the index $k=0$ in the sum over even indices. This is not possible here, and one obtains border terms.

Lemma 7.2. Let $N \in \mathbb{N}$ be even, $\delta$ as given by (7.1). Then

$$
T_{t, N}^{(2)}=\frac{4}{3 N^{2}} g^{\prime}(0)+O\left(\frac{\delta^{2}}{N}\right)+O\left(\frac{\delta}{N^{2}}\right)+O\left(\frac{1}{N^{3}}\right)
$$

As for the rear part of (7.2), one can show the following.
Lemma 7.3. Let $N \in \mathbb{N}$ be a multiple of 4 (i.e., $\frac{N}{2}$ is even), $t \in\left\{1, \ldots, \frac{N}{2}-1\right\}$, $\delta$ as given by (7.1). Then

$$
\begin{aligned}
2 N \sum_{k=0}^{\frac{N}{2}-1}(-1)^{k} \int_{0}^{\frac{1}{N}} x\left[g\left(\frac{2 k+1}{N}-x\right)\right. & \left.-g\left(\frac{2 k+1}{N}+x\right)\right] d x\left(1-\cos \left(\frac{2 \pi t}{N}\right)\right) \\
& =-\frac{4}{3 N^{2}} g^{\prime}(0)+O\left(\frac{\delta}{N^{2}}\right)+O\left(\frac{1}{N^{3}}\right)
\end{aligned}
$$

Thus, (7.2) yields

$$
\lambda_{t}^{(N)}=\int_{-1}^{1} g(y) d y\left(1+\cos \left[\frac{2 \pi t}{N}\right]\right)+O\left(\delta^{3}\right)+O\left(\frac{\delta^{2}}{N}\right)+O\left(\frac{\delta}{N^{2}}\right)+O\left(\frac{1}{N^{3}}\right)
$$

and using $\delta \geq \frac{2}{N}$ (cf. (7.1)), one obtains

$$
\int_{-1}^{1} g(y) d y\left(1+\cos \left[\frac{2 \pi t}{N}\right]\right) \geq C \delta^{2} \geq C\left(\delta^{2}+\frac{1}{N^{2}}\right)
$$

so that the first term is the dominant one, which implies $\lambda_{t}^{(N)}>0$ for $t=1, \ldots, \frac{N}{2}-1$ if $N$ is large and $\delta$ is small, the latter being equivalent to $\frac{t}{N} \geq \frac{1}{2}-\delta$. Thus, if $\delta$ is small enough, application of Corollary 6.5 yields positivity of all eigenvalues $\lambda_{t}^{(N)}$, $t=1, \ldots, \frac{N}{2}-1$, if $N$ is large.

Acknowledgments. I would like to thank Prof. Dr. Hansjörg Kielhöfer for constant support and good advice during the years I had been working on my thesis. My gratitude goes to Prof. Dr. Stefan Müller for inviting me to the Max-PlanckInstitute for Mathematics in the Sciences twice, for pointing me to this subject, and for several stimulating discussions. I want to thank Prof. Dr. Timothy Healey for inviting me to the Department of Theoretical Applied Mechanics at Cornell University, where I was able to present first results and to exchange ideas. I am also indebted to Prof. Dr. Stanislaus Maier-Paape for inviting me to the RWTH Aachen and for inspiring discussions.

## REFERENCES

[1] G. Alberti, Variational models for phase transitions, an approach via $\Gamma$-convergence, in $L$. Ambrosio and N. Dancer: Calculus of Variations and Partial Differential Equations. Topics on Geometrical Evolution Problems and Degree Theory, G. Buttazzo et al., eds., SpringerVerlag, Berlin, 2000, pp. 95-114.
[2] G. Alberti and G. Bellettini, A nonlocal anisotropic model for phase transitions: Asymptotic behavior of rescaled energies, European J. Appl. Math., 9 (1998), pp. 261-284.
[3] G. Alberti and G. Bellettini, A nonlocal anisotropic model for phase transitions, Math. Ann., 310 (1998), pp. 527-560.
[4] G. Alberti and S. MÜller, A new approach to variational problems with multiple scales, Comm. Pure Appl. Math., 54 (2001), pp. 761-825.
[5] J. M. Ball and R. D. James, Fine phase mixtures as minimizers of energy, Arch. Rational Mech. Anal., 100 (1987), pp. 13-52.
[6] J. M. Ball and R. D. James, Proposed experimental tests of a theory of fine microstructure and the two-well problem, Philos. Trans. Roy. Soc. London, Seri. A, 338 (1992), pp. 389450.
[7] B. Dacorogna, Direct Methods in the Calculus of Variations, Applied Math. Sci., 78, SpringerVerlag, Berlin, 1989.
[8] D. Dal Maso, An Introduction to $\Gamma$-Convergence, Prog. in Nonlinear Differential Equations Appl. 8, Birkhäuser, Basel, 1993.
[9] P. Davis, Circulant Matrices, Pure and applied Mathematics, John Wiley and Sons, New York, 1979.
[10] E. De Giorgi, Convergence problems for functionals and operators, in Proceedings of the International Meeting on Recent Methods in Nonlinear Analysis, Pitagora, Bologna, 1979, pp. 131-188.
[11] R. M. Gray, Toeplitz and Circulant Matrices: A Review, http://ee.stanford.edu/~gray/ toeplitz.pdf.
[12] R. V. Kohn and S. MüLler, Branching of twins near an austenite/twinned-martensite interface, Philosophical Magazine A, 66 (1992), pp. 697-715.
[13] R .V. Kohn and S. Müller, Surface energy and microstructure in coherent phase transitions, Comm. Pure Appl. Math., 47 (1994), pp. 405-435.
[14] R. V. Kohn and P. Sternberg, Local minimisers and singular perturbations, Proc. Roy. Soc. Edinburgh Sect. A, 111 (1989), pp. 69-84.
[15] L. Modica, The gradient theory of phase transitions and the minimal interface criterion, Arch. Rational Mech. Anal., 98 (1987), pp. 123-142.
[16] L. Modica and S. Mortola, Il limite nella $\Gamma$-convergenza di una famiglia di funzionali ellittici., Boll. Un. Mat. Ital. A, 14 (1977), pp. 526-529.
[17] L. Modica and S. Mortola, Un esempio di $\Gamma^{-}$-convergenza, Boll. Un. Mat. Ital. B, 14 (1977), pp. 285-299.
[18] S. MÜLLER, Singular perturbations as a selection criterion for periodic minimizing sequences, Calc. Var. Partial Differential Equations, 1 (1993), pp. 169-204.
[19] Y. Nishiura and I. Ohnishi, Some mathematical aspects of micro-phase separation in diblock copolymers, Phys. D, 84 (1995), pp. 31-39.
[20] T. Ohta and K. Kawasaki, Equilibrium morphology of block copolymer melts, Macromolecules, 19 (1986), pp. 2621-2632.
[21] X. Ren and J. Wei, On the multiplicity of solutions of two nonlocal variational problems, SIAM J. Math. Anal., 31 (2000), pp. 909-924.
[22] X. Ren and J. Wei, Concentrically layered energy equilibria of the di-block copolymer problem, European J. Appl. Math., 13 (2002), pp. 479-496.
[23] X. Ren and J. Wei, On energy minimizers of the di-block copolymer problem, Interfaces Free Bound., 5 (2003), pp. 193-238.
[24] N. Tzoukmanis, Local Minimizers of Singularly Perturbed Functionals with Nonlocal Term, Augsburger Schriften zur Mathematik, Physik und Informatik Vol. 7, Logos Verlag, Berlin, 2004.
[25] E. Zeidler, Nonlinear Functional Analysis and its Applications. III: Variational Methods and Optimization, Springer-Verlag, New York, 1985.

# A BLOW-UP CRITERION FOR THE NONHOMOGENEOUS INCOMPRESSIBLE NAVIER-STOKES EQUATIONS* 

HYUNSEOK KIM ${ }^{\dagger}$


#### Abstract

Let $(\rho, u)$ be a strong or smooth solution of the nonhomogeneous incompressible Navier-Stokes equations in $\left(0, T^{*}\right) \times \Omega$, where $T^{*}$ is a finite positive time and $\Omega$ is a bounded domain in $\mathbf{R}^{3}$ with smooth boundary or the whole space $\mathbf{R}^{3}$. We show that if $(\rho, u)$ blows up at $T^{*}$, then $\int_{0}^{T^{*}}|u(t)|_{L_{w}^{r}(\Omega)}^{s} d t=\infty$ for any $(r, s)$ with $\frac{2}{s}+\frac{3}{r}=1$ and $3<r \leq \infty$. As immediate applications, we obtain a regularity theorem and a global existence theorem for strong solutions.
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1. Introduction. The motion of a nonhomogeneous incompressible viscous fluid in a domain $\Omega$ of $\mathbf{R}^{3}$ is governed by the Navier-Stokes equations

$$
\begin{align*}
& (\rho u)_{t}+\operatorname{div}(\rho u \otimes u)-\Delta u+\nabla p=\rho f  \tag{1.1}\\
& \quad \rho_{t}+\operatorname{div}(\rho u)=0 \quad \text { in } \quad(0, \infty) \times \Omega  \tag{1.2}\\
& \quad \operatorname{div} u=0 \tag{1.3}
\end{align*}
$$

and the initial and boundary conditions

$$
\begin{gather*}
\left.(\rho, \rho u)\right|_{t=0}=\left(\rho_{0}, \rho_{0} u_{0}\right) \quad \text { in } \quad \Omega, \quad u=0 \quad \text { on } \quad(0, T) \times \partial \Omega \\
\rho(t, x) \rightarrow 0, \quad u(t, x) \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty, \quad(t, x) \in(0, T) \times \Omega \tag{1.4}
\end{gather*}
$$

Here we denote by $\rho, u$, and $p$ the unknown density, velocity, and pressure fields of the fluid, respectively. $f$ is a given external force driving the motion. $\Omega$ is either a bounded domain in $\mathbf{R}^{3}$ with smooth boundary or the whole space $\mathbf{R}^{3}$. Throughout this paper, we adopt the following simplified notation for standard homogeneous and inhomogeneous Sobolev spaces:

$$
\begin{aligned}
& L^{r}=L^{r}(\Omega), \quad D^{k, r}=\left\{v \in L_{l o c}^{1}(\Omega):|v|_{D^{k, r}}<\infty\right\} \\
& H^{k, r}=L^{r} \cap D^{k, r}, \quad D^{k}=D^{k, 2}, \quad H^{k}=H^{k, 2} \\
& D_{0}^{1}=\left\{v \in L^{6}:|v|_{D_{0}^{1}}<\infty \text { and } v=0 \text { on } \partial \Omega\right\} \\
& H_{0}^{1}=L^{2} \cap D_{0,}^{1}, \quad D_{0, \sigma}^{1}=\left\{v \in D_{0}^{1}: \operatorname{div} v=0 \text { in } \Omega\right\} \\
& |v|_{D^{k, r}}=\left|\nabla^{k} v\right|_{L^{r}} \quad \text { and } \quad|v|_{D_{0}^{1}}=|v|_{D_{0, \sigma}^{1}}=|\nabla v|_{L^{2}}
\end{aligned}
$$

Note that the space $D_{0}^{1}$ is the completion of $C_{c}^{\infty}(\Omega)$ in $D^{1}$, and thus there holds the following Sobolev inequality:

$$
\begin{equation*}
|v|_{L^{6}} \leq \frac{2}{\sqrt{3}}|v|_{D_{0}^{1}} \quad \text { for all } v \in D_{0}^{1} \tag{1.5}
\end{equation*}
$$

[^74]For a proof of (1.5), see sections II. 5 and II. 6 in the book by Galdi [11].
The global existence of weak solutions has been established by Antontsev and Kazhikov [1], Fernandez-Cara and Guillen [10], Kazhikov [13], Lions [21], and Simon $[26,27]$. From these results (see [21] in particular), it follows that for any data ( $\rho_{0}, u_{0}, f$ ) with the regularity

$$
0 \leq \rho_{0} \in L^{\frac{3}{2}} \cap L^{\infty}, \quad u_{0} \in L^{6}, \quad \text { and } \quad f \in L^{2}\left(0, \infty ; L^{2}\right)
$$

there exists at least one weak solution $(\rho, u)$ to the initial boundary value problem (1.1)-(1.4) satisfying the regularity

$$
\begin{equation*}
\rho \in L^{\infty}\left(0, \infty ; L^{\frac{3}{2}} \cap L^{\infty}\right), \quad \sqrt{\rho} u \in L^{\infty}\left(0, \infty ; L^{2}\right), \quad \text { and } \quad u \in L^{2}\left(0, \infty ; D_{0, \sigma}^{1}\right) \tag{1.6}
\end{equation*}
$$

as well as the natural energy inequality. Then an associated pressure $p$ is determined as a distribution in $(0, \infty) \times \Omega$.

But the global existence of strong or smooth solutions is still an open problem and only local existence results have been obtained for sufficiently regular data satisfying some compatibility conditions. For details, we refer to the papers by Choe and the author [6], Kim [15], Ladyzhenskaya and Solonnikov [19], Okamoto [22], Padula [23], and Salvi [24]. In particular, it is shown in [6] (see also [7]) that if the data $\rho_{0}, u_{0}$, and $f$ satisfy

$$
\begin{gather*}
0 \leq \rho_{0} \in L^{\frac{3}{2}} \cap H^{2}, \quad u_{0} \in D_{0, \sigma}^{1} \cap D^{2}, \quad-\Delta u_{0}+\nabla p_{0}=\rho_{0}^{\frac{1}{2}} g \\
f \in L^{2}\left(0, \infty ; H^{1}\right), \quad \text { and } \quad f_{t} \in L^{2}\left(0, \infty ; L^{2}\right) \tag{1.7}
\end{gather*}
$$

for some $\left(p_{0}, g\right) \in D^{1} \times L^{2}$, then there exist a positive time $T$ and a unique strong solution $(\rho, u)$ to the problem (1.1)-(1.4) such that

$$
\begin{align*}
& \rho \in C\left([0, T] ; L^{\frac{3}{2}} \cap H^{2}\right), \quad u \in C\left([0, T] ; D_{0, \sigma}^{1} \cap D^{2}\right) \cap L^{2}\left(0, T ; D^{3}\right), \\
& \quad u_{t} \in L^{2}\left(0, T ; D_{0, \sigma}^{1}\right), \quad \text { and } \quad \sqrt{\rho} u_{t} \in L^{\infty}\left(0, T ; L^{2}\right) . \tag{1.8}
\end{align*}
$$

Moreover, the existence of a pressure $p$ in $C\left([0, T] ; D^{1}\right) \cap L^{2}\left(0, T ; D^{2}\right)$ can be deduced from (1.1)-(1.3). See [5] for a detailed argument.

Let $(\rho, u)$ be a global weak solution to the problem (1.1)-(1.4) with the data $\left(\rho_{0}, u_{0}, f\right)$ satisfying condition (1.7). Then from the above local existence result and weak-strong uniqueness results in [6] and [21], we conclude that the solution ( $\rho, u$ ) satisfies the regularity (1.8) for some positive time $T$. One fundamental problem in mathematical fluid mechanics is to determine whether or not $(\rho, u)$ satisfies (1.8) for all time $T$. As an equivalent formulation, we may ask the following.

Fundamental question 1.1. Does the solution $(\rho, u)$ blow up at some finite time $T^{*}$ ? Such a time $T^{*}$, if it exists, is called the finite blow-up time of the solution $(\rho, u)$ in the class $H^{2}$.

In spite of great efforts since the pioneering works by Leray [20] in 1930s, there have been no definite answers to the fundamental question even for the case of the homogenous Navier-Stokes equations with only some blow-up criteria available. The first criterion is due to Leray [20] who proved, among other things, that if $T^{*}$ is the finite blow-up time of a strong solution $u$ to the Cauchy problem for the homogeneous Navier-Stokes equations, then for each $r$ with $3<r \leq \infty$, there exists a constant $C=C(r)>0$ such that

$$
\begin{equation*}
|u(t)|_{L^{r}} \geq C\left(T^{*}-t\right)^{-\frac{1}{2}\left(1-\frac{3}{r}\right)} \quad \text { for all near } t<T^{*} \tag{1.9}
\end{equation*}
$$

This estimate near the blow-up time was extended by Giga [12] to the case of bounded domains. An immediate consequence of (1.9) is the following well-known blow-up criterion in terms of the so-called Serrin class (see [9, 25, 29]):

$$
\begin{equation*}
\int_{0}^{T^{*}}|u(t)|_{L^{r}}^{s} d t=\infty \quad \text { for any }(r, s) \text { with } \frac{2}{s}+\frac{3}{r}=1, \quad 3<r \leq \infty \tag{1.10}
\end{equation*}
$$

By virtue of Sobolev inequality (1.5), we deduce from (1.10) that

$$
\begin{equation*}
\int_{0}^{T^{*}}|\nabla u(t)|_{L^{2}}^{4} d t=\infty \tag{1.11}
\end{equation*}
$$

Further generalizations of (1.10) and (1.11) have been obtained by Beirao da Veiga [2], Berselli [3], Chae and Choe [4], and Kozono and Taniuchi [17].

The major purpose of this paper is to prove the blow-up criterion (1.10) for strong solutions of the nonhomogeneous Navier-Stokes equations (1.1)-(1.3). In fact, we establish a more general result. To state our main result precisely, we first introduce the notion of the blow-up time of solutions in the class $H^{2 m}$ with $m \geq 1$. Let $(\rho, u)$ be a strong solution to the initial boundary value problem (1.1)-(1.4) with the regularity

$$
\begin{align*}
& \rho \in C\left([0, T] ; L^{\frac{3}{2}} \cap H^{2 m}\right), \quad u \in C\left([0, T] ; D_{0, \sigma}^{1} \cap D^{2 m}\right) \cap L^{2}\left(0, T ; D^{2 m+1}\right), \\
& \partial_{t}^{j} u \in C\left([0, T] ; D_{0, \sigma}^{1} \cap D^{2 m-2 j}\right) \cap L^{2}\left(0, T ; D^{2 m-2 j+1}\right) \quad \text { for } \quad 1 \leq j<m,  \tag{1.12}\\
& \quad \partial_{t}^{m} u \in L^{2}\left(0, T ; D_{0, \sigma}^{1}\right), \quad \text { and } \quad \sqrt{\rho} \partial_{t}^{m} u \in L^{\infty}\left(0, T ; L^{2}\right)
\end{align*}
$$

for any $T<T^{*}$, where $T^{*}$ is a finite positive time. Then we can define

$$
\begin{align*}
\Phi_{m}(T)= & 1+\sup _{0 \leq t \leq T}\left(|\nabla \rho(t)|_{H^{2 m-1}}+|u(t)|_{D_{0}^{1} \cap D^{2 m}}\right)+\int_{0}^{T}|u(t)|_{D^{2 m+1}}^{2} d t \\
& +\sup _{1 \leq j<m}\left(\sup _{0 \leq t \leq T}\left|\partial_{t}^{j} u(t)\right|_{D_{0}^{1} \cap D^{2 m-2 j}}+\int_{0}^{T}\left|\partial_{t}^{j} u(t)\right|_{D^{2 m-2 j+1}}^{2} d t\right)  \tag{1.13}\\
& +\operatorname{ess} \sup _{0 \leq t \leq T}\left|\sqrt{\rho} \partial_{t}^{m} u(t)\right|_{L^{2}}+\int_{0}^{T}\left|\partial_{t}^{m} u(t)\right|_{D_{0}^{1}}^{2} d t
\end{align*}
$$

for any $T<T^{*}$. Hereafter we use the obvious notation

$$
|\cdot|_{X \cap Y}=|\cdot|_{X}+|\cdot|_{Y} \quad \text { for (semi-) normed spaces } X, Y .
$$

Definition 1.2. A finite positive number $T^{*}$ is called the finite blow-up time of the solution $(\rho, u)$ in the class $H^{2 m}$, provided that

$$
\Phi_{m}(T)<\infty \quad \text { for } \quad 0<T<T^{*} \quad \text { and } \quad \lim _{T \rightarrow T^{*}} \Phi_{m}(T)=\infty
$$

We are now ready to state the main result of this paper.
Theorem 1.3. For a given integer $m \geq 1$, we assume that

$$
\partial_{t}^{m} f \in L^{2}\left(0, \infty ; L^{2}\right) \quad \text { and } \quad \partial_{t}^{j} f \in L^{2}\left(0, \infty ; H^{2 m-2 j-1}\right) \quad \text { for } \quad 0 \leq j<m
$$

Let $(\rho, u)$ be a strong solution of the nonhomogeneous Navier-Stokes equations (1.1)(1.3) satisfying the regularity (1.12) for any $T<T^{*}$. If $T^{*}$ is the finite blow-up time of $(\rho, u)$ in the class $H^{2 m}$, then we have

$$
\begin{equation*}
\int_{0}^{T^{*}}|u(t)|_{L_{w}^{r}}^{s} d t=\infty \quad \text { for any }(r, s) \text { with } \frac{2}{s}+\frac{3}{r}=1, \quad 3<r \leq \infty \tag{1.14}
\end{equation*}
$$

Here $L_{w}^{r}$ denotes the weak $L^{r}$-space, that is, the space consisting of all vector fields $v \in L_{l o c}^{1}(\Omega)$ such that $|v|_{L_{w}^{r}}=\sup _{\alpha>0} \alpha|\{x \in \Omega:|v(x)|>\alpha\}|^{\frac{1}{r}}<\infty$ for $3<r<\infty$ and $|v|_{L_{w}^{\infty}}=|v|_{L^{\infty}}<\infty$. In the case when $3<r<\infty, L^{r}$ is a proper subspace of $L_{w}^{r}\left(|x|^{-3 / r} \in L_{w}^{r}\left(\mathbf{R}^{3}\right)\right.$ for instance) and so Theorem 1.3 is in fact a generalization of the blow-up criterion (1.10) due to Leray and Giga even for the homogeneous Navier-Stokes equations.

Theorem 1.3 is proved in the next two sections. In section 2, we provide a proof of the theorem for the very special case $m=1$. Our method of the proof is quite well known in the case of the homogeneous Navier-Stokes equations and was also applied in an earlier paper [6] by Choe and the author to the nonhomogeneous case: combining classical regularity results on the Stokes equations with Hölder and Sobolev inequalities, we show that $\Phi_{1}(T)$ is bounded in a double exponential way by $\int_{0}^{T}|u(t)|_{L_{w}^{r}}^{s} d t$ for any $T$ less than the blow-up time $T^{*}$. But the use of weak Lebesgue spaces in space variables makes it more difficult to estimate the nonlinear convection term. To overcome this technical difficulty, we utilize some basic theory of the Lorenz spaces developed in [18] and [30]. See the derivations of (2.6) and (2.7) for details. Concerning the proof for the general case $m \geq 2$, the basic idea is also to show that $\Phi_{m}(T)$ is bounded in some specific way by $\int_{0}^{T}|u(t)|_{L_{w}^{r}}^{s} d t$ for any $T<T^{*}$. Such an approach is more or less standard in the case of the homogeneous Navier-Stokes equations, but its extension to the nonhomogeneous case is not straightforward and indeed much complicated due to the evolution of the density. A detailed argument is provided in section 3.

Some corollaries of Theorem 1.3 can be deduced from a local existence result on strong solutions in the class $H^{2 m}$. For instance, as an immediate consequence of Theorem 1.3, the local existence result in the class $H^{2}$, and the weak-strong uniqueness result, we obtain the following regularity result whose obvious proof may be omitted.

Corollary 1.4. Let $(\rho, u)$ be a global weak solution to the initial boundary value problem (1.1)-(1.4) with the data satisfying condition (1.7). If there exists a finite positive time $T_{*}$ such that

$$
\begin{equation*}
u \in L^{s}\left(0, T_{*} ; L_{w}^{r}\right) \quad \text { for some }(r, s) \text { with } \frac{2}{s}+\frac{3}{r}=1, \quad 3<r \leq \infty \tag{1.15}
\end{equation*}
$$

then the solution $(\rho, u)$ satisfies regularity (1.8) for some $T>T_{*}$.
A similar result was obtained by Choe and the author [6] assuming, however, a stronger condition on $u$, that is, $u \in L^{4}\left(0, T_{*} ; D_{0}^{1}\right)$. By virtue of Corollary 1.4, we may conclude that the class (which we call a weak Serrin class) in (1.15) is a regularity class for weak solutions of the nonhomogeneous Navier-Stokes equations, which was already proved by Sohr [28] for the homogeneous case. See also a local version of Sohr's result in [14]. Moreover, thanks to a recent result by Dubois [8], the weak Serrin class is a uniqueness class for the homogeneous Navier-Stokes equations. It is also noticed that the same results can be easily derived from regularity and uniqueness results due to Kozono by adapting the arguments in the remarks of Theorem 3 in [16].

Theorem 1.3 and its proof can be used to obtain a global existence result on solutions in the class $H^{2}$ under some smallness condition on $u_{0}$ and $f$ (but not on $\rho_{0}$ ).

Theorem 1.5. For each $K>1$, there exists a small constant $\varepsilon>0$, depending only on $K$ and the domain $\Omega$, with the following property: if the data $\rho_{0}, u_{0}$, and $f$ satisfy

$$
\begin{equation*}
\left|\rho_{0}\right|_{L^{\frac{3}{2}} \cap L^{\infty}} \leq K, \quad\left|u_{0}\right|_{D_{0}^{1}} \leq \varepsilon, \quad \text { and } \quad \int_{0}^{\infty}|f(t)|_{L^{2}}^{2} d t \leq \varepsilon^{2} \tag{1.16}
\end{equation*}
$$

in addition to condition (1.7), then there exists a unique global strong solution ( $\rho, u$ ) to problem (1.1)-(1.4) satisfying regularity (1.8) for any $T<\infty$.

A rather simple proof of Theorem 1.5 is provided in section 4. Finally, we recall that in the case when $\rho_{0}$ is bounded away from zero and $\Omega$ is a bounded domain in $\mathbf{R}^{3}$ with smooth boundary, Salvi [24] proved the local existence of strong solutions in the class $H^{2 m}$ for every $m \geq 1$. Hence adapting the proofs of Corollary 1.4 and Theorem 1.5, we can also prove analogous regularity and global existence results on strong solutions in every class $H^{2 m}$ provided that $\Omega \subset \subset \mathbf{R}^{3}$ and $\rho_{0}>0$ on $\bar{\Omega}$.
2. Proof of Theorem 1.3 with $=1$. In this section, we prove Theorem 1.3 for the special case $m=1$. Let $t_{0}$ be a fixed time with $0<t_{0}<T^{*}$ and let us denote

$$
\Phi_{0}(T)=\int_{0}^{T}|u(t)|_{L_{w}^{r}}^{s} d t \quad \text { for } \quad t_{0} \leq T<T^{*}
$$

where $(r, s)$ is any pair satisfying condition (1.14). To prove Theorem 1.3, we have only to show that

$$
\begin{equation*}
\Phi_{1}(T) \leq C \exp \left(C \exp \left(C \Phi_{0}(T)\right)\right) \quad \text { for } \quad t_{0} \leq T<T^{*} \tag{2.1}
\end{equation*}
$$

Throughout this paper, we denote by $C$ a generic positive constant depending only on $r, m, \Phi_{m}\left(t_{0}\right), T^{*}, \Omega,|\rho(0)|_{L^{\frac{3}{2}} \cap L^{\infty}},|u(0)|_{L^{6}}$, and the norm of $f$, but independent of $T$ in particular. To begin with, we recall from (1.6) that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(|\rho(t)|_{L^{\frac{3}{2}} \cap L^{\infty}}+|\sqrt{\rho} u(t)|_{L^{2}}\right)+\int_{0}^{T}|u(t)|_{D_{0}^{1}}^{2} d t \leq C \tag{2.2}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$.
2.1. Estimates for $\int_{0}^{T}\left|\sqrt{ }{ }_{t}()\right|_{L^{2}}^{2} \quad$ and $\sup _{0 \leq t \leq T}|()|_{D_{0}^{1}}$. Next, we will show that

$$
\begin{equation*}
\int_{0}^{T}\left(\left|\sqrt{\rho} u_{t}(t)\right|_{L^{2}}^{2}+|u(t)|_{D_{0}^{1} \cap D^{2}}^{2}\right) d t+\sup _{0 \leq t \leq T}|u(t)|_{D_{0}^{1}}^{2} \leq C \exp \left(C \Phi_{0}(T)\right) \tag{2.3}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. To show this, we multiply the momentum equation (1.1) by $u_{t}$ and integrate over $\Omega$. Then using (1.2) and (1.3), we easily derive

$$
\int \rho\left|u_{t}\right|^{2} d x+\frac{1}{2} \frac{d}{d t} \int|\nabla u|^{2} d x=\int \rho(f-u \cdot \nabla u) \cdot u_{t} d x
$$

and

$$
\begin{equation*}
\int \rho\left|u_{t}\right|^{2} d x+\frac{d}{d t} \int|\nabla u|^{2} d x \leq 2 \int \rho|f|^{2} d x+2 \int \rho|u \cdot \nabla u|^{2} d x \tag{2.4}
\end{equation*}
$$

On the other hand, since $(u, p)$ is a solution of the stationary Stokes equations

$$
-\Delta u+\nabla p=F \quad \text { and } \quad \operatorname{div} u=0 \quad \text { in } \quad \Omega
$$

where $F=\rho\left(f-u \cdot \nabla u-u_{t}\right)$, it follows from the classical regularity theory that

$$
\begin{align*}
|\nabla u|_{H^{1}} & \leq C\left(|F|_{L^{2}}+|\nabla u|_{L^{2}}\right)  \tag{2.5}\\
& \leq C\left(|f|_{L^{2}}+\left|\sqrt{\rho} u_{t}\right|_{L^{2}}+|u \cdot \nabla u|_{L^{2}}+|\nabla u|_{L^{2}}\right)
\end{align*}
$$

To estimate the right-hand sides of (2.4) and (2.5), we first observe that

$$
\begin{equation*}
|u \cdot \nabla u|_{L^{2}}=|u \cdot \nabla u|_{L^{2,2}} \leq C|u|_{L_{w}^{r}}|\nabla u|_{L^{\frac{2 r}{r-2}, 2}} \tag{2.6}
\end{equation*}
$$

which follows from Hölder inequality in the Lorenz spaces. See Proposition 2.1 in [18]. Next, we will show that

$$
\begin{equation*}
|\nabla u|_{L^{\frac{2 r}{r-2}, 2}} \leq C|\nabla u|_{L^{2}}^{1-\frac{3}{r}}|\nabla u|_{H^{1}}^{\frac{3}{r}} . \tag{2.7}
\end{equation*}
$$

If $r=\infty$, then (2.7) is obvious. Assuming that $3<r<\infty$, we choose $r_{1}$ and $r_{2}$ such that $3<r_{1}<r<r_{2}<\infty$ and $\frac{2}{r}=\frac{1}{r_{1}}+\frac{1}{r_{2}}$. Then in view of Hölder and Sobolev inequalities, we have

$$
|\nabla u|_{L^{\frac{2 r_{i}}{r_{i}-2}}} \leq|\nabla u|_{L^{2}}^{1-\frac{3}{r_{i}}}|\nabla u|_{L^{6}}^{\frac{3}{r_{i}}} \leq|\nabla u|_{L^{2}}^{1-\frac{3}{r_{i}}}\left(C|\nabla u|_{H^{1}}\right)^{\frac{3}{r_{i}}}
$$

for each $i=1,2$. Since $L^{\frac{2 r}{r-2}, 2}$ is a real interpolation space of $L^{\frac{2 r_{2}}{r_{2}-2}}$ and $L^{\frac{2 r_{1}}{r_{1}-2}}$, more precisely, $L^{\frac{2 r}{r-2}, 2}=\left(L^{\frac{2 r_{2}}{r_{2}-2}}, L^{\frac{2 r_{1}}{r_{1}-2}}\right)_{\frac{1}{2}, 2}$, it thus follows that

$$
\begin{aligned}
|\nabla u|_{L^{\frac{2 r}{r-2}, 2}} & \leq C|\nabla u|_{L^{\frac{2 r_{2}}{r_{2}-2}}}^{\frac{1}{r-2}}|\nabla u|_{L^{\frac{1}{r_{1}-2}}}^{\frac{1}{r_{1}}} \\
& \leq C\left(|\nabla u|_{L^{2}}^{1-\frac{3}{r_{2}}}\left(C|\nabla u|_{H^{1}}\right)^{\frac{3}{r_{2}}}\right)^{\frac{1}{2}}\left(|\nabla u|_{L^{2}}^{1-\frac{3}{r_{1}}}\left(C|\nabla u|_{H^{1}}\right)^{\frac{3}{r_{1}}}\right)^{\frac{1}{2}}
\end{aligned}
$$

which proves (2.7). For some facts on the real interpolation theory and Lorenz spaces used above, we refer to sections 1.3.3 and 1.18.6 in Triebel's book [30].

The estimates (2.6) and (2.7) yield

$$
|u \cdot \nabla u|_{L^{2}} \leq C|u|_{L_{w}^{r}}|\nabla u|_{L^{2}}^{\frac{2}{s}}|\nabla u|_{H^{1}}^{\frac{3}{r}} \leq \eta^{-\frac{3 s}{2 r}} C|u|_{L_{w}^{r}}^{\frac{s}{2}}|\nabla u|_{L^{2}}+\eta|\nabla u|_{H^{1}}
$$

for any small number $\eta \in(0,1)$. Substituting this into (2.5), we obtain

$$
\begin{equation*}
|\nabla u|_{H^{1}} \leq C\left(|f|_{L^{2}}+\left|\sqrt{\rho} u_{t}\right|_{L^{2}}+|u|_{L_{w}^{r}}^{\frac{s}{2}}|\nabla u|_{L^{2}}+|\nabla u|_{L^{2}}\right) \tag{2.8}
\end{equation*}
$$

and thus

$$
|u \cdot \nabla u|_{L^{2}} \leq \eta^{-\frac{3 s}{2 r}} C\left(|u|_{L_{w}^{r}}^{\frac{s}{2}}+1\right)|\nabla u|_{L^{2}}+C|f|_{L^{2}}+\eta\left|\sqrt{\rho} u_{t}\right|_{L^{2}}
$$

Therefore, substituting this estimate into (2.4) and choosing a sufficiently small $\eta>0$, we conclude that

$$
\begin{equation*}
\frac{1}{2}\left|\sqrt{\rho} u_{t}(t)\right|_{L^{2}}^{2}+\frac{d}{d t}|\nabla u(t)|_{L^{2}}^{2} \leq C|f(t)|_{L^{2}}^{2}+C\left(|u(t)|_{L_{w}^{r}}^{s}+1\right)|\nabla u(t)|_{L^{2}}^{2} \tag{2.9}
\end{equation*}
$$

for $t_{0} \leq t<T^{*}$. In view of Gronwall's inequality, we have

$$
\int_{0}^{T}\left|\sqrt{\rho} u_{t}(t)\right|_{L^{2}}^{2} d t+\sup _{0 \leq t \leq T}|\nabla u(t)|_{L^{2}}^{2} \leq C \exp \left(C \Phi_{0}(T)\right)
$$

for any $T$ with $t_{0} \leq T<T^{*}$. Combining this and (2.8), we obtain the desired estimate (2.3).
2.2. Estimates for $\operatorname{ess} \sup _{0 \leq t \leq T}\left|\sqrt{t}{ }_{t}()\right|_{L^{2}}^{2}$ and $\left.\left.\int_{0}^{T}\right|_{t}()\right|_{D_{0}^{1}} ^{2}$. To derive these estimates, we differentiate the momentum equation (1.1) with respect to time $t$ and obtain

$$
\rho u_{t t}+\rho u \cdot \nabla u_{t}-\Delta u_{t}+\nabla p_{t}=\rho_{t}\left(f-u_{t}-u \cdot \nabla u\right)+\rho\left(f_{t}-u_{t} \cdot \nabla u\right)
$$

Then multiplying this by $u_{t}$, integrating over $\Omega$, and using (1.2) and (1.3), we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int \rho\left|u_{t}\right|^{2} d x+\int\left|\nabla u_{t}\right|^{2} d x \\
& \quad=\int\left(\rho_{t}\left(f-u_{t}-u \cdot \nabla u\right)+\rho\left(f_{t}-u_{t} \cdot \nabla u\right)\right) \cdot u_{t} d x \tag{2.10}
\end{align*}
$$

Note that since $\rho \in C\left([0, T] ; L^{\frac{3}{2}} \cap L^{\infty}\right)$, $\rho_{t} \in C\left([0, T] ; L^{\frac{3}{2}}\right)$, and $u_{t} \in L^{2}\left(0, T ; D_{0}^{1}\right)$ for any $T<T^{*}$, the right-hand side of (2.10) is well defined for almost all $t \in\left(0, T^{*}\right)$. Hence using finite differences in time, we can easily show that the identity (2.10) holds for almost all $t \in\left(0, T^{*}\right)$.

In view of the continuity equation (1.2) again, we deduce from (2.10) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int \rho\left|u_{t}\right|^{2} d x+\int\left|\nabla u_{t}\right|^{2} d x \\
& \quad \leq \int 2 \rho|u|\left|u_{t}\right|\left|\nabla u_{t}\right|+\rho|u|\left|u_{t}\right||\nabla u|^{2}+\rho|u|^{2}\left|u_{t}\right|\left|\nabla^{2} u\right| \\
& \quad+\rho|u|^{2}|\nabla u|\left|\nabla u_{t}\right|+\rho\left|u_{t}\right|^{2}|\nabla u|+\rho|u|\left|u_{t}\right||\nabla f|  \tag{2.11}\\
& \quad+\rho|u||f|\left|\nabla u_{t}\right|+\rho\left|f_{t}\right|\left|u_{t}\right| d x \equiv \sum_{j=1}^{8} I_{j} .
\end{align*}
$$

Following the arguments in [6], we can estimate each term $I_{j}$ :

$$
\begin{aligned}
& I_{1}, I_{5} \leq C|\rho|_{L^{\infty}}^{\frac{1}{2}}|\nabla u|_{L^{2}}\left|\sqrt{\rho} u_{t}\right|_{L^{3}}\left|\nabla u_{t}\right|_{L^{2}} \leq C|\rho|_{L^{\infty}}^{\frac{3}{4}}|\nabla u|_{L^{2}}\left|\sqrt{\rho} u_{t}\right|_{L^{2}}^{\frac{1}{2}}\left|\nabla u_{t}\right|_{L^{2}}^{\frac{3}{2}} \\
& \quad \leq C|\nabla u|_{L^{2}}^{4}\left|\sqrt{\rho} u_{t}\right|_{L^{2}}^{2}+\frac{1}{16}\left|\nabla u_{t}\right|_{L^{2}}^{2} \\
& I_{2}, I_{3}, I_{4} \leq C|\rho|_{L^{\infty}}|\nabla u|_{L^{2}}^{2}\left|\nabla u_{t}\right|_{L^{2}}|\nabla u|_{H^{1}} \leq C|\nabla u|_{L^{2}}^{4}|\nabla u|_{H^{1}}^{2}+\frac{1}{16}\left|\nabla u_{t}\right|_{L^{2}}^{2}, \\
& I_{6}, I_{7} \leq C|\rho|_{L^{6}}|\nabla u|_{L^{2}}|f|_{H^{1}}\left|\nabla u_{t}\right|_{L^{2}} \leq C|\nabla u|_{L^{2}}^{2}|f|_{H^{1}}^{2}+\frac{1}{16}\left|\nabla u_{t}\right|_{L^{2}}^{2}
\end{aligned}
$$

and finally

$$
I_{8} \leq C|\rho|_{L^{3}}\left|f_{t}\right|_{L^{2}}\left|\nabla u_{t}\right|_{L^{2}} \leq C\left|f_{t}\right|_{L^{2}}^{2}+\frac{1}{16}\left|\nabla u_{t}\right|_{L^{2}}^{2}
$$

Substitution of these estimates into (2.11) yields

$$
\begin{aligned}
& \frac{d}{d t}\left|\sqrt{\rho} u_{t}\right|_{L^{2}}^{2}+\left|\nabla u_{t}\right|_{L^{2}}^{2} \\
& \quad \leq C|\nabla u|_{L^{2}}^{4}\left(\left|\sqrt{\rho} u_{t}\right|_{L^{2}}^{2}+|\nabla u|_{H^{1}}^{2}+|f|_{H^{1}}^{2}\right)+C\left(|f|_{H^{1}}^{2}+\left|f_{t}\right|_{L^{2}}^{2}\right)
\end{aligned}
$$

Therefore, by virtue of estimate (2.3), we conclude that

$$
\begin{equation*}
\underset{0 \leq t \leq T}{\operatorname{ess} \sup _{0 \leq T}\left|\sqrt{\rho} u_{t}(t)\right|_{L^{2}}^{2}+\int_{0}^{T}\left|\nabla u_{t}(t)\right|_{L^{2}}^{2} d t \leq C \exp \left(C \Phi_{0}(T)\right), ~(1)} \tag{2.12}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. On the other hand, using the regularity theory of the Stokes equations again, we have

$$
\begin{aligned}
|\nabla u|_{H^{1}} & \leq C\left(|f|_{L^{2}}+\left|\sqrt{\rho} u_{t}\right|_{L^{2}}+|u \cdot \nabla u|_{L^{2}}+|\nabla u|_{L^{2}}\right) \\
& \leq C\left(|f|_{L^{2}}+\left|\sqrt{\rho} u_{t}\right|_{L^{2}}+|\nabla u|_{L^{2}}^{\frac{3}{2}}|\nabla u|_{H^{1}}^{\frac{1}{2}}+|\nabla u|_{L^{2}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
|\nabla u|_{H^{1,6}} & \leq C\left(\left|u_{t}\right|_{L^{6}}+|u \cdot \nabla u|_{L^{6}}+|f|_{L^{6}}+|\nabla u|_{L^{6}}\right) \\
& \leq C\left(\left|\nabla u_{t}\right|_{L^{2}}+|\nabla u|_{H^{1}}^{2}+|f|_{H^{1}}+|\nabla u|_{H^{1}}\right) .
\end{aligned}
$$

Hence it follows immediately from (2.3) and (2.12) that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}|u(t)|_{D_{0}^{1} \cap D^{2}}^{2}+\int_{0}^{T}|\nabla u(t)|_{H^{1,6}}^{2} d t \leq C \exp \left(C \Phi_{0}(T)\right) \tag{2.13}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$.
2.3. Estimates for $\sup _{0 \leq t \leq T}|\nabla()|_{H^{1}}$ and $\int_{0}^{T}|()|_{D^{3}}^{2} \quad$. To derive these, we first observe that each $\rho_{x_{j}}(j=1,2,3)$ satisfies

$$
\left(\rho_{x_{j}}\right)_{t}+u \cdot \nabla \rho_{x_{j}}=-u_{x_{j}} \cdot \nabla \rho
$$

Then multiplying this by $\rho_{x_{j}}$, integrating over $\Omega$, and summing up, we obtain

$$
\frac{d}{d t} \int|\nabla \rho|^{2} d x \leq C \int|\nabla u||\nabla \rho|^{2} d x \leq C|\nabla u|_{L^{\infty}}|\nabla \rho|_{L^{2}}^{2}
$$

A similar argument shows that

$$
\begin{aligned}
\frac{d}{d t} \int\left|\nabla^{2} \rho\right|^{2} d x & \leq C \int\left(|\nabla u|\left|\nabla^{2} \rho\right|^{2}+\left|\nabla^{2} u\right||\nabla \rho|\left|\nabla^{2} \rho\right|\right) d x \\
& \leq C|\nabla u|_{L^{\infty}}\left|\nabla^{2} \rho\right|_{L^{2}}^{2}+\left|\nabla^{2} u\right|_{L^{6}}|\nabla \rho|_{L^{3}}\left|\nabla^{2} \rho\right|_{L^{2}}
\end{aligned}
$$

Hence using Sobolev embedding results and then Gronwall's inequality, we derive the well-known estimate

$$
\begin{aligned}
|\nabla \rho(t)|_{H^{1}} & \leq C \exp \left(C \int_{0}^{t}|\nabla u(\tau)|_{H^{1,6}} d \tau\right) \\
& \leq C \exp \left(\int_{0}^{t}\left(C|\nabla u(\tau)|_{H^{1,6}}^{2}+1\right) d \tau\right)
\end{aligned}
$$

Therefore by virtue of (2.13), we conclude that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}|\nabla \rho(t)|_{H^{1}} \leq C \exp \left(C \exp \left(C \Phi_{0}(T)\right)\right) \tag{2.14}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. Finally, observing from the regularity theory on the Stokes equations that

$$
\begin{aligned}
|u|_{D^{3}} & \leq C\left(\left|\rho u_{t}\right|_{H^{1}}+|\rho u \cdot \nabla u|_{H^{1}}+|\rho f|_{H^{1}}\right) \\
& \leq C\left(|\nabla \rho|_{L^{3}}+1\right)\left(\left|\nabla u_{t}\right|_{L^{2}}+|\nabla u|_{H^{1}}^{2}+|f|_{H^{1}}\right),
\end{aligned}
$$

we easily deduce from $(2.3),(2.12),(2.13)$, and (2.14) that

$$
\begin{equation*}
\int_{0}^{T}|u(t)|_{D^{3}}^{2} d t \leq C \exp \left(C \exp \left(C \Phi_{0}(T)\right)\right) \tag{2.15}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. This completes the proof of (2.1) and thus the proof of Theorem 1.3 with $m=1$.
3. Proof of Theorem 1.3 with $\geq 2$. Assume that $m \geq 2$. Then to prove Theorem 1.3, it suffices to show that the following estimate holds for each $k$, $0 \leq k<m$ :

$$
\begin{equation*}
\Phi_{k+1}(T) \leq C \exp \left(C \exp \left(C \Phi_{k}(T)^{10 m}\right)\right) \quad \text { for } \quad t_{0} \leq T<T^{*} \tag{3.1}
\end{equation*}
$$

The case $k=0$ was already proved in section 2 and so it remains to prove (3.1) for the case $1 \leq k<m$.

Let $k$ be a fixed integer with $1 \leq k<m$. From (1.13), we recall that

$$
\begin{align*}
\Phi_{k}(T) & =1+\sup _{0 \leq j<k}\left(\sup _{0 \leq t \leq T}\left|\partial_{t}^{j} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j}}+\int_{0}^{T}\left|\partial_{t}^{j} u(t)\right|_{D^{2 k-2 j+1}}^{2} d t\right)  \tag{3.2}\\
& +\sup _{0 \leq t \leq T}|\nabla \rho(t)|_{H^{2 k-1}}+\operatorname{ess} \sup _{0 \leq t \leq T}\left|\sqrt{\rho} \partial_{t}^{k} u(t)\right|_{L^{2}}+\int_{0}^{T}\left|\partial_{t}^{k} u(t)\right|_{D_{0}^{1}}^{2} d t
\end{align*}
$$

for any $T<T^{*}$.
3.1. Estimates for ${ }_{t}^{\boldsymbol{j}}(\cdot \nabla),{ }_{t}^{j+1}$, and ${\underset{t}{j}(\quad) \text { with } 0 \leq \leq . T o ~}_{x}$ estimate nonlinear terms, we will make repeated use of the following simple lemma whose proof is omitted.

Lemma 3.1. If $g \in D_{0}^{1} \cap D^{j}, h \in H^{i}, 0 \leq i \leq j$, and $j \geq 2$, then

$$
g h \in H^{i} \quad \text { and } \quad|g h|_{H^{i}} \leq C|g|_{D_{0}^{1} \cap D^{j}}|h|_{H^{i}}
$$

for some constant $C>0$ depending only on $j$ and $\Omega$.
Using this lemma together with the fact that

$$
\partial_{t}^{j}(u \cdot \nabla u)=\sum_{i=0}^{j} \frac{j!}{i!(j-i)!} \partial_{t}^{i} u \cdot \nabla \partial_{t}^{j-i} u
$$

we can estimate $\partial_{t}^{j}(u \cdot \nabla u)$ as follows: for $0 \leq j<k$,

$$
\begin{aligned}
\left|\partial_{t}^{j}(u \cdot \nabla u)\right|_{H^{2 k-2 j-1}} & \leq C \sum_{i=0}^{j}\left|\partial_{t}^{i} u \cdot \nabla \partial_{t}^{j-i} u\right|_{H^{2 k-2 j-1}} \\
& \leq C \sum_{i=0}^{j}\left|\partial_{t}^{i} u\right|_{D_{0}^{1} \cap D^{2 k-2 j}}\left|\nabla \partial_{t}^{j-i} u\right|_{H^{2 k-2 j-1}} \\
& \leq C \sum_{i=0}^{j}\left|\partial_{t}^{i} u\right|_{D_{0}^{1} \cap D^{2 k-2 i}}\left|\partial_{t}^{j-i} u\right|_{D_{0}^{1} \cap D^{2 k-2(j-i)}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\partial_{t}^{k}(u \cdot \nabla u)\right|_{L^{2}} & \leq C \sum_{i=0}^{k-1}\left|\partial_{t}^{i} u \cdot \nabla \partial_{t}^{k-i} u\right|_{L^{2}}+\left|\partial_{t}^{k} u \cdot \nabla u\right|_{L^{2}} \\
& \leq C \sum_{i=0}^{k-1}\left|\partial_{t}^{i} u\right|_{D_{0}^{1} \cap D^{2}}\left|\nabla \partial_{t}^{k-i} u\right|_{L^{2}}+\left|\partial_{t}^{k} u\right|_{D_{0}^{1}}|\nabla u|_{H^{1}} \\
& \leq C \sum_{i=0}^{k-1}\left|\partial_{t}^{i} u\right|_{D_{0}^{1} \cap D^{2 k-2 i}}\left|\partial_{t}^{k-i} u\right|_{D_{0}^{1}}+\left|\partial_{t}^{k} u\right|_{D_{0}^{1}}|u|_{D_{0}^{1} \cap D^{2}} .
\end{aligned}
$$

Hence it follows from (3.2) that

$$
\begin{equation*}
\sup _{0 \leq j<k} \sup _{0 \leq t \leq T}\left|\partial_{t}^{j}(u \cdot \nabla u)(t)\right|_{H^{2 k-2 j-1}}+\int_{0}^{T}\left|\partial_{t}^{k}(u \cdot \nabla u)(t)\right|_{L^{2}}^{2} d t \leq C \Phi_{k}(T)^{4} \tag{3.3}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. Applying Lemma 3.1 to the continuity equation

$$
\begin{equation*}
\rho_{t}=-\operatorname{div}(\rho u)=-u \cdot \nabla \rho, \tag{3.4}
\end{equation*}
$$

we also deduce that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left|\rho_{t}(t)\right|_{H^{2 k-1}} \leq C \Phi_{k}(T)^{2} \quad \text { for } \quad t_{0} \leq T<T^{*} \tag{3.5}
\end{equation*}
$$

Using (3.4) and (3.5), we can show that

$$
\begin{equation*}
\sup _{1 \leq j<k} \sup _{0 \leq t \leq T}\left|\partial_{t}^{j+1} \rho(t)\right|_{H^{2 k-2 j}}+\int_{0}^{T}\left|\partial_{t}^{k+1} \rho(t)\right|_{L^{2}}^{2} d t \leq C \Phi_{k}(T)^{2 k+4} \tag{3.6}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. A simple inductive proof of (3.6) may be based on the observation that for $1 \leq j<k$,

$$
\begin{aligned}
\left|\partial_{t}^{j+1} \rho\right|_{H^{2 k-2 j}} & =\left|-\partial_{t}^{j}(u \cdot \nabla \rho)\right|_{H^{2 k-2 j}} \\
& \leq C \sum_{i=0}^{j}\left|\partial_{t}^{j-i} u \cdot \nabla \partial_{t}^{i} \rho\right|_{H^{2 k-2 j}} \\
& \leq C \sum_{i=0}^{j}\left|\partial_{t}^{j-i} u\right|_{D_{0}^{1} \cap D^{2 k-2 j}}\left|\nabla \partial_{t}^{i} \rho\right|_{H^{2 k-2 j}} \\
& \leq C \sum_{i=0}^{j}\left|\partial_{t}^{j-i} u\right|_{D_{0}^{1} \cap D^{2 k-2(j-i)}}\left|\partial_{t}^{i} \rho\right|_{H^{2 k-2(i-1)}}
\end{aligned}
$$

and

$$
\left|\partial_{t}^{k+1} \rho\right|_{L^{2}} \leq C \sum_{i=0}^{k}\left|\partial_{t}^{k-i} u \cdot \nabla \partial_{t}^{i} \rho\right|_{L^{2}} \leq C \sum_{i=0}^{k}\left|\partial_{t}^{k-i} u\right|_{D_{0}^{1}}\left|\partial_{t}^{i} \rho\right|_{H^{2}}
$$

Moreover, it follows easily from (3.6) that

$$
\begin{equation*}
\sup _{0 \leq j<k} \sup _{0 \leq t \leq T}\left|\partial_{t}^{j}(\rho u)(t)\right|_{H^{2 k-2 j}}+\int_{0}^{T}\left|\partial_{t}^{k}(\rho u)(t)\right|_{H^{1}}^{2} d t \leq C \Phi_{k}(T)^{4 k+10} \tag{3.7}
\end{equation*}
$$

for $t_{0} \leq T<T^{*}$. Finally, recalling that

$$
\partial_{t}^{k+1} f \in L^{2}\left(0, \infty ; L^{2}\right) \quad \text { and } \quad \partial_{t}^{j} f \in L^{2}\left(0, \infty ; H^{2 k-2 j+1}\right) \quad \text { for } \quad 0 \leq j \leq k
$$

we deduce from standard embedding results that

$$
\partial_{t}^{j} f \in C\left([0, \infty) ; H^{2 k-2 j}\right) \quad \text { for } \quad 0 \leq j \leq k
$$

3.2. Estimates for $\int_{0}^{T}\left|\sqrt{ }{ }_{t}^{k+1}()\right|_{L^{2}}^{2} \quad$ and $\sup _{0 \leq t \leq T}\left|{ }_{t}^{k}()\right|_{D_{0}^{1}}$. From the momentum equation (1.1), we derive

$$
\rho\left(\partial_{t}^{k} u\right)_{t}-\Delta \partial_{t}^{k} u+\nabla \partial_{t}^{k} p=\partial_{t}^{k}(\rho f-\rho u \cdot \nabla u)+\left(\rho \partial_{t}^{k} u_{t}-\partial_{t}^{k}\left(\rho u_{t}\right)\right)
$$

Hence multiplying this by $\partial_{t}^{k+1} u$ and integrating over $\Omega$, we have

$$
\begin{align*}
& \int \rho\left|\partial_{t}^{k+1} u\right|^{2} d x+\frac{1}{2} \frac{d}{d t} \int\left|\nabla \partial_{t}^{k} u\right|^{2} d x \\
& \quad=\int\left(\partial_{t}^{k}(\rho f-\rho u \cdot \nabla u)+\left(\rho \partial_{t}^{k} u_{t}-\partial_{t}^{k}\left(\rho u_{t}\right)\right)\right) \cdot \partial_{t}^{k+1} u d x  \tag{3.8}\\
& \quad=I_{0,1}+\sum_{j=1}^{k} \frac{k!}{j!(k-j)!}\left(I_{j, 1}+I_{j, 2}\right)
\end{align*}
$$

where

$$
I_{j, 1}=\int \partial_{t}^{j} \rho \partial_{t}^{k-j}(f-u \cdot \nabla u) \cdot \partial_{t}^{k+1} u d x, \quad I_{j, 2}=-\int \partial_{t}^{j} \rho \partial_{t}^{k-j} u_{t} \cdot \partial_{t}^{k+1} u d x
$$

We easily estimate $I_{0,1}$ as follows:

$$
\begin{aligned}
I_{0,1} & \leq|\rho|_{L^{\infty}}^{\frac{1}{2}}\left(\left|\partial_{t}^{k} f\right|_{L^{2}}+\left|\partial_{t}^{k}(u \cdot \nabla u)\right|_{L^{2}}\right)\left|\sqrt{\rho} \partial_{t}^{k+1} u\right|_{L^{2}} \\
& \leq C\left(\left|\partial_{t}^{k} f\right|_{L^{2}}^{2}+\left|\partial_{t}^{k}(u \cdot \nabla u)\right|_{L^{2}}^{2}\right)+\frac{1}{2}\left|\sqrt{\rho} \partial_{t}^{k+1} u\right|_{L^{2}}^{2}
\end{aligned}
$$

To estimate $I_{j, 1}$ for $1 \leq j \leq k$, we rewrite it as

$$
\begin{aligned}
I_{j, 1}=\frac{d}{d t} & \int \partial_{t}^{j} \rho \partial_{t}^{k-j}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u d x-\int \partial_{t}^{j+1} \rho \partial_{t}^{k-j}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u d x \\
& -\int \partial_{t}^{j} \rho \partial_{t}^{k-j+1}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u d x
\end{aligned}
$$

and observe that

$$
\begin{aligned}
& -\int \partial_{t}^{j+1} \rho \partial_{t}^{k-j}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u d x \\
& \quad \leq C\left(\left|\partial_{t}^{k-j} f\right|_{H^{1}}^{2}+\left|\partial_{t}^{k-j}(u \cdot \nabla u)\right|_{H^{1}}^{2}\right)\left|\partial_{t}^{j+1} \rho\right|_{L^{2}}^{2}+\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& -\int \partial_{t}^{j} \rho \partial_{t}^{k-j+1}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u d x \\
& \quad \leq C\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}\left(\left|\partial_{t}^{k-j+1} f\right|_{L^{2}}^{2}+\left|\partial_{t}^{k-j+1}(u \cdot \nabla u)\right|_{L^{2}}^{2}\right)+\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}^{2}
\end{aligned}
$$

Using the continuity equation (1.2), we can also estimate $I_{j, 2}$ as follows:

$$
\begin{aligned}
I_{1,2} & =-\int \rho_{t}\left(\frac{1}{2}\left|\partial_{t}^{k} u\right|^{2}\right)_{t} d x=-\frac{d}{d t} \int \rho_{t} \frac{1}{2}\left|\partial_{t}^{k} u\right|^{2} d x+\int \partial_{t}^{2} \rho \frac{1}{2}\left|\partial_{t}^{k} u\right|^{2} d x \\
& =-\frac{d}{d t} \int \rho u \cdot \nabla\left(\frac{1}{2}\left|\partial_{t}^{k} u\right|^{2}\right) d x+\int \partial_{t}(\rho u) \cdot \nabla\left(\frac{1}{2}\left|\partial_{t}^{k} u\right|^{2}\right) d x \\
& \leq-\frac{d}{d t} \int\left(\rho u \cdot \nabla \partial_{t}^{k} u\right) \cdot \partial_{t}^{k} u d x+C\left|\partial_{t}(\rho u)\right|_{H^{1}}\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}^{2}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
I_{j, 2}= & -\frac{d}{d t} \int \partial_{t}^{j} \rho \partial_{t}^{k-j} u_{t} \cdot \partial_{t}^{k} u d x+\int\left(\partial_{t}^{j+1} \rho \partial_{t}^{k-j} u_{t}+\partial_{t}^{j} \rho \partial_{t}^{k-j+1} u_{t}\right) \cdot \partial_{t}^{k} u d x \\
\leq & -\frac{d}{d t} \int \partial_{t}^{j-1}(\rho u) \cdot \nabla\left(\partial_{t}^{k-j+1} u \cdot \partial_{t}^{k} u\right) d x \\
& +C\left(\left|\partial_{t}^{j}(\rho u)\right|_{H^{1}}\left|\nabla \partial_{t}^{k-j+1} u\right|_{L^{2}}+\left|\partial_{t}^{j-1}(\rho u)\right|_{H^{1}}\left|\nabla \partial_{t}^{k-j+2} u\right|_{L^{2}}\right)\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}
\end{aligned}
$$

for $2 \leq j \leq k$. Substituting all the estimates into (3.8), we have

$$
\begin{aligned}
& \frac{1}{2} \int \rho\left|\partial_{t}^{k+1} u\right|^{2} d x+\frac{1}{2} \frac{d}{d t} \int\left|\nabla \partial_{t}^{k} u\right|^{2} d x \\
& \quad \leq \frac{d}{d t} \int\left(\sum_{j=1}^{k} \frac{k!}{j!(k-j)!} \partial_{t}^{j} \rho \partial_{t}^{k-j}(f-u \cdot \nabla u) \cdot \partial_{t}^{k} u-\left(\rho u \cdot \nabla \partial_{t}^{k} u\right) \cdot \partial_{t}^{k} u\right) d x \\
& \quad-\frac{d}{d t} \int \sum_{j=2}^{k} \frac{k!}{j!(k-j)!} \partial_{t}^{j-1}(\rho u) \cdot \nabla\left(\partial_{t}^{k-j+1} u \cdot \partial_{t}^{k} u\right) d x \\
& \quad+C \sum_{j=1}^{k-1}\left(\left|\partial_{t}^{j}(\rho u)\right|_{H^{1}}^{2}+\left|\partial_{t}^{j+1} \rho\right|_{H^{1}}^{2}\right)\left(\left|\partial_{t}^{k-j} f\right|_{H^{1}}^{2}+\left|\partial_{t}^{k-j}(u \cdot \nabla u)\right|_{H^{1}}^{2}+\left|\partial_{t}^{k-j+1} u\right|_{D_{0}^{1}}^{2}\right) \\
& \quad+C\left|\partial_{t}^{k+1} \rho\right|_{L^{2}}^{2}\left(|f|_{H^{1}}^{2}+|u|_{D_{0}^{1} \cap D^{2}}^{2}\right)+C\left(1+\left|\partial_{t} \rho\right|_{H^{1}}^{2}\right)\left(\left|\partial_{t}^{k} f\right|_{L^{2}}^{2}+\left|\partial_{t}^{k}(u \cdot \nabla u)\right|_{L^{2}}^{2}\right) \\
& \quad+C\left|\partial_{t}^{k}(\rho u)\right|_{H^{1}}^{2}+C\left(1+\left|\partial_{t}(\rho u)\right|_{H^{1}}^{2}+\left|\nabla \partial_{t} u\right|_{L^{2}}^{2}\right)\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}^{2} .
\end{aligned}
$$

Hence, integrating this in time over $\left(t_{0}, T\right)$ and using (3.3), (3.5), (3.6), and (3.7) together with the estimates

$$
\begin{gathered}
\int\left|\partial_{t}^{j} \rho\right|\left|\partial_{t}^{k-j}(f-u \cdot \nabla u)\right|\left|\partial_{t}^{k} u\right| d x \\
\leq \eta^{-1}\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}\left|\partial_{t}^{k-j}(f-u \cdot \nabla u)\right|_{L^{2}}^{2}+\eta\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}, \\
\int \rho|u|\left|\nabla \partial_{t}^{k} u \| \partial_{t}^{k} u\right| d x \leq \eta^{-3} C|\rho|_{L^{\infty}}^{3}|\nabla u|_{L^{2}}^{4}\left|\sqrt{\rho} \partial_{t}^{k} u\right|_{L^{2}}^{2}+\eta\left|\nabla \partial_{t}^{k} u\right|_{L^{2}}^{2}
\end{gathered}
$$

and

$$
\begin{aligned}
& \int\left|\partial_{t}^{j-1}(\rho u)\right|\left(\left|\nabla \partial_{t}^{k-j+1} u \| \partial_{t}^{k} u\right|+\left|\partial_{t}^{k-j+1} u\right|\left|\nabla \partial_{t}^{k} u\right|\right) d x \\
& \quad \leq \eta^{-1} C\left|\partial_{t}^{j-1}(\rho u)\right|_{H^{1}}^{2}\left|\nabla \partial_{t}^{k-j+1} u\right|_{L^{2}}^{2}+\eta\left|\nabla \partial_{t}^{k} u\right|_{L^{2}},
\end{aligned}
$$

where $\eta$ is any small positive number, we deduce that

$$
\begin{aligned}
& \int_{t_{0}}^{T}\left|\sqrt{\rho} \partial_{t}^{k+1} u(t)\right|_{L^{2}}^{2} d t+\left|\nabla \partial_{t}^{k} u(T)\right|_{L^{2}}^{2} \\
& \quad \leq C \Phi_{k}(T)^{20 m}+C \int_{t_{0}}^{T}\left(1+\left|\partial_{t}(\rho u)(t)\right|_{H^{1}}^{2}+\left|u_{t}(t)\right|_{D_{0}^{1}}^{2}\right)\left|\nabla \partial_{t}^{k} u(t)\right|_{L^{2}}^{2} d t
\end{aligned}
$$

for $t_{0} \leq T<T^{*}$. Note that

$$
\int_{t_{0}}^{T}\left(1+\left|\partial_{t}(\rho u)(t)\right|_{H^{1}}^{2}+\left|u_{t}(t)\right|_{D_{0}^{1}}^{2}\right) d t \leq C \Phi_{k}(T)^{10 m}
$$

Therefore, in view of Gronwall's inequality, we conclude that

$$
\begin{equation*}
\int_{0}^{T}\left|\sqrt{\rho} \partial_{t}^{k+1} u(t)\right|_{L^{2}}^{2} d t+\sup _{0 \leq t \leq T}\left|\partial_{t}^{k} u(t)\right|_{D_{0}^{1}}^{2} \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right) \tag{3.9}
\end{equation*}
$$

for any $T$ with $t_{0} \leq T<T^{*}$.

### 3.3. Estimates for ess $\sup _{0 \leq t \leq T}\left|\sqrt{ }{ }_{t}^{k+1}()\right|_{L^{2}}$ and $\left.\left.\int_{0}^{T}\right|_{t} ^{k+1}()\right|_{D_{0}^{1}} ^{2} \quad$.

From the momentum equation (1.1), it follows that

$$
\begin{aligned}
& \rho\left(\partial_{t}^{k+1} u\right)_{t}+\rho u \cdot \nabla \partial_{t}^{k+1} u-\Delta \partial_{t}^{k+1} u+\nabla \partial_{t}^{k+1} p \\
& \quad=\partial_{t}^{k+1}(\rho f)+\left(\rho \partial_{t}^{k+1} u_{t}-\partial_{t}^{k+1}\left(\rho u_{t}\right)\right)+\left(\rho u \cdot \nabla \partial_{t}^{k+1} u-\partial_{t}^{k+1}(\rho u \cdot \nabla u)\right)
\end{aligned}
$$

Multiplying this by $\partial_{t}^{k+1} u$ and integrating over $\Omega$, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int \rho\left|\partial_{t}^{k+1} u\right|^{2} d x+\int\left|\nabla \partial_{t}^{k+1} u\right|^{2} d x \\
& =\int \partial_{t}^{k+1}(\rho f) \cdot \partial_{t}^{k+1} u d x+\int\left(\rho \partial_{t}^{k+1} u_{t}-\partial_{t}^{k+1}\left(\rho u_{t}\right)\right) \cdot \partial_{t}^{k+1} u d x  \tag{3.10}\\
& \quad+\int\left(\rho u \cdot \nabla \partial_{t}^{k+1} u-\partial_{t}^{k+1}(\rho u \cdot \nabla u)\right) \cdot \partial_{t}^{k+1} u d x
\end{align*}
$$

This identity can be derived rigorously by using a standard finite difference method because if $0<T<T^{*}$, then $\partial_{t}^{m} \rho \in L^{2}\left(0, T ; L^{\frac{3}{2}} \cap L^{2}\right)$ and $\partial_{t}^{j} \rho \in C\left([0, T] ; L^{\frac{3}{2}} \cap L^{\infty}\right)$ for $0 \leq j<m$. The first term of the right-hand side in (3.10) is bounded by

$$
\begin{aligned}
& C \sum_{j=0}^{k} \int\left|\partial_{t}^{j} \rho\left\|\partial_{t}^{k-j+1} f\right\| \partial_{t}^{k+1} u\right| d x+\int\left|\partial_{t}^{k+1} \rho\|f\| \partial_{t}^{k+1} u\right| d x \\
& \quad \leq C \sum_{j=0}^{k}\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}\left|\partial_{t}^{k-j+1} f\right|_{L^{2}}^{2}+C\left|\partial_{t}^{k+1} \rho\right|_{L^{2}}^{2}|f|_{H^{1}}^{2}+\frac{1}{6}\left|\nabla \partial_{t}^{k+1} u\right|_{L^{2}}^{2}
\end{aligned}
$$

In view of the continuity equation (1.2), we can rewrite the second term as

$$
\begin{aligned}
-\sum_{j=1}^{k+1} & \frac{(k+1)!}{j!(k-j+1)!} \int \partial_{t}^{j} \rho \partial_{t}^{k-j+1} u_{t} \cdot \partial_{t}^{k+1} u d x \\
& =-\sum_{j=1}^{k+1} \frac{(k+1)!}{j!(k-j+1)!} \int \partial_{t}^{j-1}(\rho u) \cdot \nabla\left(\partial_{t}^{k-j+2} u \cdot \partial_{t}^{k+1} u\right) d x
\end{aligned}
$$

which is bounded by

$$
C|\rho|_{L^{\infty}}|u|_{D_{0}^{1} \cap D^{2}}^{2}\left|\sqrt{\rho} \partial_{t}^{k+1} u\right|_{L^{2}}^{2}+C \sum_{j=1}^{k}\left|\partial_{t}^{j}(\rho u)\right|_{H^{1}}^{2}\left|\partial_{t}^{k-j+1} u\right|_{D_{0}^{1}}^{2}+\frac{1}{6}\left|\nabla \partial_{t}^{k+1} u\right|_{L^{2}}^{2}
$$

Finally, the last term is bounded by

$$
\begin{aligned}
& C \sum_{j=1}^{k} \int\left|\partial_{t}^{j}(\rho u)\right|\left|\nabla \partial_{t}^{k-j+1} u\right|\left|\partial_{t}^{k+1} u\right| d x+\int\left|\partial_{t}^{k+1}(\rho u)\|\nabla u\| \partial_{t}^{k+1} u\right| d x \\
& \quad \leq C \sum_{j=1}^{k}\left(\left|\partial_{t}^{j}(\rho u)\right|_{H^{1}}^{2}+\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}|u|_{D_{0}^{1} \cap D^{2}}^{2}\right)\left|\partial_{t}^{k-j+1} u\right|_{D_{0}^{1}}^{2}+C\left|\partial_{t}^{k+1} \rho\right|_{L^{2}}^{2}|u|_{D_{0}^{1} \cap D^{2}}^{4} \\
& \quad \quad+C|\rho|_{L^{\infty}}|u|_{D_{0}^{1} \cap D^{2}}^{2}\left|\sqrt{\rho} \partial_{t}^{k+1} u\right|_{L^{2}}^{2}+\frac{1}{6}\left|\nabla \partial_{t}^{k+1} u\right|_{L^{2}}^{2}
\end{aligned}
$$

Hence substituting these estimates into (3.10), we have

$$
\begin{aligned}
& \frac{d}{d t} \int \rho\left|\partial_{t}^{k+1} u\right|^{2} d x+\int\left|\nabla \partial_{t}^{k+1} u\right|^{2} d x \\
& \quad \leq C\left(1+|u|_{D_{0}^{1} \cap D^{2}}^{2}\right)\left|\sqrt{\rho} \partial_{t}^{k+1} u\right|_{L^{2}}^{2}+C \sum_{j=0}^{k}\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}\left|\partial_{t}^{k-j+1} f\right|_{L^{2}}^{2}+C\left|\partial_{t}^{k+1} \rho\right|_{L^{2}}^{2}|f|_{H^{1}}^{2} \\
& \quad+C \sum_{j=1}^{k}\left(\left|\partial_{t}^{j}(\rho u)\right|_{H^{1}}^{2}+\left|\partial_{t}^{j} \rho\right|_{H^{1}}^{2}|u|_{D_{0}^{1} \cap D^{2}}^{2}\right)\left|\partial_{t}^{k-j+1} u\right|_{D_{0}^{1}}^{2}+C\left|\partial_{t}^{k+1} \rho\right|_{L^{2}}^{2}|u|_{D_{0}^{1} \cap D^{2}}^{4}
\end{aligned}
$$

Therefore, by virtue of (3.5), (3.6), (3.7), and (3.9), we conclude that

$$
\begin{equation*}
\mathrm{ess} \sup _{0 \leq t \leq T}\left|\sqrt{\rho} \partial_{t}^{k+1} u(t)\right|_{L^{2}}+\int_{0}^{T}\left|\partial_{t}^{k+1} u(t)\right|_{D_{0}^{1}}^{2} d t \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right) \tag{3.11}
\end{equation*}
$$

for any $T$ with $t_{0} \leq T<T^{*}$.
3.4. Estimates for $\left.\left.\sup _{0 \leq t \leq T}\right|_{t} ^{j}()\right|_{D_{0}^{1} \cap D^{2 k-2 j+2}}$ with $0 \leq \leq$. To derive these estimates, we observe that

$$
\begin{equation*}
\partial_{t}^{j} u \in C\left(\left[0, T^{*}\right) ; D_{0, \sigma}^{1}\right) \quad \text { and } \quad-\Delta \partial_{t}^{j} u+\nabla \partial_{t}^{j} p=\partial_{t}^{j}\left(\rho f-\rho u \cdot \nabla u-\rho u_{t}\right) \tag{3.12}
\end{equation*}
$$

for each $j \leq k$. From (3.5), (3.6), (3.9), and (3.11), it follows easily that

$$
\text { ess } \sup _{0 \leq t \leq T}\left(\left|\partial_{t}^{k}(\rho u \cdot \nabla u)(t)\right|_{L^{2}}+\left|\partial_{t}^{k}\left(\rho u_{t}\right)(t)\right|_{L^{2}}\right) \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right)
$$

for $t_{0} \leq T<T^{*}$. Hence applying the regularity theory of the Stokes equations to (3.12) with $j=k$, we obtain

$$
\sup _{0 \leq t \leq T}\left|\partial_{t}^{k} u(t)\right|_{D_{0}^{1} \cap D^{2}} \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right) \quad \text { for } t_{0} \leq T<T^{*}
$$

It also follows from the Stokes regularity theory that for $0 \leq j<k$,

$$
\begin{equation*}
\left|\partial_{t}^{j} u\right|_{D_{0}^{1} \cap D^{2 k-2 j+2}} \leq C\left|\partial_{t}^{j}\left(\rho f-\rho u \cdot \nabla u-\rho u_{t}\right)\right|_{H^{2 k-2 j}}+C\left|\partial_{t}^{j} u\right|_{D_{0}^{1}} \tag{3.13}
\end{equation*}
$$

Using the estimates in section 3.1, we can estimate the first term of the right-hand side in (3.13) as follows:

$$
\begin{aligned}
& C\left|\partial_{t}^{j}\left(\rho f-\rho u \cdot \nabla u-\rho u_{t}\right)(t)+\rho \partial_{t}^{j}\left(u \cdot \nabla u+u_{t}\right)(t)\right|_{H^{2 k-2 j}} \\
& \quad \leq C\left|\rho \partial_{t}^{j} f(t)\right|_{H^{2 k-2 j}}+C \sum_{i=1}^{j}\left|\partial_{t}^{i} \rho \partial_{t}^{j-i}\left(f-u \cdot \nabla u-u_{t}\right)(t)\right|_{H^{2 k-2 j}} \\
& \quad \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right) \\
& C\left|\rho \partial_{t}^{j}(u \cdot \nabla u)(t)\right|_{H^{2 k-2 j}} \\
& \leq C \sum_{i=1}^{j}\left|\rho \partial_{t}^{i} u \cdot \nabla \partial_{t}^{j-i} u(t)\right|_{H^{2 k-2 j}}+C\left|\rho u \cdot \nabla \partial_{t}^{j} u(t)\right|_{H^{2 k-2 j}} \\
& \leq \\
& \quad C \exp \left(C \Phi_{k}(T)^{10 m}\right)+C|\rho(t)|_{H^{2 k}}|u(t)|_{D_{0}^{1} \cap D^{2 k}}\left|\partial_{t}^{j} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j+1}} \\
& \leq
\end{aligned}
$$

and

$$
C\left|\rho \partial_{t}^{j} u_{t}(t)\right|_{H^{2 k-2 j}} \leq C|\rho(t)|_{H^{2 k}}\left|\partial_{t}^{j+1} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j}} .
$$

Substituting these into (3.13), we deduce that

$$
\left|\partial_{t}^{j} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j+2}} \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right)\left(1+\left|\partial_{t}^{j+1} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j}}\right)
$$

Therefore, by a backward induction on $j$, we conclude that

$$
\begin{equation*}
\sup _{0 \leq j<k+1} \sup _{0 \leq t \leq T}\left|\partial_{t}^{j} u(t)\right|_{D_{0}^{1} \cap D^{2 k-2 j+2}} \leq C \exp \left(C \Phi_{k}(T)^{10 m}\right) \tag{3.14}
\end{equation*}
$$

3.5. Estimates for $\sup _{0 \leq t \leq T}|\nabla()|_{H^{2 k+1}}$ and $\left.\left.\int_{0}^{T}\right|_{t} ^{j}()\right|_{D^{2 k-2 j+3}} ^{2} \quad$ with
$\leq$. Let $\alpha$ be a multi-index with $1 \leq|\alpha| \leq 2 k+2$. Then taking the differential operator $D^{\alpha}$ to the continuity equation (1.2), we have

$$
\left(D^{\alpha} \rho\right)_{t}+u \cdot \nabla\left(D^{\alpha} \rho\right)=u \cdot \nabla\left(D^{\alpha} \rho\right)-D^{\alpha}(u \cdot \nabla \rho)
$$

Multiplying this by $D^{\alpha} \rho$ and integrating over $\Omega$, we obtain

$$
\begin{equation*}
\frac{d}{d t} \int\left|D^{\alpha} \rho\right|^{2} d x \leq C \int\left|u \cdot \nabla\left(D^{\alpha} \rho\right)-D^{\alpha}(u \cdot \nabla \rho)\right|\left|D^{\alpha} \rho\right| d x \tag{3.15}
\end{equation*}
$$

But since

$$
\left|u \cdot \nabla\left(D^{\alpha} \rho\right)-D^{\alpha}(u \cdot \nabla \rho)\right| \leq C \sum_{l=1}^{|\alpha|}\left|\nabla^{|\alpha|+1-l} u\right|\left|\nabla^{l} \rho\right|
$$

Hölder and Sobolev inequalities yield

$$
\begin{aligned}
\left|u \cdot \nabla\left(D^{\alpha} \rho\right)-D^{\alpha}(u \cdot \nabla \rho)\right|_{L^{2}} & \leq C\left(|\nabla u|_{H^{2 k+1}}|\nabla \rho|_{H^{2 k+1}}+|\nabla u|_{L^{\infty}}|\nabla \rho|_{H^{2 k+1}}\right) \\
& \leq C|\nabla u|_{H^{2 k+1}}|\nabla \rho|_{H^{2 k+1}} .
\end{aligned}
$$

Hence from (3.15), we derive the standard estimate

$$
\frac{d}{d t}|\nabla \rho|_{H^{2 k+1}}^{2} \leq C|u|_{D_{0}^{1} \cap D^{2 k+2}}|\nabla \rho|_{H^{2 k+1}}^{2}
$$

which implies then that

$$
\sup _{0 \leq t \leq T}|\nabla \rho(t)|_{H^{2 k+1}} \leq\left|\nabla \rho_{0}\right|_{H^{2 k+1}} \exp \left(C \int_{0}^{T}|u(t)|_{D_{0}^{1} \cap D^{2 k+2}} d t\right)
$$

Therefore, by virtue of (3.14), we conclude that

$$
\sup _{0 \leq t \leq T}|\nabla \rho(t)|_{H^{2 k+1}} \leq C \exp \left(C \exp \left(C \Phi_{k}(T)^{10 m}\right)\right)
$$

for any $T$ with $t_{0} \leq T<T^{*}$. Finally, applying the Stokes regularity theory to (3.12) for each $j$ and arguing by induction on $k-j$, we easily show that

$$
\sup _{0 \leq j<k+1} \int_{0}^{T}\left|\partial_{t}^{j} u(t)\right|_{D^{2 k-2 j+3}}^{2} d t \leq C \exp \left(C \exp \left(C \Phi_{k}(T)^{10 m}\right)\right)
$$

for any $T$ with $t_{0} \leq T<T^{*}$. This completes the proof of (3.1) and so we have completed the proof of Theorem 1.3.
4. Proof of Theorem 1.5. Let $(\rho, u)$ be a strong solution satisfying the regularity (1.8) for some $T>0$. Assume that $\left|\rho_{0}\right|_{L^{\frac{3}{2}} \cap L^{\infty}} \leq K$ for some constant $K>1$. Then it follows easily from (1.2) and (1.3) that

$$
|\rho(t)|_{L^{\frac{3}{2}} \cap L^{\infty}}=\left|\rho_{0}\right|_{L^{\frac{3}{2}} \cap L^{\infty}} \leq K \quad \text { for } \quad 0 \leq t \leq T
$$

Moreover, from the energy equality

$$
\frac{1}{2} \frac{d}{d t} \int \rho|u|^{2} d x+\int|\nabla u|^{2} d x=\int \rho f \cdot u d x
$$

we derive

$$
|\sqrt{\rho} u(t)|_{L^{2}}^{2}+\int_{0}^{t}|\nabla u(\tau)|_{L^{2}}^{2} d \tau \leq\left|\sqrt{\rho}{ }_{0} u_{0}\right|_{L^{2}}^{2}+C \int_{0}^{t}|\rho(\tau)|_{L^{3}}^{2}|f(\tau)|_{L^{2}}^{2} d \tau
$$

and thus

$$
\begin{equation*}
\int_{0}^{T}|\nabla u(\tau)|^{2} d \tau \leq C_{K}\left(\left|\nabla u_{0}\right|_{L^{2}}^{2}+\int_{0}^{\infty}|f(\tau)|_{L^{2}}^{2} d \tau\right) \tag{4.1}
\end{equation*}
$$

Throughout the proof, we denote by $C_{K}>1$ a generic constant dependent only on $K$ and $\Omega$ but independent of time $T$. On the other hand, from the estimate (2.9) with $(r, s)=(6,4)$, it follows that

$$
|\nabla u(t)|_{L^{2}}^{2} \leq\left|\nabla u_{0}\right|_{L^{2}}^{2}+C_{K} \int_{0}^{t}|f(\tau)|_{L^{2}}^{2} d \tau+C_{K} \int_{0}^{t}\left(|u(\tau)|_{L_{w}^{6}}^{4}+1\right)|\nabla u(\tau)|_{L^{2}}^{2} d \tau
$$

for $0 \leq t \leq T$. Hence by virtue of the estimate (4.1) and Sobolev inequality (1.5), we have

$$
\begin{equation*}
|\nabla u(t)|_{L^{2}}^{2} \leq C_{K}\left(\sup _{0<\tau<t}|\nabla u(\tau)|_{L^{2}}^{4}+1\right)\left(\left|\nabla u_{0}\right|_{L^{2}}^{2}+\int_{0}^{\infty}|f(\tau)|_{L^{2}}^{2} d \tau\right) \tag{4.2}
\end{equation*}
$$

for $0<t \leq T$. Let us choose a positive constant $\varepsilon$ such that

$$
0<\varepsilon<1 \quad \text { and } \quad 6 C_{K} \varepsilon^{2}<1
$$

We now prove the global existence of a strong solution under the assumption that $\left|\nabla u_{0}\right|_{L^{2}} \leq \varepsilon$ and $\int_{0}^{\infty}|f(\tau)|_{L^{2}}^{2} d \tau \leq \varepsilon^{2}$. The local existence of a unique solution $(\rho, u)$ was already proved in [6] (see also [7]). To prove the global existence, we argue by contradiction. Assume that $(\rho, u)$ blows up at some finite time $T^{*}, 0<T^{*}<\infty$. Then since $(\rho, u)$ satisfies the regularity (1.8) for any $T<T^{*}$, it follows from (4.2) that

$$
\begin{equation*}
|\nabla u(t)|_{L^{2}}^{2} \leq \frac{1}{3}\left(\sup _{0<\tau<t}|\nabla u(\tau)|_{L^{2}}^{4}+1\right) \quad \text { for } \quad 0<t<T^{*} \tag{4.3}
\end{equation*}
$$

Note that $\left|\nabla u_{0}\right|_{L^{2}}^{2}<1$ and $u \in C\left(\left[0, T^{*}\right) ; D_{0}^{1}\right)$. Hence from (4.3), we easily deduce that $|\nabla u(t)|_{L^{2}}^{2}<1$ for any $0 \leq t<T^{*}$. Therefore, in view of Sobolev embedding again, we conclude that

$$
\int_{0}^{T^{*}}|u(t)|_{L_{w}^{6}}^{4} d t \leq C \int_{0}^{T^{*}}|\nabla u(t)|_{L^{2}}^{4} d t<\infty
$$

which contradicts Theorem 1.3. This completes the proof of Theorem 1.5.
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#### Abstract
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Introduction. The homogenization of periodic structures was carried out in the last 30 years for various kinds of problems involving differential equations and systems, as well as integral energies. Starting from the basic works [DGS], [BLP], [MT], several methods and techniques were developed to approach the analytic study of the asymptotic behavior of such structures, thus generating a great range of results in different settings and a wide bibliography; cf., for example, the volumes $[\mathrm{At}],[\mathrm{BP}],[\mathrm{BD}]$, [CDA], [CD], [DM], [JKO], [SP]. In particular, various kinds of problems concerning both scalar-valued and vector-valued configurations were considered also for convex and nonconvex energies. Among the various tools, we recall the two-scale method introduced in [ N ] (and used in [A]) and the "dilation" operation introduced in [ADH] (to study the homogenization of periodic media with double porosity).

The periodic unfolding method, proposed for the study of the homogenization of multiscale periodic problems in [CDG] combines the dilation technique with ideas from finite elements approximations. This approach reduces two-scale convergence to a mere weak convergence in an appropriate space.

The present paper is part of a series of ongoing work concerning the applications of the periodic unfolding method to homogenization. The first part in the series, [CDDA], considers the periodic homogenization of nonlinear integrals with convex densities and polynomial growth. It recovers the well-known homogenization results already established in [M1] and [CS], and various types of limit formulas, via weak convergence in a space of type $L^{p}$.

[^75]Here, we study the homogenization problem in the general case of quasiconvex integral energies defined on vector-valued configurations. For such energies, the homogenization result was originally obtained, under $p$-growth assumptions, by sophisticated $\Gamma$-convergence arguments (see $[B]$ and $[M u]$ ). Since then, many attempts at simplifying the proofs (for example, by using two-scale convergence) seem not to have borne fruit. Using the unfolding method, we propose a direct approach which, again, reduces to weak convergence in $L^{p}$ spaces.

Homogenization processes for integral functionals defined on vector-valued configurations are particularly interesting in applications, since they describe various physical situations in nonlinear elasticity. For example, the study of the overall behavior of cellular elastic materials with very fine structure can be developed in the framework of the homogenization of the corresponding stored energy functionals, defined on the set of the admissible deformations and whose densities are quasiconvex. Indeed, as the structure of the material becomes finer and finer, it behaves more and more like a limit material, whose energy is just the one produced by the homogenization process.

Let $m$ and $n$ be positive integers. We denote by $Y$ the unit reference cell $] 0,1[n$ and by $\mathcal{A}_{0}$ the class of all bounded open subsets of $\mathbb{R}^{n}$ with Lipschitz boundary.

Let $f$ be a Carathéodory energy density, i.e., a function satisfying

$$
\left\{\begin{array}{l}
f:(y, z) \in \mathbb{R}^{n} \times \mathbb{R}^{n m} \mapsto f(y, z) \in[0,+\infty[  \tag{0.1}\\
f(\cdot, z) \text { Lebesgue measurable and } Y \text {-periodic for every } z \in \mathbb{R}^{n m} \\
f(y, \cdot) \text { continuous for a.e. } x \in \mathbb{R}^{n} .
\end{array}\right.
$$

Assume furthermore that

$$
\begin{equation*}
f(y, \cdot) \text { is quasiconvex for a.e. } y \in \mathbb{R}^{n} \tag{0.2}
\end{equation*}
$$

(cf. section 1.2 below for the definition of quasiconvexity).
For $p \in\left[1,+\infty\left[, M>0\right.\right.$, and a $Y$-periodic $a \in L^{1}(Y)$, we consider the following growth conditions:

$$
\begin{gather*}
f(y, z) \leq a(y)+M|z|^{p} \quad \text { for a.e. } y \in \mathbb{R}^{n} \text { and every } z \in \mathbb{R}^{n m}  \tag{0.3}\\
|z|^{p} \leq f(y, z) \quad \text { for a.e. } y \in \mathbb{R}^{n} \text { and every } z \in \mathbb{R}^{n m} \tag{0.4}
\end{gather*}
$$

the first of which is slightly more general that the corresponding ones in $[B]$ and $[\mathrm{Mu}]$.
Our purpose, for each $\Omega \in \mathcal{A}_{0}$ and every $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ converging to 0 , is to find the limit, as $h$ goes to infinity, of the sequence of functionals

$$
u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \mapsto \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u\right) \mathrm{d} x
$$

We start in section 1 by recalling the result of Castaing on the existence of measurable selections of measurable multivalued functions (Theorem 1.1), together with some basic facts concerning the periodic unfolding method (Theorem 1.7), as well as an essential approximation result (Lemma 1.8) due to De Giorgi.

The convergence results are established in section 2. As in $[B]$ and $[\mathrm{Mu}]$, we first prove that the limit below exists for every $z \in \mathbb{R}^{n m}$, thus defining the homogenized energy density $f_{\text {hom }}$,

$$
\begin{equation*}
f_{\mathrm{hom}}: z \in \mathbb{R}^{n m} \mapsto \lim _{t \rightarrow+\infty} \frac{1}{t^{n}} \inf \left\{\int_{t Y} f(y, z+\nabla v) \mathrm{d} y: v \in W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right\} \tag{0.5}
\end{equation*}
$$

Then, in Theorem 2.5 we show that for every $\Omega \in \mathcal{A}_{0}$ and $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \quad=\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \quad=\int_{\Omega} f_{\text {hom }}(\nabla u) \mathrm{d} x
\end{aligned}
$$

Finally, Lemma 1.8 allows to complete the proof of Theorem 2.5, in the sense that for every $\Omega$ in $\mathcal{A}_{0}$ and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \\
& =\int_{\Omega} f_{\operatorname{hom}}(\nabla u) \mathrm{d} x
\end{aligned}
$$

In the convex case, i.e., when the condition

$$
\begin{equation*}
f(x, \cdot) \text { is convex for a.e. } x \in \mathbb{R}^{n} \tag{0.6}
\end{equation*}
$$

replaces hypothesis (0.2), the proof becomes even simpler. The result is stated in Theorem 3.1.

1. Preliminary results. For every $\Omega \in \mathcal{A}_{0}$, we denote by $\mathcal{L}(\Omega)$ the $\sigma$-algebra of the Lebesgue measurable subsets of $\Omega$, and, for every $S \in \mathcal{L}(\Omega)$, by $|S|$ the $n$ dimensional Lebesgue measure of $S$.

By $\mathcal{L}(\Omega) \times \mathcal{L}(Y)$ we denote the product $\sigma$-algebra of $\mathcal{L}(\Omega)$ and $\mathcal{L}(Y)$. We recall that (cf., for example, Theorems III.11.17 and III.2.22 in [DS]), if $\Omega \in \mathcal{A}_{0}$ and $U \in$ $L^{1}\left(\Omega ; L^{1}(Y)\right)$, then there exists an $\mathcal{L}(\Omega) \times \mathcal{L}(Y)$-measurable function $\widetilde{U}: \Omega \times Y \rightarrow$ $\mathbb{R}$, uniquely determined up to a subset in $\mathcal{L}(\Omega) \times \mathcal{L}(Y)$ of zero measure, such that $\widetilde{U}(x, \cdot)=U(x)$ for a.e. $x \in \Omega$. Moreover, if $p \in\left[1,+\infty\left[\right.\right.$ and $U \in L^{p}\left(\Omega ; L^{p}(Y)\right)$, then $\widetilde{U} \in L^{p}(\Omega \times Y)$, and $\|\widetilde{U}\|_{L^{p}(\Omega \times Y)}=\|U\|_{L^{p}\left(\Omega ; L^{p}(Y)\right)}$. Consequently, we will not distinguish between $U$ and $\widetilde{U}$ but rather denote them by $U$. With this convention in mind, $C_{0}^{\infty}(\Omega \times Y)$ turns out to be dense in $L^{p}\left(\Omega ; L^{p}(Y)\right), L^{p}(\Omega \times Y)$, and in $L^{p}\left(Y ; L^{p}(\Omega)\right)$ with the respective norms.

In what follows, $C$ will be used to denote various constants depending only upon $n, m, p$, and $M$.
1.1. Castaing's theorem on measurable selections. Let $\Omega, X$ be sets, and let $\Gamma$ be a multifunction from $\Omega$ to $X$. A function $\sigma: \Omega \rightarrow X$ is said to be a selection of $\Gamma$ if $\sigma(x) \in \Gamma(x)$ for every $x \in \Omega$. The measurable selection result below is proved in Theorem III. 6 and Proposition III. 11 in [CV].

Theorem 1.1. Let $X$ be a separable metric space, $(\Omega, \mathcal{M})$ a measurable space, and $\Gamma$ a multifunction from $\Omega$ to $X$. Assume that for every $x \in \Omega, \Gamma(x)$ is nonempty and complete in $X$. Assume, moreover, that for every closed subset $F$ of $X,\{x \in \Omega$ : $\Gamma(x) \cap F \neq \emptyset\}$ belongs to $\mathcal{M}$. Then $\Gamma$ admits an $\mathcal{M}$-measurable selection.

### 1.2. Quasiconvexity.

Definition 1.2. A continuous function $g: \mathbb{R}^{n m} \rightarrow[0,+\infty[$ is said to be quasiconvex whenever

$$
g(z) \leq \frac{1}{|A|} \int_{A} g(z+\nabla \varphi(x)) \mathrm{d} x
$$

for every $A \in \mathcal{A}_{0}$ and every $(z, \varphi) \in \mathbb{R}^{n m} \times C_{0}^{1}\left(A ; \mathbb{R}^{m}\right)$.
Jensen's inequality implies that a convex function is also quasiconvex. It is also well known that if $n=1$ or $m=1$, quasiconvexity reduces to convexity. Moreover, it is easy to verify that $g$ is quasiconvex if the above inequality holds for some $A \in \mathcal{A}_{0}$ and for all $(z, \varphi) \in \mathbb{R}^{n m} \times C_{0}^{1}\left(A ; \mathbb{R}^{m}\right)$.

The following lower semicontinuity result for convex Carathéodory functions is well known (a direct consequence of Fatou's lemma).

Proposition 1.3. Let $f$ satisfy (0.1) and (0.6). Let $p \in\left[1,+\infty\left[\right.\right.$ and $\Omega \in \mathcal{A}_{0}$. Then, the functional

$$
w \in L^{p}\left(\Omega ; \mathbb{R}^{n m}\right) \mapsto \int_{\Omega} f(x, w(x)) \mathrm{d} x
$$

is sequentially weakly $L^{p}\left(\Omega ; \mathbb{R}^{n m}\right)$-lower semicontinuous.
In the quasiconvex case, it turns out that a similar result holds (cf., for example, [Mo], [Ba], [D], [Bu], [AF], [M2]).

Proposition 1.4. Assume that $f$ satisfies (0.1), (0.2), and (0.3) for some $p \in$ $\left[1,+\infty\left[\right.\right.$. Then, for every $\Omega \in \mathcal{A}_{0}$ the functional

$$
w \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right) \mapsto \int_{\Omega} f(x, \nabla w(x)) \mathrm{d} x
$$

is sequentially weakly $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$-lower semicontinuous.
Let $f$ be as in (0.1). Consider the following local Lipschitz condition for $p \in$ $\left[1,+\infty\left[, C \geq 0\right.\right.$ and a $Y$-periodic $a \in L^{1}(Y)$ :

$$
\begin{align*}
& \left|f\left(x, z_{1}\right)-f\left(x, z_{2}\right)\right| \leq C\left(a(x)^{1-\frac{1}{p}}+\left|z_{1}\right|^{p-1}+\left|z_{2}\right|^{p-1}\right)\left|z_{1}-z_{2}\right|  \tag{1.1}\\
& \quad \text { for a.e. } x \in \mathbb{R}^{n} \text { and every } z_{1}, z_{2} \in \mathbb{R}^{n m}
\end{align*}
$$

The result below is well known (cf., for example, $[\mathrm{Mo}],[\mathrm{F}]$ ).
Proposition 1.5. Assume that $f$ satisfies (0.1), (0.2), and (0.3) for some $p \in$ $\left[1,+\infty\left[\right.\right.$ and $a \in L^{1}(Y)$. Then, (1.1) holds for some constant $C \geq 0$.
1.3. The unfolding operator and its main properties. For every $z$ in $\mathbb{R}^{n}$ we denote by $[z]$ the vector whose coordinates are the integer parts of the corresponding coordinates of $z$.

DEFINITION 1.6. Let $\Omega \in \mathcal{A}_{0}$. For $\varepsilon>0$, the unfolding operator $\mathcal{T}_{\varepsilon}: L^{1}(\Omega) \rightarrow$ $L^{1}\left(\mathbb{R}^{n} \times Y\right)$ is defined as follows:

$$
\mathcal{T}_{\varepsilon}(v)(x, y)=\widetilde{v}\left(\varepsilon\left[\frac{x}{\varepsilon}\right]+\varepsilon y\right)
$$

for every $v \in L^{1}(\Omega)$ and a.e. $(x, y) \in \mathbb{R}^{n} \times Y$, where $\widetilde{v}$ is the extension of $v$ by zero outside $\Omega$.

Let $\Omega \in \mathcal{A}_{0}$. For every $\varepsilon>0$ we set

$$
\Omega_{\varepsilon} \doteq \bigcup\left\{\varepsilon(\xi+\bar{Y}): \xi \in \mathbb{Z}^{n}, \varepsilon(\xi+\bar{Y}) \cap \bar{\Omega} \neq \emptyset\right\}
$$

Then one has (cf. [CDG])
(1.2) $\int_{\Omega_{\varepsilon} \times Y} \mathcal{T}_{\varepsilon}(v)(x, y) \mathrm{d} x \mathrm{~d} y=\int_{\Omega} v(x) \mathrm{d} x \quad$ for every $\varepsilon>0$ and for every $v$ in $L^{1}(\Omega)$.

Furthermore

$$
\begin{equation*}
\mathcal{T}_{\varepsilon}(v) \rightarrow \widetilde{v} \text { in } L^{p}\left(\mathbb{R}^{n} \times Y\right) \text { as } \varepsilon \rightarrow 0 \quad \text { for every } p \in\left[1,+\infty\left[\text { and } v \in L^{p}(\Omega)\right.\right. \tag{1.3}
\end{equation*}
$$

If $d$ is a positive integer, $w=\left(w_{1}, \ldots, w_{d}\right)$ belongs to $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$, and $\varepsilon>0$, we set

$$
\mathcal{T}_{\varepsilon}(w)=\left(\mathcal{T}_{\varepsilon}\left(w_{1}\right), \ldots, \mathcal{T}_{\varepsilon}\left(w_{d}\right)\right)
$$

Concerning the unfolding operator, the main result is the following (cf. Theorem 1 in [CDG]).

THEOREM 1.7. Let $\left.\Omega \in \mathcal{A}_{0}, p \in\right] 1,+\infty\left[\right.$, and let $\left\{\varepsilon_{h}\right\}$ be a sequence of positive numbers converging to 0 . Let $\left\{v_{h}\right\}$ be a sequence converging weakly in $W^{1, p}(\Omega)$ to some $v$. Then, there exist a subsequence $\left\{h_{k}\right\}$ and $V \in L^{p}\left(\Omega ; W_{\mathrm{per}}^{1, p}(Y)\right)$ such that, as $k \rightarrow+\infty$,

$$
\mathcal{T}_{\varepsilon_{h_{k}}}\left(\nabla v_{h_{k}}\right) \rightarrow \nabla v+\nabla_{y} V \text { weakly in } L^{p}\left(\Omega \times Y ; \mathbb{R}^{n}\right)
$$

1.4. A result of De Giorgi. We recall De Giorgi's argument allowing us to fix boundary values when computing $\Gamma$-limits (see [DG] for the scalar case and $[F]$ for an extension to the vector-valued case).

Lemma 1.8. Assume that $f$ satisfies (0.1), (0.3), and (0.4) for some $p \in[1,+\infty[$. Let $\left.\left\{\nu_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ be increasing and diverging. Then, for every $\Omega \in \mathcal{A}_{0}$, and every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu_{h} x, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu_{h} x, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}
\end{aligned}
$$

2. The homogenization result. Let $f$ satisfy hypothesis (0.1), and let $p$ be in $[1,+\infty[$. For every $t>0$, set

$$
\begin{align*}
f_{t}: z \in \mathbb{R}^{n m} & \mapsto \frac{1}{t^{n}} \inf \left\{\int_{t Y} f(y, z+\nabla v) \mathrm{d} y: v \in W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right\}  \tag{2.1}\\
& =\inf \left\{\int_{Y} f(t y, z+\nabla v) \mathrm{d} y: v \in W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right\}
\end{align*}
$$

For every $t>0$, the function $f_{t}$ is upper semicontinuous as the infimum of a family of continuous functions. If, in addition, hypothesis ( 0.3 ) holds, then clearly

$$
\begin{equation*}
f_{t}(z) \leq \int_{Y} a(t y) \mathrm{d} y+M|z|^{p} \quad \text { for every } t>0 \text { and every } z \in \mathbb{R}^{n m} \tag{2.2}
\end{equation*}
$$

Lemma 2.1. Assume that $f$ satisfies (0.1) and that $f(\cdot, z) \in L^{1}(Y)$ for every $z \in \mathbb{R}^{n m}$. For every $t>0$, let $f_{t}$ be defined by (2.1). Then, for every $z$ in $\mathbb{R}^{n m}$, the limit $\lim _{t \rightarrow+\infty} f_{t}(z)$ exists and

$$
\lim _{t \rightarrow+\infty} f_{t}(z)=\inf _{h \in \mathbb{N}} f_{h}(z)
$$

Proof. Fix $z$ in $\mathbb{R}^{n m}$. By the periodicity of $f(\cdot, z)$, one has

$$
\begin{equation*}
f_{k \nu}(z) \leq f_{\nu}(z) \quad \text { for every } \nu, k \in \mathbb{N} . \tag{2.3}
\end{equation*}
$$

Let $s, t \in] 0,+\infty[$ with $s<t$. The periodicity of $f(\cdot, z)$ implies that

$$
\begin{align*}
f_{s}(z) & \geq \frac{t^{n}}{s^{n}}\left(f_{t}(z)-\frac{1}{t^{n}} \int_{t Y \backslash s Y} f(y, z) \mathrm{d} y\right) \\
& \geq f_{t}(z)-\frac{1}{t^{n}} \int_{([t]+1) Y \backslash[s] Y} f(y, z) \mathrm{d} y  \tag{2.4}\\
& =f_{t}(z)-\frac{([t]+1)^{n}-[s]^{n}}{t^{n}} \int_{Y} f(y, z) \mathrm{d} y
\end{align*}
$$

Combining (2.4) and (2.3), we get

$$
\begin{align*}
f_{t}(z) & \leq f_{\left[\frac{t}{[s]}\right][s]}(z)+\frac{([t]+1)^{n}-\left[\frac{t}{[s]}\right]^{n}[s]^{n}}{t^{n}} \int_{Y} f(y, z) \mathrm{d} y \\
& \leq f_{[s]}(z)+\frac{([t]+1)^{n}-\left[\frac{t}{[s]}\right]^{n}[s]^{n}}{t^{n}} \int_{Y} f(y, z) \mathrm{d} y . \tag{2.5}
\end{align*}
$$

Hence, applying again (2.4),

$$
\begin{equation*}
f_{t}(z) \leq f_{s-1}(z)+\left(\frac{([s]+1)^{n}-[s-1]^{n}}{[s]^{n}}+\frac{([t]+1)^{n}-\left[\frac{t}{[s]}\right]^{n}[s]^{n}}{t^{n}}\right) \int_{Y} f(y, z) \mathrm{d} y \tag{2.6}
\end{equation*}
$$

By the summability assumption on $f(\cdot, z)$, letting first $t$ and then $s$ go to infinity in (2.6), we conclude that $\lim \sup _{t \rightarrow+\infty} f_{t}(z) \leq \liminf _{s \rightarrow+\infty} f_{s}(z)$, namely, that the limit $\lim _{t \rightarrow+\infty} f_{t}(z)$ exists.

Now choose $h \in \mathbb{N}$ and $t \in] h,+\infty[$. Then (2.5), together with (2.3), implies

$$
\begin{aligned}
f_{t}(z) & \leq f_{\left[\frac{t}{h}\right] h}(z)+\frac{([t]+1)^{n}-\left[\frac{t}{h}\right]^{n} h^{n}}{t^{n}} \int_{Y} f(y, z) \mathrm{d} y \\
& \leq f_{h}(z)+\frac{([t]+1)^{n}-\left[\frac{t}{h}\right]^{n} h^{n}}{t^{n}} \int_{Y} f(y, z) \mathrm{d} y
\end{aligned}
$$

Letting $t$ go to infinity, we obtain

$$
\limsup _{t \rightarrow+\infty} f_{t}(z) \leq f_{h}(z)
$$

for every $h \in \mathbb{N}$. This inequality completes the proof of the lemma.

Lemma 2.2. Assume that $f$ satisfies (0.1), (0.2), (0.3), and (0.4) for some $p \in$ $] 1,+\infty\left[\right.$. For every $t>0$, let $f_{t}$ be defined in (2.1). Then, for every $\Omega$ in $\mathcal{A}_{0}, t>0$, and every $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, the following inequality holds:

$$
\begin{aligned}
& \int_{\Omega} f_{t}(\nabla u) \mathrm{d} x \\
& \quad=\frac{1}{t^{n}} \inf \left\{\int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

Proof. Let $\Omega, t, u$ be as above. Fix $V$ in $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$. Obviously, for a.e. $x \in \Omega$,

$$
\begin{aligned}
& \frac{1}{t^{n}} \int_{t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} y \\
& \quad \geq \frac{1}{t^{n}} \inf \left\{\int_{t Y} f(y, \nabla u(x)+\nabla v(y)) \mathrm{d} y: v \in W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right\} \\
& \quad=f_{t}(\nabla u(x))
\end{aligned}
$$

from which follows

$$
\begin{aligned}
\frac{1}{t^{n}} \inf & \left\{\int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& \geq \int_{\Omega} f_{t}(\nabla u(x)) \mathrm{d} x
\end{aligned}
$$

The reverse inequality is obvious if $\int_{\Omega} f_{t}(\nabla u(x)) \mathrm{d} x=+\infty$. If $\int_{\Omega} f_{t}(\nabla u(x)) \mathrm{d} x$ is finite, we make use of Castaing's selection theorem applied to the metric space $X=W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$.

Let $\Gamma$ be the multifunction defined by

$$
\Gamma: z \in \mathbb{R}^{n m} \mapsto\left\{v \in W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right): \frac{1}{t^{n}} \int_{t Y} f(y, z+\nabla v(y)) \mathrm{d} y=f_{t}(z)\right\}
$$

By (0.4) and Proposition 1.4 applied to $t Y$, the infimum defining $f_{t}(z)$ is achieved for every $z \in \mathbb{R}^{n m}$. So, $\Gamma(z)$ is nonempty and weakly closed, and hence strongly closed. We claim that $\Gamma$ has a $\mathcal{B}\left(\mathbb{R}^{n m}\right)$-measurable selection (where $\mathcal{B}\left(\mathbb{R}^{n m}\right)$ denotes the $\sigma$-algebra of the Borel subsets of $\mathbb{R}^{n m}$ ). By Theorem 1.1, it is enough to show that for every strongly closed subset $F$ of $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$, one has

$$
\Gamma^{-}(F) \doteq\left\{\zeta \in \mathbb{R}^{n m}: \Gamma(\zeta) \cap F \neq \emptyset\right\} \in \mathcal{B}\left(\mathbb{R}^{n m}\right)
$$

We first assume that $F$ is a closed ball in $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$ and prove that $\Gamma^{-}(F)$ is closed. Let $\left\{z_{h}\right\} \subseteq \Gamma^{-}(F), z \in \mathbb{R}^{n m}$, with $z_{h} \rightarrow z$. For every $h \in \mathbb{N}$, let $v_{h} \in \Gamma\left(z_{h}\right) \cap F$. Then, $\left\{v_{h}\right\}$ turns out to be bounded in $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$. In fact, (0.4), the upper semicontinuity of $f_{t},(0.3)$, and (2.2) imply that

$$
\begin{aligned}
\limsup _{h \rightarrow+\infty} \frac{1}{t^{n}} \int_{t Y}\left|z_{h}+\nabla v_{h}(y)\right|^{p} \mathrm{~d} y & \leq \limsup _{h \rightarrow+\infty} \frac{1}{t^{n}} \int_{t Y} f\left(y, z_{h}+\nabla v_{h}(y)\right) \mathrm{d} y \\
& =\limsup _{h \rightarrow+\infty} f_{t}\left(z_{h}\right) \leq f_{t}(z)<+\infty
\end{aligned}
$$

Therefore, there is a subsequence $\left\{v_{h_{k}}\right\}$ of $\left\{v_{h}\right\}$, and some $v_{\infty}$ in $F$ such that $v_{h_{k}} \rightharpoonup v_{\infty}$ in $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$. Then, Proposition 1.4 (applied to $\left.t Y\right)$ and the upper semicontinuity
of $f_{t}$ imply

$$
\begin{aligned}
f_{t}(z) & \leq \frac{1}{t^{n}} \int_{t Y} f\left(y, z+\nabla v_{\infty}(y)\right) \mathrm{d} y \leq \liminf _{k \rightarrow+\infty} \frac{1}{t^{n}} \int_{t Y} f\left(y, z_{h_{k}}+\nabla v_{h_{k}}(y)\right) \mathrm{d} y \\
& \leq \limsup _{k \rightarrow+\infty} f_{t}\left(z_{h_{k}}\right) \leq f_{t}(z)
\end{aligned}
$$

so that $v_{\infty} \in \Gamma(z) \cap F$ and $z \in \Gamma^{-}(F)$.
By using the separability of $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$, every strongly closed subset $F$ of $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$ can be written as a countable intersection of countable unions of balls. Consequently, $\Gamma^{-}(F)$ is itself a countable intersection of countable unions of closed sets, and hence $\Gamma^{-}(F) \in \mathcal{B}\left(\mathbb{R}^{n m}\right)$. By Theorem 1.1, $\Gamma$ admits a $\mathcal{B}\left(\mathbb{R}^{n m}\right)$-measurable selection $\sigma$.

For a.e. $x \in \Omega$, set $U(x)=\sigma(\nabla u(x))$. Then, $U$ is $\mathcal{L}(\Omega)$-measurable with values in $W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)$. Moreover, for a.e. $x \in \Omega$,

$$
f_{t}(\nabla u(x))=\frac{1}{t^{n}} \int_{t Y} f\left(y, \nabla u(x)+\nabla_{y} U(x)(y)\right) \mathrm{d} y
$$

Since $f_{t}(\nabla u)$ is summable, the previous equality, together with (0.4), implies that $\nabla_{y} U \in L^{p}\left(\Omega \times t Y ; \mathbb{R}^{n m}\right)$. Thus, by the Poincaré inequality, $U$ is in $L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)$. Consequently,

$$
\begin{aligned}
& \int_{\Omega} f_{t}(\nabla u(x)) \mathrm{d} x \\
& \quad=\frac{1}{t^{n}} \int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} U(x)(y)\right) \mathrm{d} x \mathrm{~d} y \\
& \quad \geq \frac{1}{t^{n}} \inf \left\{\int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

and this completes the proof of the lemma.
Proposition 2.3. Assume that $f$ satisfies (0.1), (0.2), (0.3), and (0.4) for some $p \in] 1,+\infty\left[\right.$. Let $f_{\text {hom }}$ be defined by (0.5). Then, for every $\Omega \in \mathcal{A}_{0}$ and $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, the limit below exists, and

$$
\begin{aligned}
\lim _{t \rightarrow+\infty} & \frac{1}{t^{n}} \inf \left\{\int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& =\int_{\Omega} f_{\mathrm{hom}}(\nabla u(x)) \mathrm{d} x
\end{aligned}
$$

Proof. The conclusion follows from Lemma 2.2, Lemma 2.1, (2.2), and the Lebesgue dominated convergence theorem.

Remark 2.4. Under the assumptions of Proposition 2.3, note the various formulations for the limit energy, the latter deriving from Lemma 2.1:

$$
\begin{aligned}
& \int_{\Omega} f_{\text {hom }}(\nabla u) \mathrm{d} x \\
& =\lim _{t \rightarrow+\infty} \frac{1}{t^{n}} \inf \left\{\int_{\Omega \times t Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(t Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& =\lim _{t \rightarrow+\infty} \inf \left\{\int_{\Omega \times Y} f\left(t y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& =\inf _{h \in \mathbb{N}} \inf \left\{\int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

We now state the main homogenization result for nonlinear energy integral functionals.

THEOREM 2.5. Let $f$ satisfy (0.1) and (0.2). Let $p \in] 1,+\infty[$, and assume that (0.3) and (0.4) hold. Let $f_{\text {hom }}$ be defined by (0.5). Then, for every $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ converging to $0, \Omega$ in $\mathcal{A}_{0}$, and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \int_{\Omega} f_{\text {hom }}(\nabla u) \mathrm{d} x \\
& =\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}
\end{aligned}
$$

The proof uses the following lemmas and will be given at the end of this section. Lemma 2.6. Assume that $f$ satisfies ( 0.1 ) and ( 0.3 ) for some $p \in] 1,+\infty[$. Let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ converge to $0, \Omega$ in $\mathcal{A}_{0}$, and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. Then

$$
\begin{aligned}
& \inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \quad \leq \inf _{k \in \mathbb{N}} \frac{1}{k^{n}} \inf \left\{\int_{\Omega \times k Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

Proof. Let $k \in \mathbb{N}$, and let $U \in C^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ with $U(x, \cdot) k Y$-periodic for every $x \in \Omega$. For every $h \in \mathbb{N}$ and $x \in \Omega$, set $u_{h}(x)=u(x)+\varepsilon_{h} U\left(x, \frac{x}{\varepsilon_{h}}\right)$. Clearly, $\nabla u_{h}(x)=\nabla u(x)+\varepsilon_{h} \nabla_{x} U\left(x, \frac{x}{\varepsilon_{h}}\right)+\nabla_{y} U\left(x, \frac{x}{\varepsilon_{h}}\right)$ for every $h \in \mathbb{N}$ and $x \in \Omega$.

Using the unfolding operator, (1.2), and the periodicity properties of $f$ and $U$, one has

$$
\begin{aligned}
& \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x=\int_{\Omega_{k \varepsilon_{h}} \times Y} \mathcal{T}_{k \varepsilon_{h}}\left(f\left(\frac{\cdot}{\varepsilon_{h}}, \nabla u_{h}(\cdot)\right)\right)(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\int_{\Omega_{k \varepsilon_{h}} \times Y} f\left(\frac{1}{\varepsilon_{h}}\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y\right), \mathcal{T}_{k \varepsilon_{h}}\left(\nabla u_{h}\right)(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
& =\int_{\Omega_{k \varepsilon_{h}} \times Y} f\left(k y, \mathcal{T}_{k \varepsilon_{h}}(\nabla u)(x, y)+\varepsilon_{h} \nabla_{x} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k\left[\frac{x}{k \varepsilon_{h}}\right]+k y\right)\right. \\
& \left.\quad+\nabla_{y} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k\left[\frac{x}{k \varepsilon_{h}}\right]+k y\right)\right) \mathrm{d} x \mathrm{~d} y \\
& =\int_{\Omega_{k \varepsilon_{h}} \times Y} f\left(k y, \mathcal{T}_{k \varepsilon_{h}}(\nabla u)(x, y)+\varepsilon_{h} \nabla_{x} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right. \\
& \left.\quad+\nabla_{y} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Since $\left\{u_{h}\right\}$ converges uniformly to $u$ in $\Omega$, we have

$$
\begin{gathered}
\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{v_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), v_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
\leq \limsup _{h \rightarrow+\infty} \int_{\Omega_{k \varepsilon_{h}} \times Y} f\left(k y, \mathcal{T}_{k \varepsilon_{h}}(\nabla u)(x, y)+\varepsilon_{h} \nabla_{x} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right. \\
\left.+\nabla_{y} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right) \mathrm{d} x \mathrm{~d} y .
\end{gathered}
$$

On the other hand, by the continuity properties $\nabla_{x} U$ and $\nabla_{y} U$, one has
$\varepsilon_{h} \nabla_{x} U\left(k \varepsilon_{h}\left[\frac{\cdot}{k \varepsilon_{h}}\right]+k \varepsilon_{h} \cdot, \cdot\right) \rightarrow 0, \nabla_{y} U\left(k \varepsilon_{h}\left[\frac{\cdot}{k \varepsilon_{h}}\right]+k \varepsilon_{h} \cdot, \cdot\right) \rightarrow \nabla_{y} U$ uniformly in $\Omega$.

By (1.3), $\mathcal{T}_{k \varepsilon_{h}}(\nabla u) \rightarrow \widetilde{\nabla u}$ in $L^{p}\left(\mathbb{R}^{n} \times Y ; \mathbb{R}^{n m}\right)$. Then, since $|\partial \Omega|=0$, using (0.3) we conclude that

$$
\begin{gathered}
\lim _{h \rightarrow+\infty} \int_{\Omega_{k \varepsilon_{h}} \times Y} f\left(k y, \mathcal{T}_{k \varepsilon_{h}}(\nabla u)(x, y)+\varepsilon_{h} \nabla_{x} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right. \\
\left.\quad+\nabla_{y} U\left(k \varepsilon_{h}\left[\frac{x}{k \varepsilon_{h}}\right]+k \varepsilon_{h} y, k y\right)\right) \mathrm{d} x \mathrm{~d} y \\
=\int_{\Omega \times Y} f\left(k y, \nabla u(x)+\nabla_{y} U(x, k y)\right) \mathrm{d} x \mathrm{~d} y \\
=\frac{1}{k^{n}} \int_{\Omega \times k Y} f\left(y, \nabla u(x)+\nabla_{y} U(x, y)\right) \mathrm{d} x \mathrm{~d} y .
\end{gathered}
$$

By the above inequalities we get

$$
\begin{align*}
& \inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{v_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), v_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}  \tag{2.7}\\
& \quad \leq \frac{1}{k^{n}} \int_{\Omega \times k Y} f\left(y, \nabla u(x)+\nabla_{y} U(x, y)\right) \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

for every $U \in C^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ with $U(x, \cdot) k Y$-periodic for every $x \in \Omega$.
By virtue of (0.1) and (0.3), we observe that the right-hand side of (2.7) is continuous with respect to $U \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)$ and that the set of functions $U$ in $C^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ with $U(x, \cdot) k Y$-periodic for every $x \in \Omega$ is dense in $L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)$. Consequently, (2.7) holds for every $U \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)$ as well. Taking first the infimum as $U$ varies in $L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)$, and then the infimum on $k$, completes the proof.

Remark 2.7. Since, for every integer $k$, the space $W_{0}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)$ is a subspace of $W_{\text {per }}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)$, Lemma 2.6 holds with the $V$ in $L^{p}\left(\Omega ; W_{0}^{1, p}\left(k Y ; \mathbb{R}^{m}\right)\right)$.

Lemma 2.8. Assume that $f$ satisfies (0.1), (0.3), (0.4), and (1.1) for some $p \in$ $\left[1,+\infty\left[\right.\right.$. Let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ converge to $0, \Omega$ in $\mathcal{A}_{0}$, and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. Then
$\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow 0\right.$ in $\left.L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}$

$$
\begin{aligned}
\geq \sup _{\nu \in \mathbb{N}} \inf & \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x:\right. \\
& \left.\left\{v_{h}\right\} \subseteq W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), v_{h} \rightarrow 0 \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}
\end{aligned}
$$

Proof. Let $\left\{u_{h}\right\} \subseteq W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ be such that $u_{h} \rightarrow 0$ in $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$. Clearly, we can assume

$$
\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x<+\infty
$$

Let $\Omega^{\prime}$ in $\mathcal{A}_{0}$ satisfy $\bar{\Omega} \subseteq \Omega^{\prime}$. For every $h \in \mathbb{N}$, we still denote $u_{h}$ the zero extension of $u_{h}$ from $\Omega$ to $\Omega^{\prime}$. We also select an extension of $u$ to $\Omega^{\prime}$ in $W^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{m}\right)$ which, for simplicity, is denoted $u$. Then, clearly

$$
\begin{align*}
& \int_{\Omega^{\prime}} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x \\
& \quad \leq \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x+\int_{\Omega^{\prime} \backslash \Omega}\left(a\left(\frac{x}{\varepsilon_{h}}\right)+M|\nabla u(x)|^{p}\right) \mathrm{d} x \tag{2.8}
\end{align*}
$$

for every $h \in \mathbb{N}$.
Let $\left\{h_{j}\right\} \subseteq \mathbb{N}$ be such that $\left\{\left[\frac{1}{\nu \varepsilon_{h_{j}}}\right]\right\}$ is strictly increasing, and

$$
\begin{equation*}
\lim _{j \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h_{j}}}, \nabla u+\nabla u_{h_{j}}\right) \mathrm{d} x=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x \tag{2.9}
\end{equation*}
$$

Then (0.4) provides that $\sup _{j \in \mathbb{N}} \int_{\Omega}\left|\nabla u_{h_{j}}\right|^{p} \mathrm{~d} x<+\infty$.
Now, let $\nu$ be a positive integer. For every $j \in \mathbb{N}$, set $\theta_{j}=\nu \varepsilon_{h_{j}}\left[\frac{1}{\nu \varepsilon_{h_{j}}}\right]$, and observe that $\theta_{j} \rightarrow 1^{-}$as $j$ goes to $+\infty$. For every $j \in \mathbb{N}$, define $v_{j} \doteq \frac{1}{\theta_{j}} u_{h_{j}}\left(\theta_{j} \cdot\right)$. Clearly, $v_{j}$ has support in $\frac{1}{\theta_{j}} \bar{\Omega}$, which is included in $\Omega^{\prime}$ for large values of $j$, so it is in $W_{0}^{1, p}\left(\Omega^{\prime} ; \mathbb{R}^{m}\right)$ for the same values of $j$. From its definition, it is straightforward that $\left\{v_{j}\right\}$ goes to zero in $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$ because $\left\{u_{h}\right\}$ does. Moreover,

$$
\begin{equation*}
\sup _{j \in \mathbb{N}} \int_{\Omega^{\prime}}\left|\nabla v_{j}\right|^{p} \mathrm{~d} x<+\infty \tag{2.10}
\end{equation*}
$$

By performing the change of variable $x=\theta_{j} x^{\prime}$, for $j$ large enough, we get successively

$$
\begin{aligned}
\int_{\Omega^{\prime}} f\left(\frac{x}{\varepsilon_{h_{j}}}, \nabla u+\nabla u_{h_{j}}\right) \mathrm{d} x & =\theta_{j}^{n} \int_{\theta_{j}^{-1} \Omega^{\prime}} f\left(\frac{\theta_{j} x^{\prime}}{\varepsilon_{h_{j}}},\left(\nabla_{x} u+\nabla_{x} u_{h_{j}}\right)\left(\theta_{j} x^{\prime}\right)\right) \mathrm{d} x^{\prime} \\
& =\theta_{j}^{n} \int_{\theta_{j}^{-1} \Omega^{\prime}} f\left(\frac{\theta_{j} x^{\prime}}{\varepsilon_{h_{j}}}, \nabla_{x} u\left(\theta_{j} x^{\prime}\right)+\nabla_{x^{\prime}} v_{j}\left(x^{\prime}\right)\right) \mathrm{d} x^{\prime} \\
& \geq \theta_{j}^{n} \int_{\Omega} f\left(\frac{\theta_{j} x^{\prime}}{\varepsilon_{h_{j}}}, \nabla_{x} u\left(\theta_{j} x^{\prime}\right)+\nabla_{x^{\prime}} v_{j}\left(x^{\prime}\right)\right) \mathrm{d} x^{\prime}
\end{aligned}
$$

Consequently, using (1.1) and Hölder's inequality,

$$
\begin{align*}
& \int_{\Omega^{\prime}} f\left(\frac{x}{\varepsilon_{h_{j}}}, \nabla u+\nabla u_{h_{j}}\right) \mathrm{d} x \\
& \geq \theta_{j}^{n} \int_{\Omega} f\left(\frac{\theta_{j} x^{\prime}}{\varepsilon_{h_{j}}}, \nabla_{x} u\left(x^{\prime}\right)+\nabla_{x^{\prime}} v_{j}\left(x^{\prime}\right)\right) \mathrm{d} x^{\prime} \\
& \quad-\theta_{j}^{n} C\left\{\left(\int_{\Omega} a\left(\frac{\theta_{j} x^{\prime}}{\varepsilon_{h_{j}}}\right) \mathrm{d} x^{\prime}\right)^{1-\frac{1}{p}}+\left(\int_{\Omega}\left|\nabla_{x} u\left(\theta_{j} x^{\prime}\right)\right|^{p} \mathrm{~d} x^{\prime}\right)^{1-\frac{1}{p}}\right.  \tag{2.11}\\
& \left.\quad+\left(\int_{\Omega}\left|\nabla_{x} u\left(x^{\prime}\right)\right|^{p} \mathrm{~d} x^{\prime}\right)^{1-\frac{1}{p}}+\left(\int_{\Omega}\left|\nabla_{x^{\prime}} v_{j}\left(x^{\prime}\right)\right|^{p} \mathrm{~d} x^{\prime}\right)^{1-\frac{1}{p}}\right\} \\
& \\
& \times\left(\int_{\Omega}\left|\nabla_{x} u\left(\theta_{j} x^{\prime}\right)-\nabla_{x} u\left(x^{\prime}\right)\right|^{p} \mathrm{~d} x^{\prime}\right)^{\frac{1}{p}} \text { for } j \text { large enough. }
\end{align*}
$$

Now, for every $j \in \mathbb{N}$, set $n_{j}=\left[\frac{1}{\nu \varepsilon_{h_{j}}}\right]$. Since $\frac{\theta_{j}}{\varepsilon_{h_{j}}}=\nu\left[\frac{1}{\nu \varepsilon_{h_{j}}}\right]=\nu n_{j}$, going to the limit in (2.11), exploiting the periodicity of $a$ and (2.10), gives

$$
\begin{align*}
\liminf _{j \rightarrow+\infty} \int_{\Omega} f\left(\nu n_{j} x, \nabla u+\nabla v_{j}\right) \mathrm{d} x & =\liminf _{j \rightarrow+\infty} \theta_{j}^{n} \int_{\Omega} f\left(\frac{\theta_{j} x}{\varepsilon_{h_{j}}}, \nabla u+\nabla v_{j}\right) \mathrm{d} x  \tag{2.12}\\
& \leq \lim _{j \rightarrow+\infty} \int_{\Omega^{\prime}} f\left(\frac{x}{\varepsilon_{h_{j}}}, \nabla u+\nabla u_{h_{j}}\right) \mathrm{d} x
\end{align*}
$$

where we used the fact that $\int_{\Omega}\left|\nabla_{x} u\left(\theta_{j} x^{\prime}\right)-\nabla_{x} u\left(x^{\prime}\right)\right|^{p} \mathrm{~d} x^{\prime}$ converges to 0 by the continuity as $\theta_{j} \rightarrow 1$ of the scaling operator in $L^{p}$.

Combining (2.12), (2.8), and (2.9), and using the periodicity of the function $a$, yields

$$
\begin{align*}
& \liminf _{j \rightarrow+\infty} \int_{\Omega} f\left(\nu n_{j} x, \nabla u+\nabla v_{j}\right) \mathrm{d} x \\
& \quad \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x  \tag{2.13}\\
& \quad+\left|\Omega^{\prime} \backslash \Omega\right| \int_{Y} a(y) \mathrm{d} y+M \int_{\Omega^{\prime} \backslash \Omega}|\nabla u(x)|^{p} \mathrm{~d} x
\end{align*}
$$

Recall that $\left\{n_{j}\right\}$ is strictly increasing. Thus, for every $h \in \mathbb{N}$ we define $\left\{w_{h}\right\}$ as

$$
w_{h}= \begin{cases}v_{j} & \text { if } h=n_{j} \text { for some } j \in \mathbb{N} \\ 0 & \text { otherwise }\end{cases}
$$

Observe that $\left\{w_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, and that $w_{h} \rightarrow 0$ in $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$. Then, since $|\partial \Omega|=0$ and $\left\{n_{j}\right\} \subseteq \mathbb{N}$, once $\Omega^{\prime}$ shrinks to $\bar{\Omega}$, by (2.13) we conclude that

$$
\begin{aligned}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x:\left\{v_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), v_{h} \rightarrow 0 \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \quad \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu h x, \nabla u+\nabla w_{h}\right) \mathrm{d} x \leq \liminf _{j \rightarrow+\infty} \int_{\Omega} f\left(\nu n_{j} x, \nabla u+\nabla v_{j}\right) \mathrm{d} x \\
& \quad \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x
\end{aligned}
$$

The desired conclusion follows by using Lemma 1.8 and taking the supremum for $\nu$ in $\mathbb{N}$.

Lemma 2.9. Assume that $f$ satisfies (0.1), (0.3), (0.4), and (1.1) for some $p \in$ $\left[1,+\infty\left[\right.\right.$. Let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ converge to $0, \Omega$ in $\mathcal{A}_{0}$, and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. Then

$$
\begin{aligned}
\inf & \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u+\nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow 0 \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \geq \liminf _{h \rightarrow+\infty} \inf \left\{\int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

Proof. Since $\Omega$ has Lipschitz boundary, $u$ can be extended as an element of $W^{1, p}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ without changing notation.

To prove the lemma, we estimate from below the right-hand side of the inequality in Lemma 2.8.

Let $\nu \in \mathbb{N}$, and let $\left\{v_{h}\right\} \subseteq W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ be such that $v_{h} \rightarrow 0$ in $L^{p}\left(\Omega ; \mathbb{R}^{m}\right)$. As before, each $v_{h}$ can be considered as extended by zero outside of $\Omega$. For every $j \in \mathbb{Z}^{n}$, set $Y_{\nu, j}=\frac{1}{\nu}(j+Y)$ and let $J_{\nu}=\left\{j \in \mathbb{Z}^{n}: \overline{Y_{\nu, j}} \cap \bar{\Omega} \neq \emptyset\right\}$. Then

$$
\begin{align*}
& \sum_{j \in J_{\nu}} \liminf _{h \rightarrow+\infty} \int_{Y_{\nu, j}} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x \\
& \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x+\left|\Omega_{1 / \nu} \backslash \Omega\right| \int_{Y} a \mathrm{~d} y+M \int_{\Omega_{1 / \nu} \backslash \Omega}|\nabla u|^{p} \mathrm{~d} x . \tag{2.14}
\end{align*}
$$

For every $j \in J_{\nu}$, we apply Lemma 1.8 to $Y_{\nu, j}$, and get $\left\{w_{\nu, j, h}\right\} \subseteq W_{0}^{1, p}\left(Y_{\nu, j} ; \mathbb{R}^{m}\right)$ such that $w_{\nu, j, h} \rightarrow 0$ in $L^{p}\left(Y_{\nu, j} ; \mathbb{R}^{m}\right)$, and

$$
\begin{equation*}
\liminf _{h \rightarrow+\infty} \int_{Y_{\nu, j}} f\left(\nu h x, \nabla u+\nabla w_{\nu, j, h}\right) \mathrm{d} x \leq \liminf _{h \rightarrow+\infty} \int_{Y_{\nu, j}} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x \tag{2.15}
\end{equation*}
$$

For every $j \in J_{\nu}$ and $h \in \mathbb{N}$, using the unfolding operator $\mathcal{T}_{1 / \nu}$ on $Y_{\nu, j}$, together with the same arguments as in Lemma 2.6, gives

$$
\begin{aligned}
& \int_{Y_{\nu, j}} f\left(\nu h x, \nabla u+\nabla w_{\nu, j, h}\right) \mathrm{d} x \\
& \quad \geq \int_{Y_{\nu, j} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\mathcal{T}_{1 / \nu}\left(\nabla w_{\nu, j, h}\right)(x, y)\right) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Observe now that for every $h \in \mathbb{N}$ and $j \in J_{\nu}$,

$$
\mathcal{T}_{1 / \nu}\left(\nabla w_{\nu, j, h}\right)=\nu \nabla_{y} \mathcal{T}_{1 / \nu}\left(w_{\nu, j, h}\right)
$$

When $x$ varies almost everywhere in some $Y_{\nu, j}$, the function $\mathcal{T}_{1 / \nu}\left(w_{\nu, j, h}\right)(x, \cdot)$ belongs to $W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$, which implies $\mathcal{T}_{1 / \nu}\left(w_{\nu, j, h}\right) \in L^{p}\left(Y_{\nu, j} ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right.$ ). Consequently,

$$
\begin{aligned}
& \int_{Y_{\nu, j}} f\left(\nu h x, \nabla u+\nabla w_{\nu, j, h}\right) \mathrm{d} x \\
& \quad \geq \inf \left\{\int_{Y_{\nu, j} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
& \left.\quad V \in L^{p}\left(Y_{\nu, j} ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} .
\end{aligned}
$$

Since the sets $\left\{Y_{\nu, j}\right\}_{j \in J_{\nu}}$ are pairwise disjoint and $\Omega \subseteq \Omega_{1 / \nu}=\cup_{j \in J_{\nu}} Y_{\nu, j}$ up to a null set, it is easy to verify that for every $h \in \mathbb{N}$

$$
\begin{gathered}
\sum_{j \in J_{\nu}} \inf \left\{\int_{Y_{\nu, j} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(Y_{\nu, j} ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
=\inf \left\{\int_{\Omega_{1 / \nu} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
\geq \inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{gathered}
$$

Then (2.15), (2.15), and Proposition 2.3 provide

$$
\begin{gathered}
\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nu h x, \nabla u+\nabla v_{h}\right) \mathrm{d} x+\left|\Omega_{1 / \nu} \backslash \Omega\right| \int_{Y} a \mathrm{~d} y+M \int_{\Omega_{1 / \nu} \backslash \Omega}|\nabla u|^{p} \mathrm{~d} x \\
\geq \sum_{j \in J_{\nu}} \liminf _{h \rightarrow+\infty} \inf \left\{\int_{Y_{\nu, j} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(Y_{\nu, j} ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
=\lim _{h \rightarrow+\infty} \sum_{j \in J_{\nu}} \inf \left\{\int_{Y_{\nu, j} \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.\geq V \in L^{p}\left(Y_{\nu, j} ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
\geq \lim _{h \rightarrow+\infty} \inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} .
\end{gathered}
$$

As $\nu$ goes to $+\infty,\left|\Omega_{1 / \nu} \backslash \Omega\right| \rightarrow 0$. Therefore, to complete the proof, we just need to verify that

$$
\begin{gather*}
\liminf _{\nu \rightarrow+\infty} \lim _{h \rightarrow+\infty} \inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u(x))+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}  \tag{2.16}\\
\geq \liminf _{h \rightarrow+\infty} \inf \left\{\int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
\left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{gather*}
$$

To do this, we first recall that, by (1.3), $\left\{\mathcal{T}_{1 / \nu}(\nabla u)\right\}$ converges to $\nabla u$ in $L^{p}\left(\Omega \times Y ; \mathbb{R}^{m n}\right)$ as $\nu$ goes to $+\infty$. For $\nu$ and $h$ in $\mathbb{N}$, using (0.3), (0.4), and the boundedness of $\left\{\int_{Y} a(h y) \mathrm{d} y\right\}$, it is straightforward to find a $\left.K(u) \in\right] 0,+\infty[$, not depending on $\nu$ and $h$, such that

$$
\begin{align*}
& \inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
& \left.\quad V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& =\inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right.  \tag{2.17}\\
& \left.\quad V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right),\left\|\mathcal{T}_{1 / \nu}(\nabla u)+\nabla_{y} V\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)} \leq K(u)\right\} .
\end{align*}
$$

If $V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)$ satisfies $\left\|\mathcal{T}_{1 / \nu}(\nabla u)+\nabla_{y} V\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)} \leq K(u)$, using (1.1) and Hölder's inequality, we have

$$
\begin{aligned}
& \int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \\
& \geq \int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
& \quad-C\left\{\left(|\Omega| \int_{Y} a(h y) \mathrm{d} y\right)^{1-\frac{1}{p}}+\left\|\mathcal{T}_{1 / \nu}(\nabla u)+\nabla_{y} V\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}^{p-1}\right. \\
& \quad \\
& \left.\quad+\left\|\nabla u+\nabla_{y} V\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}^{p-1}\right\}\left\|\mathcal{T}_{1 / \nu}(\nabla u)-\nabla u\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)} \\
& \quad \begin{array}{l}
\geq \int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y-C\left\{\left(\mid \Omega \int_{Y} a(h y) \mathrm{d} y\right)^{1-\frac{1}{p}}+K(u)^{p-1}\right. \\
\left.\quad+\left(\left\|\nabla u-\mathcal{T}_{1 / \nu}(\nabla u)\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}+K(u)\right)^{p-1}\right\}\left\|\mathcal{T}_{1 / \nu}(\nabla u)-\nabla u\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}
\end{array}
\end{aligned}
$$

This, together with (2.17), implies for every $\nu, h$ in $\mathbb{N}$ that

$$
\begin{align*}
& \inf \left\{\int_{\Omega \times Y} f\left(h y, \mathcal{T}_{1 / \nu}(\nabla u)(x, y)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
& \left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& \geq \inf \left\{\int_{\Omega \times Y} f\left(h y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y:\right. \\
&  \tag{2.18}\\
& \left.V \in L^{p}\left(\Omega ; W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} \\
& - \\
& C\left\{\left(|\Omega| \int_{Y} a(h y) \mathrm{d} y\right)^{1-\frac{1}{p}}+K(u)^{p-1}\right. \\
& \\
& \left.\quad+\left\|\nabla u-\mathcal{T}_{1 / \nu}(\nabla u)\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}^{p-1}\right\}\left\|\mathcal{T}_{1 / \nu}(\nabla u)-\nabla u\right\|_{L^{p}\left(\Omega \times Y ; \mathbb{R}^{m}\right)}
\end{align*}
$$

From the boundedness of $\left\{\int_{Y} a(h y) \mathrm{d} y\right\}$, and the convergence of $\left\{\mathcal{T}_{1 / \nu}(\nabla u)\right\}$ to $\nabla u$ in $L^{p}\left(\Omega \times Y ; \mathbb{R}^{m n}\right)$, (2.18) implies equality (2.16) by letting $h$ and $\nu$ successively go to $+\infty$.

Proof of Theorem 2.5. First, (1.1) follows by Proposition 1.5. Then the theorem is a direct consequence of Lemma 2.6, Remark 2.7, Lemma 2.9, Lemma 1.8, and Proposition 2.3.
3. The convex case. Let $W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ denote the Banach space of $Y$-periodic functions in $W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ endowed with the $W^{1, p}\left(Y ; \mathbb{R}^{m}\right)$-norm.

Consider the case where hypothesis (0.2) is replaced by (0.6). We show below how the proof of the homogenization result in simplified by the periodic unfolding method.

In the convex case, the homogenized density is classically defined as

$$
\begin{equation*}
f_{\#}: z \in \mathbb{R}^{n m} \mapsto \inf \left\{\int_{Y} f(y, z+\nabla v) \mathrm{d} y: v \in W_{\mathrm{per}}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right\} \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let $f$ satisfy (0.1) and (0.6). Let $p \in] 1,+\infty[$, and assume that (0.3) and (0.4) hold. Let $f_{\#}$ be defined by (3.1). Then, for every $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ converging to $0, \Omega$ in $\mathcal{A}_{0}$, and $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \int_{\Omega} f_{\#}(\nabla u) \mathrm{d} x \\
& = \\
& =\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& = \\
& =\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x: \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\} \\
& = \\
& \inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq u+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}
\end{aligned}
$$

Proof. First of all, we recall that (0.6) trivially implies (0.2) so that, by Proposition 1.5, (1.1) holds.

Let $\left\{\varepsilon_{h}\right\}, \Omega$, and $u$ be as above. We claim that

$$
\begin{align*}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightharpoonup u \text { in } W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}  \tag{3.2}\\
& \quad \geq \inf \left\{\int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} .
\end{align*}
$$

Indeed, let $\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ weakly converge to $u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, and assume for simplicity that $\lim _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x$ exists and is finite. Then, Theorem 1.7
implies that there exist a strictly increasing sequence of integers $\left\{h_{k}\right\}$ and some $U$ in $L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)$ with

$$
\begin{equation*}
\mathcal{T}_{\varepsilon_{h_{k}}}\left(\nabla u_{h_{k}}\right) \rightharpoonup \nabla u+\nabla_{y} U \text { in } L^{p}\left(\Omega \times Y ; \mathbb{R}^{n m}\right) \tag{3.3}
\end{equation*}
$$

By (1.2) and the periodicity properties of $f$, for every $h$ in $\mathbb{N}$, we have

$$
\begin{aligned}
\int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x & \geq \int_{\Omega \times Y} f\left(\frac{1}{\varepsilon_{h}}\left(\varepsilon_{h}\left[\frac{x}{\varepsilon_{h}}\right]+\varepsilon_{h} y\right), \mathcal{T}_{\varepsilon_{h}}\left(\nabla u_{h}\right)(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
& =\int_{\Omega \times Y} f\left(y, \mathcal{T}_{\varepsilon_{h}}\left(\nabla u_{h}\right)(x, y)\right) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Hence, using (3.3), (0.6), and Proposition 1.3 applied to $\Omega \times Y$, we conclude that

$$
\begin{aligned}
\lim _{h \rightarrow+\infty} \int_{\Omega} f & \left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x=\lim _{k \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h_{k}}}, \nabla u_{h_{k}}\right) \mathrm{d} x \\
& \geq \int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} U(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
& \geq \inf \left\{\int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\mathrm{per}}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}
\end{aligned}
$$

from which (3.2) follows.
By (3.2), (0.4), and Rellich's theorem, it then follows that

$$
\begin{align*}
& \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right. \\
& \left.\quad\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}  \tag{3.4}\\
& \\
& \qquad \geq \inf \left\{\int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} .
\end{align*}
$$

On the other hand, Lemma 2.6 yields

$$
\inf \left\{\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) \mathrm{d} x:\right.
$$

$$
\begin{align*}
& \left.\left\{u_{h}\right\} \subseteq W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), u_{h} \rightarrow u \text { in } L^{p}\left(\Omega ; \mathbb{R}^{m}\right)\right\}  \tag{3.5}\\
\leq & \inf \left\{\int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\} .
\end{align*}
$$

Eventually, we observe that the very same proof of Lemma 2.2 for $t=1$, with $W_{0}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$ replaced by $W_{\text {per }}^{1, p}\left(Y ; \mathbb{R}^{m}\right)$, and $f_{1}$ by $f_{\#}$, provides

$$
\begin{align*}
& \inf \left\{\int_{\Omega \times Y} f\left(y, \nabla u(x)+\nabla_{y} V(x, y)\right) \mathrm{d} x \mathrm{~d} y: V \in L^{p}\left(\Omega ; W_{\mathrm{per}}^{1, p}\left(Y ; \mathbb{R}^{m}\right)\right)\right\}  \tag{3.6}\\
& \quad=\int_{\Omega} f_{\#}(\nabla u) \mathrm{d} x
\end{align*}
$$

Consequently, (3.4), (3.5), (3.6), and Lemma 1.8 prove the theorem.
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#### Abstract

We address the issue of determining the Young measure associated with the sequence of gradients of the solutions to a highly oscillatory boundary value problem as in a homogenization setting. After proving a general result, we focus on the standard periodic case providing explicit formulae for the situation of a first-order laminate.
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1. Introduction. In [10], a treatment was given by which $\Gamma$-convergence [4] can be understood and examined, in some situations, by means of Young measures. See also [6], [7]. Here we would like to provide some hint not only about $\Gamma$-limits of functionals in typical cases and their minimizers, but also about the full Young measure associated with minimizers of a sequence of functionals. From this perspective, this work can be considered as a second part of [10].

To be more precise we will focus on a typical situation in homogenization. Suppose that the sequence $\left\{u_{j}\right\}$ is the sequence of solutions for

$$
\begin{equation*}
\operatorname{div}\left[A_{j}(x) \nabla u_{j}(x)\right]=0 \text { in } \Omega, \quad u_{j}=u_{0} \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

where $u_{0} \in H^{1}(\Omega), \Omega$ is a regular bounded domain, and we have the uniform bounds

$$
0<a \leq A_{j}(x) \leq b
$$

We have considered the homogeneous case for simplicity. Any source right-hand-side term can similarly be examined. Suppose that for a given relevant quantity $\phi$ we know that $\left\{\phi\left(\nabla u_{j}\right)\right\}$ weakly converges in $L^{1}(\Omega)$. How can we determine the limit

$$
\lim _{j \rightarrow \infty} \int_{\Omega} \phi\left(\nabla u_{j}(x)\right) d x
$$

or, more generally,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\Omega} \xi(x) \phi\left(\nabla u_{j}(x)\right) d x \tag{1.2}
\end{equation*}
$$

for an arbitrary, measurable, uniformly bounded function $\xi(x)$ and continuous $\phi$ ? This is the issue of the identification of arbitrary macroscopic quantities (see [5]).

We know too well that when the density $\phi$ is linear the answer is given by the solution of the corresponding homogenized equation. What can be said for a general nonlinear quantity if the sequence of gradients $\left\{\nabla u_{j}\right\}$ does not converge strongly in

[^76]$H^{1}(\Omega)$, which is the case of interest? This issue is nothing more than determining the Young measure corresponding to the sequence of gradients $\left\{\nabla u_{j}\right\}$ [3], [8], [11], [12]. Whenever $\psi(x, \lambda)$ is a Carathéodory integrand (measurable in $x$ and continuous in $\lambda$ ), the Young measure associated with $\left\{\nabla u_{j}\right\}$ furnishes a representation of all limits of $\left\{\psi\left(x, \nabla u_{j}\right)\right\}$ whenever this sequence is weakly convergent in $L^{1}(\Omega)$, namely,
$$
\lim _{j \rightarrow \infty} \int_{\Omega} \psi\left(x, \nabla u_{j}(x)\right) d x=\int_{\Omega} \int_{\mathbf{R}^{N}} \psi(x, \lambda) d \nu_{x}(\lambda) d x
$$
if $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ is the Young measure generated by $\left\{\nabla u_{j}\right\}$.
In the one-dimensional situation, for some simple examples the functions $u_{j}$ can even be computed explicitly (see [9]) so that, in particular, we can determine the associated Young measure. Having a sequence of functions is much more than having its underlying Young measure. The whole point is to determine and understand the limits (1.2) without calculating explicitly the solutions. Obviously, this is always the case in higher dimensions. Specifically, we will see the role played by the homogenized equation in determining such families of probability measures.

Since we will describe our results from the horizon of $\Gamma$-convergence and convergence of functionals, an additional comparison with variational problems may be of help. When we face a nonconvex variational problem such as

$$
\text { minimize in } u: \quad \int_{\Omega} W(\nabla u(x)) d x
$$

subject to $u \in W^{1, p}(\Omega), u-u_{0} \in W_{0}^{1, p}(\Omega)$, we need to examine relaxation at two different levels. At first we examine the convexified problem

$$
\text { minimize in } u: \quad \int_{\Omega} C W(\nabla u(x)) d x
$$

where $C W$ designates the (quasi-)convexification of $W$ under appropriate technical assumptions. This new problem admits minimizers which are the weak limits of minimizing sequences of the initial nonconvex problem. At the second relaxation level we explore the generalized variational problem in terms of Young measures,

$$
\operatorname{minimize} \text { in } \nu=\left\{\nu_{x}\right\}_{x \in \Omega}: \quad \int_{\Omega} \int_{\mathbf{M}} W(X) d \nu_{x}(X) d x
$$

where the admissible families of probability measures $\nu$ need to verify some main structural assumptions [8], [11] so that this new variational problem is truly a different way of looking at the same underlying variational principle. The optimal solutions of this generalized problem are the Young measures associated with the gradients of minimizing sequences of the initial problem, and their first moments are the minimizers of the first level of relaxation. Indeed, the identification of an optimal Young measure starts by determining its first moment (mean field) as the solution of this first level of relaxation or of the corresponding homogenized equation. Once we have this mean field, by looking at the second level of relaxation and, based on the knowledge of the first moment, we try to identify the optimal underlying Young measure, the "fluctuations" around the mean field.

We would like to follow this same strategy in the context of homogenization, where solutions of homogenized equations provide first moments of associated Young measures. As indicated, this would be like a first level of relaxation. The second step
would require the full Young measure which somehow needs to be recovered from its first moment. In fact, the identification of the Young measure is somehow encoded in the process of computing the integrand for the convexified functional or for the $\Gamma$-limit, so that it typically involves a careful re-examination of how this integrand was computed or defined.

Despite our strategy described above, a more general and abstract treatment may be possible in which relevant Young measures are sought directly without any reference to its first moment or knowledge of it. See [2]. Our ideas are obviously very closely connected and motivated by homogenization techniques. In particular, we would like to refer to [1] and [6].

In the context of $\Gamma$-convergence, and without being precise at this stage, if $I_{j}$ $\Gamma$-converges to $I$ and $u$ is a given field, we say that $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ is an optimal Young measure associated with $u$ if there is a sequence $\left\{u_{j}\right\}$ generating $\nu$ such that $I_{j}\left(u_{j}\right) \rightarrow$ $I(u)$. When $u$ is a minimizer for $I, \nu$ will be the Young measure corresponding to a sequence of minimizers for $I_{j}$ and, hence, it provides macroscopic quantities.

Although more general results are possible, our main contribution here focuses on the standard periodic homogenization setting

$$
A_{j}(x)=A(j x), \quad 0<a \leq A(y) \leq b, y \in Q, \quad A \text { is } Q \text {-periodic }
$$

where $Q$ is the unit cube in $\mathbf{R}^{2}$. We restrict our attention to the two-dimensional situation. Here $Q$ replaces the domain $\Omega$ above as we concentrate on a periodic situation. For a given, $Q$-periodic $u_{0} \in H^{1}(Q)$, let $u_{j} \in H^{1}(Q)$ be the unique, $Q$ periodic, weak solution of (1.1). Let

$$
\xi: \mathbf{R}^{2} \times \mathbf{R}^{2} \rightarrow \mathbf{R}, \quad \xi(\lambda, \rho)
$$

$Q$-periodic in the $\lambda$-variable, be the unique, $Q$-periodic, weak solution in $H^{1}(Q)$ of the cell problem for fixed $\rho$,

$$
\begin{equation*}
\operatorname{div}_{\lambda}\left[A(\lambda)\left(\rho+\nabla_{\lambda} \xi(\lambda, \rho)\right)\right]=0 \tag{1.3}
\end{equation*}
$$

THEOREM 1.1. Let $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ be the Young measure associated with $\left\{\nabla u_{j}\right\}$. Then for any continuous $\phi$ we have

$$
\left\langle\phi, \nu_{x}\right\rangle=\int_{Q} \phi\left(\nabla u(x)+\nabla_{\lambda} \xi(\lambda, \nabla u(x))\right) d \lambda
$$

where $u$ is the solution of the homogenized equation

$$
\begin{gathered}
\operatorname{div}\left[\frac{\partial \psi}{\partial \rho}(\nabla u(x))\right]=0 \text { in } Q, \quad u=u_{0} \text { on } \partial Q \\
\psi(\rho)=\int_{Q} \frac{A(\lambda)}{2}\left|\rho+\nabla_{\lambda} \xi(\lambda, \rho)\right|^{2} d \lambda
\end{gathered}
$$

Notice that because of (1.3) and the periodicity of $\xi(\lambda, \rho)$, we also have

$$
\frac{\partial \psi}{\partial \rho}(\rho)=\int_{Q} A(\lambda)\left(\rho+\nabla_{\lambda} \xi(\lambda, \rho)\right) d \lambda
$$

When $\left\{\psi\left(x, \nabla u_{j}(x)\right)\right\}$ converges weakly in $L^{1}(\Omega)$, Theorem 1.1 implies

$$
\lim _{j \rightarrow \infty} \int_{Q} \psi\left(x, \nabla u_{j}(x)\right) d x=\int_{Q} \int_{Q} \psi\left(x, \nabla u(x)+\nabla_{\lambda} \xi(\lambda, \nabla u(x))\right) d \lambda d x
$$

Theorem 1.1 is a direct consequence of results proved in sections 2 and 3, namely, the main result, Theorem 2.2, and Corollary 3.2.

More explicit formulae can be given for more specific examples. For a typical first-order laminate, where we take

$$
A(y)=\chi(y \cdot n) a+(1-\chi(y \cdot n)) b, \quad 0<a<b, \quad|n|=1
$$

$\chi$ being the characteristic function of $(0, t)$ in $(0,1)$ extended by periodicity and $n$ the unit normal to the layers, we have

$$
\psi(\rho)=(t a+(1-t) b)|\rho|^{2}-\frac{(b-a)^{2} t(1-t)}{(1-t) a+t b}(\rho \cdot n)^{2}
$$

and

$$
\lim _{j \rightarrow \infty} \int_{Q} \phi\left(\nabla u_{j}(x)\right) d x=\int_{Q}[t \phi(F(\nabla u(x)))+(1-t) \phi(G(\nabla u(x)))] d x
$$

where $u$ is the solution of the homogenized equation

$$
\operatorname{div}\left[\frac{\partial \psi}{\partial \rho}(\nabla u(x))\right]=0 \text { in } Q, \quad u=u_{0} \text { on } \partial Q
$$

and $F(\rho), G(\rho)$ are the linear mappings with matrices

$$
\mathbf{1}+\frac{(1-t)(b-a)}{(1-t) a+t b} n \otimes n, \quad \mathbf{1}-\frac{t(b-a)}{(1-t) a+t b} n \otimes n
$$

respectively, where $\mathbf{1}$ is the identity matrix.
Corollary 1.2. For any Carathéodory integrand $\psi(x, \lambda)$ such that $\left\{\psi\left(x, \nabla u_{j}(x)\right)\right\}$ weakly converges in $L^{1}(Q)$, we have

$$
\begin{aligned}
& \lim _{j \rightarrow \infty} \int_{Q} \psi\left(x, \nabla u_{j}(x)\right) d x \\
& =\int_{\Omega} t \psi \\
& \quad\left(x,\left(\mathbf{1}+\frac{(1-t)(b-a)}{(1-t) a+t b} n \otimes n\right) \nabla u(x)\right) \\
& \quad+(1-t) \psi\left(x,\left(\mathbf{1}-\frac{t(b-a)}{(1-t) a+t b} n \otimes n\right) \nabla u(x)\right) d x
\end{aligned}
$$

As an even more specific example, if $\left\{\left|\nabla u_{j}\right|^{2}\right\}$ weakly converges in $L^{1}(Q)$, we should have

$$
\lim _{j \rightarrow \infty} \int_{Q}\left|\nabla u_{j}(x)\right|^{2} d x=\int_{Q}\left(|\nabla u(x)|^{2}+\frac{t(1-t)(b-a)^{2}}{((1-t) a+t b)^{2}}(\nabla u(x) \cdot n)^{2}\right) d x
$$

where $u$ is the solution of the corresponding homogenized equation. Similar formulae are valid for higher moments.

In section 2, as a preliminary step we treat the nongradient case, while in section 3 we concentrate on the gradient case. An equivalent analysis for situations more general than the typical periodic case investigated here is possible, for instance for the almost periodic case. This, however, would depend on a preliminary study analogous to the one in [10] for more general situations.
2. Case without derivatives. Let us first consider the case without derivatives as a preliminary step. It can serve as a training ground for the main ideas we will have to implement later for the case with gradients,

$$
I_{j}(v)=\int_{\Omega} W\left(A_{j}(x), v(x)\right) d x
$$

where the assumptions on

$$
W(\lambda, \rho): \mathbf{R}^{m} \times \mathbf{R}^{d} \rightarrow \mathbf{R}
$$

and the sequence $\left\{A_{j}\right\}$ are as follows:

1. $\left\{A_{j}\right\}$ is a weakly convergent sequence in $L^{q}(\Omega)$ for some $q>1$;
2. $W$ is uniformly coercive in $\rho$ for all $j$ with an exponent $p>1$ and is uniformly bounded from above by the same power so that

$$
c\left(|\rho|^{p}-1\right) \leq W\left(A_{j}(x), \rho\right) \leq C\left(|\rho|^{p}+1\right)
$$

for some $C \geq c>0$, all $j$, and a.e. $x \in \Omega$. Under this hypothesis, every sequence $\left\{u_{j}\right\}$ such that $\left\{I_{j}\left(u_{j}\right)\right\}$ is bounded from above will be bounded in $L^{p}(\Omega)$ and thus, possibly for a subsequence, it will converge weakly to some $u \in L^{p}(\Omega)$.
3. $W$ is uniformly continuous in $\lambda$ as indicated earlier,

$$
\left|W\left(\lambda_{1}, \rho\right)-W\left(\lambda_{2}, \rho\right)\right| \leq w\left(\left|\lambda_{1}-\lambda_{2}\right|\right)|\rho|^{p}
$$

where $w$ is continuous and $w(0)=0$.
4. $W$ is strictly convex in $\rho$ for every fixed $\lambda$. This assumption can be dispensed with as we will see in the proof of the theorem below, but we will retain it for simplicity.
Let $u \in L^{p}(\Omega)$ be given, and let $\sigma=\left\{\sigma_{x}\right\}_{x \in \Omega}$ be the Young measure generated by the sequence $\left\{A_{j}\right\}$.

Definition 2.1. A family of probability measures $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ is an optimal Young measure associated with $u \in L^{p}(\Omega)$ if it is the Young measure associated with a sequence of functions $\left\{u_{j}\right\}$ such that the limit

$$
\lim _{j \rightarrow \infty} \int_{\Omega} W\left(A_{j}(x), u_{j}(x)\right) d x
$$

is precisely the value of the $\Gamma$-limit at $u$ taken with respect to the weak topology in $L^{p}(\Omega)$.

Our main task consists of determining an optimal Young measure associated with any given $u \in L^{p}(\Omega)$.

Theorem 2.2. There exists a map

$$
\varphi_{0}: \Omega \times \mathbf{R}^{m} \times \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}
$$

such that the family of measures supported in $\mathbf{R}^{d}$ and determined by

$$
\left\langle\phi, \nu_{x}\right\rangle=\int_{\mathbf{R}^{m}} \phi\left(\varphi_{0}(x, \lambda, u(x))\right) d \sigma_{x}(\lambda)
$$

for any continuous $\phi$ is an optimal Young measure associated with $u$.

Proof. The proof is nothing more than a careful analysis of how the $\Gamma$-limit of $\left\{I_{j}\right\}$ was obtained in [10] through Young measures. We recall here some of those main ideas for the convenience of the readers.

In the nongradient case, the integrand $\psi$ for the $\Gamma$-limit is given by

$$
\psi(x, \rho)=\min _{\varphi}\left\{\int_{\mathbf{R}^{m}} C W(\lambda, \varphi(\lambda)) d \sigma_{x}(\lambda): \rho=\int_{\mathbf{R}^{m}} \varphi(\lambda) d \sigma_{x}(\lambda)\right\}
$$

$C W$ stands for the convexification with respect to $\lambda$ of $W$. Let us pretend we do not have the hypothesis of convexity on $W$. Since, under our assumptions, there are optimal solutions for this optimization problem, let us put $\varphi_{0}(x, \lambda, \rho)$ for one such optimal solution so that

$$
\begin{align*}
\rho & =\int_{\mathbf{R}^{m}} \varphi_{0}(x, \lambda, \rho) d \sigma_{x}(\lambda)  \tag{2.1}\\
\psi(x, \rho) & =\int_{\mathbf{R}^{m}} C W\left(\lambda, \varphi_{0}(x, \lambda, \rho)\right) d \sigma_{x}(\lambda)
\end{align*}
$$

Further, by convexity arguments, find a family of probability measures $\mu^{(0)}=\left\{\mu_{\lambda, x}^{(0)}\right\}$ such that

$$
\begin{align*}
\varphi_{0}(x, \lambda, u(x)) & =\int_{\mathbf{R}^{d}} \rho d \mu_{\lambda, x}^{(0)}(\rho), \\
C W\left(\lambda, \varphi_{0}(x, \lambda, u(x))\right) & =\int_{\mathbf{R}^{d}} W(\lambda, \rho) d \mu_{\lambda, x}^{(0)}(\rho) . \tag{2.2}
\end{align*}
$$

Write

$$
\Lambda=\left\{\Lambda_{x}\right\}_{x \in \Omega}, \quad \Lambda_{x}=\mu_{\lambda, x}^{(0)}(\rho) \otimes \sigma_{x}(\lambda)
$$

Then [10] $\Lambda$ is the joint Young measure generated by $\left\{\left(A_{j}, u_{j}\right)\right\}$ for some sequence $\left\{u_{j}\right\}$ so that

$$
\lim _{j \rightarrow \infty} \int_{\Omega} W\left(A_{j}(x), u_{j}(x)\right) d x=\int_{\Omega} \psi(x, u(x)) d x
$$

The main idea now consists of projecting $\Lambda_{x}$ onto the $\rho$-variable to obtain the Young measure $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ corresponding to $\left\{u_{j}\right\}$,

$$
\Lambda_{x}=\pi_{\rho, x}(\lambda) \otimes \nu_{x}(\rho)
$$

for a certain family of probability measures $\pi_{\rho, x}$. Notice how $\Lambda_{x}$, for a.e. $x \in \Omega$, is a probability measure in the product space $\mathbf{R}^{m} \times \mathbf{R}^{d}$ that has been obtained and defined through the optimality property written in (2.1) and (2.2). Its projection onto $\mathbf{R}^{m}$ is $\sigma=\left\{\sigma_{x}\right\}_{x \in \Omega}$ which is the Young measure associated with $\left\{A_{j}\right\}$. Then, we are decomposing such probability measure $\Lambda_{x}$ projecting onto the other component $\mathbf{R}^{d}$ to obtain a family $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$, which, due to that optimality property coming from $\mu_{\lambda, x}^{(0)}$ (see [10]), turns out to be an optimal Young measure associated with $u$. As indicated, this is the main idea of this paper and it completes the analysis in [10].

Indeed, by (2.1) and (2.2), we have

$$
\begin{aligned}
\psi(x, u(x)) & =\int_{\mathbf{R}^{m}} C W\left(x, \varphi_{0}(x, \lambda, u(x))\right) d \sigma_{x}(\lambda) \\
& =\int_{\mathbf{R}^{m}} \int_{\mathbf{R}^{d}} W(\lambda, \rho) d \mu_{\lambda, x}^{(0)}(\rho) d \sigma_{x}(\lambda) \\
& =\int_{\mathbf{R}^{d}} \int_{\mathbf{R}^{m}} W(\lambda, \rho) d \pi_{\rho, x}(\lambda) d \nu_{x}(\rho) .
\end{aligned}
$$

Consequently,

$$
\int_{\Omega} \psi(x, u(x)) d x=\int_{\Omega} \int_{\mathbf{R}^{d} \times \mathbf{R}^{m}} W(\lambda, \rho) d \Lambda_{x}(\lambda, \rho) d x=\lim _{j \rightarrow \infty} \int_{\Omega} W\left(A_{j}(x), u_{j}(x)\right) d x
$$

For any continuous $\phi$

$$
\left\langle\phi, \nu_{x}\right\rangle=\int_{\mathbf{R}^{d} \times \mathbf{R}^{m}} \phi(\rho) d \mu_{\lambda, x}^{(0)}(\rho) d \sigma_{x}(\lambda)
$$

But notice that the strict convexity of $W$ with respect to $\rho$ implies that in fact

$$
\mu_{\lambda, x}^{(0)}(\rho)=\delta_{\varphi_{0}(x, \lambda, u(x))}
$$

and therefore

$$
\left\langle\phi, \nu_{x}\right\rangle=\int_{\mathbf{R}^{m}} \phi\left(\varphi_{0}(x, \lambda, u(x))\right) d \sigma_{x}(\lambda)
$$

This is the statement of the theorem.
What is interesting is that this map $\varphi_{0}$ can be explicitly computed in some standard cases.

Take first for $0<a<b, p>1$, and $0<t<1$

$$
\sigma_{x}=t \delta_{a}+(1-t) \delta_{b}, \quad W(\lambda, \rho)=\lambda|\rho|^{p}
$$

As it was shown in [10], the integrand for the $\Gamma$-limit is obtained from the mathematical programming problem

$$
\psi(\rho)=\min _{\varphi}\{t W(a, \varphi(a))+(1-t) W(b, \varphi(b)): \rho=t \varphi(a)+(1-t) \varphi(b)\}
$$

where if we set $F=\varphi(a), G=\varphi(b)$, and we put $F(\rho)$ and $G(\rho)$ for the optimal choices for $F$ and $G$ so that

$$
\psi(\rho)=t W(a, F(\rho))+(1-t) W(b, G(\rho)), \quad \rho=t F(\rho)+(1-t) G(\rho)
$$

then the optimal Young measure associated with a given $u \in L^{p}(\Omega)$ comes from the projection of

$$
t \delta_{F(u(x))} \otimes \delta_{a}+(1-t) \delta_{G(u(x))} \otimes \delta_{b}
$$

onto the first variable, i.e.,

$$
t \delta_{F(u(x))}+(1-t) \delta_{G(u(x))}
$$

Explicit expressions for $F(\rho)$ and $G(\rho)$ are found in an elementary way.
Consider as a second example a sequence $\left\{A_{j}\right\}$ whose Young measure is

$$
\left.d \lambda\right|_{[1,2]}
$$

independent of $x \in \Omega$. Then the integrand $\psi(\rho)$ is found through the minimum

$$
\psi(\rho)=\min _{\varphi}\left\{\int_{1}^{2} W(\lambda, \varphi(\lambda)) d \lambda: \rho=\int_{1}^{2} \varphi(\lambda) d \lambda\right\}
$$

The optimal solution of this zero-order variational problem should be a solution of

$$
\frac{\partial W}{\partial \rho}(\lambda, \varphi(\lambda))=\gamma
$$

if $W$ is strictly convex with respect to $\rho$, where $\gamma$ is a multiplier determined so that the integral constraint is fulfilled. As an explicit example take

$$
W(\lambda, \rho)=\frac{1}{2(\lambda-1)(2-\lambda)}|\rho|^{2}
$$

Then it is elementary to check that the optimal mapping $\varphi_{0}$ is given by

$$
\varphi_{0}(\lambda, \rho)=\rho 6(\lambda-1)(2-\lambda)
$$

and then the optimal Young measure associated with $u \in L^{2}(\Omega)$ is given by

$$
\nu=\left\{\nu_{x}\right\}_{x \in \Omega}, \quad\left\langle\phi, \nu_{x}\right\rangle=\int_{1}^{2} \phi(6(\lambda-1)(2-\lambda) u(x)) d \lambda .
$$

We see that this time the projection is not one-to-one since $\varphi_{0}$ itself is not one-toone. There is some overlapping effect on the oscillations from the viewpoint of the $u$ variable.
3. Gradient case. We now consider the sequence of functionals

$$
I_{j}(v)=\int_{\Omega} W\left(A_{j}(x), \nabla v(x)\right) d x
$$

where $W$ and the sequence $\left\{A_{j}\right\}$ are as in section 2 . The difficulties attached to the same analysis have been emphasized in [10]. To be able to provide a complete analysis of the gradient situation, we need to add an important structural assumption on the sequence $\left\{A_{j}\right\}$. This is the AGP (average gradient property) which, in plain words, amounts to the fact that "averages of gradients over level sets of $a_{j}$ are gradients themselves." See [10] for a much more precise formulation. Here we would like to show a general result similar to Theorem 2.2 for the gradient case based on this main assumption, and then apply it to the typical situation of periodic homogenization. The abstract theorem is formally the same as in the nongradient case. The difference is hidden in the much stronger AGP condition. In the case of periodic homogenization, under our technical assumptions, the AGP requirement has been seen to be fulfilled in [10] so that we do not need to bother here about it. To avoid unnecessary repetition, we refer our readers to this work for a complete discussion.

THEOREM 3.1. Under the general assumptions on $\left\{A_{j}\right\}$ and $W$ indicated in the preceding section and the $A G P$ condition on the sequence $\left\{A_{j}\right\}$, there exists a map

$$
\varphi_{0}: \Omega \times \mathbf{R}^{m} \times \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}
$$

such that the family of measures supported in $\mathbf{R}^{d}$ and determined by

$$
\left\langle\phi, \nu_{x}\right\rangle=\int_{\mathbf{R}^{m}} \phi\left(\varphi_{0}(x, \lambda, \nabla u(x))\right) d \sigma_{x}(\lambda)
$$

for any continuous $\phi$, is an optimal Young measure associated with $u$.
The proof of this result is exactly the same as the proof of Theorem 2.2. The precise place where the gradient constraint enters is the definition of the integrand for the $\Gamma$-limit which again is

$$
\psi(x, \rho)=\min _{\varphi}\left\{\int_{\mathbf{R}^{m}} C W(\lambda, \varphi(\lambda)) d \sigma_{x}(\lambda): \rho=\int_{\mathbf{R}^{m}} \varphi(\lambda) d \sigma_{x}(\lambda)\right\}
$$

In the gradient case, this is so because of the AGP condition assumed on the sequence $\left\{a_{j}\right\}$ (Lemma 9 in [10]). In the nongradient case, there is no need for this structural assumption, as there is "no gradient constraint."

We next focus on the periodic homogenization situation, where

$$
A_{j}(x)=A(j x)
$$

and $A$ is $Q$-periodic. Recall that $Q$ is the unit cube in $\mathbf{R}^{2}$. A direct corollary for this situation follows.

Corollary 3.2. There exists a mapping

$$
\xi: \mathbf{R}^{2} \times \mathbf{R}^{2} \rightarrow \mathbf{R}, \quad \xi(\lambda, \rho)
$$

$Q$-periodic in the first variable $\lambda$ such that an optimal Young measure associated with any given $u \in W^{1, p}(\Omega)$ is given by

$$
\nu=\left\{\nu_{x}\right\}_{x \in \Omega}, \quad\left\langle\phi, \nu_{x}\right\rangle=\int_{Q} \phi\left(\nabla u(x)+\nabla_{\lambda} \xi(\lambda, \nabla u(x))\right) d \lambda
$$

for any continuous $\phi$.
This mapping $\xi$ is given as the solution of the typical cell problem in homogenization

$$
\int_{Q} W\left(\lambda, \rho+\nabla_{\lambda} \xi(\lambda, \rho)\right) d \lambda=\min _{\zeta} \int_{Q} W\left(\lambda, \rho+\nabla_{\lambda} \zeta(\lambda, \rho)\right) d \lambda
$$

In the typical quadratic case, where we put

$$
W(\lambda, \rho)=\frac{A(\lambda)}{2}|\rho|^{2}
$$

the integrand for the $\Gamma$-limit is given by

$$
\psi(\rho)=\int_{Q} \frac{A(\lambda)}{2}\left|\rho+\nabla_{\lambda} \xi(\lambda, \rho)\right|^{2} d \lambda
$$

In this way, if $u_{j} \in H^{1}(Q)$ is the solution of

$$
\operatorname{div}\left[A(j x) \nabla u_{j}(x)\right]=0 \text { in } Q, \quad u=u_{0} \text { on } \partial Q
$$

then for any continuous $\phi$ for which $\left\{\phi\left(\nabla u_{j}\right)\right\}$ weakly converges in $L^{1}(Q)$, we have

$$
\lim _{j \rightarrow \infty} \int_{Q} \phi\left(\nabla u_{j}(x)\right) d x=\int_{Q} \int_{Q} \phi\left(\nabla u(x)+\nabla_{\lambda} \xi(\lambda, \nabla u(x))\right) d \lambda d x
$$

where $u$ is the solution of the homogenized equation

$$
\operatorname{div}\left[\frac{\partial \psi}{\partial \rho}(\nabla u(x))\right]=0 \text { in } Q, \quad u=u_{0} \text { on } \partial Q
$$

In the case of a single, first-order laminate, more explicit calculations can be performed. Indeed if we put

$$
A(x)=\chi(x \cdot n) a+(1-\chi(x \cdot n)) b, \quad 0<a<b, \quad|n|=1
$$

where $\chi$ is the characteristic function of the interval $(0, t)$ over $(0,1)$ extended by periodicity and the unit vector $n$ indicates the normal direction to the layers, then the optimal mapping $\nabla_{\lambda} \xi(\lambda, \rho)$ can be computed explicitly. This calculation can be found in [10], namely,

$$
\psi(\rho)=\min _{F, G \in \mathbf{R}^{2}}\left\{t \frac{a}{2}|F|^{2}+(1-t) \frac{b}{2}|G|^{2}: \rho=t F+(1-t) G,(F-G) \cdot T n=0\right\}
$$

$T$ is the counterclockwise, $\pi / 2$ rotation in the plane. Then

$$
\psi(\rho)=(t a+(1-t) b)|\rho|^{2}-\frac{(b-a)^{2} t(1-t)}{(1-t) a+t b}(\rho \cdot n)^{2}
$$

and the optimal pair $F(\rho)$ and $G(\rho)$ furnishing this value can also be written explicitly (see the introduction). Then if

$$
\operatorname{div}\left[A(j x) \nabla u_{j}(x)\right]=0 \text { in } Q, \quad u_{j}=u_{0} \text { on } \partial Q
$$

and if for any given continuous $\phi$ we have that $\left\{\phi\left(\nabla u_{j}\right)\right\}$ converges in $L^{1}(Q)$, we have

$$
\lim _{j \rightarrow \infty} \int_{Q} \phi\left(\nabla u_{j}(x)\right) d x=\int_{Q}[t \phi(F(\nabla u(x)))+(1-t) \phi(G(\nabla u(x)))] d x
$$

where $u$ is the solution of the homogenized equation

$$
\operatorname{div}\left[\frac{\partial \psi}{\partial \rho}(\nabla u(x))\right]=0 \text { in } Q, \quad u=u_{0} \text { on } \partial Q
$$

More general examples can also be treated.
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#### Abstract

The question of the existence of nonpropagating, trapped continental shelf waves (CSWs) along curved coasts reduces mathematically to a spectral problem for a self-adjoint operator pencil in a curved strip. Using methods developed for the waveguide trapped mode problem, we show that such CSWs exist for a wide class of coast curvature and depth profiles.
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1. Introduction. Measurements of velocity fields along the coasts of oceans throughout the world show that much of the fluid energy is contained in motions with periods of a few days or longer. The comparison of measurements at different places along the same coast shows that in general these low-frequency disturbances propagate along coasts with shallow water to the right in the northern hemisphere and to the left in the southern hemisphere. These waves have come to be known as continental shelf waves (CSWs). The purpose of the present paper is to demonstrate, using the most straightforward model possible, the possibility of nonpropagating, trapped CSWs along curved coasts. The existence of such nonpropagating modes would be significant as they would tend to be forced by atmospheric weather systems, which have similar periods of a few days, similar horizontal extent, and a reasonably broad spectrum in space and time. Areas where such modes were trapped would thus appear to be likely to show higher than normal energy in the low-frequency horizontal velocity field.

The simplest models for CSWs take the coastal oceans to be inviscid and of constant density. Both these assumptions might be expected to fail in various regions such as when strong currents pass sharp capes or when the coastal flow is strongly stratified. However, for small-amplitude CSWs in quiescent flow along smooth coasts, viscous separation is negligible. Similarly most disturbance energy is concentrated in the modes with the least vertical structure, which are well described by the constant density model [LBMy]. The governing equations are then simply the rotating incompressible Euler equations. Further, coastal flows are shallow in the sense that the ratio of depth to typical horizontal scale is small. Expanding the rotating incompressible Euler equations in powers of this ratio and retaining only the leading order terms

[^77]gives the rotating shallow water equations $[\mathrm{Pe}]$ :
\[

$$
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \operatorname{grad} \mathbf{u}-2 \Omega \mathbf{k} \times \mathbf{u} & =-g \operatorname{grad} \widetilde{H}  \tag{1.1}\\
\frac{\partial \widetilde{H}}{\partial t}+\operatorname{div}[(\widetilde{H}+H) \mathbf{u}] & =0 \tag{1.2}
\end{align*}
$$
\]

Here div and grad are taken with respect to horizontal coordinates $(x, y)$ in a frame fixed to the rotating Earth, $\mathbf{k}$ is a vertical unit vector, $\mathbf{u}(x, y, t)$ is the horizontal velocity (with components $\mathbf{u}=(u, v)), \Omega$ is the (locally constant) vertical component of the Earth's rotation, $g$ is the gravitational acceleration, $\widetilde{H}(x, y, t)$ is the vertical displacement of the free surface, and $H(x, y)$ is the local undisturbed fluid depth.

System (1.1), (1.2) admits waves of two types, denoted Class 1 and Class 2 by [La]. Class 1 waves are fast high-frequency waves, the rotation-modified form of the usual free surface water waves, although here present only as long, nondispersive waves with speeds of order $\sqrt{g H}$. Class 2 waves are slower, low-frequency waves that vanish in the absence of depth change or in the absence of rotation. It is the Class 2 waves that give CSWs. They have little signature in the vertical height field $\widetilde{H}(x, y, t)$ and are observed through their associated horizontal velocity fields [Ha]. The Class 1 waves can be removed from (1.1), (1.2) by considering the "rigid-lid" limit, where the external Rossby radius $\sqrt{g H} / 2 \Omega$ (which gives the relaxation distance of the free surface) is large compared to the horizontal scale of the motion. This is perhaps the most accurate of the approximations noted here, causing the time-dependent term to vanish from (1.2) and the right side of (1.1) to become a simple pressure gradient.

For small amplitude waves the nonlinear terms in (1.1), (1.2) are negligible, and cross-differentiating gives

$$
\begin{align*}
\frac{\partial \zeta}{\partial t}+2 \Omega \operatorname{div} \mathbf{u} & =0  \tag{1.3}\\
\operatorname{div}(H \mathbf{u}) & =0 \tag{1.4}
\end{align*}
$$

where $\zeta=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}$ is the vertical component of relative vorticity. Equation (1.4) is satisfied by introducing the volume flux streamfunction defined through

$$
\begin{equation*}
H u=-\frac{\partial \psi}{\partial y}, \quad H v=\frac{\partial \psi}{\partial x} \tag{1.5}
\end{equation*}
$$

allowing (1.3) to be written as the single equation

$$
\begin{equation*}
\operatorname{div}\left(\frac{1}{H} \operatorname{grad} \frac{\partial \psi}{\partial t}\right)+2 \Omega \mathbf{k} \cdot \operatorname{grad} \psi \times \operatorname{grad}\left(\frac{1}{H}\right)=0 \tag{1.6}
\end{equation*}
$$

Equation (1.6) is generally described as the topographic Rossby wave equation or the equation for barotropic CSWs. Many solutions have been presented for straight coasts, where the coast lies along $y=0$ (say) and the depth $H$ is a function of $y$ alone (described as rectilinear topography here) [LBMy]. These have shown excellent agreement with observations of CSWs, as in [Ha]. There has been far less discussion of nonrectilinear geometries, where either the coast or the depth profile or both are not functions of a single coordinate. Yet interesting results appear. The papers [StHu1], [StHu2] present extensive numerical integrations of a low-order spectral model of a rectangular lake with idealized topography. For their chosen depth
profiles normal modes can be divided into two types: basin-wide modes which extend throughout the lake and localized bay modes. These bay modes correspond to the high-frequency modes found in a finite-element model of Lake Lugarno by [Tr] and observed by [StHuSaTrZa]. The papers [Jo2], [StJo1], [StJo2] give a variational formulation and describe simplified quasi-analytical models that admit localized trapped bay modes. However the geometry changes in these models are large, with the sloping lower boundary terminating abruptly where it strikes a coastal wall. Further [Jo1] notes that (1.6) is invariant under conformal mappings and so any geometry that can be mapped conformally to a rectilinear shelf cannot support trapped modes. The question thus arises as to whether it is only for the most extreme topographic changes that shelf waves can be trapped or whether trapping can occur on smoothly varying shelves. The purpose of this paper is to provide the answer: trapped modes can exist on smoothly curving coasts.

The geometry considered here is that of a shelf of finite width lying along an impermeable coast. Thus sufficiently far from the coast the undisturbed fluid depth becomes the constant depth of the open ocean. It is shown in [Jo3] that at the shelfocean boundary of finite-width rectilinear shelves the tangential velocity component $u$ vanishes for waves sufficiently long compared to the shelf width. The wavelength of long propagating disturbances is proportional to their frequency which is in turn proportional to the slope of the shelf. Thus it appears that for sufficiently weakly sloping shelves the tangential velocity component, i.e., the normal derivative of the streamfunction, at the shelf-ocean boundary can be made arbitrarily small. Here this will be taken as also giving a close approximation to the boundary condition at the shelf-ocean boundary when this boundary is no longer straight. The unapproximated boundary condition is that the streamfunction and its normal derivative are continuous across the boundary where they match to the decaying solution of Laplace's equation (to which (1.6) reduces in regions of constant depth). This gives a linear integral condition along the boundary. The unapproximated problem will not be pursued further here. The boundary condition at the coast is simply one of impermeability and thus on both rectilinear and curving coasts is simply that the streamfunction vanishes. Now consider flows of the form

$$
\begin{equation*}
\psi(x, y, t)=\operatorname{Re}\{\Phi(x, y) \exp (-2 \mathrm{i} \omega \Omega \mathrm{t})\} \tag{1.7}
\end{equation*}
$$

so $\Phi(x, y)$ gives the spatial structure of the flow and $\omega$ its nondimensional frequency. Then $\Phi$ satisfies

$$
\begin{array}{r}
\frac{1}{H} \Delta \Phi+\operatorname{grad}\left(\frac{1}{H}\right) \cdot \operatorname{grad} \Phi+\frac{i}{\omega} \mathbf{k} \cdot\left(\operatorname{grad} \Phi \times \operatorname{grad}\left(\frac{1}{H}\right)\right)=0 \\
\Phi=0 \text { at the coast } \\
\hat{\mathbf{n}} \cdot \operatorname{grad} \Phi=0 \text { at the shelf-ocean boundary } \tag{1.10}
\end{array}
$$

where vector $\hat{\mathbf{n}}$ is normal to the shelf-ocean boundary.
Mathematically, we are going to study the existence of trapped modes (i.e., the eigenvalues either embedded into the essential spectrum or lying in the gap of the essential spectrum) for the problem (1.8)-(1.10) in a curved strip. Similar problems for the Laplace operator have been extensively studied in the literature either in a curved strip, in a straight strip with an obstacle, or in a strip with compactly perturbed boundary. In the case of Laplacians with Dirichlet boundary conditions these problems are usually called "quantum waveguides"; the Neumann case is usually referred to as "acoustic waveguides." The important result concerning quantum
waveguides was established in $[\mathrm{ExSe}],[\mathrm{DuEx}]$ : in the curved waveguides there always exists a trapped mode. Later this result was extended to more general settings; in particular, in [ DiKr$]$ (see also [ KrKr$]$ ) it was shown that in the case of mixed boundary conditions (i.e., Dirichlet conditions on one side of the strip and Neumann conditions on the other side) trapped modes exist if the strip is curved "in the direction of the Dirichlet boundary."

The case of acoustic waveguides is more complicated because any eventual eigenvalues are embedded into the essential spectrum and are, therefore, highly unstable. Therefore, it is believed that in general the existence of trapped modes in this case is due to some sort of the symmetry of the problem (see [EvLeVa], [ DaPa ], [AsPaVa]).

In the present paper we use an approach similar to the one used in [DuEx] and [EvLeVa]; however, we have to modify this approach substantially due to the fact that we are working with a spectral problem for an operator pencil rather than that for an ordinary operator.

The rest of the paper is organized in the following way. In section 2 , we discuss the rigorous mathematical statement of the problem; in section 3, we study the essential spectrum; and in section 4, we state and prove the main result on the existence of a discrete spectrum (Theorem 4.1). In particular we show that a trapped mode always exists if all of the following conditions are satisfied: (a) the depth profile $H$ does not depend upon the longitudinal coordinate and is monotone increasing and logarithmically concave in the direction perpendicular to the coast; (b) the channel is curved in the direction of the Dirichlet boundary; (c) the curvature is sufficiently small.

Similar results can be obtained in a straight strip if the depth profile $H$ depends nontrivially upon the longitudinal coordinate; we however do not discuss this problem here.

## 2. Mathematical statement of the problem.

2.1. Geometry. The original geometry is a straight planar strip of width $\delta$ :

$$
G_{0}=\{(x, y): x \in \mathbb{R}, y \in(0, \delta)\}
$$

Deformed geometry $G$ is assumed to be a curved planar strip of constant width $\delta$. To describe it precisely, we introduce the curve $\Gamma=\{(x=X(\xi), y=Y(\xi))\}, \xi \in \mathbb{R}$, where $\xi$ is a natural arc-length parameter, i.e., $X^{\prime}(\xi)^{2}+Y^{\prime}(\xi)^{2} \equiv 1$. By

$$
\begin{equation*}
\gamma(\xi)=X^{\prime \prime}(\xi) Y^{\prime}(\xi)-X^{\prime}(\xi) Y^{\prime \prime}(\xi) \tag{2.1}
\end{equation*}
$$

we denote a (signed) curvature of $\Gamma$ (see Figure 1 and Remark 2.2). Note that $|\gamma(\xi)|^{2}=$ $X^{\prime \prime}(\xi)^{2}+Y^{\prime \prime}(\xi)^{2}$.

We additionally assume

$$
\begin{equation*}
\text { supp } \gamma \Subset[-R, R] \quad \text { for some } R>0 \tag{2.2}
\end{equation*}
$$

and set

$$
\begin{equation*}
\kappa^{+}=\sup _{\xi \in[-R, R]} \gamma(\xi), \quad \kappa^{-}=-\inf _{\xi \in[-R, R]} \gamma(\xi) \tag{2.3}
\end{equation*}
$$

We shall assume throughout the paper the smoothness condition

$$
\begin{equation*}
\gamma \in C^{\infty}(\mathbb{R}) \tag{2.4}
\end{equation*}
$$

which can be obviously softened.


Fig. 1. Domain $G$ and curvilinear coordinates $\xi, \eta$. The solid line denotes the boundary $\partial_{1} G$ with the Dirichlet boundary condition, and the dotted line denotes the boundary $\partial_{2} G$ with the Neumann boundary condition.

Now we can introduce, in a neighborhood of $\Gamma$, the curvilinear coordinates $(\xi, \eta)$ as

$$
\begin{equation*}
x=X(\xi)-\eta Y^{\prime}(\xi), \quad y=Y(\xi)+\eta X^{\prime}(\xi) \tag{2.5}
\end{equation*}
$$

(where $\eta$ is a distance from a point $(x, y)$ to $\Gamma$ ) and describe the deformed strip $G$ in these coordinates as

$$
\begin{equation*}
G=G_{\gamma}=\{(\xi, \eta): \xi \in \mathbb{R}, \eta \in(0, \delta)\} \tag{2.6}
\end{equation*}
$$

REMARK 2.1. As sets of points, $G_{\gamma} \equiv G_{0}$ for any $\gamma$, but the metrics are different, see below. We shall often omit the index $\gamma$ if the metric is obvious from the context.

REmARK 2.2. Often one chooses the opposite sign in the definition of the signed curvature $\gamma$ in (2.1). Our choice, though not canonical, is made to match the one in [ExSe].

To avoid local self-intersections, we must restrict the width of the strip by natural conditions

$$
\begin{equation*}
\kappa^{ \pm} \leq A \delta^{-1}, \quad A=\mathrm{const} \in[0,1) \tag{2.7}
\end{equation*}
$$

We shall also assume throughout, without stating it explicitly, that $G$ does not selfintersect globally, i.e., the mapping $(\xi, \eta) \mapsto(x, y)$ given by $(2.5)$ is an injection on $G$.

Finally, it is an easy computation to show that the Euclidean metric in the curvilinear coordinates has a form $d x^{2}+d y^{2}=g d \xi^{2}+d \eta^{2}$, where

$$
g(\xi, \eta)=(1+\eta \gamma(\xi))^{2}
$$

Later on, we shall widely use the notation

$$
\begin{equation*}
p(\xi, \eta)=(g(\xi, \eta))^{1 / 2}=1+\eta \gamma(\xi) \tag{2.8}
\end{equation*}
$$

Note that in all the volume integrals,

$$
\mathrm{d} G_{\gamma}=p(\xi, \eta) \mathrm{d} \xi \mathrm{~d} \eta=(1+\eta \gamma(\xi)) \mathrm{d} \xi \mathrm{~d} \eta=p(\xi, \eta) \mathrm{d} G_{0}
$$

2.2. Governing equations. For a given positive continuously differentiable function $H(\xi, \eta)$ (describing a depth profile), we are looking for a function $\Phi(\xi, \eta)$ satisfying (1.8) with spectral parameter $\omega$.

By substituting

$$
\begin{equation*}
\beta(\xi, \eta):=\ln H(\xi, \eta) \tag{2.9}
\end{equation*}
$$

and using explicit expressions for differential operators in curvilinear coordinates, we can rewrite (1.8) as

$$
\begin{align*}
& \omega\left(-\frac{1}{p^{2}} \frac{\partial^{2} \Phi}{\partial \xi^{2}}-\frac{\partial^{2} \Phi}{\partial \eta^{2}}+\left(\frac{1}{p^{3}} \frac{\partial p}{\partial \xi}+\frac{1}{p^{2}} \frac{\partial \beta}{\partial \xi}\right) \frac{\partial \Phi}{\partial \xi}+\left(\frac{\partial \beta}{\partial \eta}-\frac{1}{p} \frac{\partial p}{\partial \eta}\right) \frac{\partial \Phi}{\partial \eta}\right)  \tag{2.10}\\
& \quad=\frac{i}{p}\left(\frac{\partial \beta}{\partial \xi} \frac{\partial \Phi}{\partial \eta}-\frac{\partial \beta}{\partial \eta} \frac{\partial \Phi}{\partial \xi}\right)
\end{align*}
$$

REMARK 2.3. When deducing (2.10), we have cancelled, on both sides, a common positive factor $h(\xi, \eta):=\frac{1}{H(\xi, \eta)}=\mathrm{e}^{-\beta(\xi, \eta)}$. However, we have to use this factor when considering corresponding variational equations, in order to keep the resulting forms symmetric. This leads to a special choice of weighted Hilbert spaces below.

Further on, we consider only the case of a longitudinally uniform monotone depth profile,

$$
\begin{equation*}
\beta(\xi, \eta) \equiv \beta(\eta), \quad \beta^{\prime}(\eta)>0 \tag{2.11}
\end{equation*}
$$

in which case (2.10) simplifies to

$$
\begin{align*}
& \omega\left(-\frac{1}{p^{2}} \frac{\partial^{2} \Phi}{\partial \xi^{2}}-\frac{\partial^{2} \Phi}{\partial \eta^{2}}+\frac{1}{p^{3}} \frac{\partial p}{\partial \xi} \frac{\partial \Phi}{\partial \xi}+\left(\beta^{\prime}-\frac{1}{p} \frac{\partial p}{\partial \eta}\right) \frac{\partial \Phi}{\partial \eta}\right)  \tag{2.12}\\
& \quad=-\frac{i}{p} \beta^{\prime} \frac{\partial \Phi}{\partial \xi}
\end{align*}
$$

with $\beta^{\prime}=\frac{\mathrm{d} \beta}{\mathrm{d} \eta}$.
2.3. Boundary conditions. Let $\partial_{1} G=\{(\xi, 0): \xi \in \mathbb{R}\}$ and $\partial_{2} G=\{(\xi, \delta)$ : $\xi \in \mathbb{R}\}$ denote the lower and the upper boundary of the strip $G$, respectively. Boundary conditions (1.9), (1.10) then become

$$
\begin{equation*}
\left.\Phi\right|_{\partial_{1} G}=\left.\frac{\partial \Phi}{\partial \eta}\right|_{\partial_{2} G}=0 \tag{2.13}
\end{equation*}
$$

Remark 2.4. If the flow is confined to a channel, then the Dirichlet boundary condition (1.9) applies on both channel walls. This leads to a mathematically different problem which we do not consider in this paper.
2.4. Function spaces and rigorous operator statement. We want to discuss the function spaces in which everything acts. Let us denote by $L_{2}(G ; h)$ the Hilbert space of functions $\phi: G \rightarrow \mathbb{C}$ which are square-integrable on $G$ with the weight $h(\eta) \equiv \frac{1}{H}=\exp (-\beta(\eta))$ :

$$
\|\phi\|_{L_{2}(G ; h)}^{2}=\int_{G}|\phi(\xi, \eta)|^{2} h(\eta) \mathrm{d} G=\int_{\mathbb{R}} \int_{0}^{\delta}|\phi(\xi, \eta)|^{2} h(\eta) p(\xi, \eta) \mathrm{d} \eta \mathrm{~d} \xi<\infty
$$

The corresponding inner product will be denoted $\langle\cdot, \cdot\rangle_{L_{2}(G ; h)}$. Similarly we can define the space $L_{2}(F ; h)$ for an arbitrary open subset $F$ of $G$.

Let us formally introduce the operators

$$
\mathcal{L}_{\gamma}: \Phi \mapsto-\frac{1}{p^{2}} \frac{\partial^{2} \Phi}{\partial \xi^{2}}-\frac{\partial^{2} \Phi}{\partial \eta^{2}}+\frac{1}{p^{3}} \frac{\partial p}{\partial \xi} \frac{\partial \Phi}{\partial \xi}+\left(\beta^{\prime}-\frac{1}{p} \frac{\partial p}{\partial \eta}\right) \frac{\partial \Phi}{\partial \eta}
$$

and

$$
\mathcal{M}_{\gamma}: \Phi \mapsto-\frac{i}{p} \beta^{\prime} \frac{\partial \Phi}{\partial \xi}
$$

(The dependence on $\gamma$ is of course via $p$; see (2.8).) Then (2.12) can be formally rewritten as

$$
\begin{equation*}
\omega \mathcal{L}_{\gamma} \Phi=\mathcal{M}_{\gamma} \Phi \tag{2.14}
\end{equation*}
$$

or via an operator pencil

$$
\begin{equation*}
\mathcal{A}_{\gamma} \equiv \mathcal{A}_{\gamma}(\omega)=\omega \mathcal{L}_{\gamma}-\mathcal{M}_{\gamma} \tag{2.15}
\end{equation*}
$$

as

$$
\begin{equation*}
\mathcal{A}_{\gamma}(\omega) \Phi=0 \tag{2.16}
\end{equation*}
$$

The domain of the pencil $\mathcal{A}_{\gamma}$ in the $L_{2}$-sense is naturally defined as

$$
\begin{equation*}
\operatorname{Dom}\left(\mathcal{A}_{\gamma}\right)=\left\{\Phi \in H^{2}(G), \Phi \text { satisfies }(2.13)\right\} \tag{2.17}
\end{equation*}
$$

where $H^{2}$ denotes a standard Sobolev space.
On the domain (2.17), $\mathcal{M}_{\gamma}$ is symmetric, and $\mathcal{L}_{\gamma}$ is symmetric and positive in the sense of the scalar product $\langle\cdot, \cdot\rangle_{L_{2}(G ; h)}$, with

$$
\left\langle\mathcal{L}_{\gamma} \Phi, \Phi\right\rangle_{L_{2}(G ; h)}=\int_{\mathbb{R}} \int_{0}^{\delta}\left(\frac{1}{p}\left|\frac{\partial \Phi}{\partial \xi}\right|^{2}+p\left|\frac{\partial \Phi}{\partial \eta}\right|^{2}\right) \mathrm{e}^{-\beta} \mathrm{d} \eta \mathrm{~d} \xi
$$

Later on, we shall use a weak (or variational) form of (2.16), and shall require some other function spaces described below. Let $F \subseteq G$, and suppose its boundary is decomposed into two disjoint parts: $\partial F=\partial_{1} F \sqcup \partial_{2} F$. We introduce the space

$$
\begin{aligned}
\widetilde{C}_{0}^{\infty}\left(F ; \partial_{1} F\right) & =\left\{\phi \in C^{\infty}(F): \overline{\operatorname{supp} \phi} \cap \partial_{1} F=\emptyset\right. \\
& \text { and there exists } r>0 \text { such that } \phi(\xi, \eta)=0 \text { for }(\xi, \eta) \in F,|\xi| \geq r\}
\end{aligned}
$$

consisting of smooth functions with compact support vanishing near $\partial_{1} F$.
By $\widetilde{H}_{0}^{1}\left(F ; \partial_{1} F ; h\right)$ we denote the closure of $\widetilde{C}_{0}^{\infty}\left(F ; \partial_{1} F\right)$ with respect to the scalar product

$$
\langle\phi, \psi\rangle_{\widetilde{H}_{0}^{1}\left(F, \partial_{1} F ; h\right)}=\langle\phi, \psi\rangle_{L_{2}(F ; h)}+\langle\operatorname{grad} \phi, \operatorname{grad} \psi\rangle_{L_{2}(F ; h)}
$$

In what follows we shall study the operators $\mathcal{L}_{\gamma}, \mathcal{M}_{\gamma}$ and the pencil $\mathcal{A}_{\gamma}$ from a variational point of view. The details are given in the next section; here we note only that from now we understand the expression $\left\langle\mathcal{L}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}$ as the quadratic form for the operator $\mathcal{L}_{\gamma}$, with the quadratic form domain $\widetilde{H}_{0}^{1}\left(G ; \partial_{1} G ; h\right)$.

The main purpose of this paper is to study the spectral properties of the operator pencil $\mathcal{A}_{\gamma}$. We recall the following definitions.

A number $\omega \in \mathbb{C}$ is said to belong to the $\operatorname{spectrum}$ of $\mathcal{A}_{\gamma}\left(\operatorname{denoted} \operatorname{spec}\left(\mathcal{A}_{\gamma}\right)\right)$ if $\mathcal{A}_{\gamma}(\omega)$ is not invertible.

It is easily seen that in our case the spectrum of $\mathcal{A}_{\gamma}$ is real.
We say that $\omega \in \mathbb{R}$ belongs to the essential spectrum of the operator pencil $\mathcal{A}_{\gamma}$ (denoted $\omega \in \operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{\gamma}\right)$ ) if for this $\omega$ the operator $\mathcal{A}_{\gamma}(\omega)$ is non-Fredholm.

We say that $\omega \in \mathbb{C}$ belongs to the point spectrum of the operator pencil $\mathcal{A}_{\gamma}$ (denoted $\omega \in \operatorname{spec}_{\mathrm{pt}}\left(\mathcal{A}_{\gamma}\right)$ ), or, in other words, say that $\omega$ is an eigenvalue, if for this $\omega$ there exists a nontrivial solution $\Psi \in \operatorname{Dom}\left(\mathcal{A}_{\gamma}\right)$ of the problem $\mathcal{A}_{\gamma}(\omega) \Psi=0$.

It is known that the essential spectrum is a closed subset of $\mathbb{R}$, and that any point of the spectrum outside the essential spectrum is an isolated eigenvalue of finite multiplicity. The set of all such points is called the discrete spectrum, and will be denoted $\operatorname{spec}_{\text {dis }}\left(\mathcal{A}_{\gamma}\right)$. There may, however, exist the points of the spectrum which belong to both the essential spectrum and the point spectrum.

Our main result (Theorem 4.1 below) establishes some conditions on the curvature $\gamma$ of the waveguide which guarantee the existence of eigenvalues of $\mathcal{A}_{\gamma}$.

It is more convenient to deal with problems of this type variationally, and we start the next section with an abstract variational scheme suitable for self-adjoint pencils with nonempty essential spectrum.

## 3. Essential spectrum.

### 3.1. Variational principle for the essential spectrum.

Definition 3.1. We set, for $j \in \mathbb{N}$,

$$
\begin{equation*}
\mu_{\gamma, j}=\sup _{\substack{U \subset \widetilde{H}_{0}^{1}\left(G ; \partial_{1} G ; h\right) \\ \operatorname{dim} U=j}} \inf _{\Psi \in U, \Psi \neq 0} \frac{\left\langle\mathcal{M}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}}{\left\langle\mathcal{L}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}} . \tag{3.1}
\end{equation*}
$$

As $\left\langle\mathcal{L}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}$ is positive, the right-hand side of (3.1) is well defined, though the numbers $\mu_{\gamma, j}$ may a priori be finite or infinite.

Obviously, for any fixed curvature profile $\gamma$ the numbers $\mu_{\gamma, j}$ form a nonincreasing sequence:

$$
\mu_{\gamma, 1} \geq \mu_{\gamma, 2} \geq \cdots \geq \mu_{\gamma, j} \geq \mu_{\gamma, j+1} \geq \cdots
$$

Definition 3.2. Denote

$$
\begin{equation*}
\underline{\mu}_{\gamma}=\lim _{j \rightarrow \infty} \mu_{\gamma, j} \tag{3.2}
\end{equation*}
$$

For general self-adjoint operator pencils the analogue of (3.2) may be finite or equal to $\pm \infty$; as we shall see below, in our case $\underline{\mu}_{\gamma}$ is finite.

The following result is a modification, to the case of an abstract self-adjoint linear pencil, of the general variational principle for a self-adjoint operator with an essential spectrum; see [Da, Prop. 4.5.2].

Proposition 3.3. Either
(i) $\underline{\mu}_{\gamma}>-\infty$, and then $\sup \operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{\gamma}\right)=\underline{\mu}_{\gamma}$,
or
(ii) $\underline{\mu}_{\gamma}=-\infty$, and then $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{\gamma}\right)=\emptyset$.

Moreover, if $\mu_{\gamma, j}>\underline{\mu}_{\gamma}$, then $\mu_{\gamma, j} \in \operatorname{spec}_{\text {dis }}\left(\mathcal{A}_{\gamma}\right)$.
Proposition 3.3 ensures that we can use the variational principle (3.1) in order to find the eigenvalues of the pencil $\mathcal{A}_{\gamma}$ lying above the supremum $\underline{\mu}_{\gamma}$ of the essential spectrum.
3.2. Essential spectrum for the straight strip. The spectral analysis in the case of a straight strip $(\gamma \equiv 0)$ is rather straightforward as the problem admits in this case the separation of variables.

Let us seek the solutions of $(2.12),(2.13)$ in the case of a straight strip $(\gamma \equiv 0$, and so $p \equiv 1$ ) in the form

$$
\begin{equation*}
\Phi(\xi, \eta)=\phi(\eta) \exp (i \alpha \xi) \tag{3.3}
\end{equation*}
$$

it is sufficient to consider only real values of $\alpha$.
After separation of variables, (2.12), (2.13) are written, for each $\alpha$, as a onedimensional transversal spectral problem

$$
\begin{equation*}
\omega\left(-\phi^{\prime \prime}+\beta^{\prime} \phi^{\prime}+\alpha^{2} \phi\right)=\alpha \beta^{\prime} \phi, \quad \phi(0)=\phi^{\prime}(\delta)=0 \tag{3.4}
\end{equation*}
$$

Alternatively, introduce operators

$$
\mathfrak{l}_{\alpha}: \phi \mapsto-\phi^{\prime \prime}+\beta^{\prime} \phi^{\prime}+\alpha^{2} \phi, \quad \mathfrak{m}_{\alpha}: \phi \mapsto \alpha \beta^{\prime} \phi
$$

and a pencil

$$
\mathfrak{a}_{\alpha}(\omega)=\omega \mathfrak{l}_{\alpha}-\mathfrak{m}_{\alpha}
$$

(again understood in an $L_{2}((0, \delta) ; h)$ sense with the domain defined similarly to $(2.17))$, and consider a one-dimensional operator pencil spectral problem $\mathfrak{a}_{\alpha}(\omega) \phi=0$.

For a fixed value of $\alpha$, the one-dimensional linear operator pencil (3.4) has the essential spectrum $\{0\}$ and a discrete spectrum $\operatorname{spec}\left(\mathfrak{a}_{\alpha}\right)$; note that

$$
\begin{equation*}
\operatorname{spec}\left(\mathfrak{a}_{-\alpha}\right)=-\operatorname{spec}\left(\mathfrak{a}_{\alpha}\right) \tag{3.5}
\end{equation*}
$$

Denote, for $\alpha>0$, the top of the spectrum of this transversal problem by $\omega_{\alpha}=$ $\sup \operatorname{spec}\left(\mathfrak{a}_{\alpha}\right)$.

Lemma 3.4. Let $\alpha>0$. Then, under condition (2.11),
(i) $\operatorname{spec}\left(\mathfrak{a}_{\alpha}\right) \subset[0,+\infty)$;
(ii) $0<\omega_{\alpha}<+\infty$;
(iii) $\omega_{\alpha} \rightarrow+0$ as $\alpha \rightarrow \infty$.

Proof. By the variational principle analogous to Proposition 3.3(i),

$$
\omega_{\alpha}=\sup _{\phi \in \widetilde{H}_{0}^{1}((0, \delta), 0, h)} J_{\alpha}(\phi)
$$

where we set

$$
\begin{equation*}
J_{\alpha}(\phi)=\frac{\left\langle\mathfrak{m}_{\alpha} \phi, \phi\right\rangle_{L_{2}((0, \delta), h)}}{\left\langle\mathfrak{l}_{\alpha} \phi, \phi\right\rangle_{L_{2}((0, \delta), h)}}=\frac{\int_{0}^{\delta} \alpha \beta^{\prime}(\eta) \phi(\eta)^{2} h(\eta) \mathrm{d} \eta}{\int_{0}^{\delta}\left(-\phi^{\prime \prime}(\eta)+\beta^{\prime}(\eta) \phi^{\prime}(\eta)+\alpha^{2} \phi(\eta)\right) \phi(\eta) h(\eta) \mathrm{d} \eta} \tag{3.6}
\end{equation*}
$$

After integrating by parts using $h(\eta)=\mathrm{e}^{-\beta(\eta)}$ and inverting the quotient, we get

$$
\begin{equation*}
J_{\alpha}(\phi)=\left(\alpha J^{(1)}(\phi)+\frac{1}{\alpha} J^{(2)}(\phi)\right)^{-1} \tag{3.7}
\end{equation*}
$$

where we denote

$$
J^{(1)}(\phi)=\frac{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}|\phi(\eta)|^{2} \mathrm{~d} \eta}{\int_{0}^{\delta} \beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}|\phi(\eta)|^{2} \mathrm{~d} \eta}
$$

and

$$
J^{(2)}(\phi)=\frac{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta}{\int_{0}^{\delta} \beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}|\phi(\eta)|^{2} \mathrm{~d} \eta}
$$

The statements (ii) and (iii) of the lemma now follow immediately from the estimates

$$
J^{(1)}(\phi) \geq \frac{\inf _{\eta \in(0, \delta)} \mathrm{e}^{-\beta(\eta)}}{\sup _{\eta \in(0, \delta)}\left(\beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}\right)}
$$

and

$$
J^{(2)}(\phi) \geq \frac{\pi^{2}}{4 \delta^{2}} \frac{\inf _{\eta \in(0, \delta)} \mathrm{e}^{-\beta(\eta)}}{\sup _{\eta \in(0, \delta)}\left(\beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}\right)},
$$

where the latter inequality uses the variational principle and the fact that the principal eigenvalue of the mixed Dirichlet-Neumann spectral problem for the operator $-\frac{d^{2}}{d \eta^{2}}$ on the interval $(0, \delta)$ is equal to $\frac{\pi^{2}}{4 \delta^{2}}$. The statement (i) follows from the positivity of the right-hand side of (3.7).

We are now able to find the essential spectrum of the problem in a straight strip.
Lemma 3.5. Assume that conditions (2.11) hold. Then

$$
\begin{equation*}
\operatorname{spec}_{\mathrm{ess}}\left(\mathcal{A}_{0}\right)=\left[-\Omega_{*}, \Omega_{*}\right] \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{*}=\sup _{\phi \in \widetilde{H}_{0}^{1}((0, \delta), 0, h)} \frac{\frac{1}{2} \int_{0}^{\delta} \beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}|\phi(\eta)|^{2} \mathrm{~d} \eta}{\sqrt{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta \cdot \int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}|\phi(\eta)|^{2} \mathrm{~d} \eta}}>0 \tag{3.9}
\end{equation*}
$$

Proof. It is standard that

$$
\operatorname{spec}_{\mathrm{ess}}\left(\mathcal{A}_{0}\right)=\overline{\bigcup_{\alpha \in \mathbb{R}} \operatorname{spec}\left(\mathfrak{a}_{\alpha}\right)}
$$

Thus, by Lemma 3.4, and with account of the antisymmetry of the spectrum of $\mathfrak{a}_{\alpha}$ with respect to $\alpha$ and its positivity for $\alpha>0$, we have

$$
\sup _{\operatorname{spec}}^{\mathrm{ess}}\left(\mathcal{A}_{0}\right)=\sup _{\alpha>0} \omega_{\alpha}=\sup _{\alpha>0} \sup _{\phi \in \widetilde{H}_{0}^{1}((0, \delta), 0, h)} J_{\alpha}(\phi)
$$

By maximizing first with respect to $\alpha$, we obtain, from (3.7),

$$
J_{\alpha}(\phi) \leq J_{\alpha_{*}(\phi)}(\phi)
$$

with the maximizer

$$
\alpha_{*}(\phi)=\sqrt{\frac{J^{(2)}(\phi)}{J^{(1)}(\phi)}}
$$

Maximizing now with respect to $\phi$ gives sup $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{0}\right)=\Omega_{*}$, with $\Omega_{*}$ given by (3.9). Finally, we note that $\omega_{\alpha}$ depends continuously on $\alpha>0$. Since $\omega_{\alpha} \rightarrow+0$ as $\alpha \rightarrow+\infty$ by Lemma 3.4(iii), $\omega_{\alpha}$ thus takes all the values in $\left(0, \Omega_{*}\right]$. Therefore, the closed interval $\left[0, \Omega_{*}\right]$ lies in $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{0}\right)$. By symmetry (3.5), we also have $\left[-\Omega_{*}, 0\right] \subset$ $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{0}\right)$, which finishes the proof.
3.3. Essential spectrum for a curved strip. It is now a standard procedure to show that under our conditions the essential spectrum of the problem in a curved strip coincides with the essential spectrum of the problem in a straight strip given by Lemma 3.5. Namely, we have the following.

Lemma 3.6. Let us assume conditions (2.2), (2.4), and (2.11) hold. Then

$$
\operatorname{spec}_{\mathrm{ess}}\left(\mathcal{A}_{\gamma}\right)=\operatorname{spec}_{\mathrm{ess}}\left(\mathcal{A}_{0}\right)=\left[-\Omega_{*}, \Omega_{*}\right]
$$

with $\Omega_{*}$ given by (3.9).
The proof is based on the fact that any solution of the problem (2.12), (2.13) with $\gamma \not \equiv 0$ (and thus $p \not \equiv 1$ ) should coincide in

$$
G \cap\{|\xi|>R>\max (|\inf \operatorname{supp} \gamma|, \mid \text { sup supp } \gamma \mid)\}
$$

with a solution of the same problem for $\gamma \equiv 0$. An analogous result has been proved in a number of similar situations elsewhere (see, e.g., [ExSe], [EvLeVa], [DaPa], [KrTA]), so we omit the details of the proof. We briefly note that the inclusion $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{\gamma}\right) \subseteq$ $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{0}\right)$ is proved using the separation of variables as above and a construction of appropriate Weyl's sequences, and in order to prove the inclusion $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{\gamma}\right) \supseteq$ $\operatorname{spec}_{\text {ess }}\left(\mathcal{A}_{0}\right)$ one can use the Dirichlet-Neumann bracketing and the discreteness of the spectrum of the problem (2.12), (2.13) considered in $G \cap\{|\xi|<R\}$ with additional Dirichlet or Neumann boundary conditions imposed on the "cuts" $\{\xi= \pm R\}$.
4. Main result. Our main result consists in stating some sufficient conditions on the depth profile $\beta(\eta)$ and the curvature profile $\gamma(\xi)$ which guarantee the existence of an eigenvalue of the pencil $\mathcal{A}_{\gamma}$ lying outside the essential spectrum.

Theorem 4.1. Assume, as before, that condition (2.11) holds. Assume additionally that

$$
\begin{equation*}
\beta^{\prime \prime}(\eta)<0 \quad \text { for } \eta \in(0, \delta) \tag{4.1}
\end{equation*}
$$

Then there exists a constant $C_{\beta}>0$, which depends only on the depth profile $\beta$, such that $\operatorname{spec}_{\text {dis }}\left(\mathcal{A}_{\gamma}\right) \neq \emptyset$ whenever $\gamma$ satisfies conditions (2.2), (2.4), and

$$
\begin{equation*}
\int \gamma(\xi) \mathrm{d} \xi>C_{\beta} \int \gamma(\xi)^{2} \mathrm{~d} \xi \tag{4.2}
\end{equation*}
$$

We give an explicit expression for $C_{\beta}$ below; see (4.15).

An integral sufficient condition (4.2) may be replaced by a pointwise, although more restrictive, condition.

Corollary 4.2. Assume that conditions (2.11) and (4.1) hold. Then there exists a constant $c_{\beta, R}=\frac{C_{\beta}}{2 R}$ which depends only on the depth profile $\beta$ and a given $R>0$ such that $\operatorname{spec}_{\mathrm{dis}}\left(\mathcal{A}_{\gamma}\right) \neq \emptyset$ whenever $\gamma \not \equiv 0$ satisfies conditions (2.2), (2.4), and

$$
\begin{equation*}
0 \leq \gamma(\xi)<c_{\beta, R} \quad \text { for }|\xi| \leq R \tag{4.3}
\end{equation*}
$$

We prove Theorem 4.1 using a number of simple lemmas, the central of which is the following.

Lemma 4.3. Suppose there exists a function $\widetilde{\Psi} \in \widetilde{H}_{0}^{1}\left(G_{\gamma}, h\right)$ such that

$$
\begin{equation*}
\frac{\left\langle\mathcal{M}_{\gamma} \widetilde{\Psi}, \widetilde{\Psi}\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}}{\left\langle\mathcal{L}_{\gamma} \widetilde{\Psi}, \widetilde{\Psi}\right\rangle_{L_{2}\left(G_{\gamma}, h\right)}}>\Omega_{*} \tag{4.4}
\end{equation*}
$$

Then there exists $\omega>\Omega_{*}$ which belongs to $\operatorname{spec}_{\text {dis }}\left(\mathcal{A}_{\gamma}\right)$.
Lemma 4.3 is just a restatement of the variational principle of Proposition 3.3. The main difficulty in its application is of course the choice of an appropriate test function $\widetilde{\Psi}$. However such choice becomes much easier if we use the following modification of this lemma which allows us to consider test functions which are not necessarily square-integrable on $G_{\gamma}$.

Denote, for brevity, $G_{\gamma}^{r}=G_{\gamma} \cap\{|\xi|<r\}$.
Lemma 4.4. Suppose there exist a function $\Psi$ and a constant $D$ such that, for any $r>R$, we have $\Psi \in \widetilde{H}_{0}^{1}\left(G_{\gamma}^{r}, h\right)$ and

$$
\begin{equation*}
\left\langle\mathcal{M}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}^{r}, h\right)}-\Omega_{*}\left\langle\mathcal{L}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}^{r}, h\right)} \geq D>0 \tag{4.5}
\end{equation*}
$$

Then there exists $\omega>\Omega_{*}$ which belongs to $\operatorname{spec}_{\text {dis }}\left(\mathcal{A}_{\gamma}\right)$.
The proof of Lemma 4.4 uses the construction of an appropriate cutoff function $\chi(\xi)$ such that $\widetilde{\Psi}=\chi \Psi$ satisfies the conditions of Lemma 4.3; cf. [DaPa, Prop. 1].

We now proceed as follows.
Let $\phi_{*}(\eta)$ be a maximizer in (3.9), and set

$$
\Psi(\xi, \eta)=\phi_{*}(\eta) \mathrm{e}^{i \alpha \cdot \xi}
$$

where

$$
\begin{equation*}
\alpha_{\bullet}=\alpha_{*}\left(\phi_{*}\right)=\sqrt{\frac{J^{(2)}\left(\phi_{*}\right)}{J^{(1)}\left(\phi_{*}\right)}} \tag{4.6}
\end{equation*}
$$

It is important to note that $\Psi$ is in fact an "eigenfunction" of the essential spectrum of $\mathcal{A}_{\gamma}$ corresponding to its highest positive point $\Omega_{*}$ and that $\phi_{*}$ is an eigenfunction of (3.4) with $\alpha=\alpha_{\bullet}$ (i.e., of the pencil $\mathfrak{a}_{\alpha_{\bullet}}$ ) again corresponding to the eigenvalue $\Omega_{*}$, and so

$$
\begin{equation*}
\phi_{*}^{\prime \prime}=\beta^{\prime} \phi_{*}^{\prime}+\left(\alpha_{\bullet}^{2}-\Lambda_{*} \alpha_{\bullet} \beta^{\prime}\right) \phi_{*}, \quad \phi_{*}(0)=\phi_{*}^{\prime}(\delta)=0 \tag{4.7}
\end{equation*}
$$

with $\Lambda_{*}:=\frac{1}{\Omega_{*}}($ cf. (3.4)).

For future use, we summarize the relations obtained so far:

$$
\begin{aligned}
\mathcal{L}_{0} \Psi= & \left(-\phi_{*}^{\prime \prime}(\eta)+\beta^{\prime}(\eta) \phi_{*}^{\prime}(\eta)+\alpha_{\bullet} \phi_{*}(\eta)\right) \mathrm{e}^{i \alpha \bullet \xi}=\left(\mathfrak{l}_{\alpha_{\bullet}} \phi_{*}\right) \mathrm{e}^{i \alpha \bullet \xi} \\
\mathcal{M}_{0} \Psi= & \alpha_{\bullet} \beta^{\prime}(\eta) \phi_{*}(\eta) \mathrm{e}^{i \alpha \bullet \xi}=\left(\mathfrak{m}_{\alpha \bullet} \phi_{*}\right) \mathrm{e}^{i \alpha \bullet \xi} \\
\mathcal{L}_{\gamma} \Psi= & \left(-\phi_{*}^{\prime \prime}(\eta)+\left(\beta^{\prime}(\eta)-\frac{1}{p(\xi, \eta)} \frac{\partial p(\xi, \eta)}{\partial \eta}\right) \phi_{*}^{\prime}(\eta)\right. \\
& \left.\quad+\left(\frac{i \alpha_{\bullet}}{p(\xi, \eta)^{3}} \frac{\partial p(\xi, \eta)}{\partial \xi}+\frac{\alpha_{\bullet}^{2}}{p(\xi, \eta)^{2}}\right) \phi_{*}(\eta)\right) \mathrm{e}^{i \alpha_{\bullet} \xi} \\
\mathcal{M}_{\gamma} \Psi= & \frac{\alpha \bullet}{p(\xi, \eta)} \beta^{\prime}(\eta) \phi_{*}(\eta) \mathrm{e}^{i \alpha \bullet \xi} \\
p(\xi, \eta)= & 1+\gamma(\xi) \eta
\end{aligned}
$$

(with ' denoting differentiation with respect to $\eta$ ).
It is important to note that for any $r>0$,

$$
\frac{\left\langle\mathcal{M}_{0} \Psi, \Psi\right\rangle_{L_{2}\left(G_{0}^{r}, h\right)}}{\left\langle\mathcal{L}_{0} \Psi, \Psi\right\rangle_{L_{2}\left(G_{0}^{r}, h\right)}}=\frac{\left\langle\mathfrak{m}_{\alpha \bullet} \phi_{*}, \phi_{*}\right\rangle_{L_{2}((0, \delta), h)}}{\left\langle\mathfrak{l}_{\bullet} \phi_{*}, \phi_{*}\right\rangle_{L_{2}((0, \delta), h)}}=\Omega_{*}>0
$$

and, as explicit formulae above show,

$$
\begin{align*}
\left\langle\mathcal{M}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}^{r}, h\right)} & =\left\langle\mathcal{M}_{0} \Psi, \Psi\right\rangle_{L_{2}\left(G_{0}^{r}, h\right)}=\alpha \bullet \int_{-r}^{r} \int_{0}^{\delta} \beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta \mathrm{~d} \xi  \tag{4.8}\\
& =2 r \alpha \bullet \int_{0}^{\delta} \beta^{\prime}(\eta) \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta>0
\end{align*}
$$

We want to show that under conditions of Theorem 4.1 and with the choice of $\Psi$ as above, inequality (4.5) holds for any $r>R$.

In view of (4.8), it is enough to show that

$$
D_{\gamma}:=\left\langle\mathcal{L}_{\gamma} \Psi, \Psi\right\rangle_{L_{2}\left(G_{\gamma}^{r}, h\right)}-\left\langle\mathcal{L}_{0} \Psi, \Psi\right\rangle_{L_{2}\left(G_{0}^{r}, h\right)}
$$

is negative for $r>R$.
Explicit substitution gives, after taking into account the formula

$$
\int \frac{1}{p(\xi, \eta)^{2}} \frac{\partial p(\xi, \eta)}{\partial \xi} \mathrm{d} \xi=0
$$

(due to (2.2), with account of (2.8)), the following expression:

$$
D_{\gamma}=\int_{-r}^{r} \int_{0}^{\delta} \gamma(\xi) \eta \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta \mathrm{~d} \xi-\int_{-r}^{r} \int_{0}^{\delta} \alpha_{\bullet}^{2} \frac{\eta \gamma(\xi)}{1+\eta \gamma(\xi)} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta \mathrm{~d} \xi
$$

This, in turn, can be rewritten, using the obvious identity

$$
\frac{\eta \gamma(\xi)}{1+\eta \gamma(\xi)}=\eta \gamma(\xi)-\frac{\eta^{2} \gamma(\xi)^{2}}{1+\eta \gamma(\xi)}
$$

as

$$
\begin{align*}
D_{\gamma} & =\int_{-r}^{r} \gamma(\xi) \int_{0}^{\delta} \eta \mathrm{e}^{-\beta(\eta)}\left(\left|\phi_{*}^{\prime}(\eta)\right|^{2}-\alpha_{\bullet}^{2}\left|\phi_{*}(\eta)\right|^{2}\right) \mathrm{d} \eta \mathrm{~d} \xi  \tag{4.9}\\
& +\alpha_{\bullet}^{2} \int_{-r}^{r} \int_{0}^{\delta} \frac{\eta^{2} \gamma(\xi)^{2}}{1+\eta \gamma(\xi)} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta \mathrm{~d} \xi
\end{align*}
$$

We shall deal with the two terms in (4.9) separately.
The first one is more difficult. As (4.6) yields explicitly

$$
\alpha_{\bullet}^{2}=\frac{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta}{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta}
$$

we get

$$
\begin{align*}
I_{1} & := \\
= & \int_{0}^{\delta} \eta \mathrm{e}^{-\beta(\eta)}\left(\left|\phi_{*}^{\prime}(\eta)\right|^{2}-\alpha_{\bullet}^{2}\left|\phi_{*}(\eta)\right|^{2}\right) \mathrm{d} \eta  \tag{4.10}\\
= & \frac{1}{\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta} \times\left(\int_{0}^{\delta} \eta \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta \cdot \int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta\right. \\
& \left.\quad-\int_{0}^{\delta} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}^{\prime}(\eta)\right|^{2} \mathrm{~d} \eta \cdot \int_{0}^{\delta} \eta \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta\right)
\end{align*}
$$

We want to show that the term in brackets is negative under some reasonable assumptions.

Lemma 4.5. Assume that the conditions of Theorem 4.1 hold. Then $I_{1}<0$.
The proof of Lemma 4.5 uses the following simple fact. ${ }^{1}$
Lemma 4.6. Let $(a, b) \subset(0,+\infty)$ be a finite interval, and let a function $g$ : $(a, b) \rightarrow \mathbb{R}$ be nonincreasing. Then

$$
\left(\int_{a}^{b} x g(x) f(x) \mathrm{d} x\right) \cdot\left(\int_{a}^{b} f(x) \mathrm{d} x\right)-\left(\int_{a}^{b} g(x) f(x) \mathrm{d} x\right) \cdot\left(\int_{a}^{b} x f(x) \mathrm{d} x\right) \leq 0
$$

for any nonnegative function $f:(a, b) \rightarrow \mathbb{R}$.
Proof of Lemma 4.6. We have

$$
\begin{aligned}
& \left(\int_{a}^{b} x g(x) f(x) \mathrm{d} x\right) \cdot\left(\int_{a}^{b} f(x) \mathrm{d} x\right)-\left(\int_{a}^{b} g(x) f(x) \mathrm{d} x\right) \cdot\left(\int_{a}^{b} x f(x) \mathrm{d} x\right) \\
& \quad=\int_{a}^{b} \int_{a}^{b} x g(x) f(x) f(y) \mathrm{d} x \mathrm{~d} y-\int_{a}^{b} \int_{a}^{b} g(x) f(x) y f(y) \mathrm{d} x \mathrm{~d} y \\
& \quad=\int_{a}^{b} \int_{a}^{y}(x-y) f(x) f(y) g(x) \mathrm{d} x \mathrm{~d} y+\int_{a}^{b} \int_{y}^{b}(x-y) f(x) f(y) g(x) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Interchanging the variables $x$ and $y$ in the last integral, we obtain that the whole expression is equal to

$$
\int_{a}^{b} \int_{a}^{y} \underbrace{(x-y)}_{\text {nonpositive }} \underbrace{f(x) f(y)(g(x)-g(y))}_{\text {nonnegative }} \mathrm{d} x \mathrm{~d} y
$$

and is therefore nonpositive.

[^78]We can now proceed with evaluating $I_{1}$.
Proof of Lemma 4.5. We act by doing a lot of integrations by parts. We shall also use (4.7).

We have (all integrals are over $[0, \delta]$ and with respect to $\eta$ )

$$
\begin{aligned}
\int \eta \mathrm{e}^{-\beta}\left|\phi_{*}^{\prime}\right|^{2} & =-\int \phi_{*} \cdot\left(\eta \mathrm{e}^{-\beta} \phi_{*}^{\prime}\right)^{\prime} \\
& =-\int \phi_{*} \cdot\left(\mathrm{e}^{-\beta} \phi_{*}^{\prime}-\beta^{\prime} \eta \mathrm{e}^{-\beta} \phi_{*}^{\prime}+\eta \mathrm{e}^{-\beta} \phi_{*}^{\prime \prime}\right) \\
& =-\int \phi_{*} \cdot\left(\mathrm{e}^{-\beta} \phi_{*}^{\prime}+\left(\alpha_{\bullet}^{2}-\Lambda_{*} \alpha_{\bullet} \beta^{\prime}\right) \mathrm{e}^{-\beta} \eta \phi_{*}\right) .
\end{aligned}
$$

Further,

$$
-\int\left(\phi_{*} \mathrm{e}^{-\beta}\right) \phi_{*}^{\prime}=\left(\int\left(\phi_{*}^{\prime} \mathrm{e}^{-\beta}-\beta^{\prime} \phi_{*} \mathrm{e}^{-\beta}\right) \phi_{*}\right)-\mathrm{e}^{-\beta(\delta)} \phi_{*}^{2}(\delta),
$$

thus producing

$$
\begin{align*}
\int \eta \mathrm{e}^{-\beta}\left|\phi_{*}^{\prime}\right|^{2} & =-\frac{1}{2} \int \beta^{\prime} \phi_{*}^{2} \mathrm{e}^{-\beta} \underbrace{-\frac{1}{2} \mathrm{e}^{-\beta(\delta)} \phi_{*}^{2}(\delta)}_{\text {negative constant }}  \tag{4.11}\\
& -\alpha_{\bullet}^{2} \int \eta \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}+\Lambda_{*} \alpha_{\bullet} \int \eta \beta^{\prime} \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2} .
\end{align*}
$$

Also,

$$
\begin{align*}
\int \mathrm{e}^{-\beta}\left|\phi_{*}^{\prime}\right|^{2} & =-\int \mathrm{e}^{-\beta} \phi_{*}\left(-\beta^{\prime} \phi_{*}^{\prime}+\phi_{*}^{\prime \prime}\right) \\
& =-\int \mathrm{e}^{-\beta} \phi_{*}\left(-\beta^{\prime} \phi_{*}^{\prime}+\beta^{\prime} \phi_{*}^{\prime}+\alpha_{\bullet}^{2} \phi_{*}-\Lambda_{*} \alpha_{\bullet} \beta^{\prime} \phi_{*}\right)  \tag{4.12}\\
& =-\int \mathrm{e}^{-\beta} \phi_{*}^{2}\left(\alpha_{\bullet}^{2}-\Lambda_{*} \alpha_{\bullet} \beta^{\prime}\right) .
\end{align*}
$$

Substituting (4.11) and (4.12) into (4.10), and simplifying, we get

$$
\begin{align*}
& I_{1} \cdot \underbrace{\int \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2}}_{\text {positive integral }}=\int \eta \mathrm{e}^{-\beta}\left|\phi_{*}^{\prime}\right|^{2} \cdot \int \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}-\int \mathrm{e}^{-\beta}\left|\phi_{*}^{\prime}\right|^{2} \cdot \int \eta \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}  \tag{4.13}\\
& \quad=(\underbrace{\left(-\frac{1}{2} \int \beta^{\prime} \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}\right)}_{\text {negative as } \beta^{\prime}>0}+\underbrace{\left(-\frac{1}{2} \mathrm{e}^{-\beta(\delta)} \phi_{*}^{2}(\delta)\right)}_{\text {negative constant }}) \int \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2} \\
& \quad+\underbrace{\left(\Lambda_{*} \alpha \bullet\right)}_{\text {ve constant }} \times \underbrace{\left(\int \eta \beta^{\prime} \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2} \cdot \int \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}-\int \beta^{\prime} \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2} \cdot \int \eta \mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2}\right)}_{\text {nonpositive by Lemma } 4.6 \text { with } g=\beta^{\prime}, f=\mathrm{e}^{-\beta}\left|\phi_{*}\right|^{2} \text { as } g^{\prime}=\beta^{\prime \prime} \leq 0}
\end{align*}
$$

Thus $I_{1}<0$.

Let us now return to (4.9) and deal with the second term in the right-hand side. We have, with account of (2.3) and (2.7),

$$
\frac{\eta^{2} \gamma(\xi)^{2}}{1+\eta \gamma(\xi)} \leq\left\{\begin{array}{ll}
\eta^{2} \gamma(\xi)^{2} & \text { if } \gamma(\xi) \geq 0 \\
\frac{1}{1-A} \eta^{2} \gamma(\xi)^{2} & \text { if } \gamma(\xi)<0
\end{array} \quad \leq \max \left\{1, \frac{1}{1-A}\right\} \eta^{2} \gamma(\xi)^{2}\right.
$$

and so

$$
\alpha_{\bullet}^{2} \int_{-r}^{r} \int_{0}^{\delta} \frac{\eta^{2} \gamma(\xi)^{2}}{1+\eta \gamma(\xi)} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta \mathrm{~d} \xi \leq I_{2} \int_{-r}^{r} \gamma(\xi)^{2} \mathrm{~d} \xi
$$

where

$$
\begin{equation*}
I_{2}:=\max \left\{1, \frac{1}{1-A}\right\} \alpha_{\bullet}^{2} \int_{0}^{\delta} \eta^{2} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta \geq 0 \tag{4.14}
\end{equation*}
$$

Thus, as $\gamma(\xi)$ vanishes for $|\xi|>R$, we have

$$
D_{\gamma}=I_{1} \int \gamma(\xi) \mathrm{d} \xi+I_{2} \int \gamma(\xi)^{2} \mathrm{~d} \xi=\left(-I_{1}\right)\left(C_{\beta} \int \gamma(\xi)^{2} \mathrm{~d} \xi-\int \gamma(\xi) \mathrm{d} \xi\right)
$$

where

$$
\begin{equation*}
C_{\beta}=\frac{I_{2}}{-I_{1}}=\frac{\max \left\{1, \frac{1}{1-A}\right\} \alpha_{\bullet}^{2} \int_{0}^{\delta} \eta^{2} \mathrm{e}^{-\beta(\eta)}\left|\phi_{*}(\eta)\right|^{2} \mathrm{~d} \eta}{\int_{0}^{\delta} \eta \mathrm{e}^{-\beta(\eta)}\left(\left|\phi_{*}^{\prime}(\eta)\right|^{2}-\alpha_{\bullet}^{2}\left|\phi_{*}(\eta)\right|^{2}\right) \mathrm{d} \eta} \tag{4.15}
\end{equation*}
$$

is a positive constant.
As soon as (4.2) holds, $D_{\gamma}$ is negative, and so (4.5) holds. This proves Theorem 4.1.

Finally, it is sufficient to note that (4.3) implies $\int \gamma(\xi)^{2} \mathrm{~d} \xi<2 R c_{\beta, R} \int \gamma(\xi) \mathrm{d} \xi$, which proves Corollary 4.2.
5. Conclusions. It has been shown that a trapped mode is possible in the model presented here. To increase confidence that such modes exist on real coasts further work is clearly required to demonstrate that this mode is not an artifact of the modelling assumptions. However these assumptions are the usual ones for the simple theory of CSWs and extensions to include stratification and more realistic boundary conditions have not in general contradicted them [LBMy]. The result here suggests that it would be of interest to compare low-frequency velocity records in the neighborhood of capes with those on nearby straight coasts to determine whether there is indeed enhanced energy at the cape. Both the above endeavors are being pursued.
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#### Abstract

The classical deep-water wave problem is to find a periodic traveling wave with a free surface of infinite depth. The main result is the construction of a global connected set of rotational solutions for a general class of vorticities. Each nontrivial solution on the continuum has a wave profile symmetric around the crests and monotone between crest and trough.

The problem is formulated as a nonlinear elliptic boundary value problem in an unbounded domain with a parameter. The analysis is based on generalized degree theory and the global theory of bifurcation. The unboundedness of the domain renders consideration of approximate problems with stronger compactness properties.
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1. Introduction. The classical deep-water wave problem is to find a periodic traveling wave with a free surface of infinite depth. A two-dimensional incompressible inviscid fluid, at rest at great depths, occupies the domain bounded by a free surface, where the pressure balances out with the constant atmospheric pressure. The main result is to construct a global connected set of nontrivial solutions to the full Euler equations for positive monotone vorticities. The methods involved are the global theory of bifurcation which has its foundation in topological degree theory, maximum principles and the Schauder theory for nonlinear second-order elliptic partial differential equations.

Irrotational solutions to the deep-water wave problem are referred to as Stokes waves, for which existence theory has been studied in a number of works. The first rigorous mathematical treatment is the construction, following Levi-Civita [26] and Nekrasov [30], of small-amplitude waves by a series expansion method. The global theory of existence began with Krasovskii [24] who used a degree-theoretic argument to obtain finite-amplitude waves. Subsequently, with the invention by Rabinowitz [33] of abstract global bifurcation theory, Keady and Norbury [22] inferred that these solutions form a global connected set. Amick [3], Amick, Fraenkel, and Toland [4], and McLeod [29] refined this result further to prove that this continuum contains in its closure Stokes waves of extreme form with stagnation at their crests. A survey on the existence theory for Stokes waves is to be found in [39].

The existence theory for rotational waves is, on the other hand, much less complete. Gerstner $[14,6]$ found an explicit formula for a family of trochoidal deep-water waves for a particular nonzero vorticity early in 1802. However, an extensive existence theory for a general class of vorticities appeared much later in the work of DubreilJacotin [12], who constructed small-amplitude waves by a series expansion method. This result was later improved by Goyon [16] and Zeidler [42]. Recently, Constantin

[^79]and Strauss [9, 10] employed generalized degree theory [18, 23] as adapted for nonlinear elliptic boundary value problems and global bifurcation theory [33] to obtain a global connected set of rotational waves of finite depth. The purpose of the present work is to obtain an analogous result for the case of infinite depth. An important difference from [10] lies in the lack of compact embedding properties of Ascoli type due to the unboundedness of the physical domain. Under the additional restriction that the vorticity distribution is positive and monotone, the set of nontrivial solutions acquires the desired compactness with the exploitation of maximum principles.

At the beginning of section 3.1 , the unknown fluid region is conveniently mapped onto a fixed semi-infinite strip in the plane by exchanging the roles of the stream function and the vertical coordinate. The depth below the free surface is regarded as a solution to a quasi-linear elliptic partial differential equation with a nonlinear oblique boundary condition. The problem is successively formulated as an operator equation of the form $F(\lambda, w)=0 ; \lambda$ is a real parameter and the "nontrivial perturbation" $w$ from the trivial shear current belongs to the Banach space, denoted by $X$, of $C^{3+\alpha}$ Hölder continuous functions which vanish asymptotically at the infinite bottom. The equation is singular in the sense that the operator is not Fredholm, and thus topological degree theory/global bifurcation theory may not be applied directly. This difficulty is overcome by studying a sequence of approximate problems $F^{\epsilon}(\lambda, w)=0$ for $\epsilon>0$, where $F^{\epsilon}$ is a nonlinear Fredholm operator.

Section 4 gives a detailed global bifurcation analysis for the approximate problems. The first step is to linearize $F^{\epsilon}$ around the trivial solution and to find a sequence of bifurcation points through each of which a local curve of nontrivial solutions emanates. This is an application of the local bifurcation theorem due to Crandall and Rabinowitz [11]. Next, several properties of $F^{\epsilon}$ including the properness and the Fredholm property of the linearized operator are established. The generalized degree theory developed in $[18,23]$ and the global bifurcation theorem [33] apply at once, and after further detailed analysis based on the maximum principle and its sharp form at corner points [35], a global continuum of nontrivial solutions is obtained to each approximate problem.

The central part of this work is section 5.1 on the existence theory for the singular problem. We employ the development by Rabinowitz of the global theory of bifurcation to conclude that the continuum of the nontrivial solutions to $F(\lambda, w)=0$ either is unbounded in $\mathbb{R} \times X$ or intersects the boundary of the admissible set where the boundary value problem becomes degenerate. An important observation here is that the positiveness and monotonicity of the vorticity enable us to obtain the uniform decay of solutions at infinity and hence the compactness of the solution set. In the following subsection, with the use of the regularity estimates for quasi-linear elliptic partial differential equations, the alternative that the size of $w$ increases unboundedly in the $C^{3+\alpha}$ norm along the continuum reduces to the unboundedness of either $w$ or its first-order derivatives in the maximum norm.

Finally, section 5.3 is the examination of the remaining alternatives to prove that our global continuum contains a sequence of nontrivial solutions to the deepwater wave problem such that along a sequence on the continuum either the relative flow speed at the wave troughs becomes arbitrarily large or the relative flow speed somewhere on the free surface becomes arbitrarily close to zero (stagnation). In the case of irrotational flows, the existence of a limiting wave with stagnation at its crests, where the wave profile has sharp cusps with the containing angle of $2 \pi / 3$, was conjectured by Stokes [37] and proved by Amick, Fraenkel, and Toland [4].

## 2. Formulation and the main result.

2.1. The deep-water wave problem in physical variables. The gravity water wave problem concerns the motion of an incompressible inviscid fluid with a free surface acted on only by gravity. Consider a two-dimensional flow which at time $t$ occupies the region in the $(x, y)$-plane bounded by a free surface $y=\eta(t ; x)$. In the fluid region $\{(x, y): y<\eta(t ; x)\}$, the velocity field $(u(t ; x, y), v(t ; x, y))$ and the pressure $P(t ; x, y)$ satisfy the following Euler equations:

$$
\begin{aligned}
u_{t}+u u_{x}+v u_{y} & =-P_{x} \\
v_{t}+u v_{x}+v v_{y} & =-P_{y}-g \\
u_{x}+v_{y} & =0
\end{aligned}
$$

Here $g$ denotes the gravitational constant of acceleration. The flow is supposed to be rotational and characterized by the vorticity $\omega=v_{x}-u_{y}$.

The dynamic and kinematic boundary conditions hold on the free surface $y=$ $\eta(t ; x)$ :

$$
P=P_{0} \quad \text { and } \quad v=\eta_{t}+u \eta_{x}
$$

where $P_{0}$ is the constant atmospheric pressure. The boundary condition at the infinite bottom

$$
(u, v) \rightarrow(0,0) \quad \text { as } y \rightarrow-\infty \text { uniformly for } x \in \mathbb{R}
$$

expresses the fact [19] that the fluid at great depths is practically at rest. Our bottom boundary condition precludes wave trains on water of infinite depth, numerically calculated in $[36,40]$, which exhibit a nonphysical asymptotic behavior at the infinite bottom.

The steady water wave problem is then to find solutions for which the wave profile, the velocity, and the pressure have space-time dependence $(x-c t, y)$, where $c>0$ is the speed of wave propagation. In the frame of reference moving with speed $c$, the velocity field $(u(x, y), v(x, y))$ and the pressure $P(x, y)$ of the steady flow satisfy

$$
\begin{align*}
(u-c) u_{x}+v u_{y} & =-P_{x},  \tag{2.1}\\
(u-c) v_{x}+v v_{y} & =-P_{y}-g,  \tag{2.2}\\
u_{x}+v_{y} & =0 \tag{2.3}
\end{align*}
$$

in the stationary region $\{(x, y): y<\eta(x)\}$. The boundary conditions are

$$
\begin{gather*}
P=P_{0} \quad \text { and } \quad v=(u-c) \eta_{x} \quad \text { on } y=\eta(x)  \tag{2.4}\\
(u, v) \rightarrow(-c, 0) \tag{2.5}
\end{gather*} \quad \text { as } y \rightarrow-\infty \text { uniformly for } x \in \mathbb{R} . ~ \$
$$

Equations (2.1)-(2.5) are supplemented with the following periodicity and symmetry conditions:

$$
\begin{align*}
& \eta(-x)=\eta(x)=\eta(x+L), \\
& u(-x, y)=u(x, y)=u(x+L, y),  \tag{2.6}\\
& -v(-x, y)=v(x, y)=v(x+L, y),
\end{align*}
$$

where $L>0$ is the wavelength.

Our objective here is to find nontrivial solutions to (2.1)-(2.6) for a general class of vorticities. If the flow is irrotational, i.e., $\omega \equiv 0$, the solutions are referred to as Stokes waves, for which existence theory has been studied in a number of works. A survey on the existence theory for Stokes waves is to be found in [39].

In this setting, $L$ and $c$ are considered as parameters whose values form part of the solution. The wavelength $L$ of the deep-water wave problem is independent of other physical parameters, and hence is taken to be $2 \pi$ for simplicity in what follows.

Two distinct features of problem (2.1)-(2.6) are that the free surface is not known a priori and that the physical domain is unbounded.
2.2. The vorticity-stream formulation. We define the (relative) stream function $\psi(x, y)$ by

$$
\begin{equation*}
\psi_{x}=-v, \quad \psi_{y}=u-c \tag{2.7}
\end{equation*}
$$

This reduces (2.1)-(2.6) to a stationary elliptic boundary value problem.
The Poisson equation

$$
-\Delta \psi=v_{x}-u_{y}=\omega
$$

follows from (2.7). Note that $\psi$ is $2 \pi$ periodic in the $x$-variable. Indeed, $\int_{0}^{2 \pi} v(s, y) d s$ is independent of $y$ and therefore is zero by (2.5). The kinematic boundary condition allows us to normalize $\psi$ so that $\psi=0$ on the free surface. The boundary condition at the infinite bottom becomes $\nabla \psi(x, y)=\left(\psi_{x}, \psi_{y}\right) \rightarrow(0,-c)$ as $y \rightarrow-\infty$ uniformly for $x$.

The vorticity equation $(u-c) \omega_{x}+v \omega_{y}=0$, compared to (2.7), states that $\omega$ is a function of $\psi$ at least locally away from a stagnation point, a point where $u=c$ and $v=0$. Under the restriction that the vorticity is nonnegative and nonincreasing with the depth, i.e., $\omega(x, y) \geq 0$ and $\omega_{y}(x, y) \geq 0$, one can show that $u-c<0$ everywhere in the fluid; see Lemma 2.1. Experimental evidence [28] indicates that for wave patterns which are not near the spilling or breaking state, the speed of wave propagation is in general considerably larger than the horizontal velocity of any water particle.

We shall show later in section 3.1 that $u-c<0$ guarantees that

$$
-\Delta \psi=\gamma(\psi)
$$

for some function $\gamma$ throughout the fluid. The vorticity function $\gamma$ measures the strength of the vorticity.

Assumptions on $\gamma$. For some $\alpha \in(0,1)$ a constant, $\gamma \in C^{1+\alpha}([0, \infty))$ is nonincreasing along with depth, $\gamma^{\prime}(s) \leq 0$ for $s \in[0, \infty)$, and $\gamma(s) \in O\left(s^{-2-2 l}\right)$ as $s \rightarrow \infty$ for some $l>0$.

Our assumptions imply that the vorticity is nonnegative, $\gamma(s) \geq 0$ for $s \in[0, \infty)$, and that $\omega$ vanishes in the limit as $y \rightarrow-\infty$.

Let us define

$$
\begin{equation*}
\Gamma(p)=\int_{p}^{0} \gamma(-s) d s \tag{2.8}
\end{equation*}
$$

and

$$
\Gamma_{\infty}=\int_{-\infty}^{0} \gamma(-s) d s
$$

From the equations of motion follows Bernoulli's law, which states that the quantity

$$
E=\frac{1}{2}\left(\psi_{x}^{2}+\psi_{y}^{2}\right)+g y+P+\Gamma(-\psi)
$$

is constant throughout the fluid. The sum of the first four terms in the expression of $E$ is the total mechanical energy of the flow; $\frac{1}{2}\left(\psi_{x}^{2}+\psi_{y}^{2}\right)$ is the kinetic energy, $g y$ is the gravitational potential energy, and $P$ is the energy of fluid pressures. In view of Bernoulli's law, the dynamic boundary condition takes the form that

$$
Q=\psi_{x}^{2}(x, \eta(x))+\psi_{y}^{2}(x, \eta(x))+2 g \eta(x)
$$

is independent of $x$. The quantity $\frac{1}{2} Q$, i.e., $E$ evaluated at the free surface, is called the hydraulic head. We remark that $E$ and $Q$ may vary along continua of solutions.

In summary, there results the following formulation of the deep-water wave problem, equivalent to (2.1)-(2.6). Let

$$
\mathcal{D}_{\eta}=\{(x, y): x \in \mathbb{R}, \quad y<\eta(x)\} \quad \text { and } \quad \mathcal{S}_{\eta}=\{(x, \eta(x)): x \in \mathbb{R}\} .
$$

For a parameter $c>0$, there exist $\eta(x)$ and $\psi(x, y)$ such that $\eta$ is even and $2 \pi$ periodic, $\psi$ is even and $2 \pi$ periodic in the $x$-variable, and

$$
\begin{gather*}
-\Delta \psi=\gamma(\psi) \quad \text { in } \mathcal{D}_{\eta}  \tag{2.9a}\\
\psi=0 \quad \text { on } \mathcal{S}_{\eta}, \quad \psi>0 \quad \text { in } \mathcal{D}_{\eta}  \tag{2.9b}\\
|\nabla \psi(x, \eta(x))|^{2}+2 g \eta(x)=Q \quad \text { for } x \in \mathbb{R}  \tag{2.9c}\\
\nabla \psi(x, y) \rightarrow(0,-c) \quad \text { as } y \rightarrow-\infty \text { uniformly for } x \in \mathbb{R} . \tag{2.9d}
\end{gather*}
$$

We locate the origin of Cartesian coordinates at one of the wave crests (where $\eta$ attains its maximum over one period), i.e., $\eta(0)=0$. With this convention, $Q=$ $(c-u(0,0))^{2}>0$ is the square of the relative flow speed at the crest.

Under the assumptions on the vorticity, the exponential decay estimates of solutions follow as applications of the maximum principle.

Lemma 2.1. Assume that $\omega(x, y) \geq 0$ and $\omega_{y}(x, y) \geq 0$. Let $\eta(x)$ and $\psi(x, y)$ be a solution pair of (2.9) corresponding to the solution triple $(u-c, v, \eta)$ of (2.1)-(2.6) via the definition (2.7).
(a) $\psi_{y}=u-c<0$ on $\overline{\mathcal{D}}_{\eta}$. Therefore, $\omega=\gamma(\psi)$ throughout the fluid region for some function $\gamma$. Note that $\gamma$ satisfies the assumptions described above.
(b) Assume further that $\psi_{x}(x, \eta(x))>0$ for $x \in(-\pi, 0)$. Then $\psi_{x}(x, y)>0$ on $\left\{(x, y) \in \overline{\mathcal{D}}_{\eta}: x \in(-\pi, 0)\right\}$, and $\psi_{x}(x, y)$ and $\psi_{x x}(0, y)$ decay exponentially as $y \rightarrow-\infty$ uniformly for $x$. More precisely,

$$
\begin{align*}
\left|\psi_{x}(x, y)\right|<A e^{y} & \text { on }(-\pi, \pi) \times(-\infty, \eta( \pm \pi))  \tag{2.10}\\
\left|\psi_{x x}(0, y)\right|<B e^{y} & \text { for } y \in(-\infty, \eta( \pm \pi)) \tag{2.11}
\end{align*}
$$

where $A, B>0$ depend only on $\eta( \pm \pi)$.
Remark 2.2. Assertion (a) justifies the existence of the vorticity function $\gamma$ and supports a detailed global bifurcation analysis; see sections 3 and 4, respectively. Assertion (b) is important for compactness reasons later in Lemmas 4.6 and 5.1.

An easy consequence of the monotonicity of $\psi_{x}$ and $\psi_{y}$ is that the wave profile decreases monotonically from crest to trough. Constantin and Escher [7] proved that the symmetry of the wave profile is not a hypothesis but rather a conclusion when
the wave profile is monotone between crest and trough and the vorticity is positive and decreases with depth.

Proof. (a) Since $\psi=0$ on $\mathcal{S}_{\eta}$ and $\psi \rightarrow \infty$ as $y \rightarrow-\infty$, the subharmonic function $\psi$ is positive in $\mathcal{D}_{\eta}$. It therefore attains its minimum on $\mathcal{S}_{\eta}$, and by the Hopf boundary point lemma $\psi_{y}<0$ on $\mathcal{S}_{\eta}$.

Note that

$$
\Delta \psi_{y}+\omega_{y}(x, y)=0
$$

and that $\psi_{\underline{y}}$ tends to $-c<0$ as $y \rightarrow-\infty$. The maximum principle then implies that $\psi_{y}<0$ on $\overline{\mathcal{D}}_{\eta}$.
(b) Note that

$$
\Delta \psi_{x}+\gamma^{\prime}(\psi) \psi_{x}=0
$$

and that $\psi_{x} \rightarrow 0$ as $y \rightarrow-\infty$ uniformly for $x$. Since $\psi_{x}(x, \eta(x))>0$ for $x \in(-\pi, 0)$, by the maximum principle, $\psi_{x}(x, y)>0$ for $(x, y) \in \overline{\mathcal{D}}_{\eta}$ and $x \in(-\pi, 0)$.

For the second assertion, let

$$
D=(-\pi, \pi) \times(-\infty, \eta( \pm \pi)) \quad \text { and } \quad D^{-}=\{(x, y) \in D: x \in(-\pi, 0)\}
$$

For $A>0$ we define a $C^{2}$-function on $D^{-}$by

$$
W(x, y)=\psi_{x}(x, y)-A e^{y} \sin x
$$

Choose $A$ sufficiently large so that $W(x, y)<0$ on $(0, \pi) \times\{\eta( \pm \pi)\}$. Such an $A$ depends only on $\eta( \pm \pi)$; see [7]. A simple calculation yields

$$
\Delta W+\gamma^{\prime}(\psi) W=-A \gamma^{\prime}(\psi) e^{y} \sin x \geq 0 \quad \text { in } D^{-}
$$

By oddness and periodicity of $\psi_{x}$, we infer that $W(-\pi, y)=0=W(0, y)$ for $y \leq$ $\eta(-\pi)$. Since $W(x, y) \rightarrow 0$ as $y \rightarrow-\infty$ uniformly for $x$, the maximum principle ensures $W(x, y)<0$ in $D^{-}$. A similar consideration leads to an analogous inequality on $D \cap\{x \in(0, \pi)\}$, and (2.10) follows at once.

Finally, from the classical gradient estimate [15, page 37] for Poisson's equation, it follows that

$$
\begin{aligned}
\left|\psi_{x x}(0, y)\right| & \leq \frac{2}{\pi} \sup _{D}\left|\psi_{x}(x, y)\right|+\frac{\pi}{2} \sup _{D}\left|\gamma^{\prime}(\psi)\right|\left|\psi_{x}(x, y)\right| \\
& \leq B e^{y}
\end{aligned}
$$

for $y<\eta( \pm \pi)-\pi$, where $B>0$ depends only on $\eta( \pm \pi)$. This proves (2.11).
2.3. The main result. For a positive integer $k$ and a constant $\alpha \in(0,1)$, a domain $D \subset \mathbb{R}^{2}$ is called a $C^{k+\alpha}$ domain if each point on its boundary $\partial D$ has a neighborhood in which $\partial D$ is the graph of a $C^{k+\alpha}$ function. Given a $C^{k+\alpha}$ domain $D \subset \mathbb{R}^{2}$ (not necessarily bounded), we define

$$
\begin{equation*}
C_{p e r}^{k+\alpha}(\bar{D})=\left\{w \in C^{k+\alpha}(\bar{D}): w \text { is even and } 2 \pi \text { periodic in the } x \text {-variable }\right\} \tag{2.12}
\end{equation*}
$$

where $C^{k+\alpha}(\bar{D})$ is a Hölder space with the norm as in [2, Chapter II]:

This notation is extended in an obvious way to the case when $\alpha=0$ and to functions of a single variable.

Our main result is the following theorem on the existence of nontrivial deep-water waves with vorticity.

ThEOREM 2.3 (main theorem). Suppose that the vorticity function $\gamma \in C^{1+\alpha}([0, \infty))$ for some $\alpha \in(0,1)$ satisfies $\gamma^{\prime}(s) \leq 0$ for $s \in[0, \infty)$ and $\gamma \in O\left(s^{-2-2 l}\right)$ as $s \rightarrow \infty$ for some $l>0$. Suppose furthermore that

$$
\begin{equation*}
\Gamma_{\infty}=\int_{-\infty}^{0} \gamma(-s) d s<\frac{1}{2} \min \left(\left(\frac{g}{2}\right)^{2 / 3},\left(\frac{g}{2}\right)^{2}\right) \tag{2.13}
\end{equation*}
$$

Consider the deep-water wave problem (2.1)-(2.6). There exists a connected set $\mathcal{C}$ of solution triples $(u-c, v, \eta)$ in the space $C_{\text {per }}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C_{\text {per }}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C_{\text {per }}^{3+\alpha}(\mathbb{R})$ such that
(i) the continuum $\mathcal{C}$ contains a trivial shear flow with $v \equiv 0$ (under the flat surface $\eta \equiv 0$ ); and
(ii) there is a sequence of solution triples $\left\{\left(u_{j}-c_{j}, v_{j}, \eta_{j}\right)\right\} \subset \mathcal{C}$, for which

$$
\text { either } \quad \lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty \quad \text { or } \quad \lim _{j \rightarrow \infty} \min _{\mathcal{S}_{\eta_{j}}}\left(c_{j}-u_{j}\right)=0
$$

Each nontrivial solution triple $(u-c, v, \eta) \in \mathcal{C}$ enjoys the following properties:
(iii) $\eta$ has a single maximum (crest) and a single minimum (trough) per wavelength; we say the crest occurs at $x=0$;
(iv) the wave profile decreases monotonically from crest to trough, i.e., $\eta^{\prime}(x)<0$ for $x \in(0, \pi)$;
(v) the relative horizontal velocity is negative, $u-c<0$, throughout the fluid; and
(vi) a water particle located at $(x, y)$ with $x \in(0, \pi)$ has positive vertical velocity $v>0$.
In addition, if $\gamma(0)$ is sufficiently small, (ii) can be replaced by
(ii') there is a sequence of solution triples $\left\{\left(u_{j}-c_{j}, v_{j}, \eta_{j}\right)\right\} \subset \mathcal{C}$, for which

$$
\text { either } \quad \lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty \quad \text { or } \quad \lim _{j \rightarrow \infty}\left(c_{j}-u_{j}(0,0)\right)=0
$$

The smallness condition (2.13) guarantees the local bifurcation of approximate problems; see Lemma 4.1.

Theorem 2.3 presents two alternatives in (ii). When the first alternative holds, either the speed of wave propagation or the wave amplitude becomes unboundedly large; see Remark 5.9. The second alternative means that the continuum contains waves with horizontal particle velocity somewhere on the free surface arbitrarily close to the speed of wave propagation. In other words, there is a region of almost stagnant fluid on the free surface, a region which is carried along by the traveling wave.

If $\gamma(0)$ is small enough so that the relative flow speed $c-u$ is nondecreasing from crest to trough (and it hence attains its minimum on the surface at the crest), then the crest is the point of almost stagnation. A precise condition is given in (5.23).

Our conclusion, in the case of zero vorticity, partly recovers the well-known result for Stokes waves [39] that the connected continuum contains a limiting wave with stagnation at the wave crests.
3. Reformulation: Reduction to an operator equation. We now turn to establishing the existence of solutions to (2.1)-(2.6). On account of the unknown surface, we use the coordinate transformation devised by Dubreil-Jacotin [12] to reformulate the problem as a boundary value problem in a fixed domain.
3.1. Change of independent variables. We begin by the observation that $\psi$ is constant on the free surface and decreases along with $y$ as a function of $y$; i.e., the $y$-coordinate is a single-valued function of $\psi$ for each fixed $x$. This suggests the introduction of new independent variables

$$
q=x \quad \text { and } \quad p=-\psi(x, y)
$$

which map the fluid region of one period $\left\{(x, y) \in \mathcal{D}_{\eta}: x \in(-\pi, \pi)\right\}$ to a fixed semi-infinite strip $(-\pi, \pi) \times(-\infty, 0)$ in the $(q, p)$-plane, the free surface $\{(x, \eta(x))$ : $x \in(-\pi, \pi)\}$ to $(-\pi, \pi) \times\{0\}$. Let

$$
R=\{(q, p):-\pi<q<\pi, p<0\} \quad \text { and } \quad T=\{(q, 0):-\pi<q<\pi\}
$$

The depth function $h(q, p)=y-Q / 2 g$ replaces the dependent variables. An explicit calculation shows that

$$
\begin{equation*}
h_{q}=\frac{v}{u-c}, \quad h_{p}=\frac{1}{c-u} . \tag{3.1}
\end{equation*}
$$

From $u-c<0$ throughout the fluid it follows that $\omega$ is a single-valued function of $p$. Indeed,

$$
\partial_{q} \omega=\left(\partial_{x}+\frac{h_{q}}{h_{p}} \partial_{p}\right) \omega=\left(\partial_{x}-\frac{v}{c-u} \partial_{y}\right) \omega=0
$$

We say $\omega=\gamma(-p)$.
The vorticity-stream formulation (2.9) is accordingly reformulated as an elliptic boundary value problem in a fixed domain:

$$
\begin{array}{rll}
\left(1+h_{q}^{2}\right) h_{p p}-2 h_{p} h_{q} h_{p q}+h_{p}^{2} h_{q q}=-\gamma(-p) h_{p}^{3} & \text { in } R \\
1+2 g h h_{p}^{2}+h_{q}^{2}=0 & \text { on } T \\
\nabla h=\left(h_{q}, h_{p}\right) \rightarrow\left(0, \frac{1}{c}\right) \quad \text { as } p \rightarrow-\infty & \text { uniformly for } q \tag{3.2c}
\end{array}
$$

with $h$ even and $2 \pi$ periodic in the $q$-variable.
The above formulation is equivalent to (2.1)-(2.6), as is presented in the next lemma.

Lemma 3.1. Suppose that $h \in C_{p e r}^{3+\alpha}(\bar{R})$ is a solution of (3.2). There corresponds to $h$ a solution triple $(u-c, v, \eta)$ of (2.1)-(2.6) in the space $C_{\text {per }}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C_{\text {per }}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times$ $C_{\text {per }}^{3+\alpha}(\mathbb{R})$.

The subscript "per" for a domain in the $(q, p)$-plane refers to evenness and periodicity in the $q$-variable.

Proof. The proof is similar to that of [10, Lemma 2.1], and therefore we will not carry out every detail. First, it is observed from the partial differential equation (3.2a) that $\gamma \in C^{1+\alpha}([0, \infty))$.

Suppose for the moment that $h \in C_{p e r}^{2}(\bar{R})$ is a solution of (3.2). We define $C_{p e r}^{1}(\bar{R})$ functions

$$
\begin{equation*}
F(q, p)=\frac{1}{h_{p}(q, p)}, \quad G(q, p)=-\frac{h_{q}(q, p)}{h_{p}(q, p)} \tag{3.3}
\end{equation*}
$$

The wave profile is given by $\eta(x)=h(x, 0)+Q / 2 g$ for $x \in[-\pi, \pi]$ and is extended to the entire real line as an even and $2 \pi$ periodic function. Clearly, $\eta \in C_{\text {per }}^{2}(\mathbb{R})$.

In order to recover the relative stream function $\psi$, we consider the ordinary differential equation

$$
\left\{\begin{array}{l}
\frac{d}{d y} \psi(x, y)=-F(x,-\psi(x, y))  \tag{3.4}\\
\psi(x, \eta(x))=0
\end{array}\right.
$$

where $x \in[-\pi, \pi]$ is fixed. Since $F$ is of $C^{1}$, from the standard theory of ordinary differential equations it follows that there exists a unique local solution $\psi(x, y)$ to (3.4). Furthermore, the solution exists for all $(-\infty, \eta(x)]$. Indeed, $F \geq \delta>0$ for some $\delta$ over $\bar{R}$, and thus $F(q, \underline{p})$ defines a nondegenerate complete vector field on $p \in(-\infty, 0)$. Clearly, $\psi \in C_{p e r}^{2}\left(\overline{\mathcal{D}}_{\eta}\right)$.

It is straightforward to show that $\eta(x)$ and $\psi(x, y)$ constructed above are solutions to (2.9), completely analogous to the finite-depth case. One can repeat the calculation in [10, Lemma 2.1] to show that $\psi_{x}(x, y)=-G(x,-\psi(x, y))$. The boundary condition at infinity

$$
\nabla \psi(x, y) \rightarrow(0,-c) \quad \text { as } y \rightarrow-\infty \text { uniformly for } x \in \mathbb{R}
$$

is fulfilled by (3.2c) and (3.3).
The relative velocity components are successively defined by

$$
u(x, y)-c=-F(x,-\psi(x, y)), \quad v(x, y)=G(x,-\psi(x, y))
$$

which are in $C_{p e r}^{2}\left(\overline{\mathcal{D}}_{\eta}\right)$ and solve (2.1)-(2.6). Finally, if $h$ is $C_{p e r}^{3+\alpha}(\bar{R})$ for $\alpha \in$ $(0,1)$, then, by construction, $(u-c, v, \eta)$ belongs to the function space $C_{p e r}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times$ $C_{p e r}^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C_{p e r}^{3+\alpha}(\mathbb{R})$.

As in section 2, let

$$
\Gamma(p)=\int_{p}^{0} \gamma(-s) d s, \quad \Gamma_{\infty}=\int_{-\infty}^{0} \gamma(-s) d s
$$

Lemma 3.2 (trivial flows). For each $\lambda \in\left(2 \Gamma_{\infty}, \infty\right)$ the system (3.2) has a solution

$$
\begin{equation*}
H(p)=H(p ; \lambda)=\int_{0}^{p} \frac{d s}{\sqrt{\lambda-2 \Gamma(s)}}-\frac{\lambda}{2 g} \tag{3.5}
\end{equation*}
$$

which corresponds to a parallel shear flow in the horizontal direction under the flat surface $\eta \equiv 0$.

Proof. These solutions do not depend on $q$, and thus (3.2a) reduces to $H^{\prime \prime}=$ $-\gamma(-p)\left(H^{\prime}\right)^{3}$. Here and elsewhere the prime denotes differentiation with respect to $p$. Solutions to this ordinary differential equation are

$$
H^{\prime}(p)=(\lambda-2 \Gamma(p))^{-1 / 2}
$$

which are defined for $\lambda>2 \Gamma_{\infty}$. The formula (3.5) then follows from the boundary condition on top, $1+2 g H(0)\left(H^{\prime}(0)\right)^{2}=0$.

The boundary condition at infinity, $H^{\prime}(p) \rightarrow \frac{1}{c}$ as $p \rightarrow-\infty$, relates the bifurcation parameter $\lambda$ with the wave speed $c$ :

$$
\lambda=c^{2}+2 \Gamma_{\infty}
$$

Note 3.3. Let us denote

$$
a(\lambda)=a(p ; \lambda)=\sqrt{\lambda-2 \Gamma(p)}
$$

The derivatives of $H$ can be expressed in terms of $a$ :

$$
H^{\prime}(p)=a^{-1}(p ; \lambda), \quad H^{\prime \prime}(p)=-\gamma(-p) a^{-3}(p ; \lambda)
$$

Note that $a(\lambda)$ is bounded for each $\lambda>2 \Gamma_{\infty}$.
In order to establish the existence of nontrivial solutions to (3.2) via bifurcation theory, we need to formulate the problem as an abstract operator equation $F(\lambda, w)=$ 0 , where $w$ belongs to a Banach space. However, a set of functions with the condition (3.2c) at infinity does not form a linear space. For this reason, we introduce the "nontrivial perturbation" $w(q, p)$ of the depth function $h(q, p)$ from that of a trivial flow $H(p)$ defined as

$$
\begin{equation*}
h(q, p)=H(p)+w(q, p) \tag{3.6}
\end{equation*}
$$

Problem (2.1)-(2.6) is ultimately formulated as follows:

$$
\begin{array}{cc}
\left(1+w_{q}^{2}\right) w_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} w_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} w_{q q} & \\
+\gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{3}-\gamma(-p) a^{-3}(\lambda)\left(1+w_{q}^{2}\right)=0 & \text { in } R \\
1+(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right)^{2}+w_{q}^{2}=0 & \text { on } T \tag{3.7~b}
\end{array}
$$

Here $w$ is required to be even and $2 \pi$ periodic in the $q$-variable. The principal point is that $\nabla w$ vanishes asymptotically:

$$
\begin{equation*}
\nabla w=\left(w_{q}, w_{p}\right) \rightarrow 0 \quad \text { as } p \rightarrow-\infty \text { uniformly for } q \tag{3.7c}
\end{equation*}
$$

3.2. The operator equation and its approximation. We introduce the function spaces. Let

$$
\begin{aligned}
& X=\left\{w \in C_{p e r}^{3+\alpha}(\bar{R}): \partial^{\beta} w \in o(1) \text { as } p \rightarrow-\infty,|\beta| \leq 3 \text { uniformly for } q\right\} \\
& Y_{1}=\left\{w \in C_{p e r}^{1+\alpha}(\bar{R}): \partial^{\beta} w \in o(1) \text { as } p \rightarrow-\infty,|\beta| \leq 1 \text { uniformly for } q\right\}
\end{aligned}
$$

and $Y_{2}=C_{p e r}^{2+\alpha}(T)$. Let $Y=Y_{1} \times Y_{2}$ with the product topology. We equip $X$ and $Y$ with the Hölder norms (thus rendering them Banach spaces):

$$
\begin{aligned}
\|\cdot\|_{X} & :=\|\cdot\|_{C^{3+\alpha}(\bar{R})} \\
\|\cdot\|_{Y} & :=\|\cdot\|_{Y_{1}}+\|\cdot\|_{Y_{2}}
\end{aligned}
$$

where $\|\cdot\|_{Y_{1}}=\|\cdot\|_{C^{1+\alpha}(\bar{R})}$ and $\|\cdot\|_{Y_{2}}=\|\cdot\|_{C^{2+\alpha}(T)}$. Here the Hölder norms of functions on the unbounded domain $\bar{R}$ take supremum values over the entire domain (see [2, Chapter II]):

$$
\|w\|_{C^{k+\alpha}(\bar{R})}=\sum_{|\beta|=0}^{k} \max _{\bar{R}}\left|\partial^{\beta} w(q, p)\right|+\sup _{|\beta|=k} \sup _{(q, p) \neq(\tilde{q}, \tilde{p})} \frac{\left|\partial^{\beta} w(q, p)-\partial^{\beta} w(\tilde{q}, \tilde{p})\right|}{\sqrt{(q-\tilde{q})^{2}+(p-\tilde{p})^{2}}}
$$

Let $Z=C_{p e r}^{0}(\bar{R})$ have the usual maximum norm $\|\cdot\|_{Z}=\|\cdot\|_{C^{0}(\bar{R})}$.

A nonlinear differential operator

$$
F(\lambda, w)=\left(F_{1}(\lambda, w), F_{2}(\lambda, w)\right): \mathbb{R} \times X \rightarrow Y
$$

is defined by

$$
\begin{align*}
F_{1}(\lambda, w) & =\left(1+w_{q}^{2}\right) w_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} w_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} w_{q q}  \tag{3.8}\\
& +\gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{3}-\gamma(-p) a^{-3}(\lambda)\left(1+w_{q}^{2}\right), \\
F_{2}(\lambda, w) & =1+(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right)^{2}+\left.w_{q}^{2}\right|_{T} . \tag{3.9}
\end{align*}
$$

The operator form of the deep-water wave problem is then to find a nontrivial solution $(\lambda, w) \in \mathbb{R} \times X$ to

$$
\begin{equation*}
F(\lambda, w)=0 . \tag{3.10}
\end{equation*}
$$

The existence theory "in the large" for the finite-depth case [9, 10] follows as an application to $F$ of generalized degree theory $[18,23]$ and abstract global bifurcation theory [33]. For the infinite-depth case, however, the presence of the continuous spectrum due to the unboundedness of the physical domain renders this application much less than routine.

Denoted by $F_{w}(\lambda, w)$ is the Fréchet derivative of $F$ in its second argument at $(\lambda, w) \in \mathbb{R} \times X$. A straightforward calculation yields

$$
F_{w}(\lambda, w)=(A(\lambda, w), B(\lambda, w)),
$$

where

$$
\begin{aligned}
A(\lambda, w)[\phi] & =\left(1+w_{q}^{2}\right) \phi_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} \phi_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} \phi_{q q} \\
& +\left(-2 w_{q} w_{p q}+2\left(a^{-1}(\lambda)+w_{p}\right) w_{q q}+3 \gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{2}\right) \phi_{p} \\
& +\left(2 w_{q} w_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{p q}-2 \gamma(-p) a^{-3}(\lambda) w_{q}\right) \phi_{q}, \\
B(\lambda, w)[\phi] & =2(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right) \phi_{p}+2 w_{q} \phi_{q}+\left.2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} \phi\right|_{T}
\end{aligned}
$$

for $\phi \in X$.
The linear operator $(A(\lambda, w), B(\lambda, w))$ defines the "limiting" operator

$$
\left\{\begin{array}{l}
A_{\infty}(\lambda)[\phi]=\phi_{p p}+\left(\lambda-2 \Gamma_{\infty}\right)^{-1} \phi_{q q}, \\
B_{\infty}(\lambda)[\phi]=-2 \lambda^{1 / 2} \phi_{p}+\left.2 g \lambda^{-1} \phi\right|_{T}
\end{array}\right.
$$

for $\phi \in X$, which is obtained by substituting each coefficient function by its limit as $p \rightarrow-\infty$. Unfortunately, this operator is not semi-Fredholm as its spectrum consists of only the continuous spectrum $(-\infty, 0]$. In particular, $F_{w}(\lambda, w): X \rightarrow Y$ is not a Fredholm operator of index zero, and thus topological degree theory may not be directly applied.

This difficulty can be overcome by studying a sequence of approximate problems:

$$
\begin{equation*}
F^{\epsilon}(\lambda, w):=\left(F_{1}(\lambda, w)-\epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{3} w, F_{2}(\lambda, w)\right)=0, \tag{3.11}
\end{equation*}
$$

where $\epsilon>0$. The properness of $F^{\epsilon}$ and the Fredholm property of its linearization will follow from the fact that the limiting problem

$$
\left(A_{\infty}(\lambda)-\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{-3 / 2} I, B_{\infty}(\lambda)\right)[\phi]=0
$$

admits only the zero solution; see Lemmas 4.4 and 4.6.

Remark 3.4. Construction of a topological degree for general nonlinear elliptic operators has been studied in a number of works (see [18, 23, 41] and the references therein) under the condition that the nonlinear elliptic operator is proper and the linearization is a Fredholm operator of index zero. The Fredholm property of a linear elliptic operator in an unbounded domain is related to the uniform decay of the solutions at infinity. Indeed, a linear elliptic operator in an unbounded domain is semi-Fredholm if and only if the limiting problem does not have nonzero solutions (see [41, Theorem 2.15]).

A simple calculation yields that

$$
F_{w}^{\epsilon}(\lambda, w)=\left(A^{\epsilon}(\lambda, w), B(\lambda, w)\right)
$$

where

$$
\begin{align*}
A(\lambda, w)[\phi]= & \left(1+w_{q}^{2}\right) \phi_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} \phi_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} \phi_{q q} \\
+ & \left(-2 w_{q} w_{p q}+2\left(a^{-1}(\lambda)+w_{p}\right) w_{q q}\right. \\
& \left.+3 \gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{2}+3 \epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{2} w\right) \phi_{p}  \tag{3.12}\\
+ & \left(2 w_{q} w_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{p q}-2 \gamma(-p) a^{-3}(\lambda) w_{q}\right) \phi_{q} \\
- & \epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{3} \phi \\
B(\lambda, w)[\phi]= & 2(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right) \phi_{p}+2 w_{q} \phi_{q}+\left.2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} \phi\right|_{T} \tag{3.13}
\end{align*}
$$

for $\phi \in X$. Similarly,

$$
F_{\lambda}^{\epsilon}(\lambda, w)=\left(F_{1 \lambda}(\lambda, w), F_{2 \lambda}(\lambda, w)\right)
$$

where

$$
\begin{aligned}
& F_{1 \lambda}(\lambda, w)[\mu]=\mu a^{-3}(\lambda)\left(w_{q} w_{p q}-\left(a^{-1}(\lambda)+w_{p}\right) w_{q q}\right. \\
& \\
& \quad-\frac{3}{2} \gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right) \\
& \\
& \left.\quad+\frac{3}{2} \gamma(-p) a^{-2}(\lambda)\left(1+w_{q}^{2}\right)-3 \epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{2} w\right)
\end{aligned} \begin{aligned}
F_{2 \lambda}(\lambda, w)[\mu]=-\left.\mu\left(\lambda^{-1 / 2}+w_{p}\right)\left(\lambda^{-1 / 2}+w_{p}+(2 g w-\lambda) \lambda^{3 / 2}\right)\right|_{T}
\end{aligned}
$$

Since $F_{w}^{\epsilon}$ and $F_{\lambda}^{\epsilon}$ are both continuous, $F^{\epsilon}: \mathbb{R} \times X \rightarrow Y$ is continuously differentiable. Indeed, the smoothness of $\gamma$ ensures that $F^{\epsilon}$ is at least twice continuously Fréchet differentiable.
4. Existence theory for approximate problems. Our goal in this section is to construct for each $\epsilon$ a global connected set of nontrivial solutions to (3.11) via generalized degree theory and abstract global bifurcation theory.
4.1. The linearized approximate problem. The linearization of $F^{\epsilon}$ about the trivial solution $(\lambda, 0)$ is $F_{w}^{\epsilon}(\lambda, 0)=\left(A^{\epsilon}(\lambda, 0), B(\lambda, 0)\right)$, where

$$
\begin{aligned}
A^{\epsilon}(\lambda, 0)[\phi] & =\phi_{p p}+a^{-2}(\lambda) \phi_{q q}+3 \gamma(-p) a^{-2}(\lambda) \phi_{p}-\epsilon a^{-3}(\lambda) \phi \\
& =a^{-3}(\lambda)\left(a^{3}(\lambda) \phi_{p}\right)_{p}+a^{-2}(\lambda) \phi_{q q}-\epsilon a^{-3}(\lambda) \phi \\
B(\lambda, 0)[\phi] & =-2 \lambda^{1 / 2} \phi_{p}+\left.2 g \lambda^{-1} \phi\right|_{T}
\end{aligned}
$$

for $\phi \in X$. A necessary condition for bifurcation at a trivial solution $(\lambda, 0)$ is that

$$
F_{w}^{\epsilon}(\lambda, 0): X \rightarrow Y \text { is not injective; }
$$

equivalently, the following problem of self-adjoint form

$$
\begin{array}{cc}
\left(a^{3}(\lambda) \phi_{p}\right)_{p}+\left(a(\lambda) \phi_{q}\right)_{q}-\epsilon \phi=0 & \text { in } R, \\
\lambda^{3 / 2} \phi_{p}=g \phi & \text { on } T \tag{4.1b}
\end{array}
$$

admits a nontrivial solution in $X$.
Lemma 4.1. Suppose that $\gamma \in C^{1+\alpha}([0, \infty))$ for $\alpha \in(0,1)$ satisfies the smallness condition (2.13).
(a) For each $0 \leq \epsilon<\epsilon_{0}$ and $0<\epsilon_{0} \leq g$ fixed, there exist $\lambda^{\epsilon} \in\left(2 \Gamma_{\infty}, g+2 \Gamma_{\infty}\right]$ and a nontrivial solution $\phi^{\epsilon} \in X$ to (4.1).
(b) For a sequence $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$, $\left\{\lambda^{\epsilon_{j}}\right\}$ converges to $\lambda^{0} \in\left(2 \Gamma_{\infty}, g+2 \Gamma_{\infty}\right]$ as $j \rightarrow \infty$.

Proof. (a) For each $0 \leq \epsilon<\epsilon_{0}$ we will look for a solution of the form $\phi^{\epsilon}(q, p)=$ $\Phi^{\epsilon}(p) \cos k q$ with $k \geq 0$ an integer; $\Phi^{\epsilon}$ will solve the ordinary differential equation $-\left(a^{3}(\lambda) \Phi^{\prime}\right)^{\prime}+\epsilon \Phi=-k^{2} a(\lambda) \Phi$.

Let us define for $\lambda \in\left(2 \Gamma_{\infty}, \infty\right)$ an ordinary differential operator $L^{\epsilon} v=-\left(a^{3}(\lambda) v^{\prime}\right)^{\prime}+$ $\epsilon v$. We consider the (singular) Sturm-Liouville problem

$$
\left\{\begin{array}{l}
L^{\epsilon} v=\mu(\lambda) a(\lambda) v \quad \text { for } p \in(-\infty, 0)  \tag{4.2}\\
\lambda^{3 / 2} v^{\prime}(0)=g v(0) \\
v, v^{\prime} \rightarrow 0 \quad \text { as } p \rightarrow-\infty
\end{array}\right.
$$

It is known that $L^{\epsilon}$ with the boundary conditions above has the essential spectrum $\left[\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{3}, \infty\right)$. We define for $0 \leq \epsilon<\epsilon_{0}$

$$
\begin{align*}
R^{\epsilon}(\lambda) & =R^{\epsilon}(v ; \lambda) \\
& =\frac{-g v^{2}(0)+\int_{-\infty}^{0} a^{3}(\lambda)\left(v^{\prime}\right)^{2} d p+\epsilon \int_{-\infty}^{0} v^{2} d p}{\int_{-\infty}^{0} a(\lambda) v^{2} d p} \tag{4.3}
\end{align*}
$$

and

$$
\begin{equation*}
\Lambda^{\epsilon}(\lambda)=\inf \left\{R^{\epsilon}(v ; \lambda): v \in H^{1}((-\infty, 0)) \text { and } v \not \equiv 0\right\} \tag{4.4}
\end{equation*}
$$

A straightforward calculation shows that $R^{\epsilon}(\lambda)$ is bounded from below for each $\lambda$. More precisely, $R^{\epsilon}(\lambda)>-g^{2}\left(\lambda-2 \Gamma_{\infty}\right)^{-2}$. The Rayleigh principle then asserts that the complementary interval $(-\infty, \epsilon)$ contains a generalized eigenvalue $\mu$ (such that $L^{\epsilon} v=\mu a(\lambda) v$ for some $\left.v \not \equiv 0\right)$ if and only if $\Lambda^{\epsilon}(\lambda)<0$. Furthermore, such $\Lambda^{\epsilon}(\lambda)$ is a simple eigenvalue.

Our aim is to find a $\lambda^{\epsilon}$ such that $\Lambda^{\epsilon}\left(\lambda^{\epsilon}\right)=-k^{2}$. There may be multiple solutions, for instance, corresponding to different values of $k$. Rather, here we restrict ourselves to finding one for $k=1$. Note that $\Lambda^{\epsilon}$ is a $C^{1}$-function of $\lambda$.

First, for $\lambda \in\left[g+2 \Gamma_{\infty}, \infty\right)$ the inequality

$$
\begin{aligned}
\int_{-\infty}^{0}\left(a(\lambda) v^{2}+a^{3}(\lambda)\left(v^{\prime}\right)^{2}+\epsilon v^{2}\right) d p & \geq \sqrt{g} \int_{-\infty}^{0}\left(v^{2}+g\left(v^{\prime}\right)^{2}\right) d p \\
& \geq 2 g \int_{-\infty}^{0} v v^{\prime} d p=g v^{2}(0)
\end{aligned}
$$

holds for every $v \in H^{1}((-\infty, 0))$. This in turn implies $R^{\epsilon}(\lambda) \geq-1$, and therefore $\Lambda^{\epsilon}(\lambda) \geq-1$. Next, provided that (2.13) holds, one can show that

$$
\begin{aligned}
\Lambda^{\epsilon}\left(2 \Gamma_{\infty}\right) & \leq R^{\epsilon}\left(e^{p} ; 2 \Gamma_{\infty}\right) \\
& =\frac{-g+\int_{-\infty}^{0} a^{3}\left(2 \Gamma_{\infty}\right) e^{2 p} d p+\epsilon \int_{-\infty}^{0} e^{2 p} d p}{\int_{-\infty}^{0} a\left(2 \Gamma_{\infty}\right) e^{2 p} d p} \\
& <\frac{-g+\frac{1}{2} \int_{-\infty}^{0} \sqrt{2 \Gamma_{\infty}-2 \Gamma(p)} d p+\frac{\epsilon}{2}}{\int_{-\infty}^{0} e^{2 p} \sqrt{2 \Gamma_{\infty}-2 \Gamma(p)} d p}<-1 .
\end{aligned}
$$

By continuity, there exists $\lambda^{\epsilon} \in\left(2 \Gamma_{\infty}, g+2 \Gamma_{\infty}\right]$ such that $\Lambda^{\epsilon}\left(\lambda^{\epsilon}\right)=-1$.
Now we consider an eigenfunction $\Phi^{\epsilon} \in H^{1}((-\infty, 0))$ to (4.2) with $\lambda=\lambda^{\epsilon}$ (and $k=1$ ). It follows from standard regularity theory that $\Phi^{\epsilon}$ is indeed smooth. Note that $\sqrt{\lambda^{\epsilon}-2 \Gamma_{\infty}} \leq a\left(\lambda^{\epsilon}\right) \leq \sqrt{\lambda^{\epsilon}}$. The comparison theorem for second-order ordinary differential equations $[8$, Chapter 8$]$ then asserts that $\Phi^{\epsilon}>0$ and decays exponentially:

$$
\left|\Phi^{\epsilon}(p)\right| \leq A \exp \left(p\left(\lambda-2 \Gamma_{\infty}\right)^{-1 / 2}\right)
$$

for some constant $A>0$. Therefore, $\phi^{\epsilon}=\Phi^{\epsilon}(p) \cos q$ is in $X$.
(b) Since $\left\{\lambda^{\epsilon}\right\}$ forms a bounded sequence in $\mathbb{R}$, there are a sequence $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$ and a subsequence $\left\{\lambda^{\epsilon_{j}}\right\}$ which converges to $\lambda^{0}$ in $\mathbb{R}$ as $j \rightarrow \infty$. By continuity, $\Lambda^{0}\left(\lambda^{0}\right)=-1$.

Since $R^{0}(\lambda) \geq-1$ for $\lambda \in\left[g+2 \Gamma_{\infty}, \infty\right)$, it must hold that $\lambda^{0} \leq g+2 \Gamma_{\infty}$. On the other hand, $\lambda^{0}>2 \Gamma_{\infty}$ since

$$
\Lambda^{0}\left(2 \Gamma_{\infty}\right) \leq R^{0}\left(e^{p} ; 2 \Gamma_{\infty}\right)<R^{\epsilon}\left(e^{p} ; 2 \Gamma_{\infty}\right)<-1
$$

Therefore, $\lambda^{0} \in\left(2 \Gamma_{\infty}, g+2 \Gamma_{\infty}\right]$. This completes the proof.
It follows as an application of local bifurcation theorem from a simple eigenvalue due to Crandall and Rabinowitz [11] that for each $0<\epsilon<\epsilon_{0}$ there emanates from $\left(\lambda^{\epsilon}, 0\right)$ a local curve in $\mathbb{R} \times X$ of solutions to (3.11). The detailed analysis is carried out in Appendix A.

Proposition 4.2 (local bifurcation for approximate problems). For each $0<$ $\epsilon<\epsilon_{0}$, there exist $s_{0}>0$ and a $C^{1}$-curve $\mathcal{C}_{\text {loc }}^{\epsilon}$ in $\mathbb{R} \times X$ of the form $(\lambda(s), w(s))$ such that each $(\lambda(s), w(s))$ for $|s|<s_{0}$ is a solution to (3.11) with $(\lambda(0), w(0))=\left(\lambda^{\epsilon}, 0\right)$.

Recorded in the next lemma is the Fredholm property of $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$, which is a special case of Lemma 4.4.

Lemma 4.3 (Fredholm property at the bifurcation point). For each $0<\epsilon<\epsilon_{0}$, the linear operator $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)=\left(A^{\epsilon}\left(\lambda^{\epsilon}, 0\right), B\left(\lambda^{\epsilon}, 0\right)\right): X \rightarrow Y$ is a Fredholm operator of index zero.

Proof. Let us denote the limiting operator of $\left(A^{\epsilon}\left(\lambda^{\epsilon}, 0\right), B\left(\lambda^{\epsilon}, 0\right)\right)$ of constant coefficients by

$$
\begin{aligned}
& A_{0}[\phi]=\phi_{p p}+\left(\lambda^{\epsilon}-2 \Gamma_{\infty}\right)^{-1} \phi_{q q}-\epsilon\left(\lambda^{\epsilon}-2 \Gamma_{\infty}\right)^{-3 / 2} \phi \\
& B_{0}[\phi]=B\left(\lambda^{\epsilon}, 0\right)=-2\left(\lambda^{\epsilon}\right)^{1 / 2} \phi_{p}+\left.2 g\left(\lambda^{\epsilon}\right)^{-1} \phi\right|_{T}
\end{aligned}
$$

for $\phi \in X$. Consider the one-parameter family of linear operators

$$
\left(A_{t}, B_{t}\right): X \rightarrow Y \quad \text { for } t \in[0,1]
$$

where

$$
\begin{aligned}
& A_{t}=(1-t) A_{0}+t A^{\epsilon}\left(\lambda^{\epsilon}, 0\right) \\
& B_{t}=B\left(\lambda^{\epsilon}, 0\right)
\end{aligned}
$$

Below we prove that $\left(A_{t}, B_{t}\right)$ is semi-Fredholm for all $t \in[0,1]$; i.e., $\left(A_{t}, B_{t}\right)$ has a closed range and finite-dimensional kernel. On the other hand, $\left(A_{0}, B_{0}\right): X \rightarrow Y$ is bijective (see [25, Chapter 3], for instance). In particular, it is a Fredholm operator of index zero. Therefore, by the homotopy invariance of Fredholm index [21, Chapter 4, Theorems 2.23 and 5.17], $\left(A_{1}, B_{1}\right)=\left(A^{\epsilon}\left(\lambda^{\epsilon}, 0\right), B\left(\lambda^{\epsilon}, 0\right)\right)$ is also a Fredholm operator of index zero.

Note that $\left(A_{t}, B_{t}\right)$ satisfies the complementing condition on the interval $[0,1]$. Indeed, $A_{t}$ is uniformly elliptic for each $t \in[0,1]$, whose coefficients are bounded in $C^{2+\alpha}(\bar{R}) ; B\left(\lambda^{\epsilon}, 0\right)$ is uniformly oblique. Therefore, for each $t \in[0,1]$ the following Schauder estimate [2, Theorem 7.3] holds:

$$
\begin{equation*}
\|\phi\|_{X} \leq C\left(\left\|A_{t}[\phi]\right\|_{Y_{1}}+\left\|B_{t}[\phi]\right\|_{Y_{2}}+\|\phi\|_{Z}\right) \tag{4.5}
\end{equation*}
$$

for all $\phi \in X$, where $C>0$ is independent of $\phi$. We remark that the Schauder estimate (4.5) is valid even in an unbounded domain. However, the compact embedding property of Ascoli type is not available. In particular, $Z$ is not compactly embedded in $X$. (The semi-Fredholm property of an elliptic operator in a bounded domain is a direct consequence of the Schauder estimate (4.5) and the compact embedding properties of Hölder spaces; see [32], for instance.)

In order to obtain the semi-Fredholm property of $\left(A_{t}, B_{t}\right)$, we need to show that $\left(A_{t}, B_{t}\right)$ is proper. In general, for linear operators these two concepts are equivalent; see $[34,41]$. For $t \in[0,1]$ fixed, consider the equation

$$
\left(A_{t}, B_{t}\right)\left[w_{j}\right]=f_{j}
$$

where $\left\{w_{j}\right\}$ is a bounded sequence in $X$ and $\left\{f_{j}\right\}$ converges to $f$, say, in $Y$. There exists a function $w \in X$ such that $w_{j} \rightarrow w$ in $C_{p e r}^{3}\left(R^{\prime}\right)$ and $\left(A_{t}, B_{t}\right)[w]=f$ for any compact subset $R^{\prime}$ of $\bar{R}$.

We claim that $w_{j} \rightarrow w$ in $C_{p e r}^{0}(\bar{R})$. Suppose this convergence does not take place. Accordingly, we may choose a sequence $\left\{\left(q_{j}, p_{j}\right)\right\} \subset \bar{R}$ with $p_{j} \rightarrow-\infty$ such that

$$
\left|w_{j}\left(q_{j}, p_{j}\right)-w\left(q_{j}, p_{j}\right)\right| \geq c>0
$$

where $c>0$ is fixed. Consider the functions $v_{j}(q, p)=w_{j}\left(q, p+p_{j}\right)-w\left(q, p+p_{j}\right)$, the operators $\left(A_{t}, B_{t}\right)$ with the coefficient function $a\left(p ; \lambda^{\epsilon}\right)$ shifted by $p_{j}$, and the shifted domains $\left\{(q, p) \in R: p+p_{j}<0\right\}$. Passing to the limit we find a nontrivial limiting function $v_{0} \in C^{0}(\bar{R})$ which is a solution to the limiting problem

$$
\left(A_{0}, B_{0}\right)\left[v_{0}\right]=0
$$

This contradicts the unique solvability of $\left(A_{0}, B_{0}\right)$ and proves the claim.
From the convergence of $w_{j} \rightarrow w$ in $C_{\text {per }}^{0}(\bar{R})$, the Schauder estimate (4.5), and the convergence $f_{j} \rightarrow f$ in $Y$, it follows that $\left\{w_{j}\right\}$ is a Cauchy sequence in $X$. That is, $\left(A_{t}, B_{t}\right)$ is proper. Subsequently, $\left(A_{t}, B_{t}\right)$ is semi-Fredholm for each $t \in[0,1]$. This completes the proof.
4.2. Preliminary results for degree theory. In order to define a topological degree for $F^{\epsilon}$ we need some properties to establish including the properness and the Fredholm property of the linearized operator.

In the following discussion, we define for $\delta>0$ the open set

$$
\begin{align*}
\mathcal{O}_{\delta}=\{ & (\lambda, w) \in \mathbb{R} \times X \text { which satisfies } \\
& \left.\lambda>2 \Gamma_{\infty}+\delta, a^{-1}(\lambda)+w_{p}>\delta \text { in } R, w<\frac{2 \lambda-\delta}{4 g} \text { on } T\right\} \tag{4.6}
\end{align*}
$$

Throughout this subsection $\epsilon$ and $\delta$ are fixed positive constants.
Let us recall that $F^{\epsilon}: \mathcal{O}_{\delta} \rightarrow Y$ is of class $C^{2}$ and that its Fréchet derivative in its second argument is of the form

$$
F_{w}^{\epsilon}(\lambda, w)=\left(A^{\epsilon}(\lambda, w), B(\lambda, w)\right) \in Y_{1} \times Y_{2}
$$

where

$$
\begin{align*}
A^{\epsilon}(\lambda, w)[\phi]= & \left(1+w_{q}^{2}\right) \phi_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} \phi_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} \phi_{q q} \\
+ & \left(-2 w_{q} w_{p q}+2\left(a^{-1}(\lambda)+w_{p}\right) w_{q q}\right. \\
& \left.+3 \gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{2}+3 \epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{2} w\right) \phi_{p}  \tag{4.7}\\
+ & \left(2 w_{q} w_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{p q}-2 \gamma(-p) a^{-3}(\lambda) w_{q}\right) \phi_{q} \\
- & \epsilon\left(a^{-1}(\lambda)+w_{p}\right)^{3} \phi, \\
B(\lambda, w)[\phi]= & 2(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right) \phi_{p}+2 w_{q} \phi_{q}+\left.2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} \phi\right|_{T} \tag{4.8}
\end{align*}
$$

for $\phi \in X$. The principal parts of operators $A^{\epsilon}(\lambda, w)$ and $B(\lambda, w)$ are denoted by

$$
\begin{align*}
& \tilde{A}(\lambda, w)[\phi]=\left(1+w_{q}^{2}\right) \phi_{p p}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} \phi_{p q}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} \phi_{q q}  \tag{4.9}\\
& \tilde{B}(\lambda, w)[\phi]=2(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right) \phi_{p}+\left.2 w_{q} \phi_{q}\right|_{T} \tag{4.10}
\end{align*}
$$

respectively. Note that for each $(\lambda, w) \in \mathcal{O}_{\delta}$ the differential operator $A^{\epsilon}(\lambda, w)$ is uniformly elliptic with coefficients bounded in $C^{2+\alpha}(\bar{R})$; the coefficients of the principal part satisfy

$$
\left(1+w_{q}^{2}\right) \xi_{1}^{2}-2\left(a^{-1}(\lambda)+w_{p}\right) w_{q} \xi_{1} \xi_{2}+\left(a^{-1}(\lambda)+w_{p}\right)^{2} \xi_{2}^{2} \geq 4 \delta^{2}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)
$$

for all $\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}$. Also note that for each $(\lambda, w) \in \mathcal{O}_{\delta}$ the boundary operator $B(\lambda, w)$ is uniformly oblique in the sense that it is bounded away from being tangential; the coefficient of $\phi_{p}$ is nonzero and

$$
\left|2(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right)\right|>\delta^{2}>0 \quad \text { on } T
$$

Therefore, $F_{w}^{\epsilon}(\lambda, w)$ satisfies the complementing condition for each $(\lambda, w) \in \mathcal{O}_{\delta}$ and the following Schauder estimate [2] holds:

$$
\begin{equation*}
\|\phi\|_{X} \leq C\left(\left\|A^{\epsilon}(\lambda, w)[\phi]\right\|_{Y_{1}}+\|B(\lambda, w)[\phi]\|_{Y_{2}}+\|\phi\|_{Z}\right) \tag{4.11}
\end{equation*}
$$

for all $\phi \in X$, where $C>0$ is independent of $\phi$.
An important observation is that the limiting problem

$$
\left(A_{\infty}(\lambda)-\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{-3 / 2} I, B_{\infty}(\lambda)\right)[\phi]=0
$$

admits only the zero solution.

Our first preliminary result is the Fredholm property of $F_{w}^{\epsilon}(\lambda, w)$.
Lemma 4.4 (Fredholm property). For each $(\lambda, w) \in \mathcal{O}_{\delta}$ the linear operator $F_{w}^{\epsilon}(\lambda, w)=\left(A^{\epsilon}(\lambda, w), B(\lambda, w)\right): X \rightarrow Y$ is a Fredholm operator of index zero.

Proof. The argument in the proof of Lemma 4.3 shows that $F_{w}^{\epsilon}(\lambda, w)$ is semiFredholm. This involves the Schauder estimate (4.11) and the fact that the limiting problem

$$
\left(A_{\infty}(\lambda)-\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{-3 / 2} I, B_{\infty}(\lambda)\right)[\phi]=0
$$

has only the zero solution.
On the other hand, the result of Lemma 4.3 is that $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$ is a Fredholm operator of index zero. Since $\mathcal{O}_{\delta}$ is connected, the assertion then follows from the continuity of the Fredholm index [21, Chapter 4, Theorem 5.17].

For our next preliminary result, we need several notations to define. The domain of the operator $A^{\epsilon}(\lambda, w)$ is defined by

$$
\begin{equation*}
D\left(A^{\epsilon}(\lambda, w)\right)=\{w \in X: B(\lambda, w)=0\} \tag{4.12}
\end{equation*}
$$

Note that $A^{\epsilon}(\lambda, w)$ restricted to $D\left(A^{\epsilon}(\lambda, w)\right)$ is closed in $Y_{1}$. The spectrum of $A^{\epsilon}(\lambda, w)$ is defined by

$$
\begin{align*}
\sigma(\lambda, w)=\{ & \mu \in \mathbb{C} \text { such that }  \tag{4.13}\\
& \left.\left(A^{\epsilon}-\mu I\right): D\left(A^{\epsilon}(\lambda, w)\right) \rightarrow Y_{1} \text { is not an isomorphism }\right\} .
\end{align*}
$$

Here $A^{\epsilon}, D\left(A^{\epsilon}(\lambda, w)\right)$, and $Y_{1}$ are complexified in the natural way.
Lemma 4.5 (spectral properties). For $M>0$ and $(\lambda, w) \in \mathcal{O}_{\delta}$ with $|\lambda|+\|w\|_{X} \leq$ $M$, there exist positive constants $s, C_{1}, C_{2}$ such that

$$
\begin{equation*}
C_{1}\|\phi\|_{X} \leq|\mu|^{\alpha / 2}\left\|\left(A^{\epsilon}(\lambda, w)-\mu I\right)[\phi]\right\|_{Y_{1}}+|\mu|^{(\alpha+1) / 2}\|B(\lambda, w)[\phi]\|_{Y_{2}} \tag{4.14}
\end{equation*}
$$

for all $\phi \in X$ and for all $\mu \in \mathbb{C}$ satisfying $|\arg (\mu)| \leq \pi / 2+s$ and $|\mu| \geq C_{2}$.
In addition,
(a) $\sigma(\lambda, w)$ possesses only finitely many eigenvalues in the sector $|\arg (\mu)| \leq \pi / 2+$ $s$, each of which has a finite multiplicity; and
(b) the boundary operator $B(\lambda, w): X \rightarrow Y_{2}$ is surjective.

Proof. The proof uses the method due to Agmon [1]. See [18, Proposition 4.4] for one in a Hölder-space setting.

We introduce the differential operator $A^{\epsilon}(\lambda, w)+e^{i \theta} \frac{\partial^{2}}{\partial t^{2}}$ on the cylinder $\Omega:=$ $R \times(-\infty, \infty)$, where $\theta=\arg (\mu)$. Note that the operator is elliptic if $|\theta| \leq \pi / 2+s$ for small $s>0$. The boundary condition on $\partial \Omega=\partial R \times(-\infty, \infty)$ is given by $B(\lambda, w)=0$.

It is known that $\left(A^{\epsilon}(\lambda, w)+e^{i \theta} \frac{\partial^{2}}{\partial t^{2}}, B(\lambda, w)\right)$ satisfies the complementing condition. Accordingly, one may write down the Schauder estimate: there are $s, C_{1}>0$ such that

$$
\begin{align*}
C_{1}\|e(t) \phi\|_{C^{3+\alpha}\left(\bar{\Omega}_{1}\right)} & \leq\left\|\zeta(t) e(t)\left(A^{\epsilon}-\mu I\right)[\phi]\right\|_{C^{1+\alpha}\left(\bar{\Omega}_{2}\right)} \\
& +\|\zeta(t) e(t) B[\phi]\|_{C^{2+\alpha}\left(\partial \Omega_{1}\right)}  \tag{4.15}\\
& +|\mu|^{1 / 2}\left\|\zeta_{1}(t) e(t) \phi\right\|_{C^{0}\left(\bar{\Omega}_{2}\right)}
\end{align*}
$$

for all $\phi \in X$ and for all $\mu \in \mathbb{C}$ with $|\arg (\mu)| \leq \pi / 2+s$. Here $\bar{\Omega}_{r}=\bar{R} \times[-r, r]$, $\partial \Omega_{r}=\partial \Omega \times[-r, r]$ for some $r>0$, and $e(t)=\exp \left(i|\mu|^{1 / 2} t\right) ; \zeta, \zeta_{1}$ are smooth functions with support on the interval $[-2,2]$ and $\zeta, \zeta_{1} \equiv 1$ on $[-1,1]$.

An explicit calculation shows that

$$
\left\|\zeta_{1}(t) e(t) \phi\right\|_{C^{0}\left(\Omega_{2}\right)} \leq C_{3}|\mu|^{\alpha / 2}\|\phi\|_{Y_{1}}
$$

for $|\mu|>C_{2}$, where $C_{2}, C_{3}>0$ are independent of $\phi$. Analogous estimates are valid for other terms on the right side of (4.15); see [18, Proposition 4.4] for the details. These estimates together with (4.15) yield the spectral estimate (4.14).

Our task now is to verify (a) and (b). The argument in the proof of Lemma 4.4 indicates that $\left(A^{\epsilon}-\mu I, B\right)$ is a Fredholm operator of index zero for all $\mu \in \mathbb{C}$ with $|\arg (\mu)| \leq \pi / 2+s$. On the other hand, the estimate (4.14) dictates that for any $|\mu|>$ $C_{2}$ the operator $A^{\epsilon}-\mu I$ restricted to $D\left(A^{\epsilon}(\lambda, w)\right)$ has trivial kernel. Assertion (a) then follows from known properties of Fredholm operators [20]. In particular, $\left(A^{\epsilon}-\mu I, B\right)$ : $X \rightarrow Y_{1} \times Y_{2}$ is bijective for $\mu>C_{2}$, which proves (b).

Our last preliminary result is the properness of $F^{\epsilon}$.
Lemma 4.6 (properness). The nonlinear elliptic operator $F^{\epsilon}$ is (locally) proper on $\overline{\mathcal{O}}_{\delta}$; i.e, $\left(F^{\epsilon}\right)^{-1}(K) \cap \bar{D}$ is compact for each bounded set $D \subset \overline{\mathcal{O}}_{\delta}$ and compact set $K \subset Y$.

Proof. Let $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset D \subset \overline{\mathcal{O}_{\delta}}$ be a bounded sequence and let $\left\{\left(y_{1 j}, y_{2 j}\right)\right\} \subset$ $K \subset Y$ converge to $\left(y_{1}, y_{2}\right)$ in $Y_{1} \times Y_{2}$ satisfying

$$
F^{\epsilon}\left(\lambda_{j}, w_{j}\right)=\left(y_{1 j}, y_{2 j}\right) \quad \text { for } j=1,2, \ldots
$$

Our goal is to find a subsequence of $\left\{\left(\lambda_{j}, w_{j}\right)\right\}$ which converges in $\mathbb{R} \times X$. For the sake of simplicity, we may assume that $\lambda_{j} \rightarrow \lambda$ in $\mathbb{R}$ for some $\lambda \in \mathbb{R}$ and that $w_{j} \rightarrow w$ in $C_{p e r}^{3}\left(R^{\prime}\right)$ for some $w \in X$ for any compact subset $R^{\prime}$ of $\bar{R}$. By continuity, $F^{\epsilon}(\lambda, w)=\left(y_{1}, y_{2}\right)$.

It is convenient to decompose $F^{\epsilon}$ as

$$
\begin{align*}
& F_{1}^{\epsilon}(\lambda, w)=\tilde{A}(\lambda, w)[w]+f_{1}(\lambda, w)-\epsilon a^{-3}(\lambda) w  \tag{4.16}\\
& F_{2}(\lambda, w)=\tilde{B}(\lambda, w)[w]+f_{2}(\lambda, w)
\end{align*}
$$

Here $\tilde{A}(\lambda, w)$ and $\tilde{B}(\lambda, w)$ are defined in (4.9) and (4.10); $f_{1}(\lambda, w)$ is a quartic polynomial expression of $w, w_{q}$ and $w_{p}$, and $f_{2}(\lambda, w)=\lambda^{-1 / 2}(2 g w-\lambda)\left(\lambda^{-1 / 2}+w_{p}\right)$.

We claim that $w_{j} \rightarrow w$ in $C_{p e r}^{0}(\bar{R})$. Otherwise, there would be a sequence $\left\{\left(q_{j}, p_{j}\right)\right\} \subset \bar{R}$ with $p_{j} \rightarrow-\infty$ such that

$$
\left|w_{j}\left(q_{j}, p_{j}\right)-w\left(q_{j}, p_{j}\right)\right| \geq c>0
$$

As is done in Lemma 4.3, consider the shifted domains $\left\{(q, p) \in R: p<p_{j}\right\}$, the operator $\left(\tilde{A}\left(\lambda_{j}, \tilde{w}_{j}, \tilde{a}\right)-\epsilon \tilde{a}^{-3}\left(\lambda_{j}\right) I, \tilde{B}\left(\lambda_{j}, \tilde{w}_{j}, \tilde{a}\right)\right)$ with coefficients shifted by $p_{j}$, i.e., $\tilde{w}_{j}(q, p)=w_{j}\left(q, p+p_{j}\right)$ and $\tilde{a}(p ; \lambda)=a\left(p+p_{j} ; \lambda\right)$, and the functions $v_{j}(q, p)=$ $w_{j}\left(q, p+p_{j}\right)-w\left(q, p+p_{j}\right)$. Passing to subsequences we conclude that there exist a limiting domain $R_{\infty}=R$, a limiting operator $\left(A_{\infty}-\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{-3 / 2} I, B_{\infty}\right)$, and a nonzero limiting function $v_{\infty} \in C^{0}(\bar{R})$ such that

$$
\left(A_{\infty}-\epsilon\left(\lambda-2 \Gamma_{\infty}\right)^{-3 / 2} I, B_{\infty}\right)\left[v_{\infty}\right]=0
$$

However, the limiting problem has only the zero solution. This proves by contradiction the uniform convergence of $\left\{w_{j}\right\}$ to $w$.

Since $\left\{w_{j}\right\}$ is uniformly bounded in $X$, an interpolation inequality (see [15, Lemma 6.32] and [25, Theorem 3.2.1]) asserts that $w_{j} \rightarrow w$ in $C^{k^{\prime}+\alpha^{\prime}}(\bar{R})$ for $k^{\prime}+\alpha^{\prime}<3+\alpha$. Indeed, for any $s>0$ there exists a constant $C=C(s)>0$ such that

$$
\begin{equation*}
\left\|w_{j}-w_{k}\right\|_{C^{k^{\prime}+\alpha^{\prime}}(\bar{R})} \leq s\left\|w_{j}-w_{k}\right\|_{C^{3+\alpha}(\bar{R})}+C\left\|w_{j}-w_{k}\right\|_{C^{0}(\bar{R})} \tag{4.17}
\end{equation*}
$$

Next, in order to obtain the convergence in $C^{3+\alpha}(\bar{R})$, Schauder theory is employed. Since $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \overline{\mathcal{O}}_{\delta}$ is bounded, the uniform Schauder estimates [2] yield

$$
\|\phi\|_{X} \leq C\left(\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)[\phi]\right\|_{Y_{1}}+\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)[\phi]\right\|_{Y_{2}}+\|\phi\|_{Z}\right)
$$

for all $\phi \in X$, where $C>0$ is independent of $\phi$ and the index $j$. In particular,

$$
\begin{equation*}
\left\|w_{j}-w_{k}\right\|_{X} \leq C\left(\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}}+\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}}+\left\|w_{j}-w_{k}\right\|_{Z}\right) . \tag{4.18}
\end{equation*}
$$

Already shown is that the last term on the right side of the inequality approaches zero as $j, k \rightarrow \infty$. By virtue of the decomposition (4.16), the first two terms on the right side of (4.18) may be written as

$$
\begin{aligned}
\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]= & y_{1 j}-y_{1 k}-\left(\tilde{A}\left(\lambda_{j}, w_{j}\right)-\tilde{A}\left(\lambda_{k}, w_{k}\right)\right) w_{k} \\
& -\left(f_{1}\left(\lambda_{j}, w_{j}\right)-f_{1}\left(\lambda_{k}, w_{k}\right)\right) \\
& +\epsilon a^{-3}\left(\lambda_{j}\right)\left(w_{j}-w_{k}\right)+\epsilon\left(a^{-3}\left(\lambda_{j}\right)-a^{-3}\left(\lambda_{k}\right)\right) w_{k}, \\
\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]= & y_{2 j}-y_{2 k}-\left(\tilde{B}\left(\lambda_{j}, w_{j}\right)-\tilde{B}\left(\lambda_{k}, w_{k}\right)\right) w_{k} \\
& -\left(f_{2}\left(\lambda_{j}, w_{j}\right)-f_{2}\left(\lambda_{k}, w_{k}\right)\right) .
\end{aligned}
$$

Since $\left\{w_{j}\right\} \subset X$ is bounded, by the interpolation inequality (4.17) it follows that the coefficients of the quasi-linear operator $\tilde{A}\left(\lambda_{j}, w_{j}\right)$ are equicontinuous in $j$, and thus

$$
\left\|\left(\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{k}\right]-\tilde{A}\left(\lambda_{k}, w_{k}\right)\right)\left[w_{k}\right]\right\|_{Y_{1}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty .
$$

The convergence

$$
\left\|f_{1}\left(\lambda_{j}, w_{j}\right)-f_{1}\left(\lambda_{k}, w_{k}\right)\right\|_{Y_{1}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty
$$

uses the fact that $f$ is a quartic polynomial expression for $w$ and $w_{p}, w_{q}$. These together with the convergence of $\left\{y_{1 j}\right\}$ in $Y_{1}$ yield that

$$
\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty .
$$

On the other hand, the standard Schauder estimates and the embedding properties for Hölder spaces in a bounded domain confirm

$$
\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty .
$$

Therefore, $w_{j} \rightarrow \frac{w}{R}$ in $C^{3+\alpha}(\bar{R})$. The assertion then follows since $X$ is a closed subspace of $C^{3+\alpha}(\bar{R})$.

We are now in a position to define a degree for $F^{\epsilon}(\lambda, w)$. Summarized in Appendix B is the general development in [18, 23], which takes into account the nonlinear boundary operator.
4.3. Global theory of bifurcation for approximate problems. Now the presentation is the existence in the large of nontrivial solutions to (3.11) via global results of abstract bifurcation theory, which uses the generalized degree theory developed in the previous subsection and Appendix B.

For each $\delta>0$ and $0<\epsilon<\epsilon_{0}$, let $\mathcal{S}_{\delta}^{\epsilon}$ be the closure in $\mathbb{R} \times X$ of the set of all nontrivial solution pairs $(\lambda, w) \in \mathcal{O}_{\delta}$ to (3.11), where $\mathcal{O}_{\delta}$ is defined in (4.6), and let
$\mathcal{C}_{\delta}^{\epsilon} \subset \mathbb{R} \times X$ be the connected component of $\mathcal{S}_{\delta}^{\epsilon}$ which contains the bifurcation point $\left(\lambda^{\epsilon}, 0\right)$ determined in Lemma 4.1. The local curve of solutions $\mathcal{C}_{l o c}^{\epsilon}$ constructed in Proposition 4.2 is contained in $\mathcal{C}_{\delta}^{\epsilon}$ for the parameter $s_{0}>0$ of the curve sufficiently small.

The following global bifurcation result is immediate.
ThEOREM 4.7. For any $\delta>0$ and $0<\epsilon<\epsilon_{0}$, at least one of the following holds:
(i) $\mathcal{C}_{\delta}^{\epsilon}$ is unbounded in $\mathbb{R} \times X$;
(ii) $\mathcal{C}_{\delta}^{\epsilon}$ contains another trivial solution pair $(\lambda, 0)$ with $\lambda \neq \lambda^{\epsilon}$;
(iii) $\mathcal{C}_{\delta}^{\epsilon}$ meets $\partial \mathcal{O}_{\delta}$.

Proof. The proof is almost identical to that of [33, Theorem 1.3] except that we now use the generalized degree defined in $[18,23]$ (see Appendix B) in place of the Leray-Schauder degree. We assume on the contrary that $\mathcal{C}_{\delta}^{\epsilon}$ is not characterized by any of (i), (ii), or (iii), and we argue by contradiction.

The remainder of this subsection is devoted to extending and refining the result of Theorem 4.7.

First, the exploitation of symmetry rules out the second alternative from Theorem 4.7. In order to state our result more precisely, we define the nodal sets

$$
\begin{aligned}
R^{+} & =(0, \pi) \times(-\infty, 0), & T^{+} & =(0, \pi) \times\{0\} \\
\partial R_{l}^{+} & =\{(0, p): p \in(-\infty, 0)\}, & \partial R_{r}^{+} & =\{(\pi, p): p \in(-\infty, 0)\}
\end{aligned}
$$

It follows as an application of the maximum principle and its sharp form at the corner points [35] that any nontrivial solution $w \in \mathcal{C}_{\delta}^{\epsilon}$ to (3.11) possesses the following nodal pattern:

$$
\begin{align*}
& w_{q}<0 \quad \text { in } R^{+} \cup T^{+}  \tag{4.19}\\
& w_{q q}<0 \quad \text { on } \partial R_{l}^{+}, \quad w_{q q}>0 \quad \text { on } \partial R_{r}^{+}  \tag{4.20}\\
& \text {either } \quad w_{q q}(0,0)<0 \quad \text { or } \quad w_{q q p}(0,0)>0  \tag{4.21}\\
& \text { either } \quad w_{q q}(\pi, 0)>0 \quad \text { or } \quad w_{q q p}(\pi, 0)<0 \tag{4.22}
\end{align*}
$$

In other words, inequalities (4.19)-(4.22) hold along the entire continuum $\mathcal{C}_{\delta}^{\epsilon} \backslash\left(\lambda^{\epsilon}, 0\right)$. The proof is given in Appendix C. Let us define the open set

$$
\begin{equation*}
\mathcal{N}=\{w \in X: w \text { satisfies (4.19)-(4.22) }\} \tag{4.23}
\end{equation*}
$$

By evenness and periodicity of $w \in X$, we infer that $w_{q}=0$ on $\partial R_{l}^{+} \cup \partial R_{r}^{+}$.
Lemma 4.8. If a trivial solution $(\lambda, 0)$ belongs to the continuum $\mathcal{C}_{\delta}^{\epsilon}$, then $\lambda=\lambda^{\epsilon}$.
Proof. Suppose there is a sequence of nontrivial solution pairs $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{C}_{\delta}^{\epsilon}$ to (3.11) which converges to $(\lambda, 0)$ in $\mathbb{R} \times X$. We consider a sequence of functions $v_{j}=\partial_{q} w_{j} /\left\|\partial_{q} w_{j}\right\|_{C^{2+\alpha}(\bar{R})}$, each of which solves

$$
\left(A^{\epsilon}\left(\lambda_{j}, w_{j}\right), B\left(\lambda_{j}, w_{j}\right)\right)\left[v_{j}\right]=0
$$

The difference $v_{j}-v_{k}$ with $j, k \geq 1$ in turn solves the following linear boundary value problem:

$$
\begin{aligned}
A^{\epsilon}\left(\lambda_{j}, w_{j}\right)\left[v_{j}-v_{k}\right] & =\left(A^{\epsilon}\left(\lambda_{k}, w_{k}\right)-A^{\epsilon}\left(\lambda_{j}, w_{j}\right)\right)\left[v_{k}\right] & & \text { in } R \\
B\left(\lambda_{j}, w_{j}\right)\left[v_{j}-v_{k}\right] & =\left(B\left(\lambda_{k}, w_{k}\right)-B\left(\lambda_{j}, w_{j}\right)\right)\left[v_{k}\right] & & \text { on } T .
\end{aligned}
$$

The Schauder estimates [2] yield

$$
\begin{align*}
\left\|v_{j}-v_{k}\right\|_{C^{2+\alpha}(\bar{R})} \leq & C\left(\left\|A^{\epsilon}\left(\lambda_{j}, w_{j}\right)\left[v_{j}-v_{k}\right]\right\|_{C^{\alpha}(\bar{R})}\right.  \tag{4.24}\\
& \left.+\left\|B\left(\lambda_{j}, w_{j}\right)\left[v_{j}-v_{k}\right]\right\|_{C^{1+\alpha}(T)}+\left\|v_{j}-v_{k}\right\|_{C^{0}(\bar{R})}\right)
\end{align*}
$$

where $C>0$ is independent of index $j, k$. As is done in Lemma 4.6, we show that

$$
\begin{aligned}
\left\|\left(A^{\epsilon}\left(\lambda_{k}, w_{k}\right)-A^{\epsilon}\left(\lambda_{j}, w_{j}\right)\right)\left[v_{k}\right]\right\|_{C^{\alpha}(\bar{R})} & \rightarrow 0 \\
\left\|\left(B\left(\lambda_{k}, w_{k}\right)-B\left(\lambda_{j}, w_{j}\right)\right)\left[v_{k}\right]\right\|_{C^{1+\alpha}(T)} & \rightarrow 0,
\end{aligned}
$$

as $j, k \rightarrow \infty$. This utilizes the facts that $\left\{\left(\lambda_{j}, w_{j}\right)\right\}$ converges in $\mathbb{R} \times X$ and that $\left\{v_{j}\right\}$ is bounded in $C^{2+\alpha}(\bar{R})$. The last term on the right side of (4.24) approaches zero as $j, k \rightarrow \infty$ since the limiting problem of $\left(A^{\epsilon}\left(\lambda_{j}, w_{j}\right), B\left(\lambda_{j}, w_{j}\right)\right)$ does not have nontrivial solutions, completely analogous to the argument in the proof of Lemma 4.3 or Lemma 4.6. Therefore, $\left\{v_{j}\right\}$ converges to $v$, say, in $C^{2+\alpha}(\bar{R})$.

Note that $\partial^{\beta} v \in o(1)$ as $p \rightarrow-\infty$ uniformly for $q$ for all multi-indices $|\beta| \leq 2$ and $\|v\|_{C^{2+\alpha}(\bar{R})}=1$. Since each $v_{j}$ is $2 \pi$ periodic in the $q$-variable and of mean zero over one period, $v=\partial_{q} \phi$ for some function $\phi$ which is $2 \pi$ periodic in the $q$-variable. By continuity,

$$
\begin{equation*}
F_{w}^{\epsilon}(\lambda, 0)\left[\partial_{q} \phi\right]=0 \tag{4.25}
\end{equation*}
$$

$\partial_{q} \phi \leq 0$ on $R^{+}$, and $\partial_{q} \phi=0$ on $\partial R_{l}^{+} \cup \partial R_{r}^{+}$. Furthermore, since $\partial_{q} \phi$ satisfies (4.25) and $\partial_{q} \phi \not \equiv 0$ in $R^{+}$, the maximum principle ensures that $\partial_{q} \phi<0$ in $R^{+}$.

We now write $\partial_{q} \phi$ as a sine series

$$
\partial_{q} \phi(q, p)=\sum_{k=0}^{\infty} \phi_{k}(p) \sin k q,
$$

whence (4.25) is written as

$$
\begin{gathered}
\sum_{k=0}^{\infty}\left(\left(a^{3}(\lambda) \phi_{k}^{\prime}\right)^{\prime}-\epsilon \phi_{k}-k^{2} a(\lambda) \phi_{k}\right) \sin k q=0 \quad \text { in } R^{+} \\
\sum_{k=0}^{\infty}\left(-2 \sqrt{\lambda} \phi_{k}^{\prime}(0)+2 g / \lambda \phi_{k}(0)\right) \sin k q=0
\end{gathered}
$$

Here $\partial_{q} \phi$ is subject to the vanishing condition $\partial_{q} \phi_{k} \rightarrow 0$ as $p \rightarrow-\infty$. In particular, $\phi_{1}$ solves the boundary value problem

$$
\begin{aligned}
\left(a^{3}(\lambda) \phi_{1}^{\prime}\right)^{\prime}-\epsilon \phi_{1} & =a(\lambda) \phi_{1} & & \text { for } p \in(-\infty, 0) \\
\lambda^{3 / 2} \phi_{1}^{\prime}(0) & =g \phi_{1}(0), & & \\
\phi_{1}(p) & \rightarrow 0 & & \text { as } p \rightarrow-\infty
\end{aligned}
$$

In view of the definitions (4.3) and (4.4) it follows that $\Lambda^{\epsilon}(\lambda) \leq R^{\epsilon}\left(\phi_{1} ; \lambda\right)=-1$. Suppose $\Lambda^{\epsilon}(\lambda)<-1$; the minimizer $\Phi$ would be an eigenfunction corresponding to the simple eigenvalue $\Lambda^{\epsilon}(\lambda)$ (such that $R^{\epsilon}(\Phi ; \lambda)=\Lambda^{\epsilon}(\lambda)=\inf R^{\epsilon}(\lambda)$ ), and hence $\Phi$ does not vanish on $p \in(-\infty, 0)$. On the other hand,

$$
\begin{equation*}
\phi_{1}(p)=\frac{2}{\pi} \int_{0}^{\pi} \phi_{q}(q, p) \sin q d q<0 \quad \text { for all } p \in(-\infty, 0) \tag{4.26}
\end{equation*}
$$

This contradicts the orthogonality

$$
\int_{-\infty}^{0} a(\lambda) \Phi^{\epsilon}(p) \phi_{1}(p) d p=0
$$

Therefore, $\Lambda^{\epsilon}(\lambda)=-1$, and $\lambda=\lambda^{\epsilon}$ follows from the monotonicity of $\Lambda$ (see $[10$, Lemma 3.4]).

We summarize our results from Theorem 4.7 and Lemma 4.8.
THEOREM 4.9. For $\delta>0$ and $0<\epsilon<\epsilon_{0}$, the global continuum $\mathcal{C}_{\delta}^{\epsilon}$ either is unbounded in $\mathbb{R} \times X$ or intersects $\partial \mathcal{O}_{\delta}$. Each nontrivial solution lying on $\mathcal{C}_{\delta}^{\epsilon}$ has the nodal configuration (4.19)-(4.22), i.e., $\mathcal{C}_{\delta}^{\epsilon} \backslash\left(\lambda^{\epsilon}, 0\right) \subset \mathbb{R} \times \mathcal{N}$.

The following theorem describes global bifurcation in terms of open sets in $\mathcal{O}_{\delta}$, which was first developed in [33] and stated explicitly in [5].

Theorem 4.10 (see [5, Theorem A6]). Suppose $S \subset \mathcal{O}_{\delta}$ is a closed set with $(\lambda, 0) \in S$ such that every bounded subset of $S$ is relatively compact in $\mathbb{R} \times X$. Let $C$ be the maximal connected subset of $S$ which contains $(\lambda, 0)$. Then $C$ either is unbounded in $\mathbb{R} \times X$ or meets $\partial \mathcal{O}_{\delta}$ if and only if $\partial U \cap S \neq \emptyset$ for every bounded open set $U$ with $(\lambda, 0) \in U$ and $\bar{U} \subset \mathcal{O}_{\delta}$.

Proof. The proof is almost identical to that of [5, Theorem A6]. We choose an open set $U$ as described above. If $C$ is unbounded, then $(\lambda, 0) \in U \cap C \neq \emptyset$ and $\left(\overline{\mathcal{O}}_{\delta} \backslash \bar{U}\right) \cap C \neq \emptyset$. Since $C$ is connected, $\partial U \cap C \neq \emptyset$, and thus $\partial U \cap S \neq \emptyset$. Similarly, if $C$ intersects $\partial \mathcal{O}_{\delta}$, then $(\lambda, 0) \in U \cap C \neq \emptyset$ and $\left(\overline{\mathcal{O}}_{\delta} \backslash \bar{U}\right) \cap C \neq \emptyset$. Therefore, $\partial U \cap S \neq \emptyset$.

Conversely, we assume that $C$ is bounded and does not intersect $\partial \mathcal{O}_{\delta}$, yet $\partial U \cap S \neq$ $\emptyset$ for every bounded open set $U$ with $(\lambda, 0) \in U$ and $\bar{U} \subset \mathcal{O}_{\delta}$. We choose $R>0$ large enough that $C \subset B(R)$, where $B(R)=\left\{(\lambda, w):|\lambda|+\|w\|_{X}<R\right\}$. Let us denote by $M$ a compact metric space $\overline{B(R)} \cap S ; E=C$ and $F=\left\{(\lambda, w) \in S:|\lambda|+\|w\|_{X}=2 R\right\}$ are nonempty disjoint compact subsets of $M$. Then Whyburn's lemma [33, Lemma 1.2] applies, and there exist disjoint compact subsets $M_{1}$ and $M_{2}$ such that $M_{1} \cup M_{2}=M$, $E \subset M_{1}$, and $F \subset M_{2}$. Let

$$
U=\left\{(\lambda, w):\left|\lambda-\lambda^{\prime}\right|+\left\|w-w^{\prime}\right\|_{X}<\delta / 2 \text { for }\left(\lambda^{\prime}, w^{\prime}\right) \in M_{1}\right\}
$$

where $\delta=\min \left(\operatorname{dist}\left(M_{1}, M_{2}\right), \operatorname{dist}\left(M_{1}, \partial B(2 R)\right)\right)$. By assumption, we can find a $(\lambda, w) \in \partial U \cap S$. However, this contradicts that $\operatorname{dist}\left((\lambda, w), M_{1}\right) \leq \delta / 2$ and $\operatorname{dist}\left(M_{1}, M_{2}\right)$ $\geq \delta$. This completes the proof.

Corollary 4.11. Let $U$ be a bounded open set in $\mathcal{O}_{\delta}$ such that $\left(\lambda^{0}, 0\right) \in U$ and $\bar{U} \subset \mathcal{O}_{\delta}$. Then for $\epsilon$ sufficiently small,

$$
\partial U \cap \mathcal{C}_{\delta}^{\epsilon} \neq \emptyset
$$

Proof. This result is an immediate application of Theorems 4.9 and 4.10. The result of Lemma 4.6 says that any bounded subset of $\mathcal{S}_{\delta}^{\epsilon}$ is relatively compact in $\mathbb{R} \times X$. By Lemma 4.1(b), $\left(\lambda^{\epsilon}, 0\right) \in U$ for sufficiently small $\epsilon$.

## 5. Existence theory for deep-water waves.

5.1. Global theory of existence for the singular problem. In this subsection, we demonstrate the existence of a global connected set in $\mathbb{R} \times X$ of nontrivial solutions to the original singular problem (3.10).

Let $\mathcal{S}_{\delta}$ be the closure in $\mathbb{R} \times X$ of the set

$$
\left\{(\lambda, w) \in \mathcal{O}_{\delta}: F(\lambda, w)=0, \quad w \not \equiv 0, \quad w \in \mathcal{N}\right\} \cup\left\{\left(\lambda^{0}, 0\right)\right\}
$$

the set of nontrivial solutions to (3.10) with the nodal properties (4.19)-(4.22).

Lemma 5.1. A bounded subset of $\mathcal{S}_{\delta}$ is relatively compact in $\mathbb{R} \times X$.
Proof. Let $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{S}_{\delta}$ be a bounded sequence in $\mathbb{R} \times X$. Then $\left\{\lambda_{j}\right\}$ has a convergent subsequence in $\mathbb{R}$; we say $\lambda_{j} \rightarrow \lambda$ in $\mathbb{R}$. Our goal is to show that $\left\{w_{j}\right\}$ has a convergent subsequence in $X$.

As is indicated in the proof of Lemma 4.6, an important step is to obtain the convergence in the $C_{p e r}^{0}(\bar{R})$-norm. To accomplish this, it is convenient to express $w_{j}$ as

$$
\begin{equation*}
w_{j}(q, p)=\int_{0}^{q} \partial_{q} w_{j}(s, p) d s+w_{j}(0, p) \tag{5.1}
\end{equation*}
$$

Note that $\left\{\partial_{q} w_{j}(q, p)\right\}$ and $\left\{w_{j}(0, p)\right\}$ are bounded sequences in $C_{p e r}^{2+\alpha}(\bar{R})$ and $C_{p e r}^{3+\alpha}((-\infty, 0])$, respectively.

Our task is to prove that $\partial_{q} w_{j}$ decays exponentially as $p \rightarrow-\infty$ uniformly for $q$ and the index $j$. The transformations in section 2.2 and section 3.1 assign to each $\left(\lambda_{j}, w_{j}\right)$ a solution pair of $\eta_{j}(x)$ and $\psi_{j}(x, y)$ of the vorticity-stream formulation (2.9). With this prescription, $w_{j} \in \mathcal{N}$ means that $\partial_{x} \psi_{j}$ is odd and $2 \pi$ periodic in the $x$ variable, and that $\partial_{x} \psi_{j}(x, y)>0$ for $x \in(-\pi, 0)$. Lemma 2.1 applies, and $\partial_{x} \psi_{j}(x, y)$ acquires the exponential decay property (2.10). A straightforward change of variables back into $(q, p)$-variables via definitions (2.7) and (3.6) and the change of variables (3.1) yields the corresponding pointwise exponential decay of $\partial_{q} w_{j}$ :

$$
\begin{equation*}
\left|\partial_{q} w_{j}(q, p)\right| \leq \delta A \exp \left(p / \sqrt{\lambda_{j}}\right) \quad \text { in }\left\{(q, p) \in \bar{R}, p<p_{0}\right\} \tag{5.2}
\end{equation*}
$$

where $A>0$ and $p_{0}<0$ are independent of $j$. Indeed,

$$
\begin{align*}
y=H(p)+w(q, p) & =\int_{0}^{p} \frac{d s}{\sqrt{\lambda-2 \Gamma(s)}}-\frac{\lambda}{2 g}+w(q, p)  \tag{5.3}\\
& \leq \frac{p}{\sqrt{\lambda}}+|w(q, p)|
\end{align*}
$$

We remark that the choice of $A$ indeed depends only on $\sup _{j}\left|w_{j}( \pm \pi, 0)\right|$, which is bounded a priori once a bounded sequence $\left\{w_{j}\right\}$ is chosen.

We proceed similarly on the estimate (2.11) to obtain an analogous exponential decay property of $w_{j}(0, p)$ :

$$
\begin{equation*}
\left|\partial_{q}^{2} w_{j}(0, p)\right| \leq B \exp \left(p / \sqrt{\lambda_{j}}\right) \quad \text { on } p \in\left(-\infty, p_{0}\right) \tag{5.4}
\end{equation*}
$$

where $B>0$ is independent of the index $j$. When restricted on $q=0$, oddness of $w_{j}$ reduces (3.7a) to

$$
\begin{align*}
\partial_{p}^{2} w_{j} & +\left(a^{-1}(\lambda)+\partial_{p} w_{j}\right) \partial_{q}^{2} w_{j} \\
& +\gamma(-p)\left(a^{-1}(\lambda)+\partial_{p} w_{j}\right)^{3}-\gamma(-p) a^{-3}(\lambda)=0 \tag{5.5}
\end{align*}
$$

Since $\gamma \in O\left(s^{-2-2 l}\right)$ as $s \rightarrow \infty$ for $l>0$, it follows from the exponential decay (5.4) and from (5.5) that $w_{j}(0, p)$ decays as $p \rightarrow-\infty$ uniformly for $j$.

Having now established the uniform decay of $\partial_{q} w_{j}(q, p)$ and $w_{j}(0, p)$, we employ an argument of Ascoli type to conclude that both $\left\{\partial_{q} w_{j}(q, p)\right\}$ and $\left\{w_{j}(0, p)\right\}$ have subsequences which converge uniformly in the $C^{0}$-norm. These uniform convergences together with the expression (5.1) ensure that $\left\{w_{j}\right\}$ has a convergent subsequence in the $C^{0}$-norm; we say $w_{j} \rightarrow w$ in $C_{p e r}^{0}(\bar{R})$ for some $w \in X$.

The remainder of the proof is nearly identical to that of Lemma 4.6, and we only outline the various stages of the proof.

Since $\left\{w_{j}\right\}$ is bounded in $X$, an interpolation inequality (see (4.17) in Lemma 4.6 and $\left[25\right.$, Theorem 3.2.1]) asserts that $w_{j} \rightarrow w$ in $C_{p e r}^{3}(\bar{R})$.

As is done in (4.16) in the proof of Lemma 4.6, we decompose $F$ as

$$
\begin{aligned}
& F_{1}(\lambda, w)=\tilde{A}(\lambda, w)[w]+f_{1}(\lambda, w) \\
& F_{2}(\lambda, w)=\tilde{B}(\lambda, w)[w]+f_{2}(\lambda, w)
\end{aligned}
$$

Here $\tilde{A}(\lambda, w), \tilde{B}(\lambda, w)$, and $f_{2}$ are same as in the proof of Lemma $4.6 ; f_{1}$ is a cubic polynomial expression of $w_{p}$ and $w_{q}$. An estimate of Schauder type [2]

$$
\left\|w_{j}-w_{k}\right\|_{X} \leq C\left(\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}}+\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}}+\left\|w_{j}-w_{k}\right\|_{Z}\right)
$$

holds, where $C>0$ is independent of $w_{j}$. From the interpolation inequality (4.17) and the above decomposition follows

$$
\begin{array}{r}
\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}} \rightarrow 0 \\
\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}} \rightarrow 0
\end{array}
$$

as $j, k \rightarrow \infty$. The Schauder estimate then asserts $w_{j} \rightarrow w$ in $X$. This completes the proof.

The global result of the existence of the deep-water waves is now immediate and is described in the next theorem.

THEOREM 5.2. Let $\mathcal{C}_{\delta}^{\prime}$ denote the maximal connected subset of $\mathcal{S}_{\delta}$ which contains $\left(\lambda^{0}, 0\right)$.
(i) The continuum $\mathcal{C}_{\delta}^{\prime}$ either is unbounded in $\mathbb{R} \times X$ or intersects $\partial \mathcal{O}_{\delta}$.
(ii) Each nontrivial solution lying on $\mathcal{C}_{\delta}^{\prime}$ has precisely the nodal properties (4.19)(4.22).

Proof. (i) By virtue of Theorem 4.10, it suffices to show that if $U$ is a bounded open set with $\left(\lambda^{0}, 0\right) \in U$ and $\bar{U} \subset \mathcal{O}_{\delta}$, then $\partial U \cap \mathcal{S}_{\delta} \neq \emptyset$. Let $U$ be such an open set. The result of Corollary 4.11 is that there are sequences $\epsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$ and $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{O}_{\delta}$ such that

$$
\left(\lambda_{j}, w_{j}\right) \in \partial U \cap \mathcal{C}_{\delta}^{\epsilon_{j}}
$$

In other words, $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{O}_{\delta}$ is a bounded sequence in $\mathbb{R} \times X$ and

$$
\begin{equation*}
F\left(\lambda_{j}, w_{j}\right)=\epsilon_{j}\left(a^{-1}\left(\lambda_{j}\right)+\partial_{p} w_{j}\right)^{3} w_{j} \tag{5.6}
\end{equation*}
$$

It will follow by the methods in the proof of Lemma 5.1 that $\left\{\left(\lambda_{j}, w_{j}\right)\right\}$ has a subsequence which converges in $\mathbb{R} \times X$ to an element in $\partial U \cap \mathcal{S}_{\delta}$. For the rest of the proof it is assumed that $\lambda_{j} \rightarrow \lambda$ in $\mathbb{R}$ as $j \rightarrow \infty$.

As in done in the previous lemma, to each solution $\left(\lambda_{j}, w_{j}\right)$ of (5.6) we associate a pair of functions $\eta_{j}(x)$ and $\psi_{j}(x, y)$ via the definitions (2.9) and (3.6) and the change of variables (3.1). It immediately follows that $\eta_{j}(x)$ and $\psi_{j}(x, y)$ are even and $2 \pi$ periodic in the $x$-variable. From the nodal property $\partial_{q} w_{j}(q, p)<0$ for $q \in(-\pi, 0)$, we infer that $\partial_{x} \psi_{j}(x, y)<0$ for $(x, y) \in$ and $x \in(-\pi, 0)$.

It is straightforward to see that $\partial_{x} \psi_{j}$ satisfies the following Poisson equation in $\overline{\mathcal{D}}_{\eta_{j}}:$

$$
-\Delta \partial_{x} \psi_{j}+\epsilon H^{\prime}\left(-\psi_{j}\right) \partial_{x} \psi_{j}=\gamma^{\prime}\left(\psi_{j}\right) \partial_{x} \psi_{j}
$$

Note that $H^{\prime}\left(-\psi_{j}\right)>0$ and $\gamma^{\prime}\left(\psi_{j}\right) \leq 0$. One exercises the argument of the maximum principle type employed in the proof of Lemma 2.1 to conclude that $\partial_{x} \psi_{j}(x, y)$ decays exponentially uniformly for $x$ :

$$
\left|\partial_{x} \psi_{j}(x, y)\right|<A e^{y} \quad \text { on }(-\pi, \pi) \times\left(-\infty, \eta_{j}( \pm \pi)\right)
$$

where $A>0$ depends only on $\sup _{j}\left|\eta_{j}( \pm \pi)\right|$. In particular, $A$ is independent of $\epsilon$. An exponential decay property of $\partial_{x}^{2} \psi_{j}(0, y)$, analogous to (2.11), is valid on $\left(-\infty, \eta_{j}( \pm \pi)\right)$.

Henceforth, the exponential decay estimates for $\partial_{q} w_{j}(q, p)$ and $\partial_{q}^{2} w_{j}(0, p)$ follow with the prescribed change of variables back into $(q, p)$-variables:

$$
\begin{array}{ll}
\left|\partial_{q} w_{j}(q, p)\right| \leq A_{1} \exp \left(p / \sqrt{\lambda_{j}}\right) & \text { in }\left\{(q, p) \in \bar{R}, p<p_{0}\right\}, \\
\left|\partial_{q}^{2} w_{j}(0, p)\right| \leq B_{1} \exp \left(p / \sqrt{\lambda_{j}}\right) & \text { on } p \in\left(-\infty, p_{0}\right)
\end{array}
$$

where $p_{0}$ depends only on $\sup _{j}\left|w_{j}( \pm \pi, 0)\right|$. In particular, $p_{0}$ is independent of $\epsilon$ and the index $j$. As is done in the previous lemma, one can show that $w_{j}(0, p)$ decays as $p \rightarrow-\infty$ uniformly for the index $j$. Since $\left\{\partial_{q} w_{j}(q, p)\right\}$ and $\left\{w_{j}(0, p)\right\}$ are bounded in the Hölder norms, an argument of Ascoli type yields that both $\left\{\partial_{q} w_{j}(q, p)\right\}$ and $\left\{w_{j}(0, p)\right\}$ have subsequences which converge in the $C^{0}$-norm. We will denote the convergent subsequence by $\left\{w_{j}\right\}$. From the expression (5.1) follows $w_{j} \rightarrow w$ in $C_{p e r}^{0}(\bar{R})$ for some $w \in X$.

The remainder of the proof is nearly identical to those of Lemmas 4.6 and 5.1. Since $\left\{w_{j}\right\}$ is bounded in $X$, an interpolation inequality (4.17) (see [25, Theorem 3.2.1], for instance) asserts that $w_{j} \rightarrow w$ in $C_{p e r}^{3}(\bar{R})$.

We employ Schauder theory [2] to obtain the inequality

$$
\begin{aligned}
\left\|w_{j}-w_{k}\right\|_{X} \leq C & \left(\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}}\right. \\
& \left.+\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}}+\left\|w_{j}-w_{k}\right\|_{Z}\right)
\end{aligned}
$$

where $C>0$ is independent of the index $j$ and $k$. With the decomposition (4.16),

$$
\begin{aligned}
\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right] & =\epsilon_{j} a^{-3}\left(\lambda_{j}\right)\left(w_{j}-w_{k}\right)+w_{k}\left(\epsilon_{j} a^{-3}\left(\lambda_{j}\right)-\epsilon_{k} a^{-3}\left(\lambda_{k}\right)\right) \\
& -\left(\tilde{A}\left(\lambda_{j}, w_{j}\right)-\tilde{A}\left(\lambda_{k}, w_{k}\right)\right) w_{k}-\left(f_{1}\left(\lambda_{j}, w_{j}\right)-f_{1}\left(\lambda_{k}, w_{k}\right)\right), \\
\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right] & =-\left(\tilde{B}\left(\lambda_{j}, w_{j}\right)-\tilde{B}\left(\lambda_{k}, w_{k}\right)\right) w_{k} \\
& -\left(f_{2}\left(\lambda_{j}, w_{j}\right)-f_{2}\left(\lambda_{k}, w_{k}\right)\right)
\end{aligned}
$$

An interpolation inequality (4.17) and the above observation imply

$$
\left\|\tilde{A}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{1}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty
$$

completely analogous to that in the proof of Lemma 4.6. Evidently,

$$
\left\|\epsilon_{j} a^{-3}\left(\lambda_{j}\right)\left(w_{j}-w_{k}\right)+w_{k}\left(\epsilon_{j} a^{-3}\left(\lambda_{j}\right)-\epsilon_{k} a^{-3}\left(\lambda_{k}\right)\right)\right\|_{Y_{1}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty
$$

The above Schauder estimate together with the elliptic estimate on the bounded domain $T$ yields

$$
\left\|\tilde{B}\left(\lambda_{j}, w_{j}\right)\left[w_{j}-w_{k}\right]\right\|_{Y_{2}} \rightarrow 0 \quad \text { as } j, k \rightarrow \infty
$$

whence it follows that $w_{j} \rightarrow w$ in $X$.
(ii) The proof is nearly identical to that of Lemma C. 3 in Appendix C. Suppose the contrary. Since $\mathcal{C}_{\delta}^{\prime} \subset \mathcal{S}_{\delta}$ is connected, there must be a nontrivial solution $(\lambda, w) \in \mathcal{C}_{\delta}^{\prime}$ with $w_{q} \not \equiv 0$ such that at least one of the nodal properties (4.19)-(4.22) would fail with $(\lambda, w)$. We argue by contradiction using the maximum principle, the Hopf boundary lemma, and its sharp form at corner points due to Serrin [35] (see Lemma C.2).

Remark 5.3. In case $\mathcal{C}_{\delta}^{\prime}$ is unbounded in $\mathbb{R} \times X$, there is a sequence of solution pairs $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{C}_{\delta}^{\prime}$ such that either
(1) $\lim _{j \rightarrow \infty} \lambda_{j}=\infty$ or
(2) $\lim _{j \rightarrow \infty}\left\|w_{j}\right\|_{X}=\infty$.

If the other alternative that $\mathcal{C}_{\delta}^{\prime}$ intersects $\partial \mathcal{O}_{\delta}$ holds, there is a solution pair $(\lambda, w) \in \mathcal{C}_{\delta}^{\prime}$ such that one of the following holds:
(3) $\lambda=2 \Gamma_{\infty}+\delta$,
(4) $a^{-1}(\lambda)+w_{p}=\delta$ somewhere in $\bar{R}$,
(5) $w=\frac{2 \lambda-\delta}{4 g}$ somewhere on $T$.
5.2. Uniform regularity. The purpose of this subsection is to obtain bounds for the higher derivatives of $w$ in terms of $w$ and $w_{p}$ uniformly along the continuum $\mathcal{C}_{\delta}^{\prime}$.

Theorem 5.4. For each $\delta>0$, $\sup _{w \in \mathcal{C}_{\delta}^{\prime}} \sup _{\bar{R}}\left(|w|+\left|w_{p}\right|\right)<\infty$ implies

$$
\sup _{w \in \mathcal{C}_{\delta}^{\prime}} \sup _{\bar{R}}\|w\|_{X}<\infty
$$

Proof. First, to demonstrate a uniform bound for $w_{q}$ we consider the following linear elliptic boundary value problem:

$$
\begin{align*}
A(\lambda, w)\left[w_{q}\right] & =\tilde{A}(\lambda, w)\left[w_{q}\right] \\
& +\left(-2 w_{q} w_{p q}+3 \gamma(-p)\left(a^{-1}(\lambda)+w_{p}\right)^{2}\right) w_{q p}  \tag{5.7}\\
& +\left(2 w_{q} w_{p p}-2 \gamma(-p) a^{-3}(\lambda) w_{q}\right) w_{q q}=0 \\
B(\lambda, w)\left[w_{q}\right] & =\tilde{B}(\lambda, w)\left[w_{q}\right]+\left.2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} w_{q}\right|_{T}=0 . \tag{5.8}
\end{align*}
$$

Here the principal parts $\tilde{A}(\lambda, w)$ and $\tilde{B}(\lambda, w)$ are defined in (4.9). We assume the solutions take the form $w(q, p)=k(q, p)-s q e^{p}$, where $s>0$ is a constant. Substituting this into (5.7) results in the equation

$$
\begin{align*}
& \tilde{A}\left(\lambda, k-s q e^{p}\right)\left[k_{q}\right] \\
& \quad-2 k_{q} k_{p q}^{2}+3 \gamma(-p)\left(a^{-1}(\lambda)+k_{p}\right)^{2} k_{q p}+2 k_{q} k_{p p} k_{q q}-2 \gamma(-p) a^{-3}(\lambda) k_{q} k_{q q} \\
& \quad-s e^{p}\left(\left(1+k_{q}\right)^{2}-4 k_{q} k_{p q}-2 k_{p q}^{2}+2 k_{p p} k_{q q}-2 q k_{q} k_{q q}-2 \gamma(-p) k_{q q}\right.  \tag{5.9}\\
& \left.\quad+3 \gamma(-p)\left(a^{-1}(\lambda)+k_{p}\right)^{2}+6 q \gamma(-p)\left(a^{-1}(\lambda)+k_{p}\right) k_{q p}\right)+O\left(s^{2}\right)=0 .
\end{align*}
$$

Suppose $k_{q}$ had an interior maximum in $\bar{R}$. At such a point the following would hold:

$$
\left\{\begin{array}{l}
k_{q p}=k_{q q}=0 \\
k_{q p p}, k_{q q q} \leq 0 \quad \text { and } \quad k_{q p p} k_{q q q} \geq k_{q p q}^{2}
\end{array}\right.
$$

whence (5.9) would become

$$
\tilde{A}\left(\lambda, k-s q e^{p}\right)\left[k_{p}\right]-s e^{p}\left(\left(1+k_{q}^{2}\right)+3 \gamma(-p)\left(a^{-1}(\lambda)+k_{p}\right)^{2}\right)+O\left(s^{2}\right)=0
$$

Since $\left(1+k_{q}^{2}\right)+3 \gamma(-p)\left(a^{-1}(\lambda)+k_{p}\right)^{2}>1,(5.9)$ is further reduced to the elliptic inequality $\tilde{A}\left(\lambda, k-s q e^{p}\right)\left[k_{q}\right]>0$ for $s>0$ sufficiently small. Then, by the maximum principle, $k_{q}=w_{q}+s e^{p}$ cannot have an interior maximum along $\mathcal{C}_{\delta}^{\prime}$.

Note that $k_{q} \rightarrow 0$ as $p \rightarrow-\infty$. On the other hand, the nonlinear boundary condition (3.2b),

$$
1+(2 g w-\lambda)\left(1 / \sqrt{\lambda}+w_{p}^{2}\right)+\left(k_{q}-s\right)^{2}=0
$$

dictates that $k_{q}$ on $T$ is bounded by $w$ and $w_{p}$.
Since $w$ and $w_{p}$ are uniformly bounded along $\mathcal{C}_{\delta}^{\prime}$, the maximum of $k_{q}$ and also the maximum of $w_{q}$ are uniformly bounded along $\mathcal{C}_{\delta}^{\prime}$. One repeats the same consideration with $w(q, p)=k(q, p)+s q e^{p}$ to conclude that the minimum of $w_{q}$ along $\mathcal{C}_{\delta}^{\prime}$ is bounded by $w$ and $w_{p}$. Therefore, $\sup _{w \in \mathcal{C}_{\delta}^{\prime}} \sup _{\bar{R}}\left|w_{q}\right|$ is finite.

Next, in order to obtain bounds for the second derivatives, we proceed with the a priori estimates of Schauder type due to Lieberman and Trudinger [27] for nonlinear elliptic partial differential equations with a nonlinear oblique boundary condition.

We consider a quasi-linear boundary value problem of the form

$$
\left\{\begin{array}{lr}
F_{1}(\nabla w)[w]=\sum_{i, j=1}^{2} a^{i j}(\nabla w) \partial_{i j} w+f_{1}(\nabla w)=0 & \text { in } R  \tag{5.10}\\
F_{2}(w, \nabla w)=0 &
\end{array}\right.
$$

Here $a^{i j}, f_{1} \in C^{2}\left(\mathbb{R}^{2}\right), F_{2} \in C^{2}\left(\mathbb{R} \times \mathbb{R}^{2}\right) ; \nabla w=\left(w_{q}, w_{p}\right)$ denotes the gradient of $w$.
THEOREM 5.5. Let $w \in C_{\text {per }}^{2}(\bar{R})$ be a solution to (5.10) such that $\partial^{\beta} w \in o(1)$ as $p \rightarrow-\infty$ for all multi-indices $|\beta| \leq 2$. Suppose that $|w|+|\nabla w| \leq K$ in $\bar{R}$ for some constant $K>0$ and that there exist $\delta, M>0$ such that the following conditions hold for all $(z, r) \in \mathbb{R} \times \mathbb{R}^{2}$ with $|z|+|r| \leq K$ :

$$
\begin{gather*}
\sum_{i, j=1}^{2} a^{i j} \xi_{i} \xi_{j} \geq \delta\left(\xi_{1}^{2}+\xi_{2}^{2}\right) \quad \text { for all }\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}  \tag{5.11}\\
\quad\left|a^{i j}\right|,\left|a_{r}^{i j}\right|,\left|f_{r}\right| \leq \delta M  \tag{5.12}\\
\chi:=F_{2 r} \cdot(0,-1)>0 \quad \text { on } T \times \mathbb{R}  \tag{5.13}\\
\left|F_{2}\right|,\left|F_{2 z}\right|,\left|F_{2 r}\right|,\left|F_{2 z z}\right|,\left|F_{2 z r}\right|,\left|F_{2 r r}\right| \leq \chi M \tag{5.14}
\end{gather*}
$$

Then for $\alpha^{\prime} \in(0,1)$ and $C=C(K, M)>0$ constants, $w \in C^{2+\alpha^{\prime}}(\bar{R})$ and

$$
\|w\|_{C^{2+\alpha^{\prime}}(\bar{R})} \leq C
$$

The assertion for any compact subset of $\bar{R}$ follows as a direct consequence of [27, Theorem 1.1]. Then we employ the treatment in [2, Theorem 6.3] and an interpolation theorem to obtain estimates valid on the entire domain $\bar{R}$.

In order to adapt Theorem 5.5 to the present setting, we take

$$
\begin{aligned}
\sum_{i, j=1}^{2} a^{i j}(r) \partial_{i j} & =\left(1+r_{1}^{2}\right) \partial_{p}^{2}-2\left(a^{-1}(\lambda)+r_{2}\right) r_{1} \partial_{p} \partial_{q}+\left(a^{-1}(\lambda)+r_{2}^{2}\right) \partial_{q}^{2} \\
f_{1}(r) & =\gamma(-p)\left(a^{-1}+r_{2}\right)^{3}-\gamma(-p) a^{-3}(\lambda)\left(1+r_{1}^{2}\right) \\
F_{2}(z, r) & =1+(2 g z-\lambda)\left(\lambda^{-1 / 2}+r_{2}\right)^{2}+r_{1}^{2}
\end{aligned}
$$

where $z \in \mathbb{R}$ and $r=\left(r_{1}, r_{2}\right) \in \mathbb{R}^{2}$. Conditions (5.11) and (5.13) are fulfilled evidently; $F_{1}$ is uniformly elliptic and $F_{2}$ is uniformly oblique. In particular, there exists $s>0$ such that

$$
\chi=F_{2 r} \cdot(0,-1)=\left.2(\lambda-2 g z)\left(\lambda^{-1 / 2}+r_{2}\right)\right|_{T} \geq s>0
$$

since by (3.7b) we have

$$
(\lambda-2 g w)\left(\lambda^{-1 / 2}+w_{p}\right)=\frac{1+w_{q}^{2}}{\lambda^{-1 / 2}+\left|w_{p}\right|} \geq \frac{1}{\left(2 \Gamma_{\infty}+\delta\right)^{-1 / 2}+\sup _{\bar{R}}\left|w_{p}\right|}
$$

and the right side of the inequality is bounded along $\mathcal{C}_{\delta}^{\prime}$. It is straightforward to verify the structure conditions (5.12) and (5.14). By virtue of Theorem 5.5 we then conclude that $\|w\|_{C^{2+\alpha^{\prime}}(\bar{R})}$ for some $\alpha^{\prime} \in(0,1)$ is uniformly bounded by $\sup _{\mathcal{C}_{\delta}^{\prime}} \sup _{\bar{R}}\left(|w|+\left|w_{p}\right|\right)$ along the entire continuum $\mathcal{C}_{\delta}^{\prime}$.

Our final task is to gain bounds for the higher derivatives. To do so, it is convenient to write (5.7) and (5.8) in the form

$$
\begin{cases}\tilde{A}(\lambda, w)\left[w_{q}\right]=f_{1}\left(w_{p}, w_{q}, w_{p p}, w_{p q}, w_{q q}\right) & \text { in } R \\ \tilde{B}(\lambda, w)\left[w_{q}\right]=-2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} w_{q} & \text { on } T\end{cases}
$$

Note that $\tilde{A}(\lambda, w)$ is a uniformly elliptic differential operator whose coefficients are bounded in $C^{1+\alpha}(\bar{R})$ and that $\tilde{B}(\lambda, w)$ is a uniformly oblique boundary operator with bounded coefficients in $C^{1+\alpha}(T)$. Note as well that $f_{1} \in C^{\alpha^{\prime}}(\bar{R})$, where $\alpha^{\prime}$ is as in the previous step. Accordingly, the (standard) Schauder estimate [2]

$$
\begin{aligned}
\left\|w_{q}\right\|_{C^{2+\alpha^{\prime}}(\bar{R})} & \leq C\left(\left\|f_{1}\right\|_{C^{\alpha^{\prime}}(\bar{R})}+\left\|2 g\left(\lambda^{-1 / 2}+w_{p}\right)^{2} w_{q}\right\|_{C^{1+\alpha^{\prime}}(T)}+\left\|w_{q}\right\|_{C^{0}(\bar{R})}\right) \\
& \leq \tilde{C}\left(\|w\|_{C^{2+\alpha^{\prime}}(\bar{R})}\right)
\end{aligned}
$$

holds, where $\tilde{C}$ depends on $\|w\|_{C^{2+\alpha^{\prime}}(\bar{R})}$. That is to say, $w_{q}$ earns a uniform $C^{2+\alpha^{\prime}}(\bar{R})$ bound along $\mathcal{C}_{\delta}^{\prime}$.

It remains to prove a uniform $C^{2+\alpha^{\prime}}(\bar{R})$ estimate for $w_{p}$ along $\mathcal{C}_{\delta}^{\prime}$. We use the differential equation (3.7a) to express $w_{p p}$ in terms of other derivatives of $w$ of order less than or equal to 2 , each of which is bounded along $\mathcal{C}_{\delta}^{\prime}$ in the $C^{2+\alpha^{\prime}}(\bar{R})$-norm. Thus, $\|w\|_{C^{3+\alpha^{\prime}}(\bar{R})}$ remains uniformly bounded along $\mathcal{C}_{\delta}^{\prime}$. In particular, $\|w\|_{C^{2+\alpha}(\bar{R})}$ is bounded along $\mathcal{C}_{\delta}^{\prime}$. The assertion of Theorem 5.4 then follows by repeating the same argument as in the previous step with $\alpha^{\prime}=\alpha$.
5.3. Proof of the main result (Theorem 2.3). Throughout this subsection, $(u-c, v, \eta)$ represents the solution triple of the deep-water problem (2.1)-(2.6) corresponding to the solution pair $(\lambda, w)$ of (3.10) via the transform in section 3.1.

The following observations are useful.
Lemma 5.6 (speed at crest). The relative flow speed at the crest of any nontrivial flow is bounded:

$$
\begin{equation*}
(c-u(0,0))^{2}=Q<\lambda \tag{5.15}
\end{equation*}
$$

Proof. Any nontrivial solution $w$ belongs to $\mathcal{N}$, and thus it enjoys the nodal properties, $w_{q}=0$ and $w_{q q}<0$ on $q=0$. Subsequently, $h_{q}=0$ and $h_{q q}<0$ on $q=0$. Under the circumstances, (3.2a) reduces to the inequality $h_{p p}>-\gamma(-p) h_{p}^{3}$. Further,

$$
-\left(\frac{1}{h_{p}^{2}(0, p)}\right)_{p}>-2 \gamma(-p) \quad \text { for } p \in(-\infty, 0)
$$

Integration over $p \in(-\infty, 0)$ then yields $c^{2}-(c-u(0,0))^{2}>-2 \Gamma_{\infty}$, from which (5.15) follows.

The same calculation carried out on $q= \pm \pi$ leads to an analogous bound for the relative flow speed at the trough:

$$
\begin{equation*}
(c-u( \pm \pi, \eta( \pm \pi)))^{2}>\lambda \tag{5.16}
\end{equation*}
$$

The following properties of nontrivial solutions are direct consequences of (5.15) and (5.16):

$$
\begin{align*}
w(0,0) & =h(0,0)-H(0)  \tag{5.17}\\
w( \pm \pi, 0) & =h( \pm \pi, 0)-H(0) \tag{5.18}
\end{align*}=\frac{\lambda-Q}{2 g}>0, ~(c-u(\pi, \eta(\pi)))^{2}{ }_{2}<0 . ~ \$
$$

Lemma 5.7 (pressure estimate). The pressure satisfies the inequality

$$
\begin{equation*}
P+g y-\Gamma(-\psi) \geq P_{0}+g \eta( \pm \pi) \tag{5.19}
\end{equation*}
$$

Proof. Let $s>0$ and define a function on $\mathcal{D}_{\eta}$ by

$$
\begin{equation*}
M^{s}(x, y)=\frac{1}{2}\left(\psi_{x}^{2}+\psi_{y}^{2}\right)+s y-E+P_{0}=(s-g) y-P-\Gamma(-\psi)+P_{0} \tag{5.20}
\end{equation*}
$$

Note that

$$
\Delta M^{s}+2 \gamma^{\prime}(\psi) M^{s}=\psi_{x x}^{2}+2 \psi_{x y}^{2}+\psi_{y y}^{2}+2\left(s y-E+P_{0}\right) \gamma^{\prime}(\psi) \geq 0
$$

The inequality utilizes the fact that $\gamma^{\prime}(\psi) \leq 0$ and that $E-P_{0}=\frac{1}{2}(c-u(0,0))^{2}>0$. The weak maximum principle asserts that $M^{s}$ in $\overline{\mathcal{D}}_{\eta}$ attains its maximum on the free surface or at the infinite bottom. On the other hand,

$$
\begin{aligned}
M_{y}^{s} & =\psi_{x} \psi_{x y}+\psi_{y} \psi_{y y}+s \\
& =\psi_{x} \psi_{x y}-\psi_{y} \psi_{x x}-\psi_{y} \gamma(\psi)+s>0
\end{aligned}
$$

as $y \rightarrow-\infty$, since $\psi_{x}, \psi_{x x} \rightarrow 0$ and $\gamma(\psi) \rightarrow 0$ as $y \rightarrow-\infty$ uniformly for $x$ while $\psi_{y}$ is bounded. Therefore, $M^{s}$ attains its maximum on the surface, and

$$
(s-g) y-P-\Gamma(-\psi)+P_{0} \leq(s-g) \eta( \pm \pi)
$$

for each $s>0$. Inequality (5.19) then follows as the limit $s \rightarrow 0$.
By the same token, the function

$$
M(x, y):=\frac{1}{2}\left(\psi_{x}^{2}+\psi_{y}^{2}\right)+g y-E+P_{0}=-P-\Gamma(-\psi)+P_{0}
$$

attains its maximum on the free surface. By the Hopf boundary point lemma,

$$
\begin{equation*}
e(x):=\left.\left(-\eta_{x}, 1\right) \cdot\left(M_{x}, M_{y}\right)\right|_{\mathcal{S}_{\eta}}>0 \quad \text { for } x \in[0, \pi] \tag{5.21}
\end{equation*}
$$

On the other hand, since $M$ is constantly zero on the surface,

$$
\begin{equation*}
\left.\left(1, \eta_{x}\right) \cdot\left(M_{x}, M_{y}\right)\right|_{\mathcal{S}_{\eta}}=0 \quad \text { for } x \in[0, \pi] \tag{5.22}
\end{equation*}
$$

and hence

$$
\left.M_{x}\right|_{\mathcal{S}_{\eta}}=-\frac{e(x)}{1+\eta_{x}^{2}} \eta_{x} \geq 0 \quad \text { for } x \in[0, \pi]
$$

Therefore, for $x \in[0, \pi]$

$$
\begin{aligned}
\frac{d}{d x}\left(\psi_{y}^{2}(x, \eta(x))\right) & =2 \psi_{y} \psi_{x y}+2 \psi_{y} \psi_{y y} \eta_{x}=2 \psi_{y} \psi_{x y}-2 \psi_{x} \psi_{y y} \\
& =2 \psi_{y} \psi_{x y}+2 \psi_{x}\left(\psi_{x x}+\gamma(0)\right) \\
& =-2 \eta_{x}\left(\frac{e(x)}{1+\eta_{x}^{2}}-\left.\gamma(0)(c-u)\right|_{\mathcal{S}_{\eta}}\right) \geq 0
\end{aligned}
$$

provided that

$$
\begin{equation*}
\gamma(0) \leq \min _{x \in[0, \pi]}\left(\frac{e(x)}{1+\eta_{x}^{2}(x)} \cdot \frac{1}{c-u(x, \eta(x))}\right) \tag{5.23}
\end{equation*}
$$

Since $\psi_{y}(x, \eta(x))<0$, this says that $\psi_{y}(x, y)$ is nondecreasing for $x \in[0, \pi]$.
This is summarized in the following lemma.
Lemma 5.8. If $\gamma(0)$ satisfies (5.23), then the relative flow speed $c-u(x, \eta(x))$ is nondecreasing from crest to trough:

$$
\begin{equation*}
c-u(x, \eta(x)) \geq c-u(0,0)>0 \quad \text { for } x \in[0, \pi] \tag{5.24}
\end{equation*}
$$

Proof of Theorem 2.3. For any $\delta>0$, due to Theorem 5.2, Remark 5.3, and Theorem 5.4, at least one of the following holds:
(1) there exists a sequence $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{C}_{\delta}^{\prime}$ such that $\lim _{j \rightarrow \infty} \lambda_{j}=\infty$;
(2) there exists a sequence $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{C}_{\delta}^{\prime}$ such that $\sup _{\bar{R}}\left|w_{j}\right| \rightarrow \infty$;
(3) there exists a sequence $\left\{\left(\lambda_{j}, w_{j}\right)\right\} \subset \mathcal{C}_{\delta}^{\prime}$ such that $\sup _{\bar{R}}\left|\partial_{p} w_{j}\right| \rightarrow \infty$;
(4) there exists a solution pair $(\lambda, w) \in \mathcal{C}_{\delta}^{\prime}$ such that $\lambda=2 \Gamma_{\infty}+\delta$;
(5) there exists a solution pair $(\lambda, w) \in \mathcal{C}_{\delta}^{\prime}$ such that $a^{-1}(\lambda)+w_{p}=\delta$ at some point in $\bar{R}$;
(6) there exists a solution pair $(\lambda, w) \in \mathcal{C}_{\delta}^{\prime}$ such that $w=\frac{2 \lambda-\delta}{4 g}$ at some point on $T$.
Our task is to give an interpretation of each alternative (1) through (6) in terms of the relative flow speed $c-u$ to prove assertion (ii) in Theorem 2.3. We note that

$$
\begin{equation*}
a^{-1}(\lambda)+w_{p}=h_{p}=\frac{1}{c-u} \tag{5.25}
\end{equation*}
$$

Alternative (1). From (5.16) it follows that $\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty$.
Alternative (2). The nodal configuration says that $\partial_{q} w_{j}<0$ on $R^{+}$whereas oddness of $\partial_{q} w_{j}$ requires that $w_{q}>0$ on $R$ with $q \in(-\pi, 0)$. That is, $w$ is increasing where $q \in(-\pi, 0)$ and decreasing where $q \in(0, \pi)$, and thus $w$ attains its maximum on $q=0$ and its minimum on $q= \pm \pi$. Therefore, in the case of Alternative (2) either $\sup _{p} w_{j}(0, p) \uparrow \infty \operatorname{or~}_{\inf }^{p} w_{j}( \pm \pi, p) \downarrow-\infty$ must hold.

Suppose $\sup _{p} w_{j}(0, p) \uparrow \infty$. The nodal properties, $\partial_{q} w_{j}=0$ and $\partial_{q}^{2} w_{j}<0$ on $q=0$, reduce (3.7a) to the inequality

$$
\partial_{p}^{2} w_{j}+\gamma(-p)\left(\left(\partial_{p} w_{j}+\frac{3}{2} a^{-1}\left(\lambda_{j}\right)\right)^{2}+\frac{3}{4} a^{-2}\left(\lambda_{j}\right)\right) \partial_{p} w_{j}>0 \quad \text { on } q=0
$$

Since $w_{j}(0,0)>0$ and $w_{j}(0, p)$ tends to zero as $p \rightarrow-\infty$, the maximum principle implies that $\sup _{p} w_{j}(0, p)=w_{j}(0,0)$. From (5.17) it follows $\lambda_{j} \uparrow \infty$, and in turn it follows $\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty$, as is done previously for Alternative (1).

A similar consideration on $q= \pm \pi$ implies that $w( \pm \pi, p)$ on $p \in(-\infty, 0)$ attains a negative minimum at $p=0$. Therefore, in case $\inf _{p} w_{j}( \pm \pi, p) \downarrow-\infty$, (5.18) implies that $\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty$.

Alternative (3). Since $\delta<a^{-1}(\lambda)+w_{p}<\delta^{-1 / 2}+w_{p}$ for $(\lambda, w) \in \mathcal{O}_{\delta}$, i.e., $w_{p}$ is bounded from below by $\delta-\delta^{-1 / 2}$, it must hold $\sup _{\bar{R}} \partial_{p} w_{j} \uparrow \infty$ under the circumstance. Then, by (5.25), $\sup _{\bar{R}} \partial_{p} h_{j} \uparrow \infty$ holds, and consequently $\inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0$.

Alternative (4). To each $\delta_{j} \downarrow 0$ we associate $\left(\lambda_{j}, w_{j}\right) \in \mathcal{C}_{\delta_{j}}^{\prime}$ such that $\lambda_{j}=2 \Gamma_{\infty}+\delta_{j}$. We may assume that $\sup _{R} \partial_{p} w_{j}$ is bounded; otherwise, $\inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0$ must hold by the previous treatment for Alternative (3).

For a sequence $p_{j} \rightarrow-\infty$ with $2 \Gamma_{\infty}-2 \Gamma\left(p_{j}\right)=\delta_{j}$, we have

$$
\partial_{p} h_{j}(0, p)=a^{-1}\left(\lambda_{j}\right)+\partial_{p} w_{j}(0, p)>\left(2 \delta_{j}\right)^{-1 / 2}-\sup _{R} \partial_{p} w_{j}(0, p) \uparrow \infty
$$

Therefore, by $(5.25) \inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0$.
Alternative (5). Choose sequences $\delta_{j} \downarrow 0$ and $\left(\lambda_{j}, w_{j}\right) \in \mathcal{C}_{\delta_{j}}^{\prime}$ such that $a^{-1}\left(\lambda_{j}\right)+$ $\partial_{p} w_{j}=\delta_{j}$. By (5.25) it follows that $\sup _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \uparrow \infty$.

Alternative (6). For a sequence $\delta_{j} \downarrow 0$ there exists a sequence $\left(\lambda_{j}, w_{j}\right) \in \mathcal{C}_{\delta_{j}}^{\prime}$ such that $\lambda_{j}-2 g w_{j}=\frac{1}{2} \delta_{j}$ somewhere on $T$. The nonlinear boundary condition on top (3.2b) then yields

$$
\frac{1}{\partial_{p} h_{j}^{2}} \leq \frac{1+\partial_{q} h_{j}^{2}}{\partial_{p} h_{j}^{2}}=\frac{\delta_{j}}{2} \downarrow 0
$$

whence $\inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0$.
Let $\mathcal{C}^{\prime}=\cup_{\delta>0} \mathcal{C}_{\delta}^{\prime}$. By construction, $\mathcal{C}_{\delta}^{\prime} \subset \mathcal{C}_{\delta^{\prime}}^{\prime}$ if $\delta>\delta^{\prime}$. At this stage, the conclusion is that there is a sequence of solution triples $\left\{\left(u_{j}-c_{j}, v_{j}, \eta_{j}\right)\right\} \subset \mathcal{C}$ in the space $C^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C^{2+\alpha}\left(\overline{\mathcal{D}}_{\eta}\right) \times C^{3+\alpha}(\mathbb{R})$ such that

$$
\text { either } \quad \sup _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \uparrow \infty \quad \text { or } \quad \inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0 .
$$

The remainder of the proof consists of studying the above two alternatives further. First, let the first alternative $\sup _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \uparrow \infty$ hold. We recall that

$$
E=\frac{1}{2}\left((c-u)^{2}+v^{2}\right)+g y+P+\Gamma(-\psi)
$$

Evaluated at the trough $( \pm \pi, \eta( \pm \pi))$, it reduces to

$$
E=\frac{1}{2}(c-u( \pm \pi, \eta( \pm \pi)))^{2}+g \eta( \pm \pi)+P_{0}
$$

Subtracting the above two expressions for $E$, we arrive at

$$
\begin{aligned}
\frac{1}{2}(c-u)^{2} & \leq \frac{1}{2}(c-u( \pm \pi, \eta( \pm \pi)))^{2}+g \eta(\pi)+P_{0}-P-g y+\Gamma(-\psi) \\
& \leq \frac{1}{2}(c-u( \pm \pi, \eta( \pm \pi)))^{2} .
\end{aligned}
$$

The last inequality uses Lemma 5.7. Therefore, if the first alternative $\sup _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \uparrow$ $\infty$ holds, $\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty$ must hold.

Next, we assume the second alternative $\inf _{\overline{\mathcal{D}}_{\eta_{j}}}\left(c_{j}-u_{j}\right) \downarrow 0$ holds. We may choose a sequence $\left\{s_{j}\right\}$ and a sequence of solution triples $\left\{\left(u_{j}-c_{j}, v_{j}, \eta_{j}\right)\right\} \subset \mathcal{C}$ such that $s_{j} \downarrow 0$ and $c_{j}-u_{j}\left(x_{j}, y_{j}\right)=s_{j}$ at some point $\left(x_{j}, y_{j}\right)$ in $\overline{\mathcal{D}}_{\eta_{j}} ;\left\{y_{j}\right\}$ is assumed to be bounded from below as $u_{j}(x, y) \rightarrow 0$ as $y \rightarrow-\infty$ uniformly for $x$.

Differentiating the Poisson equation $-\Delta \psi=\gamma(\psi)$ leads to $\Delta(u-c)+\gamma^{\prime}(\psi)(u-c)=$ 0 in $\mathcal{D}_{\eta}$. Recall that $\psi_{y}=u-c$. Let us introduce a sequence of functions,

$$
\begin{equation*}
W_{j}(x, y)=u_{j}(x, y)-c_{j}+s_{j} e^{\beta\left(y-y_{j}\right)} \quad \text { for }(x, y) \in \overline{\mathcal{D}}_{\eta_{j}} \text {, } \tag{5.26}
\end{equation*}
$$

where $\beta>0$ is a constant such that $\beta^{2}+\gamma^{\prime}(s) \geq 0$ for all $s \in[0, \infty)$. Note that

$$
\Delta W_{j}+\gamma^{\prime}(\psi) W_{j}=s_{j}\left(\beta^{2}+\gamma^{\prime}(\psi)\right) e^{\beta\left(y-y_{j}\right)} \geq 0 \quad \text { in } \overline{\mathcal{D}}_{\eta_{j}}
$$

and that $W_{j}\left(x_{j}, y_{j}\right)=0$.
Since $\gamma^{\prime}(\psi) \leq 0$, the weak maximum principle ensures that $W_{j}$ in $\overline{\mathcal{D}}_{\eta_{j}}$ attains its maximum either on the surface or at the infinite bottom. On the other hand,

$$
W_{j} \rightarrow-c_{j}<0 \quad \text { as } y \rightarrow-\infty .
$$

Therefore, $W_{j}$ in $\overline{\mathcal{D}}_{\eta_{j}}$ attains its maximum on the free surface $y=\eta_{j}(x)$. In particular, there is a sequence of points $\left\{\left(\xi_{j}, \eta_{j}\left(\xi_{j}\right)\right): \xi_{j} \in[0, \pi]\right\}$ such that

$$
u_{j}\left(\xi_{j}, \eta_{j}\left(\xi_{j}\right)\right)-c_{j}+s_{j} e^{\beta\left(\eta_{j}\left(\xi_{j}\right)-y_{j}\right)} \geq 0,
$$

whence

$$
0 \leq c_{j}-u_{j}\left(\xi_{j}, \eta_{j}\left(\xi_{j}\right)\right) \leq s_{j} e^{\beta\left(\eta_{j}\left(\xi_{j}\right)-y_{j}\right)} .
$$

Since $\eta_{j}\left(\xi_{j}\right) \leq \eta_{j}(0)=0$ and $\left\{y_{j}\right\}$ is bounded from below, we conclude that

$$
\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left(\xi_{j}, \eta_{j}\left(\xi_{j}\right)\right)\right)=0 .
$$

This proves (ii) of Theorem 2.3.
Furthermore, if $\gamma(0)$ satisfies (5.23), then, by Lemma 5.8, $W_{j}$ in $\overline{\mathcal{D}}_{\eta_{j}}$ attains its maximum at the crest $(0,0)$, and therefore

$$
\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}(0,0)\right)=0 .
$$

This completes the proof.
Remark 5.9. When the first alternative $\lim _{j \rightarrow \infty}\left(c_{j}-u_{j}\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)=\infty$ holds, either the speed of wave propagation or the wave amplitude becomes unboundedly large. Indeed, as is done previously in the proof,

$$
E=\frac{1}{2}(c-u(0,0))^{2}=\frac{1}{2}(c-u( \pm \pi, \eta( \pm \pi)))^{2}+g \eta( \pm \pi)+P_{0},
$$

from which it follows that

$$
\begin{aligned}
\left(c-u\left( \pm \pi, \eta_{j}( \pm \pi)\right)\right)^{2} & =(c-u(0,0))^{2}+2 g|\eta( \pm \pi)| \\
& <\lambda+2 g|\eta( \pm \pi)| .
\end{aligned}
$$

Therefore, when the left side approaches infinity as $j \rightarrow \infty$,

$$
\text { either } \lim _{j \rightarrow \infty} c_{j}=\infty \text { or } \lim _{j \rightarrow \infty}\left|\eta_{j}( \pm \pi)\right|=\infty
$$

holds.

Appendix A. Proof of Proposition 4.2 (local bifurcation). This section is devoted to the detailed analysis of local bifurcation for the regular approximate problem (3.11). We begin by invoking the theorem of local bifurcation from a simple eigenvalue due to Crandall and Rabinowitz.

Theorem A. 1 (see [11, Theorem 1] and [10, Theorem 3.6]). Suppose that $X$ and $Y$ are Banach spaces and $I \subset \mathbb{R}$ is an open interval of $\lambda^{*}$. Also suppose that $F$ : $I \times X \rightarrow Y$ is of class $C^{2}$ and satisfies
(i) $F(\lambda, 0)=0$ for all $\lambda \in I$;
(ii) $F_{w}\left(\lambda^{*}, 0\right)$ is a Fredholm operator of index zero;
(iii) $\operatorname{ker} F_{w}\left(\lambda^{*}, 0\right)$ is one-dimensional and generated by $\phi^{*}$; and
(iv) $F_{w \lambda}\left(\lambda^{*}, 0\right)\left[\phi^{*}\right] \notin \operatorname{range} F_{w}\left(\lambda^{*}, 0\right)$.

Then $\left(\lambda^{*}, 0\right)$ is a local bifurcation point. More precisely, there exists $s_{0}>0$ and $a$ local curve of solutions

$$
\left\{(\lambda, w)=(\lambda(s), w(s)),|s|<s_{0}: F(\lambda(s), w(s))=0\right\}
$$

in $\mathbb{R} \times X$ such that $(\lambda(0), w(0))=\left(\lambda^{*}, 0\right)$. Furthermore, any solution near $\left(\lambda^{*}, 0\right)$ is of the form

$$
w(s)=s \phi^{*}+o(s) \quad \text { for } \quad|s|<s_{0}
$$

The curve of solutions is unique in the sense that there is an open neighborhood $U \subset I \times X$ of $\left(\lambda^{*}, 0\right)$ such that

$$
\{(\lambda, w) \in U: F(\lambda, w)=0, w \not \equiv 0\}=\left\{(\lambda(s), w(s)): 0<|s|<s_{0}\right\} .
$$

Our task is to verify conditions (i) through (iv) for the setting in section 4.1. From the definition of $F^{\epsilon}$ in (3.11) follows that $F^{\epsilon}(\lambda, 0)=0$ for $\lambda \in\left(2 \Gamma_{\infty}, \infty\right)$. The Fredholm property of $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$ is proved in Lemma 4.3.

Lemma A. 2 (null space). The null space of $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$ is one-dimensional and generated by $\phi^{\epsilon}$. Here $\phi^{\epsilon}$ is an eigenfunction of (4.1) with $\lambda=\lambda^{\epsilon}$.

Proof. As is established in Lemma 4.1, $\phi^{\epsilon}(q, p)=\Phi^{\epsilon}(p) \cos q$ belongs to ker $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$. Conversely, let $\phi \in X$ be in $\operatorname{ker} F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$. Such a function $\phi$ is even and $2 \pi$ periodic in the $q$-variable, and hence it can be written as

$$
\phi(q, p)=\sum_{k=0}^{\infty} \phi_{k}(p) \cos k q .
$$

Each $\phi_{k}$ solves the ordinary differential equation

$$
\left(a^{3}\left(\lambda^{\epsilon}\right) \phi_{k}^{\prime}\right)^{\prime}-\epsilon \phi_{k}=k^{2} a\left(\lambda^{\epsilon}\right) \phi_{k} \quad \text { for } p \in(-\infty, 0)
$$

with the boundary conditions

$$
\begin{gathered}
\left(\lambda^{\epsilon}\right)^{3 / 2} \phi_{k}^{\prime}(0)=g \phi_{k}(0) \\
\phi_{k}, \phi_{k}^{\prime} \rightarrow 0 \quad \text { as } p \rightarrow-\infty
\end{gathered}
$$

In case $k=1$, it follows from Lemma 4.1 that $\phi_{1}$ is a constant multiple of $\Phi^{\epsilon}$. For $k \geq 2$, any nontrivial solution $\phi_{k}$ would satisfy

$$
\begin{aligned}
R\left(\phi_{k} ; \lambda^{\epsilon}\right) & =\frac{-g \phi_{k}^{2}(0)+\int_{-\infty}^{0} a^{3}\left(\lambda^{\epsilon}\right)\left(\phi_{k}^{\prime}\right)^{2}+\epsilon \int_{-\infty}^{0} \phi_{k}^{2} d p}{\int_{-\infty}^{0} a\left(\lambda^{\epsilon}\right) \phi_{k}^{2} d p} \\
& =-k^{2}<-1 .
\end{aligned}
$$

This contradicts (4.4), the characterization of $\lambda^{\epsilon}$. Therefore, $\phi_{k} \equiv 0$ for $k \geq 2$. Consider a solution $\phi_{0}$ of $k=0$. From the comparison theorem for ordinary differential equations follows that any nontrivial solution $\phi_{0}$ vanishes nowhere. This, however, contradicts the orthogonality,

$$
\int_{-\infty}^{0} a\left(\lambda^{\epsilon}\right) \Phi^{\epsilon}(p) \phi_{0}(p) d p=0
$$

which proves the assertion.
Proof of Proposition 4.2. It remains to verify (iv) of Theorem A.1. We first claim that if $\left(f_{1}, f_{2}\right) \in Y$ belongs to the range of $F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$, then the orthogonality condition

$$
\begin{equation*}
\int_{R} f_{1} \cdot a^{3}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} d q d p+\frac{1}{2} \int_{T} f_{2} \cdot \lambda^{\epsilon} \phi^{\epsilon} d q=0 \tag{A.1}
\end{equation*}
$$

holds. We remark that for any $f_{1} \in Y_{1}$ the first integral converges since $\phi^{\epsilon}$ decays exponentially as $p \rightarrow-\infty$ uniformly for $q$ and $a\left(\lambda^{\epsilon}\right)$ is bounded.

To prove the claim, let $f_{1}=A\left(\lambda^{\epsilon}, 0\right) v$ and $f_{2}=B\left(\lambda^{\epsilon}, 0\right) v$ for some $v \in X$, i.e.,

$$
\begin{aligned}
& f_{1}=a^{-3}\left(\lambda^{\epsilon}\right)\left(a^{3}\left(\lambda^{\epsilon}\right) v_{p}\right)_{p}+\left(a\left(\lambda^{\epsilon}\right) v_{q}\right)_{q}-\epsilon a^{-3}\left(\lambda^{\epsilon}\right) v \\
& f_{2}=\left(2 g / \lambda^{\epsilon}\right) v-\left.2 \sqrt{\lambda^{\epsilon}} v_{p}\right|_{T}
\end{aligned}
$$

An integration by parts shows that

$$
\begin{aligned}
\iint_{R} f_{1} \cdot a^{3}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} d q d p= & \iint_{R}\left[\left(a^{3}\left(\lambda^{\epsilon}\right) v_{p}\right)_{p}+\left(a\left(\lambda^{\epsilon}\right) v_{q}\right)_{q}-\epsilon v\right] \phi^{\epsilon} d q d p \\
= & \iint_{R}\left[\left(a^{3}\left(\lambda^{\epsilon}\right) \phi_{p}^{\epsilon}\right)_{p}+\left(a\left(\lambda^{\epsilon}\right) \phi_{q}^{\epsilon}\right)_{q}-\epsilon \phi^{\epsilon}\right] v d q d p \\
& +\int_{T}\left(a^{3}\left(\lambda^{\epsilon}\right) v_{p} \phi^{\epsilon}-a^{3}\left(\lambda^{\epsilon}\right) v \phi_{p}^{\epsilon}\right) d q \\
= & -\frac{1}{2} \int_{T} f_{2} \cdot \lambda^{\epsilon} \phi^{\epsilon} d p
\end{aligned}
$$

The last equality uses that $\phi^{\epsilon}$ solves (4.1) with $\lambda=\lambda^{\epsilon}$. This proves the claim.
An explicit calculation yields

$$
\begin{aligned}
& F_{w \lambda}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)\left[\phi^{\epsilon}\right]=\left(-a^{-4}\left(\lambda^{\epsilon}\right) \phi_{q q}^{\epsilon}-3 \gamma(-p) a^{-4}\left(\lambda^{\epsilon}\right) \phi_{p}^{\epsilon}+\frac{3}{2} \epsilon a^{-5}\left(\lambda^{\epsilon}\right) \phi^{\epsilon}\right. \\
&\left.-2 g\left(\lambda^{\epsilon}\right)^{-2} \phi^{\epsilon}-\left.\left(\lambda^{\epsilon}\right)^{-1 / 2} \phi_{p}^{\epsilon}\right|_{T}\right) .
\end{aligned}
$$

We shall show that (A.1) fails with $\left(f_{1}, f_{2}\right)=F_{w \lambda}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)\left[\phi^{\epsilon}\right]$ :

$$
\begin{aligned}
\iint_{R} & \left(-a^{-4}\left(\lambda^{\epsilon}\right) \phi_{q q}^{\epsilon}-3 \gamma(-p) a^{-4}\left(\lambda^{\epsilon}\right) \phi_{p}^{\epsilon}+\frac{3}{2} \epsilon a^{-5}\left(\lambda^{\epsilon}\right) \phi^{\epsilon}\right) \cdot a^{3}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} d q d p \\
& +\frac{1}{2} \int_{T}\left(2 g\left(\lambda^{\epsilon}\right)^{-2} \phi^{\epsilon}-\left(\lambda^{\epsilon}\right)^{-1 / 2} \phi_{p}^{\epsilon}\right) \cdot \lambda^{\epsilon} \phi^{\epsilon} d q \\
= & -\iint_{R} a^{-1}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} \phi_{q q}^{\epsilon} d q d p-3 \iint_{R} \gamma(-p) a^{-1}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} \phi_{p}^{\epsilon} d q d p \\
& -\frac{3}{2} \epsilon \iint_{R} a^{-2}\left(\lambda^{\epsilon}\right)\left(\phi^{\epsilon}\right)^{2} d q d p \\
& +\frac{1}{2} \int_{T}\left(-2 g\left(\lambda^{\epsilon}\right)^{-1}\left(\phi^{\epsilon}\right)^{2}-\sqrt{\lambda^{\epsilon}} \phi^{\epsilon} \phi_{p}^{\epsilon}\right) d q
\end{aligned}
$$

$$
\begin{aligned}
= & \iint_{R} a^{-1}\left(\lambda^{\epsilon}\right)\left(\phi^{\epsilon}\right)^{2} d q d p-3 \iint_{R} \gamma(-p) a^{-1}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} \phi_{p}^{\epsilon} d q d p \\
& -\frac{3}{2} \epsilon \iint_{R} a^{-2}\left(\lambda^{\epsilon}\right)\left(\phi^{\epsilon}\right)^{2} d q d p-\frac{3}{2} \int_{T} g\left(\lambda^{\epsilon}\right)^{-1}\left(\phi^{\epsilon}\right)^{2} d q \\
= & -\frac{1}{2} \iint_{R} a^{-1}\left(\lambda^{\epsilon}\right)\left(\phi^{\epsilon}\right)^{2} d q d p-\frac{3}{2} \iint_{R} a\left(\lambda^{\epsilon}\right)\left(\phi_{p}^{\epsilon}\right)^{2} d q d p<0 .
\end{aligned}
$$

The last equality uses (4.1) with $\lambda=\lambda^{\epsilon}$ and $a^{\prime}\left(p ; \lambda^{\epsilon}\right)=\gamma(-p) a^{-1}\left(p ; \lambda^{\epsilon}\right)$ :

$$
\begin{aligned}
& \iint_{R} \gamma(-p) a^{-1}\left(\lambda^{\epsilon}\right) \phi^{\epsilon} \phi_{p}^{\epsilon} d q d p \\
& \qquad \begin{aligned}
2 & \frac{1}{2} \iint_{R} a^{-1}\left(\lambda^{\epsilon}\right)\left(\phi^{\epsilon}\right)^{2} d q d p+\frac{1}{2} \iint_{R} a\left(\lambda^{\epsilon}\right)\left(\phi_{p}^{\epsilon}\right)^{2} d q d p \\
& +\frac{1}{2} \epsilon \iint_{R} a^{-2}\left(\lambda^{\epsilon}\right)(e p)^{2} d q d p-\frac{1}{2} \int_{T} g\left(\lambda^{\epsilon}\right)^{-1}\left(\phi^{\epsilon}\right)^{2} d q .
\end{aligned}
\end{aligned}
$$

Therefore, $F_{w \lambda}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)\left[\phi^{\epsilon}\right] \notin \operatorname{range} F_{w}^{\epsilon}\left(\lambda^{\epsilon}, 0\right)$.
We deduce from Theorem A. 1 the existence of a local bifurcation curve $(\lambda(s), w(s)) \in$ $\mathcal{C}_{\text {loc }}^{\epsilon}$ in $\mathbb{R} \times X$ such that $(\lambda(0), w(0))=\left(\lambda^{\epsilon}, 0\right)$ and $F^{\epsilon}(\lambda(s), w(s))=0$.

Appendix B. Generalized degree theory. This section is the summary of the general development in $[18,23]$ to define a generalized degree for a large class of mappings which includes $F^{\epsilon}(\lambda, \cdot)$ defined in (3.11). Let $X, Y_{1}$, and $Y_{2}$ be real Banach spaces, with $X$ continuously embedded in $Y_{1}$. The Banach space $Y=Y_{1} \times Y_{2}$ is equipped with the product topology. Let $\mathcal{W}$ be a bounded open set of $X$ and $F: \overline{\mathcal{W}} \rightarrow Y$ be of $C^{2}(\mathcal{W}, Y) \cap C^{0}(\overline{\mathcal{W}}, Y)$. The mapping $F$ is supposed to be proper, i.e., $F^{-1}(K) \cap \overline{\mathcal{W}}$ is compact in $X$ for any $K \subset Y$ compact. The linearized operator $F_{w}(w)=(A(w), B(w))$ is admissible in the following sense:
(L1) $F_{w}$ is a Fredholm operator of index zero;
(L2) $B: X \rightarrow Y_{2}$ is surjective;
(L3) for each $w \in \mathcal{W}$ there exist $C_{1}, C_{2}>0$ such that

$$
C_{1}\|\phi\|_{X} \leq \mu^{\alpha / 2}\|(A(w)-\mu I) \phi\|_{Y_{1}}+\mu^{(\alpha+1) / 2}\|B(w) \phi\|_{Y_{2}}
$$

for all $\phi \in X$ and for all $\mu \geq C_{2}$; and
(L4) there exists an open neighborhood $N$ of the ray $\{\mu \in \mathbb{R}, \mu \geq 0\}$ in the complex plane such that $\sigma(A) \cap N$ consists of finitely many eigenvalues, each of finite algebraic multiplicity; the spectrum $\sigma(A)$ is defined in (4.13).
Consider the equation

$$
F(w)=y \quad \text { for } y \notin F(\partial \mathcal{W})
$$

We assume for now that $y$ is a regular value, i.e., $F_{w}(w)=(A(w), B(w))$ is surjective for all $w \in F^{-1}(y) \cap \mathcal{W}$. It is in turn bijective by the Fredholm property. Then (L3) and (L4) ensure that $A(w)$ has only finitely many positive real eigenvalues, $\nu(w)$ say, counted by algebraic multiplicity. By properness, the inverse image $F^{-1}(y) \cap \mathcal{W}$ is compact and thereby a finite set. Accordingly, we define the degree of $F$ with respect to $y$ by

$$
\begin{equation*}
\operatorname{deg}(F, \mathcal{W}, y)=\sum_{w \in F^{-1}(y) \cap \mathcal{W}}(-1)^{\nu(w)} \tag{B.1}
\end{equation*}
$$

$\operatorname{Set} \operatorname{deg}(F, \mathcal{W}, y)=0$ if $F^{-1}(y) \cap \mathcal{W}=\emptyset$.

Suppose that $y \notin F(\partial \mathcal{W})$ is not a regular value. For this we employ the Sard-Smale-Quinn theorem which asserts that the set of regular values of $F$ is dense in $Y$. We may choose a nearby regular value $\tilde{y}$ of $F$ with $\|\tilde{y}-y\|_{Y} \leq \inf _{\hat{y} \in F(\partial \mathcal{W})}\|\hat{y}-y\|_{Y}$ and define

$$
\begin{equation*}
\operatorname{deg}(F, \mathcal{W}, y)=\operatorname{deg}(F, \mathcal{W}, \tilde{y}) \tag{B.2}
\end{equation*}
$$

where the right side is well defined.
An important property of degree is the following generalized homotopy invariance valid on noncylindrical domains. Let $\mathcal{U} \subset[0,1] \times \mathcal{W}$ be open and

$$
\mathcal{U}_{t}=\{w \in \mathcal{W}:(t, w) \in \mathcal{U}\}, \quad \partial \mathcal{U}_{t}=\{w \in \mathcal{W}:(t, w) \in \partial \mathcal{U}\}
$$

By an admissible homotopy we mean a proper map $H: \overline{\mathcal{U}} \rightarrow Y$ of class $C^{2}$ such that $H(t, \cdot): \mathcal{U}_{t} \rightarrow Y$ is admissible in the sense of (L1)-(L4) above for each $t \in[0,1]$.

Proposition B. 1 (generalized homotopy invariance). The degree defined by (B.1) and (B.2) is invariant under admissible homotopies, i.e.,

$$
\operatorname{deg}\left(H(0, \cdot), \mathcal{U}_{0}, y\right)=\operatorname{deg}\left(H(1, \cdot), \mathcal{U}_{1}, y\right)
$$

provided $y \notin H\left(t, \partial \mathcal{U}_{t}\right)$ for all $t \in[0,1]$.
The proof is standard. See [18, Appendix] for one in the present setting.
Appendix C. Preservation of nodal structure. Here we demonstrate that the continuum obtained in Theorem 4.7 globally preserves the nodal configuration which it inherits from the eigenfunction of the linearized problem at the local bifurcation point. Accordingly, the second alternative in Theorem 4.7 is eliminated.

As is done in section 4.2, let

$$
\begin{aligned}
R^{+} & =(0, \pi) \times(-\infty, 0), & T^{+} & =(0, \pi) \times\{0\} \\
\partial R_{l}^{+} & =\{(0, p): p \in(-\infty, 0)\}, & \partial R_{r}^{+} & =\{(\pi, p): p \in(-\infty, 0)\}
\end{aligned}
$$

Our goal is to show that any nontrivial solution to (3.11) in $\mathcal{C}_{\delta}^{\epsilon}$ possesses the following nodal pattern:

$$
\begin{align*}
& w_{q}<0 \quad \text { in } R^{+} \cup T^{+}  \tag{C.1}\\
& w_{q q}<0 \quad \text { on } \partial R_{l}^{+}, \quad w_{q q}>0 \quad \text { on } \partial R_{r}^{+}  \tag{C.2}\\
& \text {either } \quad w_{q q}(0,0)<0 \quad \text { or } \quad w_{q q p}(0,0)>0  \tag{C.3}\\
& \text { either } \quad w_{q q}(\pi, 0)>0 \quad \text { or } \quad w_{q q p}(\pi, 0)<0 . \tag{C.4}
\end{align*}
$$

Inequalities (C.1)-(C.4) define the open set $\mathcal{N}$; see (4.23). By evenness and periodicity of $w \in X$, we infer that $w_{q}=0$ on $\partial R_{l}^{+} \cup \partial R_{r}^{+}$.

Lemma C.1. $\mathcal{C}_{\text {loc }}^{\epsilon} \cap(\mathbb{R} \times \mathcal{N}) \neq \emptyset$; i.e., (C.1)-(C.4) hold along the local curve $\mathcal{C}_{\text {loc }}^{\epsilon} \backslash\left(\lambda^{\epsilon}, 0\right)$ of bifurcation in a small neighborhood of $\left(\lambda^{\epsilon}, 0\right)$ in $\mathbb{R} \times X$.

Proof. We begin with the observation that an eigenfunction $\phi^{\epsilon}(q, p)=\Phi^{\epsilon}(p) \cos q$ of (4.1) at $\left(\lambda^{\epsilon}, 0\right)$ belongs to $\mathcal{N}$. This uses the fact that

$$
\begin{equation*}
\Phi^{\epsilon}(p)>0 \quad \text { for } p \in(-\infty, 0] \quad \text { and } \quad\left(\Phi^{\epsilon}\right)^{\prime}(0)>0 \tag{C.5}
\end{equation*}
$$

The alternatives (C.3) and (C.4) hold since $\phi_{q q p}^{\epsilon}(0,0)<0$ and $\phi_{q q}^{\epsilon}(\pi, 0)>0$.

By virtue of Proposition 4.2, any solution of (3.11) contained in $\mathbb{R} \times X$ near $\left(\lambda^{\epsilon}, 0\right)$ is of the form

$$
w(q, p)=s \Phi^{\epsilon}(p) \cos q+o(s) \quad \text { in } C^{3+\alpha}(\bar{R})
$$

for $s>0$ sufficiently small. By restricting it to $\bar{R}^{+}$and differentiating, we arrive at

$$
\begin{array}{rlrl}
w_{q}(q, p) & =-s \Phi^{\epsilon}(p) \sin q & & +o(s) \\
& \text { in } C^{2+\alpha}\left(R^{+} \cup T^{+}\right), \\
w_{q q}(0, p) & =-s \Phi^{\epsilon}(p) & & +o(s)  \tag{C.6}\\
& \text { in } C^{1+\alpha}\left(\partial R_{l}^{+}\right) \\
w_{q q}(\pi, p) & =s \Phi^{\epsilon}(p) & & +o(s) \\
& \text { in } C^{1+\alpha}\left(\partial R_{r}^{+}\right), \\
w_{q q p}(q, p) & =-s\left(\Phi^{\epsilon}\right)^{\prime}(p) \cos q & +o(s) & \\
\text { in } C^{\alpha}\left(\bar{R}^{+}\right) .
\end{array}
$$

Choose $s_{1}>0$ small enough, and (C.1), (C.2) follow for $w(s)$ with $0<|s|<s_{1}$.
Next, at the left corner point $(0,0)$, oddness of $w_{q}$ leads to

$$
w_{q}(0,0)=w_{q p}(0,0)=w_{q q q}(0,0)=w_{q p p}(0,0)=0
$$

Accordingly, we may write down Taylor expansions in the neighborhood $\bar{R}^{+} \cap B_{1 / k}((0,0))$ of $w_{q}$ and $w_{q q}$ as

$$
\begin{align*}
w_{q}(q, p) & =w_{q q}(0,0) q+w_{q q p}(0,0) q p+O\left(k^{-3}\right) \\
w_{q q}(q, p) & =w_{q q}(0,0)+w_{q q p}(0,0) p+O\left(k^{-2}\right) \tag{C.7}
\end{align*}
$$

respectively. Here $B_{r}(Q)$ denotes the open ball in the $(q, p)$-plane of radius $r$ centered at $Q$. Analogous expansions are valid at the right corner point $(\pi, 0)$,

$$
\begin{array}{rlrl}
w_{q}(q, p) & =w_{q q}(\pi, 0)(q-\pi) & +w_{q q p}(\pi, 0)(q-\pi) p+O\left(k^{-3}\right) \\
w_{q q}(q, p) & =w_{q q}(\pi, 0) & +w_{q q p}(\pi, 0) p & +O\left(k^{-2}\right)
\end{array}
$$

in $\bar{R}^{+} \cap B_{1 / k}((\pi, 0))$. From (C.5) and (C.6) it follows that

$$
\begin{align*}
w_{q q}(0,0) & \leq-\frac{s}{2} \Phi^{\epsilon}(0)<0, \quad w_{q q p}(0,0) \leq-\frac{s}{2}\left(\Phi^{\epsilon}\right)^{\prime}(0)<0 \\
w_{q q}(\pi, 0) & \geq \frac{s}{2} \Phi^{\epsilon}(0)>0, \quad w_{q q p}(\pi, 0) \geq \frac{s}{2}\left(\Phi^{\epsilon}\right)^{\prime}(0)>0 \tag{C.8}
\end{align*}
$$

for $s>0$ sufficiently small.
In view of (C.7) and (C.8), we deduce that for large $k_{2}>0$ an integer and $0<s_{2}<s_{1}$ sufficiently small, (C.1)-(C.3) hold for $w(s)$ with $0<s<s_{2}$, w restricted to $B_{1 / k_{2}}((0,0))$. We proceed similarly at the right corner point $(\pi, 0)$ to conclude that (C.1), (C.2), and (C.4) hold for $w(s)$ restricted to $B_{1 / k_{3}}((\pi, 0))$, with $0<s_{3}<s_{1}$, for a large integer $k_{3} \geq 0$ and $0<s_{3}<s_{1}$ small enough. Finally, the assertion follows if we take $s=\min \left(s_{2}, s_{3}\right)$ and consider $\bar{R}^{+}=R^{+} \cup T^{+} \cup \partial R_{l}^{+} \cup \partial R_{r}^{+} \cup \bar{B}_{1 / k_{2}}((0,0)) \cup$ $\bar{B}_{1 / k_{3}}((\pi, 0))$.

For our next result, we appeal to the following sharp form of the maximum principle.

Lemma C.2. Let $R^{+}$be the open semi-infinite strip $(0, \pi) \times(-\infty, 0)$ and let $w$ be a $C^{2}$-subsolution of the uniformly elliptic differential operator

$$
L=a_{11}(q, p) \partial_{q}^{2}+2 a_{12}(q, p) \partial_{p} \partial_{q}+a_{22}(q, p) \partial_{p}^{2}+b_{1}(q, p) \partial_{q}+b_{2}(q, p) \partial_{p}
$$

in $R^{+}$. We assume that the coefficients $a_{i j}, b_{i}(i, j=1,2)$ are continuous and uniformly bounded on $\bar{R}^{+}$. Suppose $w \geq 0$ in $\bar{R}^{+}$and $w \rightarrow 0$ as $p \rightarrow-\infty$ uniformly for $q$.
(a) $w>0$ in $R^{+}$unless $u \equiv 0$.
(b) We further assume that there is a constant $k>0$ such that

$$
\begin{equation*}
\left|a_{12}(q, p)\right| \leq k \min (q, \pi-q) \tag{C.9}
\end{equation*}
$$

for all $(q, p) \in \bar{R}^{+}$. If $w=0$ at some corner point $Q$ of $\bar{R}^{+}$, then

$$
\begin{equation*}
\text { either } \quad \frac{\partial w}{\partial \vec{s}}(Q)>0 \quad \text { or } \quad \frac{\partial^{2} w}{\partial \vec{s}^{2}}(Q)>0 \tag{C.10}
\end{equation*}
$$

unless $w \equiv 0$. Here $\vec{s}$ is any direction vector at $Q$ which enters $R^{+}$nontangentially.
Assertion (a) follows from the Phragmén-Lindelöf theorem [14] and the weak maximum principle. Assertion (b) is the edge point lemma due to Serrin [35, Lemma 2].

Lemma C.3. The nodal properties (C.1)-(C.4) hold along the entire continuum $\mathcal{C}_{\delta}^{\epsilon} \backslash\left(\lambda^{\epsilon}, 0\right)$ unless $(\lambda, 0) \in \mathcal{C}_{\delta}^{\epsilon}$ with $\lambda \neq \lambda^{\epsilon}$.

Proof. Assume the contrary. Then by the previous lemma and the connectedness of $\mathcal{C}_{\delta}^{\epsilon}$, there must be a nontrivial solution $(\hat{\lambda}, \hat{w}) \in \mathcal{C}_{\delta}^{\epsilon}$ which belongs to the boundary of $\mathbb{R} \times \mathcal{N}$. That is, $\hat{w}_{q} \not \equiv 0, \hat{w}_{q} \leq 0$ on $\bar{R}^{+}$, and at least one of the following conditions holds:
(1) $\hat{w}_{q}=0$ at some point $(\hat{q}, 0) \in T^{+}$;
(2) $\hat{w}_{q}=0$ and $\hat{w}_{q q}=0$ at some point $(\hat{q}, \hat{p}) \in \bar{R}^{+} \backslash((0,0) \cup(\pi, 0))$;
(3) $\hat{w}_{q q}=0$ and $\hat{w}_{q q p}=0$ at some corner point.

Observe that $\hat{w}_{q}$ solves the linear partial differential equation in $R^{+}$

$$
\begin{align*}
A(\hat{\lambda}, \hat{w})\left[\hat{w}_{q}\right] & =\tilde{A}(\hat{\lambda}, \hat{w})\left[\hat{w}_{q}\right] \\
& +\left[-2 \hat{w}_{q} \hat{w}_{p q}+3 \gamma(-p)\left(a^{-1}(\hat{\lambda})+\hat{w}_{p}\right)^{2}\right] \hat{w}_{q p}  \tag{C.11}\\
& +\left[2 \hat{w}_{q} \hat{w}_{p p}-2 \gamma(-p) a^{-3}(\hat{\lambda}) \hat{w}_{q}\right] \hat{w}_{q q}=0
\end{align*}
$$

with the boundary condition

$$
\begin{align*}
B(\hat{\lambda}, \hat{w})\left[\hat{w}_{q}\right] & =2(2 g \hat{w}-\hat{\lambda})\left(\hat{\lambda}^{-1 / 2}+\hat{w}_{p}\right) \hat{w}_{q p}  \tag{C.12}\\
& +2 \hat{w}_{q} \hat{w}_{q q}+\left.2 g\left(\hat{\lambda}^{-1 / 2}+\hat{w}_{p}\right)^{2} \hat{w}_{q}\right|_{T}=0
\end{align*}
$$

Since $(\hat{\lambda}, \hat{w}) \in \mathcal{C}_{\delta}^{\epsilon} \subset \mathcal{O}_{\delta}, A(\hat{\lambda}, \hat{w})$ is uniformly elliptic and its coefficients are bounded and continuous in $\bar{R}^{+}$. By continuity, $\hat{w}_{q} \leq 0$ in $\bar{R}^{+}$. The bluntness condition (C.9) is fulfilled since $w_{q}=0$ on $\partial R_{l}^{+} \cup \partial R_{r}^{+}$.

We first suppose $\hat{w}_{q}(\hat{q}, 0)=0$ for some $(\hat{q}, 0) \in T^{+}$. At such a point the boundary condition becomes

$$
2(2 g \hat{w}-\hat{\lambda})\left(\hat{\lambda}^{-1 / 2}+\hat{w}_{p}\right) \hat{w}_{q p}=0
$$

The Hopf boundary lemma requires $\hat{w}_{q p}(\hat{q}, 0)>0$. Since $\hat{\lambda}^{-1 / 2}+\hat{w}_{p} \geq \delta>0$ for $(\hat{\lambda}, \hat{w}) \in \mathcal{O}_{\delta}$, it must hold $2 g \hat{w}-\hat{\lambda}=0$. This contradicts the boundary condition on top (3.2b) since

$$
1 \leq 1+\hat{w}_{q}^{2}=1+\hat{w}_{q}^{2}+(2 g \hat{w}-\hat{\lambda})\left(\hat{\lambda}^{-1 / 2}+\hat{w}_{p}\right)^{2}=0 \quad \text { at }(\hat{q}, 0)
$$

Therefore, (C.1) holds for $\hat{w}_{q}$.

Next, provided that $\hat{w}_{q} \leq 0$ in $\bar{R}^{+}$, we employ Lemma C.2(a) and the Hopf boundary lemma to conclude that condition (2) implies that $\hat{w}_{q} \equiv 0$.

Finally, suppose that condition (3) holds at $(0,0)$. By oddness of $w_{q}$, we infer that

$$
w_{q}(0,0)=w_{p q}(0,0)=w_{q q q}(0,0)=w_{q p p}(0,0)=0
$$

Hence,

$$
\frac{\partial w_{q}}{\partial \vec{s}}(0,0)=0 \quad \text { and } \quad \frac{\partial^{2} w_{q}}{\partial \vec{s}^{2}}(0,0)=0
$$

for any direction $\vec{s}$ which enters $R^{+}$nontangentially. This contradicts Lemma C.2(b). The same consideration at $(\pi, 0)$ excludes possibility (3). This completes the proof.

At this stage, we have shown that (C.1)-(C.4) hold along the entire continuum $\mathcal{C}_{\delta}^{\epsilon}$ except in the case $(\lambda, 0) \in \mathcal{C}_{\delta}^{\epsilon}$ with $\lambda \neq \lambda^{\epsilon}$. Lemma 4.8 rules out this possibility and proves the preservation of the nodal configuration globally along the continuum.
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1. Introduction. In this paper, we will be concerned with establishing new results for asymptotic stability of the trivial solution of the perturbed nonlinear neutral systems of the form

$$
\begin{align*}
\frac{d}{d t}\left(x_{i}(t)-p_{i}(t) x_{i}\left(t-q_{i}\right)\right)= & -b_{i}(t) x_{i}\left(t-\tau_{i}(t)\right) \\
& +f_{i}\left(t, x_{1}\left(t-\tau_{i 1}(t)\right), \ldots, x_{n}\left(t-\tau_{i n}(t)\right)\right)  \tag{1.1}\\
& i=1,2, \ldots, n
\end{align*}
$$

where $q_{i}>0$ is a constant, $p_{i}(t), b_{i}(t) \geq 0, \tau_{i}(t) \geq 0$, and $\tau_{i j}(t) \geq 0$ are continuous on $R_{+}=[0,+\infty), i, j=1,2, \ldots, n$, and $\left|p_{i}(t)\right| \leq p_{i}, \tau_{i}(t) \leq \tau_{i}, \tau_{i j}(t) \leq \tau_{i j}$. For each $i \in\{1,2, \ldots, n\}$, we assume that $f_{i}: R_{+} \times R^{n} \rightarrow R$ is a continuous function and there exists a nonnegative matrix $D=\left(d_{i j}\right)_{n \times n}$ such that

$$
\begin{equation*}
\left|f_{i}\left(t, x_{1}, x_{2}, \ldots, x_{n}\right)\right| \leq b_{i}(t) \sum_{j=1}^{n} d_{i j}\left|x_{j}\right|, i=1,2, \ldots, n \tag{1.2}
\end{equation*}
$$

When $p_{i}(t)=0, \tau_{i}(t)=0$, and $b_{i}(t) \equiv b_{i}, i=1,2, \ldots, n,(1.1)$ reduces to
(1.3) $\dot{x}_{i}(t)=-b_{i} x_{i}(t)+f_{i}\left(t, x_{1}\left(t-\tau_{i 1}(t)\right), \ldots, x_{n}\left(t-\tau_{i n}(t)\right)\right), i=1,2, \ldots, n$.

Equation (1.1) is usually used to model the delayed neural networks and has many important applications. The interested reader can refer to [1] and [2] and the references therein. A typical result for asymptotic stability of system (1.1) is that if

$$
\begin{equation*}
\left|f_{i}\left(t, x_{1}, x_{2}, \ldots, x_{n}\right)\right| \leq \sum_{j=1}^{n}\left|a_{i j}\right|\left|x_{j}\right|, i=1,2, \ldots, n \tag{1.4}
\end{equation*}
$$

[^80]and diag $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}-|A|$ is a nonsingular $M$-matrix, where $|A|=\left(\left|a_{i j}\right|\right)_{n \times n}$, then the trivial solution of system (1.4) is globally asymptotically stable; see, for example, [17] .

When $\tau_{i}(t) \neq 0, i=1, \ldots, n$, system (1.1) is referred to as a "pure-delay type" system [3], [4], [5] which has many important applications, such as in congestion control for the internet [15] and in delay feedback control for chaotic systems [16]. For pure-delay type systems, the stability problem becomes much harder since there is no linear nondelayed term that dominates the others. In [14], Györi considered the stability problem for a special case of system (1.1):

$$
\begin{equation*}
\dot{x}_{i}(t)=-b_{i} x_{i}\left(t-\tau_{i}\right)+f_{i}\left(t, x_{1}\left(t-\tau_{i 1}\right), \ldots, x_{n}\left(t-\tau_{i n}\right)\right), i=1,2, \ldots, n . \tag{1.5}
\end{equation*}
$$

He established the following result.
Theorem 1.1. If condition (1.4) is satisfied, $b_{i} \tau_{i}<1 / \mathrm{e}, i=1,2, \ldots, n$, and

$$
\begin{equation*}
\operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}-|A| \tag{1.6}
\end{equation*}
$$

is a nonsingular $M$-matrix, then the trivial solution of system (1.5) is globally asymptotically stable for all constant delays $\tau_{i j}$.

The main techniques used in [14] are based on the asymptotic representation of the solutions of linear differential equations with constant coefficients and constant delays, so the method in [14] seems to be useless for system (1.1) with variable delays and variable coefficient.

When $n=1$, (1.1) reduces to the scalar neutral delay differential equation

$$
\begin{equation*}
\frac{d}{d t}(x(t)-p(t) x(t-q))=-b(t) x(t-\tau(t))+a(t) x(t-r(t)) \tag{1.7}
\end{equation*}
$$

where $p(t), b(t), a(t), \tau(t), r(t)$ are continuous on $[0,+\infty)$, and $b(t) \geq 0,0 \leq \tau(t) \leq \tau$, $0 \leq r(t) \leq r, q$ is a positive constant.

It is shown in $\mathrm{Yu}[10]$ that if

$$
\int_{t}^{t+\tau} b(s) d s<\frac{3}{2}-2 p(2-p), \quad \int_{0}^{+\infty} b(s) d s=+\infty
$$

then the zero solution of (1.7) with $a(t)=0$ is asymptotically stable. This is the first $3 / 2$ stability result in the literature for neutral differential equations. In [19], Bartha investigated the stability properties of neutral differential equations with statedependent delay. Recently, Wang and Liao [13] studied the global attractivity of the zero solution of (1.7) under the assumptions of $\tau(t)=\tau$ and $r(t)=r$. By making the change of variable

$$
\begin{equation*}
z(t)=x(t)-p(t) x(t-q)-\int_{t+r-\tau}^{t} a(s) d s \tag{1.8}
\end{equation*}
$$

Wang and Liao transformed (1.7) with $\tau(t)=\tau$ and $r(t)=r$ into the following neutral differential equation with distributed delay:

$$
\dot{z}(t)=-\bar{b}(t) x(t-\tau),
$$

where $\bar{b}(t)=b(t)-a(t+r-\tau)$. Then applying the modified techniques used in [10], they derived the following theorem.

Theorem 1.2. Consider (1.7) with $\tau(t)=\tau$ and $r(t)=r$. Set $\eta=$ $\sup _{t \geq 0} \int_{t}^{t+\tau} b(s) d s$. Assume that there exists a constant $p \geq 0$ such that

$$
\begin{equation*}
|p(t)|+\int_{t-(\tau-r)}^{t} \operatorname{sign}(\tau-r)|a(s)| d s \leq p \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
p<\frac{1}{4}, \eta<\frac{3}{2}-2 p, \tag{1.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{4} \leq p<\frac{1}{2}, \eta<\sqrt{2(1-2 p)} . \tag{1.11}
\end{equation*}
$$

If

$$
\bar{b}(t) \geq 0, \int_{0}^{+\infty} \bar{b}(t) d t=+\infty
$$

then every solution of (1.7) tends to zero as $t \rightarrow+\infty$.
The techniques in [13] are based on the variable change (1.8), so the method in [13] is not applicable to (1.7) with variable delays. Moreover, the result in [13] depends on the delay of the perturbation (see condition (1.9)) and cannot guarantee the zero solution of (1.7) to be asymptotically stable.

Recently, So, Tang, and Zou [11] studied the global attractivity for the following linear differential system with constant delays:

$$
\begin{equation*}
\dot{x}_{i}(t)=-b_{i} x\left(t-\tau_{i}\right)+\sum_{j=1}^{n} a_{i j} x_{j}\left(t-\tau_{i j}\right), i=1,2, \ldots, n . \tag{1.12}
\end{equation*}
$$

By using $M$-matrix theory and some inequality techniques, So, Tang, and Zou [11] proved the following theorem.

Theorem 1.3. Let $\hat{A}=\left(\hat{a}_{i j}\right)$ be defined by

$$
\hat{a}_{i j}=\frac{1+1 / 9 b_{i} \tau_{i}\left(3+2 b_{i} \tau_{i}\right)}{1-1 / 9 b_{i} \tau_{i}\left(3+2 b_{i} \tau_{i}\right)}\left|a_{i j}\right|, i, j=1, \ldots, n .
$$

If $b_{i} \tau_{i}<3 / 2, i=1, \ldots, n$, and

$$
\begin{equation*}
\operatorname{diag}\left\{b_{1}, \ldots, b_{n}\right\}-\hat{A} \tag{1.13}
\end{equation*}
$$

is a nonsingular M-matrix, then every solution of (1.12) tends to zero as $t \rightarrow \infty$.
The techniques in [11] may be applicable to studying the global attractivity for system (1.1); however, they cannot be used to investigate the asymptotic stability for nonlinear system (1.1) with variable delays. Therefore, the stability problem for system (1.1) has not been fully investigated. In this paper, we will consider the following question: When all subsystems of (1.1),

$$
\frac{d}{d t}\left(x_{i}(t)-p_{i}(t) x_{i}\left(t-q_{i}\right)\right)=-b_{i}(t) x_{i}\left(t-\tau_{i}(t)\right), i=1,2, \ldots, n
$$

are asymptotically stable, what conditions should be given on the perturbation terms $f_{i}\left(t, x_{1}\left(t-\tau_{i 1}(t)\right), \ldots, x_{n}\left(t-\tau_{i n}(t)\right)\right), i=1,2, \ldots, n$, such that the trivial solution
of perturbed system (1.1) is globally asymptotically stable for all bounded variable delays $\tau_{i j}(t)$ ?

Before moving on, we need to introduce some notation and definitions.
For vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in R^{n},|x|$ denotes a vector norm defined by $|x|=\max _{1 \leq i \leq n}\left\{\left|x_{i}\right|\right\}$. Let $h=\max _{1 \leq i, j \leq n}\left\{q_{i}, \tau_{i}, \tau_{i j}\right\} . C=C\left([-h, 0], R^{n}\right)$ denotes the space of bounded, continuous functions $\phi:[-h, 0] \rightarrow R^{n}$ with norm $\|\phi\|=$ $\sup _{s \in[-h, 0]}|\phi(s)|$. If $y \in C\left([-h, \alpha), R^{n}\right)$ with $\alpha>0$ and $t \in[0, \alpha)$, then $y_{t} \in C$ is defined by $y_{t}(s)=y(t+s), s \in[-h, 0]$. For $t_{0} \geq 0, \phi \in C$, vector function $x \in C\left([-h, \alpha), R^{n}\right)$ with $\alpha>0$ is called a solution of system (1.1) on [0, $\left.\alpha\right)$ through $\left(t_{0}, \phi\right)$, denoted by $x\left(t, t_{0}, \phi\right)$ if $x_{t_{0}}=\phi$ and $x$ satisfies (1.1) on [0, $\alpha$ ).

Definition 1.1. The zero solution of system (1.1) is said to be stable if for any $\epsilon>0$ there exists $\delta\left(t_{0}, \epsilon\right)>0$ such that $t \geq t_{0} \geq 0$ and $\phi \in C$ with $\|\phi\|<\delta$ implies $\left|x\left(t, t_{0}, \phi\right)\right|<\epsilon$. It is uniformly stable if the above $\delta$ is independent of $t_{0}$.

DEFINITION 1.2. The zero solution of system (1.1) is said to be globally asymptotically stable if it is stable and for any $t_{0} \geq 0$ and for any $\phi \in C,\left|x\left(t, t_{0}, \phi\right)\right| \rightarrow 0$ as $t \rightarrow \infty$.

Set $\eta_{i}=\sup _{t \geq 0} \int_{t}^{t+\tau_{i}} b_{i}(s) d s$. Associated with matrix $D=\left(d_{i j}\right)_{n \times n}$, we define the new matrix $\tilde{D}=\left(\tilde{d}_{i j}\right)_{n \times n}$ by $\tilde{d}_{i j}=d_{i j} / c_{i}$ for $i, j=1,2, \ldots, n$, where

$$
c_{i}= \begin{cases}\frac{2-\eta_{i}^{2}-4 p_{i}}{2+\eta_{i}^{2}} & \text { if } \eta_{i}<1 \\ \frac{3 / 2-2 p_{i}-\eta_{i}}{1 / 2+\eta_{i}} & \text { if } \eta_{i} \geq 1\end{cases}
$$

Lemma 1.1. If

$$
\begin{equation*}
p_{i}<\frac{1}{4}, \eta_{i}<\frac{3}{2}-2 p_{i}, i=1,2, \ldots, n \tag{1.14}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{4} \leq p_{i}<\frac{1}{2}, \eta_{i}<\sqrt{2\left(1-2 p_{i}\right)}, i=1,2, \ldots, n \tag{1.15}
\end{equation*}
$$

then $0<c_{i}<1-2 p_{i}$ for $i=1,2, \ldots, n$.
Proof. For each $i \in\{1,2, \ldots, n\}$, we have $3 / 2-2 p_{i} \geq \sqrt{2\left(1-2 p_{i}\right)}$. So if condition (1.15) holds, then we have $c_{i}>0$. Now we consider the case that condition (1.14) holds. If $\eta_{i} \geq 1$, it is obvious that $c_{i}>0$. If $\eta_{i}<1$, since $p_{i}<\frac{1}{4}$, so $2-\eta_{i}^{2}-4 p_{i}>$ $1-\eta_{i}^{2}>0$. Thus, $c_{i}>0$. The proof for $c_{i}<1-2 p_{i}$ is direct; we omit it.

Now we can state our main result.
Theorem 1.4. Assume that (1.2) is satisfied, and (1.14) or (1.15) holds. If $I-\tilde{D}$ is a nonsingular $M$-matrix, $I$ is an $n \times n$ identity matrix, and

$$
\begin{equation*}
\int_{0}^{+\infty} b_{i}(t) d t=+\infty, i=1,2, \ldots, n \tag{1.16}
\end{equation*}
$$

then the zero solution of (1.1) is globally asymptotically stable.
Applying Theorem 1.3 to system (1.12) yields the following result.
Corollary 1.1. Consider system (1.12). Let $\bar{A}=\left(\bar{a}_{i j}\right)$ be defined by $\bar{a}_{i j}=$ $\mu_{i}\left|a_{i j}\right|, i, j=1,2, \ldots, n$, where

$$
\mu_{i}= \begin{cases}\frac{2+\left(b_{i} \tau_{i}\right)^{2}}{2-\left(b_{i} \tau_{i}\right)^{2}} & \text { if } b_{i} \tau_{i}<1 \\ \frac{1+2 b_{i} \tau_{i}}{3-2 b_{i} \tau_{i}} & \text { if } b_{i} \tau_{i} \geq 1\end{cases}
$$

If $b_{i} \tau_{i}<3 / 2, i=1, \ldots, n$, and

$$
\begin{equation*}
\operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}-\bar{A} \tag{1.17}
\end{equation*}
$$

is a nonsingular M-matrix, then the trivial solution of system (1.12) is globally asymptotically stable.

Remark 1.1. It is easy to check that $\hat{a}_{i j} \geq \bar{a}_{i j}$ for $i, j=1,2, \ldots, n$. So the condition (1.13) in Theorem 1.3 is improved by the condition (1.17) in Corollary 1.1. Moreover, the conditions in Corollary 1.1 can guarantee the trivial solution of (1.5) to be globally asymptotically stable, which cannot be achieved by using the method proposed by So, Tang, and Zou in [11]. Therefore, the results obtained in this paper extend and improve the ones in [11].

Remark 1.2. Corollary 1.1 is not an extension of Theorem 1.1, since the condition (1.17) in Corollary 1.1 is stronger than the condition (1.6) in Theorem 1.1. This suggests that there is room for improving condition (1.17).

Applying Theorem 1.4 to (1.7), we get the following corollary.
Corollary 1.2. Assume that there exists a constant $p \geq 0$ such that

$$
\begin{equation*}
|p(t)| \leq p \tag{1.18}
\end{equation*}
$$

Set

$$
\eta=\sup _{t \geq 0} \int_{t}^{t+\tau} b(s) d s, \quad c= \begin{cases}\frac{2-\eta^{2}-4 p}{2+\eta^{2}} & \text { if } \eta<1 \\ \frac{3 / 2-2 p-\eta}{1 / 2+\eta} & \text { if } \eta \geq 1\end{cases}
$$

If condition (1.10) or (1.11) is satisfied, $\int_{0}^{+\infty} b(t) d t=+\infty$, and there exists a constant $\delta, 0 \leq \delta<c$, such that $|a(t)| \leq \delta b(t)$, then the zero solution of (1.7) is globally asymptotically stable.

Remark 1.3. Comparing Corollary 1.2 with Theorem 1.2 obtained in [13], condition (1.9) in Theorem 1.2 is improved by (1.18). Moreover, our result is independent of the delay $r$. When $\delta=0$, we will get the $3 / 2$ asymptotic stability result for neutral differential delay equations. Therefore, Corollary 1.2 extends the $3 / 2$ asymptotic stability results obtained in $[6],[7],[8],[9],[10]$ to the perturbed equations. However, as pointed out in Corollary 1.1, the upper bound $c$ of $\delta$ in Corollary 1.2 may not be the best possible. A special example is given in section 3 which shows that the best possible upper bound of $\delta$ may be 1 .
2. Proof of Theorem 1.4. First we introduce some notation. Since $I-\tilde{D}$ is a nonsingular $M$-matrix, there exist positive constants $r_{1}, r_{2}, \ldots, r_{n}$, such that

$$
-r_{i}+\sum_{j=1}^{n} r_{j} \tilde{d}_{i j}<0
$$

By the definition of $\tilde{d}_{i j}$, we get

$$
\begin{equation*}
-r_{i}+1 / c_{i} \sum_{j=1}^{n} r_{j} d_{i j}<0 \tag{2.1}
\end{equation*}
$$

In what follows, we set $\bar{d}=\max _{1 \leq i \leq n}\left\{1+\sum_{j=1}^{n} d_{i j} r_{j} / r_{i}\right\}, q=\min _{1 \leq i \leq n}\left\{q_{i}\right\}$, $\bar{r}=\max _{1 \leq i \leq n}\left\{r_{i}\right\}, \underline{r}=\min _{1 \leq i \leq n}\left\{r_{i}\right\}$.

Lemma 2.1. Consider (1.1) and assume that condition (1.2) is satisfied for $\eta_{i}<$ $+\infty$ for $i \in\{1,2, \ldots, n\}$. Set $\eta=\sum_{j=1}^{n} \eta_{j}$. For $\phi \in C$, let $x(t)=x\left(t, t_{0}, \phi\right)$, and $v(t)=\max _{1 \leq i \leq n}\left\{\left\|x_{i t}\right\| / r_{i}\right\}$ for $t \geq t_{0}$. Then
$v(t) \leq\left[\max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\}\right]^{m} \exp (m \bar{d} \eta) v\left(t_{0}\right), \quad t \in\left[t_{0}+(m-1) q, t_{0}+m q\right], \quad m=1,2, \ldots$.
Proof. For $t \in\left[t_{0}, t_{0}+q\right]$, integrating (1.1) on $\left[t_{0}, t\right]$, we get

$$
\begin{aligned}
x_{i}(t)= & x_{i}\left(t, t_{0}, \phi\right)=x_{i}\left(t_{0}\right)+p_{i}(t) x_{i}\left(t-q_{i}\right)-p_{i}\left(t_{0}\right) x_{i}\left(t_{0}-q_{i}\right) \\
& +\int_{t_{0}}^{t}\left(-b_{i}(s) x_{i}\left(s-\tau_{i}(s)\right)+f_{i}\left(s, x_{i 1}\left(s-\tau_{i 1}(s)\right), \ldots, x_{i n}\left(s-\tau_{i n}(s)\right)\right)\right) d s
\end{aligned}
$$

for $i=1, \ldots, n$. So, by (1.2), for $i=1, \ldots, n, t \in\left[t_{0}, t_{0}+q\right]$,

$$
\begin{aligned}
\left|x_{i}(t)\right| & \leq\left(1+2 p_{i}\right)\left\|x_{i t_{0}}\right\|+\int_{t_{0}}^{t} b_{i}(s)\left[\left\|x_{i s}\right\|+\sum_{j=1}^{n} d_{i j}\left\|x_{j s}\right\|\right] d s \\
& =\left(1+2 p_{i}\right) r_{i}\left\|x_{i t_{0}}\right\| / r_{i}+\int_{t_{0}}^{t} b_{i}(s)\left[r_{i}\left(\left\|x_{i s}\right\| / r_{i}\right)+\sum_{j=1}^{n} d_{i j} r_{j}\left(\left\|x_{j s}\right\| / r_{j}\right)\right] d s \\
& \leq\left(1+2 p_{i}\right) r_{i} v\left(t_{0}\right)+\int_{t_{0}}^{t} b_{i}(s)\left[r_{i}+\sum_{j=1}^{n} d_{i j} r_{j}\right] v(s) d s .
\end{aligned}
$$

It follows that for $i=1, \ldots, n, t \in\left[t_{0}, t_{0}+q\right]$,

$$
\left\|x_{i t}\right\| / r_{i} \leq\left(1+2 p_{i}\right) v\left(t_{0}\right)+\int_{t_{0}}^{t} b_{i}(s)\left[1+\sum_{j=1}^{n} d_{i j} r_{j} / r_{i}\right] v(s) d s
$$

Hence, for $t \in\left[t_{0}, t_{0}+q\right]$,

$$
v(t) \leq \max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\} v\left(t_{0}\right)+\int_{t_{0}}^{t} \sum_{j=1}^{n} b_{j}(s) \bar{d} v(s) d s
$$

By Gronwall's inequality, for $t \in\left[t_{0}, t_{0}+q\right]$,

$$
v(t) \leq \max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\} \exp \left(\bar{d} \sum_{j=1}^{n} \int_{t_{0}}^{t} b_{j}(s) d s\right) v\left(t_{0}\right) \leq \max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\} \exp (\bar{d} \eta) v\left(t_{0}\right) .
$$

Then, using the induction method, for any $m \geq 1$, we get

$$
v(t) \leq\left[\max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\}\right]^{m} \exp (m \bar{d} \eta) v\left(t_{0}\right), \quad t \in\left[t_{0}+(m-1) q, t_{0}+m q\right]
$$

Lemma 2.2. Under the conditions of Theorem 1.4, the zero solution of (1.1) is uniformly stable.

Proof. Let $y_{i}(t)=x_{i}(t)-p_{i}(t) x_{i}\left(t-q_{i}\right), z(t)=\max _{1 \leq i \leq n}\left\{\left|x_{i}(t)\right| / r_{i}\right\}$. Choose positive integer $l$ such that $l q \geq 2 h$. For given $\epsilon>0$, let

$$
\delta=\frac{r}{\bar{r}} \frac{1-\bar{p}}{1+\bar{p}}\left[\max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\}\right]^{-l} \exp (-\bar{d} l \eta) \epsilon
$$

From Lemma 2.1, for $\|\phi\|<\delta$,

$$
\begin{align*}
z(t) & \leq v(t) \leq\left[\max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\}\right]^{l} \exp (\bar{d} l \eta) v\left(t_{0}\right) \\
& \leq\left[\max _{1 \leq i \leq n}\left\{1+2 p_{i}\right\}\right]^{l} \exp (\bar{d} l \eta)\|\phi\| / \underline{r}  \tag{2.2}\\
& <\frac{\overline{\bar{p}}}{1+\bar{p}}, \quad t \in\left[t_{0}, t_{0}+l q\right]
\end{align*}
$$

where $\bar{\epsilon}=\epsilon / \bar{r}$.
Now we use the techniques in [12] and [13] to prove that

$$
\begin{equation*}
|z(t)|<\bar{\epsilon} \text { for } t>t_{0}+l q \tag{2.3}
\end{equation*}
$$

If this is true, then by (2.2), we get

$$
|x(t)| \leq \bar{r} z(t)<\epsilon \text { for } t>t_{0}
$$

which implies that the zero solution of (1.1) is uniformly stable. Suppose that (2.3) is not true; then there exists $t^{*}>t_{0}+l q$ such that

$$
z(t)<\bar{\epsilon} \text { for } t \in\left[t_{0}, t^{*}\right] \text { and } z\left(t^{*}\right)=\bar{\epsilon}
$$

Then there exists some $k \in\{1,2, \ldots, n\}$ such that $z\left(t^{*}\right)=\left|x_{k}\left(t^{*}\right)\right| / r_{k}$. Without loss of generality, we may assume that $x_{k}\left(t^{*}\right)>0$; then $x_{k}\left(t^{*}\right)=r_{k} \bar{\epsilon}$, and

$$
\begin{equation*}
\left|x_{i}(t)\right| \leq r_{i} z(t)<r_{i} \bar{\epsilon} \text { for } t \in\left[t_{0}, t^{*}\right], i=1,2, \ldots, n \tag{2.4}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
y_{k}\left(t^{*}\right)=x_{k}\left(t^{*}\right)-p_{k}\left(t^{*}\right) x_{k}\left(t^{*}-q_{k}\right)>\left(1-p_{k}\right) r_{k} \bar{\epsilon} \tag{2.5}
\end{equation*}
$$

On the other hand, by (2.2) and (2.4), for $t \in\left[t_{0}, t_{0}+l q\right]$,

$$
\begin{align*}
\left|y_{k}(t)\right| & =\left|x_{k}(t)-p_{k}(t) x_{k}\left(t-q_{k}\right)\right|  \tag{2.6}\\
& <\left(1+p_{k}\right) r_{k} \bar{\epsilon}(1-\bar{p}) /(1+\bar{p}) \leq\left(1-p_{k}\right) r_{k} \bar{\epsilon}
\end{align*}
$$

Combining (2.5) and (2.6) yields that there exists $\xi \in\left(t_{0}+l q, t^{*}\right]$ such that

$$
\begin{equation*}
\dot{y}_{k}(\xi) \geq 0, \quad \text { and } \quad y_{k}(\xi)=\max _{s \in\left[t_{0}, t^{*}\right]} y_{k}(s)>\left(1-p_{k}\right) r_{k} \bar{\epsilon} \tag{2.7}
\end{equation*}
$$

Set $u(t)=y_{k}(t)-p_{k} r_{k} \bar{\epsilon}$; then for $t \in\left[t_{0}, t^{*}\right]$,

$$
\begin{equation*}
r_{k} \bar{\epsilon} \geq x_{k}(t)=y_{k}(t)+p_{k}(t) x_{k}\left(t-q_{k}\right) \geq y_{k}(t)-p_{k} r_{k} \bar{\epsilon}=u(t) \tag{2.8}
\end{equation*}
$$

So,

$$
\begin{align*}
\dot{u}(t) & =\dot{y}_{k}(t)<b_{k}(t)\left(-x_{k}\left(t-\tau_{k}(t)\right)+c_{k} r_{k} \bar{\epsilon}\right)  \tag{2.9}\\
& \leq b_{k}(t)\left(-u\left(t-\tau_{k}(t)\right)+c_{k} r_{k} \bar{\epsilon}\right) .
\end{align*}
$$

In particular,

$$
\begin{equation*}
\dot{u}(\xi)<b_{k}(\xi)\left(-u\left(\xi-\tau_{k}(\xi)\right)+c_{k} r_{k} \bar{\epsilon}\right) \tag{2.10}
\end{equation*}
$$

If we can prove that

$$
\begin{equation*}
u(t)>c_{k} r_{k} \bar{\epsilon} \text { for } t \in\left[\xi-\tau_{k}, \xi\right] \tag{2.11}
\end{equation*}
$$

then by (2.10), we will get $\dot{u}(\xi)<0$, which contradicts $\dot{u}(\xi)=\dot{y}_{k}(\xi) \geq 0$, so the proof will be complete. In what follows, we will prove (2.11). Suppose the contrary. Since $u(\xi)=y_{k}(\xi)-p_{k} r_{k} \bar{\epsilon}>\left(1-2 p_{k}\right) r_{k} \bar{\epsilon}>c_{k} r_{k} \bar{\epsilon}$ by Lemma 1.1 and (2.7), there exists $t_{1} \in\left[\xi-\tau_{k}, \xi\right)$ such that

$$
\begin{equation*}
u\left(t_{1}\right)=c_{k} r_{k} \bar{\epsilon} \text { and } u(t)>c_{k} r_{k} \bar{\epsilon} \text { for } t \in\left(t_{1}, \xi\right] \tag{2.12}
\end{equation*}
$$

We assert that

$$
\begin{equation*}
\dot{u}(t)<\left(1+c_{k}\right) b_{k}(t) \int_{t-\tau_{k}}^{t_{1}} b_{k}(s) d s r_{k} \bar{\epsilon}, t \in\left[t_{1}-\tau_{k}, \xi\right] \tag{2.13}
\end{equation*}
$$

In fact, if $t-\tau_{k}(t)>t_{1}$ for some $t \in\left[t_{1}-\tau_{k}, \xi\right]$, then $\dot{u}(t)<0$ by (2.9) and (2.12), which yields (2.13). On the other hand, by (2.8) and (2.9), we have

$$
\begin{equation*}
\dot{u}(t)<\left(1+c_{k}\right) b_{k}(t) r_{k} \bar{\epsilon}, t \in\left[t_{1}-\tau_{k}, \xi\right] . \tag{2.14}
\end{equation*}
$$

If $t-\tau_{k}(t)<t_{1}$ for some $t \in\left[t_{1}-\tau_{k}, \xi\right]$, integrating the above inequality from $t-\tau_{k}(t)$ to $t_{1}$, we have
$c_{k} r_{k} \bar{\epsilon}-u\left(t-\tau_{k}(t)\right)=u\left(t_{1}\right)-u\left(t-\tau_{k}(t)\right)=\int_{t-\tau_{k}(t)}^{t_{1}} \dot{u}(s) d s<\left(1+c_{k}\right) \int_{t-\tau_{k}}^{t_{1}} b_{k}(s) d s r_{k} \bar{\epsilon}$.
Substituting the above inequality into (2.9), we get (2.13).
Combining (2.13) and (2.14), we have

$$
\begin{aligned}
\dot{u}(t) & <\left(1+c_{k}\right) b_{k}(t) \min \left\{1, \int_{t-\tau_{k}}^{t_{1}} b_{k}(s) d s\right\} r_{k} \bar{\epsilon} \\
& =\left(1+c_{k}\right) b_{k}(t) \min \left\{1, \int_{t-\tau_{k}}^{t} b_{k}(s) d s-\int_{t_{1}}^{t} b_{k}(s) d s\right\} r_{k} \bar{\epsilon} \\
& \leq\left(1+c_{k}\right) b_{k}(t) \min \left\{1, \eta_{k}-\int_{t_{1}}^{t} b_{k}(s) d s\right\} r_{k} \bar{\epsilon}
\end{aligned}
$$

For $t \in\left[t_{1}, \xi\right]$, integrating the above inequality on the two side from $t_{1}$ to $\xi$, we get

$$
\begin{equation*}
\left(1-2 p_{k}-c_{k}\right) r_{k} \bar{\epsilon}<u(\xi)-u\left(t_{1}\right)<\left(1+c_{k}\right) I_{k} r_{k} \bar{\epsilon} \tag{2.15}
\end{equation*}
$$

Let $I_{k}=\int_{t_{1}}^{\xi} b_{k}(t) \min \left\{1, \eta_{k}-\int_{t_{1}}^{t} b_{k}(s) d s\right\} d t$. Now we give an estimation of $I_{k}$. There are two possible cases.

Case 1. $\int_{t_{1}}^{\xi} b_{k}(t) d t \geq 1$. In this case, choose $t_{2} \in\left(t_{1}, \xi\right)$ such that $\int_{t_{2}}^{\xi} b_{k}(t) d t=1$.

$$
\begin{align*}
I_{k} \leq & \int_{t_{1}}^{t_{2}} b_{k}(t) d t+\int_{t_{2}}^{\xi} b_{k}(t)\left[\eta_{k}-\int_{t_{1}}^{t} b_{k}(s) d s\right] d t \\
\leq & \int_{t_{1}}^{t_{2}} b_{k}(t) d t+\eta_{k} \int_{t_{2}}^{\xi} b_{k}(t) d t-\frac{1}{2} \int_{t_{2}}^{\xi} b_{k}(t) d t\left[\int_{t_{2}}^{\xi} b_{k}(t) d t\right.  \tag{2.16}\\
& \left.+2 \int_{t_{1}}^{t_{2}} b_{k}(t) d t\right] \\
= & \eta_{k}-\frac{1}{2}
\end{align*}
$$

Case 2. $\int_{t_{1}}^{\xi} b_{k}(t) d t<1$.

$$
\begin{aligned}
I_{k} & \leq \eta_{k} \int_{t_{1}}^{\xi} b_{k}(t) d t-\int_{t_{1}}^{\xi} b_{k}(t) \int_{t_{1}}^{t} b_{k}(s) d s d t \\
& =\eta_{k} \int_{t_{1}}^{\xi} b_{k}(t) d t-\frac{1}{2}\left[\int_{t_{1}}^{\xi} b_{k}(t) d t\right]^{2} .
\end{aligned}
$$

Note that $\int_{t_{1}}^{\xi} b_{k}(t) d t \leq \eta_{k}$ and the function $-1 / 2 x^{2}+\eta_{k} x$ is increasing on $x \in\left[0, \eta_{k}\right]$. Therefore, if $\eta_{k} \geq 1$, then $I_{k} \leq \eta_{k}-\frac{1}{2}$. If $\eta_{k}<1$, then $I_{k} \leq \frac{1}{2} \eta_{k}{ }^{2}$.

Since $\frac{1}{2} \eta_{k}^{2} \geq \eta_{k}-\frac{1}{2}$, combining Cases 1 and 2 yields

$$
I_{k} \leq \begin{cases}\frac{1}{2} \eta_{k}^{2} & \text { if } \eta_{k}<1 \\ \eta_{k}-\frac{1}{2} & \text { if } \eta_{k} \geq 1\end{cases}
$$

Substituting the above inequality into (2.15), we get

$$
c_{k}> \begin{cases}\frac{2-4 p_{k}-\eta_{k}^{2}}{2+\eta_{k}^{2}} & \text { if } \eta_{k}<1 \\ \frac{3 / 2-2 p_{k}-\eta_{k}}{\eta_{k}+1 / 2} & \text { if } \eta_{k} \geq 1\end{cases}
$$

which contradicts the definition of $c_{i}, i=1,2, \ldots, n$. The proof is complete.
Proof of Theorem 1.4. In view of Lemma 2.2, the zero solution is uniformly stable. Moreover, from the proof of Lemma 2.2, every solution $x(t)$ of (1.1) is bounded. Now we prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=0 \tag{2.17}
\end{equation*}
$$

Set $\gamma=\max _{1 \leq i \leq n} t\left\{\sum_{j=1}^{n} d_{i j} r_{j} /\left(c_{i} r_{i}\right)\right\}$. Then by $(2.1), 0<\gamma<1$. Set $\beta_{i}=$ $\lim \sup _{t \rightarrow \infty}\left|x_{i}(t)\right|$, then $0 \leq \beta_{i}<\infty$. We assume that $\beta_{k} / r_{k}=\max _{1 \leq i \leq n}\left\{\beta_{i} / r_{i}\right\}$ for some $k \in\{1,2, \ldots, n\}$. If $\beta_{k}=0$, then (2.17) holds. If $\beta_{k}>0$, choose

$$
\bar{\sigma}_{k}= \begin{cases}(1-\gamma) \frac{1-2 p_{k}-\frac{1}{2} \eta_{k}^{2}}{1+\gamma\left(1-2 p_{k}-\frac{1}{2} \eta_{k}^{2}\right) \bar{r} / \underline{r}+\frac{1}{2} \eta_{k}^{2} \bar{r} / \underline{r}} \beta_{k} & \text { if } \eta_{k}<1 \\ (1-\gamma) \frac{3 / 2-2 p_{k}-\eta_{k}}{1+\gamma\left(3 / 2-2 p_{k}-\eta_{k}\right) \bar{r} / \underline{r}+\left(\eta_{k}-1 / 2\right) \bar{r} / \underline{r}} \beta_{k} & \text { if } \eta_{k} \geq 1\end{cases}
$$

It is easy to see that $0<\bar{\sigma}_{k}<\beta_{k}$. Moreover, for any $0<\sigma_{k}<\min \left\{\bar{\sigma}_{k},\left(1-2 p_{k}-\right.\right.$ $\left.\left.\gamma c_{k}\right) \beta_{k} /\left(1+\gamma c_{k} \bar{r} / \underline{r}\right)\right\}$, there exists $T>t_{0}+2 h$, such that

$$
\left|x_{i}(t)\right|<\beta_{i}+\sigma_{k} \text { for } t \geq T, \quad i=1, \ldots, n
$$

Let $y_{k}(t)=x_{k}(t)-p_{k}(t) x_{k}\left(t-q_{k}\right)$. We distinguish the two cases.
Case A. $\dot{y}_{k}(t)$ is eventually sign-definite. By the boundedness of $y_{k}(t)$, the limit $\mu_{k}=\lim _{t \rightarrow+\infty} y_{k}(t)$ exists. We may assume that $\lim \sup _{t \rightarrow+\infty} x_{k}(t)=\beta_{k}$. Then,

$$
\beta_{k}=\limsup _{t \rightarrow+\infty} x_{k}(t) \leq \limsup _{t \rightarrow+\infty} y_{k}(t)+p_{k} \limsup _{t \rightarrow+\infty}\left|x_{k}\left(t-q_{k}\right)\right|=\mu_{k}+p_{k} \beta_{k} .
$$

So $\mu_{k} \geq\left(1-p_{k}\right) \beta_{k}$. Set $\alpha_{k}=\liminf _{t \rightarrow+\infty} x_{k}(t)$. Then
$\alpha_{k}=\liminf _{t \rightarrow+\infty} x_{k}(t) \geq \liminf _{t \rightarrow+\infty} y_{k}(t)-p_{k} \limsup _{t \rightarrow+\infty}\left|x_{k}\left(t-q_{k}\right)\right|=\mu_{k}-p_{k} \beta_{k} \geq\left(1-2 p_{k}\right) \beta_{k}$.

Thus, there exists $T_{1} \geq T$ such that

$$
\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}<x_{k}(t)<\beta_{k}+\sigma_{k}, t \geq T_{1}+h
$$

By (1.1) and (2.1), for $t \geq T_{1}+h$,

$$
\begin{aligned}
\dot{y}_{k}(t) & \leq-b_{k}(t) x_{k}\left(t-\tau_{k}(t)\right)+b_{k}(t) \sum_{j=1}^{n} d_{k j}\left|x_{j}\left(t-\tau_{k j}(t)\right)\right| \\
& <-b_{k}(t)\left(\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}\right)+b_{k}(t) \sum_{j=1}^{n} d_{k j}\left(\beta_{j}+\sigma_{k}\right) \\
& =-b_{k}(t)\left(\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}\right)+b_{k}(t) \sum_{j=1}^{n} d_{k j} r_{j}\left(\beta_{j} / r_{j}+\sigma_{k} / r_{j}\right) \\
& \leq-b_{k}(t)\left(\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}\right)+b_{k}(t) \sum_{j=1}^{n} d_{k j} r_{j}\left(\beta_{k} / r_{k}+\sigma_{k} / \underline{r}\right) \\
& \leq-b_{k}(t)\left(\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}\right)+\gamma b_{k}(t) c_{k} r_{k}\left(\beta_{k} / r_{k}+\sigma_{k} / \underline{r}\right) \\
& =-b_{k}(t)\left\{\left(1-2 p_{k}-\gamma c_{k}\right) \beta_{k}-\sigma_{k}\left[1+\gamma c_{k} \bar{r} / \underline{r}\right]\right\}
\end{aligned}
$$

By using (1.16) and the definition of $\sigma_{k}$, the above inequality implies that $y_{k}(t) \rightarrow$ $-\infty$. This is a contradiction. So, $\beta_{k}=0$.

Case B. $\dot{y}_{k}(t)$ is oscillatory. Noticing that

$$
\limsup _{t \rightarrow \infty}\left|y_{k}(t)\right| \geq \limsup _{t \rightarrow \infty}\left|x_{k}(t)\right|-p_{k} \limsup _{t \rightarrow \infty}\left|x_{k}\left(t-q_{k}\right)\right| \geq\left(1-p_{k}\right) \beta_{k}
$$

there exists an increasing sequence $\left\{t_{k m}\right\}$ such that $t_{k m} \rightarrow \infty$ as $m \rightarrow \infty, \dot{y}_{k}\left(t_{k m}\right) \geq 0$, and

$$
\left|y_{k}\left(t_{k m}\right)\right|>\left(1-p_{k}\right)\left(\beta_{k}-\sigma_{k}\right)
$$

Without loss of generality, we assume $t_{k m}>T+h$ and $y_{k}\left(t_{k m}\right)>0$. Set $u(t)=$ $y_{k}(t)-p_{k}\left(\beta_{k}+\sigma_{k}\right)$; then $\dot{u}\left(t_{k m}\right)=\dot{y}_{k}\left(t_{k m}\right) \geq 0$ and

$$
\begin{align*}
\beta_{k}+\sigma_{k} & \geq x_{k}(t)=y_{k}(t)+p_{k}(t) x_{k}\left(t-q_{k}\right)  \tag{2.18}\\
& >y_{k}(t)-p_{k}\left(\beta_{k}+\sigma_{k}\right)=u(t), t \geq T+h
\end{align*}
$$

Moreover, By (1.1), (2.1), and the above inequality,

$$
\begin{align*}
\dot{u}(t) & =\dot{y}_{k}(t)<-b_{k}(t) x_{k}\left(t-\tau_{k}(t)\right)+\gamma b_{k}(t) c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right)  \tag{2.19}\\
& <-b_{k}(t) u\left(t-\tau_{k}(t)\right)+\gamma b_{k}(t) c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right)
\end{align*}
$$

In particular,

$$
\begin{align*}
0 \leq \dot{u}\left(t_{k m}\right)=\dot{y}_{k}\left(t_{k m}\right)< & -b_{k}\left(t_{k m}\right) u\left(t_{k m}-\tau_{k}\left(t_{k m}\right)\right)  \tag{2.20}\\
& +\gamma b_{k}\left(t_{k m}\right) c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) .
\end{align*}
$$

If we can prove that

$$
\begin{equation*}
u(t)>\gamma c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) \text { for } t \in\left[t_{k m}-\tau_{k}, t_{k m}\right] \tag{2.21}
\end{equation*}
$$

then by (2.20), we will obtain a contradiction, so we can deduce $\beta_{k}=0$ and the proof is complete. Now under the assumption of $\beta_{k}>0$, we prove that (2.21) holds. Note that by the definition of $\sigma_{k}$,

$$
u\left(t_{k m}\right)=y_{k}\left(t_{k m}\right)+p_{k}\left(t_{k m}\right) x_{k}\left(t_{k m}-q_{k}\right)>\left(1-2 p_{k}\right) \beta_{k}-\sigma_{k}>\gamma c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) .
$$

So, if (2.21) is not true, then there exists $t_{k m}^{1} \in\left[t_{k m}-\tau_{k}, t_{k m}\right)$, such that

$$
\begin{equation*}
u\left(t_{k m}^{1}\right)=\gamma c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) \text { and } u(t)>\gamma c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) \tag{2.22}
\end{equation*}
$$

for $t \in\left(t_{k m}^{1}, t_{k m}\right]$. We assert that

$$
\begin{equation*}
\dot{u}(t)<\left(1+\gamma c_{k}\right) b_{k}(t) \int_{t-\tau_{k}}^{t_{k m}^{1}} b_{k}(s) d s\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right), t \in\left[t_{k m}^{1}-\tau_{k}, t_{k m}\right] \tag{2.23}
\end{equation*}
$$

In fact, by (2.18) and (2.19), we have

$$
\begin{equation*}
\dot{u}(t)<b_{k}(t)\left(1+\gamma c_{k}\right)\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right), t \in\left[t_{k m}^{1}-\tau_{k}, t_{k m}\right] \tag{2.24}
\end{equation*}
$$

If $t-\tau_{k}(t) \leq t_{k m}^{1}$ for some $t \in\left[t_{k m}^{1}, t_{k m}\right]$, integrating the above inequality from $t-\tau_{k}(t)$ to $t_{k m}^{1}$, we get

$$
\begin{aligned}
\gamma c_{k}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right)-u\left(t-\tau_{k}(t)\right) & =u\left(t_{k m}^{1}\right)-u\left(t-\tau_{k}(t)\right) \\
& <\left(1+\gamma c_{k}\right) \int_{t-\tau_{k}}^{t_{k m}^{1}} b_{k}(s) d s\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right)
\end{aligned}
$$

Substituting the above inequality into the second inequality in (2.19), we get (2.23). If $t-\tau_{k}(t)>t_{k m}^{1}$ for some $t \in\left[t_{k m}^{1}, t_{k m}\right]$, then by (2.23) and the second inequality of (2.19), we get (2.23).

Combining (2.23) and (2.24) yields

$$
\dot{u}(t)<\left(1+\gamma c_{k}\right) b_{k}(t) \min \left\{1, \int_{t-\tau_{k}}^{t_{k m}^{1}} b_{k}(s) d s\right\}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right) .
$$

Integrating this inequality from $t_{k m}^{1}$ to $t_{k m}$, we get

$$
\begin{align*}
& \left(1-\gamma c_{k}-2 p_{k}\right) \beta_{k}-\sigma_{k}\left(1+\gamma c_{k}\right) \bar{r} / \underline{r}<u\left(t_{k m}\right)-u\left(t_{k m}^{1}\right)  \tag{2.25}\\
< & \left(1+\gamma c_{k}\right) I_{k m}\left(\beta_{k}+\sigma_{k} \bar{r} / \underline{r}\right)
\end{align*}
$$

where $I_{k m}=\int_{t_{k m}^{1}}^{t_{k m}} b_{k}(t) \min \left\{1, \int_{t-\tau_{k}}^{t_{k m}^{1}} b_{k}(s) d s\right\} d t$.
Using the same technique as in the proof of Lemma 2.2, we have

$$
I_{k m} \leq \begin{cases}1 / 2 \eta_{k}^{2} & \text { if } \eta_{k}<1 \\ \eta_{k}-1 / 2 & \text { if } \eta_{k} \geq 1\end{cases}
$$

Therefore, by (2.25), we have

$$
\sigma_{k}>\bar{\sigma}_{k}
$$

which is impossible since $\sigma_{k}<\bar{\sigma}_{k}$. Therefore, $\beta_{k}=0$; that is, (2.17) holds, and so the proof is complete.

## 3. A special example.

Example 3.1. Consider the delay differential equation

$$
\begin{equation*}
\dot{x}(t)=-b(t)(x(t-1)-\delta x(t-1 / 2)) \tag{3.1}
\end{equation*}
$$

where $\delta>0$ and $b(t)$ is defined by

$$
b(t)= \begin{cases}48(t-3 i)(3 i+1 / 2-t) & \text { for } 3 i \leq t \leq 3 i+1 / 2 \\ \beta(t-3 i-1 / 2)(3 i+1-t) & \text { for } 3 i+1 / 2 \leq t \leq 3 i+1 \\ 48(t-3 i-1)(3 i+3 / 2-t) & \text { for } 3 i+1 \leq t \leq 3 i+3 / 2 \\ 0 & \text { for } 3 i+3 / 2 \leq t \leq 3(i+1)\end{cases}
$$

where $\beta>0$ is a constant.
The example is a perturbed version of Example 3.1 in [18]. It is easy to see that $\eta=\sup _{t \geq 0} \int_{t}^{t+1} b(s) d s=1+\beta / 48$. By Corollary 1.2 , if $\beta<24$ and $\delta<c$, then the zero solution of (3.1) is asymptotically stable.

But by elementary calculations, we have, for $i=1,2, \ldots$,

$$
\begin{aligned}
x(t)= & x(3 i-3 / 2)\left\{1-48(1-\delta)\left[\frac{1}{4}(t-3 i)^{2}-\frac{1}{3}(t-3 i)^{3}\right]\right\} \text { for } t \in[3 i, 3 i+1 / 2] \\
x(t)= & x(3 i-3 / 2)\left\{\delta-\frac{\beta}{4}(1-\delta)\left(t-3 i-\frac{1}{2}\right)^{2}+\frac{\beta}{3}(1-\delta)\left(t-3 i-\frac{1}{2}\right)^{3}\right. \\
& -\frac{3}{2} \beta \delta(1-\delta)\left(t-3 i-\frac{1}{2}\right)^{4}+4 \beta \delta(1-\delta)\left(t-3 i-\frac{1}{2}\right)^{5} \\
& \left.-\frac{8}{3} \beta \delta(1-\delta)\left(t-3 i-\frac{1}{2}\right)^{6}\right\} \text { for } t \in[3 i+1 / 2,3 i+1] \\
x(t)= & x(3 i-3 / 2)\left\{\delta-\frac{\beta}{96}(\delta+2)(1-\delta)-(1-\delta)(t-3 i-1)^{2}[12-16(t-3 i-1)]\right. \\
& +(1-\delta)(48-\beta \delta)(t-3 i-1)^{4}\left[\frac{3}{2}-4(t-3 i-1)+\frac{8}{3}(t-3 i-1)^{2}\right] \\
& \left.-48 \beta \delta^{2}(1-\delta)(t-3 i-1)^{6}\left[\frac{1}{8}-\frac{1}{2}(t-3 i-1)+\frac{8}{3}(t-3 i-1)^{2}\right]\right\} \\
& \quad \text { for } t \in[3 i+1,3 i+3 / 2], \\
x(t)= & x(3 i-3 / 2) g(\delta) \text { for } t \in[3 i+3 / 2,3 i+3],
\end{aligned}
$$

where $g(\delta)=-1+2 \delta-\frac{\beta}{96}(\delta+2)(1-\delta)+\frac{1}{96}(1-\delta)(48-\beta \delta)-\frac{\beta}{288} \delta^{2}(1-\delta)$. By induction, we have $x(3 i-3 / 2)=x(3 / 2) g^{i-1}(\delta)$ for $i \geq 1$. So there exists a constant $M_{0}>0$ such that $|x(t)| \leq M_{0}|x(3 / 2) \| g(\delta)|^{i-1}$ for $t \in[3 i, 3 i+3]$ and $i \geq 1$. Note that $\dot{g}(\lambda)=\frac{\beta}{96} \delta^{2}+\frac{5 \beta}{144} \delta+\frac{3}{2}>0$ for $\delta \in[0,1)$, so $-\frac{\beta}{48}-\frac{1}{2} \leq g(\delta)<1$ for $\delta \in[0,1)$. Therefore, the necessary and sufficient conditions for asymptotic stability of the zero solution of (3.1) are $\beta<24$ and $\delta<1$. This means that condition $\delta<c$ in Corollary 1.2 is a sufficient condition (not a necessary condition) for the zero solution of (1.7) to be asymptotically stable.

Remark 3.1. When $\delta=0$, this example (see [18]) also shows that the upper bound $3 / 2$ for the stability result in [7] is the best possible when the coefficient is a continuous function (the case when the coefficient is a piecewise continuous function was proved in [7]). However, how to find the sharp condition for the stability of the perturbed system remains an open question.
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#### Abstract

We are interested in the existence of travelling-wave solutions to a system which modelizes the motion of an uncharged impurity in a Bose condensate. We prove that in space dimension one, there exist travelling-waves moving with velocity $c$ if and only if $c$ is less than the sound velocity at infinity. In this case we investigate the structure of the set of travelling-waves and we show that it contains global subcontinua in appropriate Sobolev spaces.
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1. Introduction. This paper is devoted to the study of a special kind of solutions of a system describing the motion of an uncharged impurity in a Bose condensate. In dimensionless variables, the system reads

$$
\left\{\begin{align*}
2 i \frac{\partial \psi}{\partial t} & =-\Delta \psi+\frac{1}{\varepsilon^{2}}\left(|\psi|^{2}+\frac{1}{\varepsilon^{2}}|\varphi|^{2}-1\right) \psi  \tag{1.1}\\
2 i \delta \frac{\partial \varphi}{\partial t} & =-\Delta \varphi+\frac{1}{\varepsilon^{2}}\left(q^{2}|\psi|^{2}-\varepsilon^{2} k^{2}\right) \varphi
\end{align*}\right.
$$

Here $\psi$ and $\varphi$ are the wavefunctions for bosons, respectively for the impurity, $\delta=\frac{\mu}{M}$, where $\mu$ is the mass of impurity, $M$ is the boson mass ( $\delta$ is supposed to be small), $q^{2}=\frac{l}{2 d}, l$ is the boson-impurity scattering length and $d$ the boson diameter, $k$ is a dimensionless measure for the single-particle impurity energy, and $\varepsilon$ is a dimensionless constant $\left(\varepsilon=\left(\frac{a \mu}{l M}\right)^{\frac{1}{5}}\right.$, where $a$ is the "healing length"; in applications, $\left.\varepsilon \cong 0.2\right)$. Assuming that we are in a frame in which the condensate is at rest at infinity, the solutions must satisfy the "boundary conditions"

$$
\begin{equation*}
|\psi| \longrightarrow 1, \quad \varphi \longrightarrow 0 \quad \text { as }|x| \longrightarrow \infty \tag{1.2}
\end{equation*}
$$

This system (originally introduced by Clark and Gross) was studied by Grant and Roberts [5]. Using formal asymptotic expansions and numerical experiments, they computed the effective radius and the induced mass of the uncharged impurity.

We consider here the system (1.1) in a one dimensional space and we look for solitary waves, that is, for solutions of the form

$$
\begin{equation*}
\psi(x, t)=\tilde{\psi}(x-c t), \quad \varphi(x, t)=\tilde{\varphi}(x-c t) . \tag{1.3}
\end{equation*}
$$

This kind of solution corresponds to the case where the only disturbance present in the condensate is that caused by the uniform motion of the impurity with velocity $c$.

[^81]In view of the boundary conditions, we seek solutions of the form

$$
\begin{equation*}
\tilde{\psi}(x)=(1+\tilde{r}(x)) e^{i \psi_{0}(x)}, \quad \tilde{\varphi}(x)=\tilde{u}(x) e^{i \varphi_{0}(x)} \tag{1.4}
\end{equation*}
$$

with $\tilde{r}(x) \longrightarrow 0, \tilde{u}(x) \longrightarrow 0$ as $|x| \longrightarrow \infty$. By an easy computation we find that the real functions $\psi_{0}, \varphi_{0}, \tilde{r}, \tilde{u}$ must satisfy

$$
\begin{gather*}
\psi_{0}^{\prime}=c\left(1-\frac{1}{(1+\tilde{r})^{2}}\right)  \tag{1.5}\\
\varphi_{0}^{\prime}=c \delta  \tag{1.6}\\
\tilde{r}^{\prime \prime}=c^{2}\left(\frac{1}{(1+\tilde{r})^{3}}-(1+\tilde{r})\right)+\frac{1}{\varepsilon^{2}}\left((1+\tilde{r})^{3}-(1+\tilde{r})+\frac{1}{\varepsilon^{2}}(1+\tilde{r}) \tilde{u}^{2}\right),  \tag{1.7}\\
\tilde{u}^{\prime \prime}=\left(\frac{q^{2}}{\varepsilon^{2}}(1+\tilde{r})^{2}-c^{2} \delta^{2}-k^{2}\right) \tilde{u} . \tag{1.8}
\end{gather*}
$$

From (1.6) we see that necessarily $\varphi_{0}(x)=c \delta x+C$. Note that the system is invariant under the transform $(\psi, \varphi) \longmapsto\left(e^{i \alpha} \psi, e^{i \beta} \varphi\right)$, so the integration constants in (1.5) and (1.6) are not important. Thus all we have to do is to solve the system (1.7)-(1.8). Thereafter it will be easy to find the corresponding phases from (1.5)-(1.6), and (1.4) will give a solitary-wave solution of (1.1).

After the scale change $\tilde{u}(x)=\frac{1}{\varepsilon} u\left(\frac{x}{\varepsilon}\right), \tilde{r}(x)=r\left(\frac{x}{\varepsilon}\right)$, we find that the functions $r$ and $u$ satisfy

$$
\begin{gather*}
r^{\prime \prime}=(1+r)^{3}-(1+r)-c^{2} \varepsilon^{2}\left(1+r-\frac{1}{(1+r)^{3}}\right)+(1+r) u^{2}  \tag{1.9}\\
u^{\prime \prime}=\left(q^{2}(1+r)^{2}-\lambda\right) u \tag{1.10}
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda=\varepsilon^{2}\left(c^{2} \delta^{2}+k^{2}\right) \tag{1.11}
\end{equation*}
$$

The equation $r^{\prime \prime}=(1+r)^{3}-(1+r)-\frac{v^{2}}{4}\left(1+r-\frac{1}{(1+r)^{3}}\right)+(1+r) U$, where $U$ is a positive Borel measure, was studied in [7]. In the case $U \equiv 0$, it has been shown that this equation has only the trivial solution $r \equiv 0$ if $|v| \geq \sqrt{2}$; for $0<|v|<\sqrt{2}$, it also admits the solution

$$
\begin{equation*}
r_{v}(x)=-1+\sqrt{\frac{v^{2}}{2}+\left(1-\frac{v^{2}}{2}\right) \tanh ^{2}\left(\frac{\sqrt{2-v^{2}}}{2} x\right)} \tag{1.12}
\end{equation*}
$$

Moreover, any other nontrivial solution is of the form $r_{v}\left(\cdot-x_{0}\right)$ for some $x_{0} \in \mathbf{R}$. Equation (1.10) is linear in $u$; more precisely, $u$ must be an eigenvector of the linear operator $-\frac{d^{2}}{d x^{2}}+q^{2}(1+r)^{2}$ corresponding to the eigenvalue $\lambda=\varepsilon^{2}\left(c^{2} \delta^{2}+k^{2}\right)$.

It is now clear that except for translations, the only solutions of (1.9)-(1.10) of the form $(r, 0)$ are $(0,0)$ and $\left(r_{2 c \varepsilon}, 0\right)$ (the latter exists only for $\left.|c \varepsilon|<\frac{1}{\sqrt{2}}\right)$. We call these solutions the trivial solutions of (1.9)-(1.10). We will prove that there exist nontrivial solutions of (1.9)-(1.10) in a neighborhood of $\left(r_{2 c \varepsilon}, 0\right)$ (for suitable values
of the parameter $\lambda$ ) and we will study the global structure of the set of nontrivial solutions.

It has been shown (see, e.g., [7] and references therein) that by using the Madelung transform $\psi=\sqrt{\rho} e^{i \psi_{0}}$, the first equation in (1.1) can be put into a hydrodynamical form (i.e., it is equivalent to a system of Euler equations for a compressible inviscid fluid of density $\rho$ and velocity $\nabla \psi_{0}$ ). In this context, $\frac{1}{\varepsilon \sqrt{2}}$ represents the sound velocity at infinity. It will be proved at the beginning of section 3 that (1.1) does not possess nonconstant travelling-waves moving with velocity $|c| \geq \frac{1}{\varepsilon \sqrt{2}}$. Hence we will assume throughout that $|c|<\frac{1}{\varepsilon \sqrt{2}}$.

Observe that the system (1.9)-(1.10) has a good variational formulation: its solutions are critical points of the "energy" functional. Indeed, since $1+\tilde{r}=|\tilde{\psi}| \geq 0$, it is clear that we must have $\tilde{r} \geq-1$. Therefore we will look for solutions $r$ of (1.9) with $r>-1$. Let $V=\left\{r \in H^{1}(\mathbf{R}) \mid \inf _{x \in \mathbf{R}} r(x)>-1\right\}$. It is obvious that $V$ is open in $H^{1}(\mathbf{R})$ because $H^{1}(\mathbf{R}) \subset C_{b}^{0}(\mathbf{R})$ by the Sobolev embedding. A pair $(r, u) \in V \times H^{1}(\mathbf{R})$ satisfy (1.9)-(1.10) if and only if $(r, u)$ is a critical point of the $C^{\infty}$ functional $E: V \times H^{1}(\mathbf{R}) \longrightarrow \mathbf{R}$,

$$
\begin{align*}
E(r, u)= & \int_{\mathbf{R}}\left|r^{\prime}\right|^{2} d x+\frac{1}{2} \int_{\mathbf{R}}\left((1+r)^{2}-1\right)^{2}\left(1-\frac{2 c^{2} \varepsilon^{2}}{(1+r)^{2}}\right) d x \\
& +\int_{\mathbf{R}} u^{2}(1+r)^{2} d x+\frac{1}{q^{2}} \int_{\mathbf{R}}\left|u^{\prime}\right|^{2} d x-\frac{\lambda}{q^{2}} \int_{\mathbf{R}} u^{2} d x \tag{1.13}
\end{align*}
$$

However, $E(r, \cdot)$ is quadratic in $u$ for any fixed $r$ and it would be very difficult to find critical points of $E$ by using a classical topological argument.

In this paper we use bifurcation theory to show the existence of nontrivial solitary waves for the system (1.1). Note that this system (or, equivalently, (1.9)-(1.10)) is invariant by translations. To avoid the degeneracy of the linearized system due to this invariance, we work on symmetric function spaces. Consequently, the travellingwaves that we obtain will also present a symmetry. To be more precise, we will use the spaces

$$
\begin{aligned}
& \mathbf{H}=H_{r a d}^{2}(\mathbf{R})=\left\{u \in H^{2}(\mathbf{R}) \mid u(x)=u(-x) \forall x \in \mathbf{R}\right\} \text { and } \\
& \mathbf{L}=L_{r a d}^{2}(\mathbf{R})=\left\{u \in L^{2}(\mathbf{R}) \mid u(x)=u(-x) \text { a.e. } x \in \mathbf{R}\right\}
\end{aligned}
$$

Clearly $\mathbf{H} \cap V$ is an open set of $\mathbf{H}$. We define $S:(\mathbf{H} \cap V) \times \mathbf{H} \longrightarrow \mathbf{L}, T: \mathbf{R} \times \mathbf{H} \times \mathbf{H} \longrightarrow$ L,

$$
\begin{gather*}
S(r, u)=-r^{\prime \prime}+(1+r)^{3}-(1+r)-c^{2} \varepsilon^{2}\left(1+r-\frac{1}{(1+r)^{3}}\right)+(1+r) u^{2}  \tag{1.14}\\
T(\lambda, r, u)=-u^{\prime \prime}+\left(q^{2}(1+r)^{2}-\lambda\right) u \tag{1.15}
\end{gather*}
$$

It is obvious that $S$ and $T$ are well defined and of class $C^{\infty}$ (recall that $\mathbf{H} \subset C_{b}^{1}(\mathbf{R})$ and $\mathbf{H}$ is an algebra). Clearly $r$ and $u$ satisfy the system (1.9)-(1.10) if and only if $S(r, u)=0$ and $T(\lambda, r, u)=0$.

In the next section, we will study the structure of the set of nontrivial solutions in a neighborhood of the trivial ones. It follows easily from the implicit function theorem that there are no nontrivial solutions of (1.9)-(1.10) in a neighborhood of $(\lambda, 0,0)$ for $\lambda<q^{2}$ (see the proof of Theorem 3.8). It is well known
that we may have nontrivial solutions arbitrarily close to $\left(\lambda, r_{2 c \varepsilon}, 0\right)$ if and only if the differential $d_{(r, u)}(S, T)\left(\lambda, r_{2 c \varepsilon}, 0\right)$ is not invertible. For $\lambda<q^{2}$, we will see that $d_{(r, u)}(S, T)\left(\lambda, r_{2 c \varepsilon}, 0\right)$ is not invertible if and only if $\lambda$ is an eigenvalue of the particular Schrödinger operator given by (1.10). In this case we show that all the nontrivial solutions in a neighborhood of $\left(\lambda, r_{2 c \varepsilon}, 0\right)$ form a smooth curve in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$.

It is natural to ask how long such a branch of solutions exists. Recently, there were obtained general global bifurcation results for $C^{1}$ Fredholm mappings of index 0 which apply to a broad class of elliptic equations in $\mathbf{R}^{N}$ (see, e.g., [9], [10]). Using the ideas and techniques developed in [11] it can be proved that for any fixed $\lambda<q^{2}$, the mapping $(S, T(\lambda, \cdot, \cdot)):(\mathbf{H} \cap V) \times \mathbf{H} \longrightarrow \mathbf{L} \times \mathbf{L}$ is Fredholm of index 0 . By a general global bifurcation theorem (a variant of Theorem 6.1 in [9]), one can prove that either the branch of nontrivial solutions of (1.9)-(1.10) starting from a bifurcation point $\left(\lambda, r_{2 c \varepsilon}, 0\right)$ is noncompact in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$ or it meets $\left[q^{2}, \infty\right) \times \mathbf{H} \times \mathbf{H}$ (note that $\left[q^{2}, \infty\right)$ is the essential spectrum of the linear Schrödinger operator appearing in (1.10)).

To obtain further information (such as unboundedness) about the branches of nontrivial solutions, a key ingredient would be the properness of the operator $(S, T)$, at least on closed bounded sets. Unfortunately, it is easy to see that the operator $(S, T)$ is not proper on closed bounded sets. Indeed, it suffices to take $r_{n}=$ $r_{2 c \varepsilon}(\cdot-n)+r_{2 c \varepsilon}(\cdot+n)$ and to observe that $(S, T)\left(\lambda, r_{n}, 0\right) \longrightarrow(0,0)$ as $n \longrightarrow \infty$; the sequence $\left(r_{n}\right)$ is bounded in $\mathbf{H}$ but has no convergent subsequence.

In order to obtain a more precise description of the branches of nontrivial solutions and to avoid troubles due to the lack of properness, we choose a different approach: we reformulate the problem and we work on a weighted Sobolev space (which is a subspace of $\mathbf{H}$ ). In section 3, we use a variant of the global bifurcation theorem of Rabinowitz [12] to obtain global branches of solutions of (1.9)-(1.10) in that space. Note that the use of a slowly increasing weight (for example, $\left(1+x^{2}\right)^{s}$ for $s>0)$ is sufficient to eliminate the lack of properness and to obtain global branches of travelling-waves. It is worth noting that for $\lambda<q^{2}$, any nontrivial travelling-wave which is in $\mathbf{H}$ also belongs to the weighted space which is used (i.e., there is no loss of solutions). We show that there exists exactly one branch of nontrivial solutions bifurcating from the curve $\left(\lambda, r_{2 c \varepsilon}, 0\right)$ if $q \leq \frac{1}{\sqrt{2 \ln 2}}$. The number of these branches is increasing with $q$ and tends to infinity as $q \longrightarrow \infty$. We will prove that any of these branches is either unbounded (in the weighted space) or $\lambda$ tends to $q^{2}$ along it. On the other hand, we prove that there are no nontrivial solutions of (1.9)-(1.10) for $\lambda>q^{2}$.
2. Local curves of solutions. In order to prove a local existence result of nontrivial solitary waves for the system (1.1), we have to study the properties of the linear operator $A=-\frac{d^{2}}{d x^{2}}+q^{2}\left(1+r_{2 c \varepsilon}\right)^{2}$, which can be written as $A=-\frac{d^{2}}{d x^{2}}+$ $q^{2} r_{2 c \varepsilon}\left(2+r_{2 c \varepsilon}\right)+q^{2}$. Since $-1<r_{2 c \varepsilon}(x)<0$ for any $x \in \mathbf{R}$, the function $r_{2 c \varepsilon}\left(2+r_{2 c \varepsilon}\right)$ is everywhere negative (and even). Actually, in a slightly more general framework, we will study the operator $L=-\frac{d^{2}}{d x^{2}}+V(x)$ for a negative potential $V$, the properties of $A$ being then deduced from those of $L$ by a shift. For any $\lambda \leq 0$, we also consider the Cauchy problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(x)+V(x) u(x)=\lambda u(x)  \tag{2.1}\\
u(0)=1, \quad u^{\prime}(0)=0
\end{array}\right.
$$

If $V$ is continuous and even (i.e., $V(x)=V(-x)$ ), it is clear that problem (2.1) has a unique global solution which is also even. We denote by $u_{\lambda}$ this solution and by $n(\lambda)$ the number of zeroes of $u_{\lambda}$ in $(0, \infty)$.

Proposition 2.1. Let $V \in L^{2} \cap L^{\infty}\left(\mathbf{R}^{N}\right), V \not \equiv 0$ be continuous, less than or equal to zero, even, and satisfy $\lim _{x \rightarrow \pm \infty} V(x)=0$. The operator $L=-\frac{d^{2}}{d x^{2}}+V(x):$ $\mathbf{H} \longrightarrow \mathbf{L}$ is self-adjoint and has the following properties:
(i) $\sigma_{\text {ess }}(L)=[0, \infty)$.
(ii) $L$ has at least one negative eigenvalue.
(iii) Any eigenvalue of $L$ is simple.
(iv) For any $\lambda<0$ and $\varepsilon>0$, there exists $C>0$ such that

$$
\begin{equation*}
\left|u_{\lambda}^{(m)}(x)\right| \leq C e^{\sqrt{-\lambda+\varepsilon}|x|}, \quad m=0,1,2 \tag{2.2}
\end{equation*}
$$

If $\lambda<0$ is an eigenvalue and $0<\varepsilon<-\lambda$, there exist $C_{1}, C_{2}, M>0$ such that

$$
\begin{equation*}
C_{1} e^{-\sqrt{-\lambda+\varepsilon}|x|} \leq\left|u_{\lambda}^{(m)}(x)\right| \leq C_{2} e^{-\sqrt{-\lambda-\varepsilon}|x|} \quad \text { on } \quad[M, \infty), \quad m=0,1,2 \tag{2.3}
\end{equation*}
$$

(v) For any $\lambda \leq 0$, the number of eigenvalues of $L$ in $(-\infty, \lambda)$ is exactly $n(\lambda)$, the number of zeroes of $u_{\lambda}$ in $(0, \infty)$.
(vi) If $\int_{0}^{\infty} x|V(x)| d x<\infty$, then $L$ has at most $1+\int_{0}^{\infty} x|V(x)| d x$ negative eigenvalues.

Proof. (i) The operator $-\frac{d^{2}}{d x^{2}}+V(x)$ on $L^{2}(\mathbf{R})$ (with domain $H^{2}(\mathbf{R})$ ) is selfadjoint, so it is easy to see that $L$ is self-adjoint. Multiplication by $V$ is a relatively compact perturbation of $-\Delta$ and it follows from a classical theorem of Weyl that $\sigma_{e s s}(L)=\sigma_{\text {ess }}(-\Delta)=[0, \infty)$.
(ii) It suffices to show that there exists $u \in \mathbf{H}$ such that $\langle L u, u\rangle_{\mathbf{L}}<0$ and it will follow from the min-max principle (see [13, Theorem XIII.1, p. 76]) that $L$ has negative eigenvalues. Consider an even function $u \in C_{0}^{\infty}$ such that $u \equiv 1$ on $[-1,1]$ and $u$ is nonincreasing on $[0, \infty)$. Let $u_{n}(x)=u\left(\frac{x}{n}\right)$. Then

$$
\left\langle L u_{n}, u_{n}\right\rangle_{\mathbf{L}}=\frac{1}{n} \int_{\mathbf{R}}\left|u^{\prime}(x)\right|^{2} d x+\int_{\mathbf{R}}\left|u\left(\frac{x}{n}\right)\right|^{2} V(x) d x \longrightarrow \int_{\mathbf{R}} V(x) d x<0
$$

as $n \longrightarrow \infty$, and thus $\left\langle L u_{n}, u_{n}\right\rangle_{\mathbf{L}}<0$ for $n$ sufficiently large.
(iii) Clearly, $\lambda$ is an eigenvalue of $L$ if and only if $u_{\lambda} \in \mathbf{H}$. If this is the case, it is obvious that $\operatorname{Ker}(L-\lambda)=\operatorname{Span}\left\{u_{\lambda}\right\}$. Since $L$ is self-adjoint, we have $\operatorname{Ker}(L-\lambda) \cap$ $\operatorname{Im}(L-\lambda)=\{0\}$, so for any $n \in \mathbf{N}^{*}$ we have $\operatorname{Ker}(L-\lambda)^{n}=\operatorname{Ker}(L-\lambda)=\operatorname{Span}\left\{u_{\lambda}\right\} ;$ that is, $\lambda$ is a simple eigenvalue.
(iv) By (2.1), $u_{\lambda}$ and $u_{\lambda}^{\prime}$ cannot vanish simultaneously, so $u_{\lambda}$ must change sign any time it vanishes and $u_{\lambda}$ has only isolated zeroes. There exists $d>0$ such that $V(x)-\lambda>-\frac{\lambda}{2}>0$ on $[d, \infty)$ because $V(x) \longrightarrow 0$ as $x \longrightarrow \infty$. Two situations may occur:

1. There exists $x_{0}>d$ such that $u_{\lambda}\left(x_{0}\right)$ and $u_{\lambda}^{\prime}\left(x_{0}\right)$ have the same sign, say, are positive. Then $u_{\lambda}^{\prime \prime}=(V(x)-\lambda) u_{\lambda}$, and thus $u_{\lambda}^{\prime \prime}$ will remain positive after $x_{0}$ as long as $u_{\lambda}>0$, which implies that $u_{\lambda}^{\prime}$ is increasing, hence it remains positive as long as $u_{\lambda}>0$. Consequently, $u_{\lambda}$ is increasing after $x_{0}$ as long as it remains positive, which implies that $u_{\lambda}$ is positive and increasing on $\left[x_{0}, \infty\right)$. Since $u_{\lambda}^{\prime}(x) \geq u_{\lambda}^{\prime}\left(x_{0}\right)>0$ for any $x>x_{0}$, we have necessarily $\lim _{x \rightarrow \infty} u_{\lambda}(x)=\infty$. By (2.1) we find that $\lim _{x \rightarrow \infty} u_{\lambda}^{\prime \prime}(x)=\infty$, so we have also $\lim _{x \rightarrow \infty} u_{\lambda}^{\prime}(x)=\infty$. Let $f(x)=\left(u_{\lambda}^{\prime}(x)\right)^{2}$ and $g(x)=u_{\lambda}^{2}(x)$. Clearly, $f(x) \longrightarrow \infty, g(x) \longrightarrow \infty$ as $x \longrightarrow \infty$ and

$$
\frac{f^{\prime}(x)}{g^{\prime}(x)}=\frac{u_{\lambda}^{\prime \prime}(x)}{u_{\lambda}(x)}=V(x)-\lambda \longrightarrow-\lambda \quad \text { as } x \longrightarrow \infty
$$

L'Hôpital's rule implies that $\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=-\lambda$, which gives $\lim _{x \rightarrow \infty} \frac{u_{\lambda}^{\prime}(x)}{u_{\lambda}(x)}=\sqrt{-\lambda}$. Thus, for any $\epsilon>0$ there exists $x_{\epsilon}>0$ such that

$$
\begin{equation*}
\sqrt{-\lambda-\epsilon}<\frac{u_{\lambda}^{\prime}(x)}{u_{\lambda}(x)}<\sqrt{-\lambda+\epsilon} \quad \text { on }\left[x_{\epsilon}, \infty\right) \tag{2.4}
\end{equation*}
$$

Integrating (2.4) from $x_{\epsilon}$ to $x$ we get, for any $x>x_{\epsilon}$,

$$
\sqrt{-\lambda-\epsilon}\left(x-x_{\epsilon}\right)<\ln u_{\lambda}(x)-\ln u_{\lambda}\left(x_{\epsilon}\right)<\sqrt{-\lambda+\epsilon}\left(x-x_{\epsilon}\right)
$$

that is,

$$
\begin{equation*}
u_{\lambda}\left(x_{\epsilon}\right) e^{\sqrt{-\lambda-\epsilon}\left(x-x_{\epsilon}\right)}<u_{\lambda}(x)<u_{\lambda}\left(x_{\epsilon}\right) e^{\sqrt{-\lambda+\epsilon}\left(x-x_{\epsilon}\right)} \quad \text { for any } x>x_{\epsilon} \tag{2.5}
\end{equation*}
$$

Note that the above situation always occurs if $u_{\lambda}$ has a zero in $(d, \infty)$. Indeed, if $u_{\lambda}\left(x_{0}\right)=0$, then necessarily $u_{\lambda}(x)$ and $u_{\lambda}^{\prime}(x)$ have opposite signs for $x<x_{0}$ and $x$ close to $x_{0}$ (because if $u_{\lambda}$ and $u_{\lambda}^{\prime}$ have the same sign at some $x_{1} \in\left(d, x_{0}\right)$, we have just seen that $u_{\lambda}$ cannot vanish after $\left.x_{1}\right)$. But $u_{\lambda}$ changes sign at $x_{0}$ and $u_{\lambda}^{\prime}\left(x_{0}\right) \neq 0$, hence $u_{\lambda}$ and $u_{\lambda}^{\prime}$ have the same sign just after $x_{0}$.
2. The functions $u_{\lambda}$ and $u_{\lambda}^{\prime}$ have opposite signs in $(d, \infty)$. Replacing $u_{\lambda}$ by $-u_{\lambda}$ if necessary, we may suppose that $u_{\lambda}>0$ and $u_{\lambda}^{\prime}<0$ in $(d, \infty)$ (observe that $u_{\lambda}^{\prime}$ cannot vanish because it also changes sign at any zero and we would be in case 1 ). So $u_{\lambda}$ is decreasing and positive on $(d, \infty)$. Let $l=\lim _{x \rightarrow \infty} u_{\lambda}(x)$. Clearly, $l \geq 0$. If $l>0$, then $u_{\lambda}^{\prime \prime}(x) \longrightarrow-\lambda l>0$ as $x \longrightarrow \infty$ by (2.1), which implies $u_{\lambda}^{\prime}(x) \longrightarrow \infty$ as $x \longrightarrow \infty$, a contradiction. Thus necessarily $l=0$. Also, $u_{\lambda}^{\prime}$ is increasing on $(d, \infty)$ (because $\left.u_{\lambda}^{\prime \prime}(x)=(V(x)-\lambda) u_{\lambda}(x)>0\right)$ and negative, so it also has a limit at infinity. Since $u_{\lambda}$ converges (to zero) at infinity, we must have $\lim _{x \rightarrow \infty} u_{\lambda}^{\prime}(x)=0$. Now we may apply l'Hôpital's rule to get

$$
\lim _{x \rightarrow \infty} \frac{\left(u_{\lambda}^{\prime}(x)\right)^{2}}{u_{\lambda}^{2}(x)}=\lim _{x \rightarrow \infty} \frac{u_{\lambda}^{\prime \prime}(x)}{u_{\lambda}(x)}=\lim _{x \rightarrow \infty}(V(x)-\lambda)=-\lambda
$$

Thus $\frac{u_{\lambda}^{\prime}(x)}{u_{\lambda}(x)} \longrightarrow-\sqrt{-\lambda}$ as $x \longrightarrow \infty$ because $u_{\lambda}$ and $u_{\lambda}^{\prime}$ have opposite signs at infinity. Given $\epsilon>0$, there exists $M>d$ such that

$$
\begin{equation*}
-\sqrt{-\lambda+\epsilon}<\frac{u_{\lambda}^{\prime}(x)}{u_{\lambda}(x)}<-\sqrt{-\lambda-\epsilon} \quad \text { on }[M, \infty) \tag{2.6}
\end{equation*}
$$

Integrating (2.6) on $[M, x]$ we obtain, as in case 1 ,

$$
\begin{equation*}
u_{\lambda}(M) e^{-\sqrt{-\lambda+\epsilon}(x-M)}<u_{\lambda}(x)<u_{\lambda}(M) e^{-\sqrt{-\lambda-\epsilon}(x-M)} \quad \text { for any } x>M \tag{2.7}
\end{equation*}
$$

Finally, (2.2) and (2.3) follow from (2.5), respectively (2.7), and the fact that $\lim _{x \rightarrow \infty} \frac{u_{\lambda}^{\prime \prime}(x)}{u_{\lambda}(x)}=-\lambda, \lim _{x \rightarrow \infty} \frac{u_{\lambda}^{\prime}(x)}{u_{\lambda}(x)}= \pm \sqrt{-\lambda}$. It is obvious that $\lambda$ is an eigenvalue of $L$ if and only if $u_{\lambda} \in \mathbf{H}$, i.e., if and only if we are in case 2 . Therefore assertion (iv) is proved.

Note also that $u_{\lambda}$ has only a finite number of zeroes. Indeed, it follows from the above arguments that $u_{\lambda}$ has at most one zero in $(d, \infty)$ and we know that any zero is isolated, and thus there are only finitely many zeroes in $[0, d]$.

The proofs of (v) and (vi) are rather classical and are similar to the proofs of Theorems XIII. 8 and XIII.9, pp. 90-94 in [13]. The bound on the number of eigenvalues given by (vi) is due to Bargmann (see [13] and references therein).

Corollary 2.2. The linear operator $A=-\frac{d^{2}}{d x^{2}}+q^{2}\left(1+r_{2 c \varepsilon}\right)^{2}$ (considered on $\mathbf{L}$ with domain $D(A)=\mathbf{H}$ ) is self-adjoint and has the following properties:
(i) $A \geq 2 c^{2} \varepsilon^{2} q^{2}$ and $\sigma_{\text {ess }}(A)=\left[q^{2}, \infty\right)$.
(ii) $A$ has at least one eigenvalue in $\left[2 c^{2} \varepsilon^{2} q^{2}, q^{2}\right)$.
(iii) Any eigenvalue of $A$ is simple. If $\mu<q^{2}$ is an eigenvalue and $u_{\mu}$ is a corresponding eigenvector, then for any $\epsilon>0$, there exist $C_{1}, C_{2}, M>0$ such that

$$
\begin{equation*}
C_{1} e^{-\sqrt{q^{2}-\mu+\epsilon}|x|} \leq\left|u_{\mu}^{(m)}(x)\right| \leq C_{2} e^{-\sqrt{q^{2}-\mu-\epsilon}|x|} \quad \text { if }|x| \geq M, \quad m=0,1,2 \tag{2.8}
\end{equation*}
$$

(iv) Let $N_{q}$ be the number of eigenvalues of $A$ in $\left[2 c^{2} \varepsilon^{2} q^{2}, q^{2}\right)$. We have $N_{q}<$ $1+(2 \ln 2) q^{2}$. In particular, if $q \leq \frac{1}{\sqrt{2 \ln 2}}$, then $A$ has exactly one eigenvalue less than $q^{2}$.
(v) We have $N_{q} \longrightarrow \infty$ as $q \longrightarrow \infty$.

It can be proved that there exist $c_{1}, c_{2}, q_{0}>0$ such that $c_{1} q \leq N_{q} \leq c_{2} q$ for any $q \geq q_{0}$, but we will not make use of this result in what follows.

Proof. Recall that $r_{2 c \varepsilon}$ is given by (1.12). We have $A=-\frac{d^{2}}{d x^{2}}+q^{2} V(x)+q^{2}$, where the function $V$ given by $V(x)=\left(1+r_{2 c \varepsilon}(x)\right)^{2}-1=\left(1-2 c^{2} \varepsilon^{2}\right)\left(-1+\tanh ^{2}\left(\sqrt{\frac{1-2 c^{2} \varepsilon^{2}}{2}} x\right)\right)$ is even, negative, tends exponentially to zero as $x \longrightarrow \pm \infty$, and $\inf _{x \in \mathbf{R}} V(x)=$ $2 c^{2} \varepsilon^{2}-1$. Obviously, $\mu$ is an eigenvalue of $A$ if and only if $\mu-q^{2}$ is an eigenvalue of $-\frac{d^{2}}{d x^{2}}+q^{2} V(x)$, so (i), (ii), and (iii) follow at once from Proposition 2.1.

An easy computation gives

$$
\begin{aligned}
& \int_{0}^{\infty} x|V(x)| d x=\left(1-2 c^{2} \varepsilon^{2}\right) \int_{0}^{\infty} x\left(1-\tanh ^{2}\left(\sqrt{\frac{1-2 c^{2} \varepsilon^{2}}{2}} x\right)\right) d x \\
& =2 \int_{0}^{\infty} y\left(1-\tanh ^{2} y\right) d y=2 \int_{0}^{\infty} y(\tanh y-1)^{\prime} d y=2 \ln 2
\end{aligned}
$$

Now (iv) is a direct consequence of Proposition 2.1(vi).
(v) Fix $n \in \mathbf{N}, n \geq 1$ and take $n$ symmetric functions $\varphi_{1}, \ldots, \varphi_{n} \in C_{0}^{\infty}(\mathbf{R})$, $\varphi_{i} \not \equiv 0$ such that $\operatorname{supp}\left(\varphi_{i}\right) \cap \operatorname{supp}\left(\varphi_{j}\right)=\emptyset$ if $i \neq j$. Clearly,
$\left\langle A \varphi_{i}, \varphi_{i}\right\rangle_{\mathbf{L}}-q^{2}\left\langle\varphi_{i}, \varphi_{i}\right\rangle_{\mathbf{L}}=\int_{\mathbf{R}}\left|\nabla \varphi_{i}\right|^{2} d x+q^{2} \int_{\mathbf{R}} V(x)\left|\varphi_{i}(x)\right|^{2} d x \longrightarrow-\infty \quad$ as $q \longrightarrow \infty$.
Hence, there exists $q_{0}>0$ such that for any $q \geq q_{0}$ and any $i=1, \ldots, n$ we have $\left\langle A \varphi_{i}, \varphi_{i}\right\rangle_{\mathbf{L}}-q^{2}\left\langle\varphi_{i}, \varphi_{i}\right\rangle_{\mathbf{L}}<0$. Since the $\varphi_{i}$ 's have disjoint supports, we get

$$
\begin{aligned}
& \left\langle A\left(\sum_{i=1}^{n} \alpha_{i} \varphi_{i}\right), \sum_{i=1}^{n} \alpha_{i} \varphi_{i}\right\rangle_{\mathbf{L}}-q^{2}\left\|\sum_{i=1}^{n} \alpha_{i} \varphi_{i}\right\|_{\mathbf{L}}^{2} \\
& =\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\left(\int_{\mathbf{R}}\left|\nabla \varphi_{i}\right|^{2} d x+q^{2} \int_{\mathbf{R}} V(x)\left|\varphi_{i}(x)\right|^{2} d x\right)<0
\end{aligned}
$$

Therefore we have found an $n$-dimensional subspace of $\mathbf{H}, V_{n}=\operatorname{Span}\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$, such that $\langle A u, u\rangle_{\mathbf{L}}-q^{2}\|u\|_{\mathbf{L}}<0$ for any $u \in V_{n}$ and any $q \geq q_{0}$. By the min-max principle (see, e.g., [13, Theorem XIII.1, p. 76]) it follows that for $q \geq q_{0}, A$ has at least $n$ eigenvalues less than $q^{2}$; that is, $N_{q} \geq n$ if $q \geq q_{0}$. This proves (v).

We have the following result concerning the existence of nontrivial solitary waves.

Theorem 2.3. Let $\lambda_{*}<q^{2}$ be an eigenvalue of $A$ and let $u_{*}$ be a corresponding eigenvector. There exists $\eta>0$ and $C^{\infty}$ functions

$$
s \longmapsto(\lambda(s), r(s), u(s)) \in \mathbf{R} \times \mathbf{H} \times\left(u_{*}^{\perp} \cap \mathbf{H}\right)
$$

defined on $(-\eta, \eta)$ such that $\lambda(0)=\lambda_{*}, r(0)=0, u(0)=0$, and

$$
S\left(r_{2 c \varepsilon}+s r(s), s\left(u_{*}+u(s)\right)\right)=0, \quad T\left(\lambda(s), r_{2 c \varepsilon}+s r(s), s\left(u_{*}+u(s)\right)\right)=0
$$

Moreover, there exists a neighborhood $U$ of $\left(\lambda_{*}, r_{2 c \varepsilon}, 0\right)$ in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$ such that any solution of $S(r, u)=0, T(\lambda, r, u)=0$ in $U$ is either of the form $\left(\lambda(s), r_{2 c \varepsilon}+\right.$ $\left.\operatorname{sr}(s), s\left(u_{*}+u(s)\right)\right)$ or of the form $\left(\lambda, r_{2 c \varepsilon}, 0\right)$.

That is, $r=r_{2 c \varepsilon}+s r(s), u=s\left(u_{*}+u(s)\right)$ are nontrivial solutions of (1.9)-(1.10) for $\lambda=\lambda(s)$.

Let $g_{2 c \varepsilon}:(-1, \infty) \longrightarrow \mathbf{R}, g_{2 c \varepsilon}(x)=(1+x)^{3}-(1+x)-c^{2} \varepsilon^{2}\left(1+x-\frac{1}{(1+x)^{3}}\right)$. Then $S(r, u)$ can be written as $S(r, u)=-r^{\prime \prime}+g_{2 c \varepsilon}(r)+(1+r) u^{2}$. It is easily seen that $d_{r} S\left(r_{2 c \varepsilon}, 0\right)=-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)$.

For the proof of Theorem 2.3, we need the following lemmas.
Lemma 2.4. The linear operator $J:=-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right): \mathbf{H} \longrightarrow \mathbf{L}$ has the following properties:
(i) $J$ is self-adjoint, invertible, and has the essential spectrum $\sigma_{\text {ess }}(J)=[2-$ $\left.4 c^{2} \varepsilon^{2}, \infty\right)$.
(ii) $J$ has exactly one negative eigenvalue and any eigenvalue of $J$ is simple.

Proof. (i) The linear operator $B=-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)$ with domain $D(B)=H^{2}(\mathbf{R})$ is self-adjoint in $L^{2}(\mathbf{R})$. We claim that $\operatorname{Ker}(B)=\operatorname{Span}\left\{\frac{d}{d x} r_{2 c \varepsilon}\right\}$. Indeed, we have

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} r_{2 c \varepsilon}=g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right) \tag{2.9}
\end{equation*}
$$

Thus $r_{2 c \varepsilon}^{\prime \prime} \in C^{1}(\mathbf{R})$. Differentiating (2.9) with respect to $x$ we get $\frac{d}{d x} r_{2 c \varepsilon} \in \operatorname{Ker}(B)$.
Conversely, let $h \in \operatorname{Ker}(B)$. Then $h^{\prime \prime}=g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) h$, so that

$$
\left(h^{\prime} r_{2 c \varepsilon}^{\prime}\right)^{\prime}=h^{\prime \prime} r_{2 c \varepsilon}^{\prime}+h^{\prime} r_{2 c \varepsilon}^{\prime \prime}=h g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) r_{2 c \varepsilon}^{\prime}+h^{\prime} g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)=\left(h g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)\right)^{\prime}
$$

Hence $h^{\prime} r_{2 c \varepsilon}^{\prime}=h g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)+C$ on $\mathbf{R}$. Taking the limits as $|x| \longrightarrow \infty$, we get $C=0$, so $h^{\prime} r_{2 c \varepsilon}^{\prime}=h g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)=h r_{2 c \varepsilon}^{\prime \prime}$. Since $r_{2 c \varepsilon}^{\prime} \neq 0$ on $(-\infty, 0)$ and on $(0, \infty)$, on each of these intervals we have $\left(\frac{h}{r_{2 c \varepsilon}^{\prime}}\right)^{\prime}=\frac{h^{\prime} r_{2 c e}^{\prime}-h r_{2 c \varepsilon}^{\prime \prime}}{\left(r_{2 c \varepsilon}^{\prime}\right)^{2}}=0$. Thus there exist constants $C_{1}, C_{2}$ such that $h(x)=C_{1} r_{2 c \varepsilon}^{\prime}(x)$ on $(-\infty, 0)$ and $h(x)=C_{2} r_{2 c \varepsilon}^{\prime}(x)$ on $(0, \infty)$. Consequently, $h^{\prime}(x)=C_{1} r_{2 c \varepsilon}^{\prime \prime}(x)=C_{1} g\left(r_{2 c \varepsilon}(x)\right)$ on $(-\infty, 0)$ and $h^{\prime}(x)=C_{2} r_{2 c \varepsilon}^{\prime \prime}(x)=$ $C_{2} g_{2 c \varepsilon}\left(r_{2 c \varepsilon}(x)\right)$ on $(0, \infty)$. But $h^{\prime}$ is continuous because $h \in H^{2}(\mathbf{R})$ and therefore $C_{1}=C_{2}$, which proves our claim.

Since $r_{2 c \varepsilon}^{\prime} \notin \mathbf{H}$, it is clear that the restriction of $B$ to $\mathbf{H}$ is one-to-one from $\mathbf{H}$ into $\mathbf{L}$. It remains to prove that $B \mathbf{H}=\mathbf{L}$. It is well known that $\operatorname{Im}(B)=\operatorname{Ker}(B)^{\perp}=$ $\left(r_{2 c \varepsilon}^{\prime}\right)^{\perp}$ since $B$ is self-adjoint. We have $\mathbf{L} \subset \operatorname{Im}(B)$ because $r_{2 c \varepsilon}^{\prime}$ is an odd function. Let $f \in \mathbf{L}$. Clearly there exists $r \in H^{2}(\mathbf{R})$ such that $B r=f$. Let $\tilde{r}(x)=r(-x)$. It is easy to see that $B \tilde{r}=f$, hence there exists $C$ such that $r-\tilde{r}=C r_{2 c \varepsilon}^{\prime}$. Then $r-\frac{1}{2} C r_{2 c \varepsilon}^{\prime}=\frac{1}{2}(r+\tilde{r}) \in \mathbf{H}$ and $B\left(r-\frac{1}{2} C r_{2 c \varepsilon}^{\prime}\right)=f$.

Now it is clear that $J$, which is the restriction of $B$ to $\mathbf{H}$, is self-adjoint in $\mathbf{L}$ and invertible. The function $g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)$ tends (exponentially) to $g_{2 c \varepsilon}^{\prime}(0)=2-4 c^{2} \varepsilon^{2}$ as $x \longrightarrow \infty$. It follows from Weyl's theorem that $\sigma_{\text {ess }}(J)=\sigma_{\text {ess }}(B)=\left[2-4 c^{2} \varepsilon^{2}, \infty\right)$. This completes the proof of (i).
(ii) It follows from Proposition 2.1(iii) and (v) that any eigenvalue of $J$ is simple and the number of negative eigenvalues of $J$ is exactly the number of zeroes of $u$ in $(0, \infty)$, where $u$ is the solution of the Cauchy problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) u=0 \quad \text { in }[0, \infty),  \tag{2.10}\\
u(0)=1, \quad u^{\prime}(0)=0
\end{array}\right.
$$

We use the following simplified version of the well-known Sturm oscillation lemma (this is also a particular case of Lemma 5 in [8]).

Sturm oscillation lemma. Let $Y$ and $Z$ be nontrivial solutions of the differential equation

$$
-\varphi^{\prime \prime}+h(x) \varphi=0
$$

on some interval $(\mu, \nu)$, where $h$ is continuous on $(\mu, \nu)$. If $Y$ and $Z$ are linearly independent and $Y(\mu)=Y(\nu)=0$, then $Z$ has at least one zero in $(\mu, \nu)$.

From this lemma it follows at once that $J$ has at most one negative eigenvalue. Indeed, suppose that $J$ has at least two negative eigenvalues. Then the solution $u$ of (2.10) has at least two zeroes in $(0, \infty)$, say $x_{1}<x_{2}$. But the function $r_{2 c \varepsilon}^{\prime}$ also satisfies the differential equation in (2.10), and obviously $u$ and $r_{2 c \varepsilon}^{\prime}$ are linearly independent (because $r_{2 c \varepsilon}^{\prime}(0)=0$ ). Using Sturm's oscillation lemma, we infer that $r_{2 c \varepsilon}^{\prime}$ must have a zero on $\left(x_{1}, x_{2}\right)$, which is absurd because $r_{2 c \varepsilon}^{\prime}(x)>0$ on $(0, \infty)$.

Now let us prove that $J$ has (at least) one negative eigenvalue. We argue again by contradiction and we suppose that $J$ has no negative eigenvalues. Then the solution $u$ of (2.10) has no zeroes in $[0, \infty)$, consequently $u(x)>0$ for any $x \in[0, \infty)$. Since $g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}(x)\right) \longrightarrow 2-4 c^{2} \varepsilon^{2}>0$ as $x \longrightarrow \infty$, repeating the argument used in the proof of Proposition 2.1(iv) we infer that either $u(x) \longrightarrow \infty$ or $u(x) \longrightarrow 0$ as $x \longrightarrow \infty$. In the latter case we have also

$$
\left|u^{(m)}(x)\right| \leq C e^{-\sqrt{2-4 c^{2} \varepsilon^{2}-\delta}|x|}, \quad m=0,1,2
$$

for some constant $C>0, \delta \in\left(0,2-4 c^{2} \varepsilon^{2}\right)$, and $x$ sufficiently large. Consequently, $u \in \mathbf{H}$ and 0 is an eigenvalue of $J$. But this is excluded by (i). Therefore we must have $u(x) \longrightarrow \infty$ as $x \longrightarrow \infty$.

Since $u(0)=1$, we have $u>0$ in a neighborhood of 0 . Note that $g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}(0)\right)=$ $\left(5+\frac{3}{2 c^{2} \varepsilon^{2}}\right)\left(c^{2} \varepsilon^{2}-\frac{1}{2}\right)<0$, hence $g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)<0$ near 0 . From (2.10) we get $u^{\prime \prime}(x)<0$ for $x>0$ and $x$ close to 0 . We have $u^{\prime}(0)=0$, so there exists $\delta>0$ such that $u^{\prime}(x)<0$ on $(0, \delta]$. We may choose $\delta$ so small that $u(\delta)>0$ and $r_{2 c \varepsilon}^{\prime \prime}(\delta)>0$ (note that $r_{2 c \varepsilon}^{\prime \prime}(0)=g_{2 c \varepsilon}\left(r_{2 c \varepsilon}(0)\right)=\frac{\left(1-2 c^{2} \varepsilon^{2}\right)^{2}}{2 \sqrt{2} c \varepsilon}>0$ ). Let $\beta=\frac{u(\delta)}{r_{2 c \varepsilon}^{\prime}(\delta)}>0$ and let $h(x)=\beta r_{2 c \varepsilon}^{\prime}(x)-u(x)$. Clearly, $h$ is a solution of the differential equation in (2.10) and $h(\delta)=0, h^{\prime}(\delta)=\beta r_{2 c \varepsilon}^{\prime \prime}(\delta)-u^{\prime}(\delta)>0$. Hence $h(x)>0$ for $x>\delta$ and $x$ close to $\delta$. On the other hand, we have $\lim _{x \rightarrow \infty} h(x)=-\infty$, so there exists $\eta>\delta$ such that $h(\eta)=0$. Since both $r_{2 c \varepsilon}^{\prime}$ and $h$ satisfy the differential equation in (2.10), by the Sturm oscillation lemma we infer that $r_{2 c \varepsilon}^{\prime}$ must have a zero in $(\delta, \eta)$, which is absurd. This finishes the proof of Lemma 2.4.

Lemma 2.5. We have the following:
(i) $\operatorname{Ker}\left(T\left(\lambda_{*}, r_{2 c \varepsilon}, \cdot\right)\right)=\operatorname{Span}\left(u_{*}\right)$.
(ii) $\operatorname{Im}\left(T\left(\lambda_{*}, r_{2 c \varepsilon}, \cdot\right)\right)=u_{*}^{\perp} \cap \mathbf{L}$.

The proof is obvious.

Proof of Theorem 2.3. Let $\tilde{V}=\left\{r \in \mathbf{H}\left|\sup _{x \in \mathbf{R}}\right| r(x) \mid<1\right\}$ and $I=(-\sqrt{2} c \varepsilon$, $\sqrt{2} c \varepsilon)$. Clearly $\tilde{V}$ is open in $\mathbf{H}$. We define $F: I \times \mathbf{R} \times \tilde{V} \times\left(\mathbf{H} \cap u_{*}^{\perp}\right) \longrightarrow \mathbf{L} \times \mathbf{L}$ by

$$
F(s, \lambda, r, u)= \begin{cases}\binom{\frac{1}{s} S\left(r_{2 c \varepsilon}+s r, s\left(u_{*}+u\right)\right)}{\frac{1}{s} T\left(\lambda, r_{2 c \varepsilon}+s r, s\left(u_{*}+u\right)\right)} & \text { if } s \neq 0 \\ \binom{d_{r} S\left(r_{2 c \varepsilon}, 0\right) \cdot r}{T\left(\lambda, r_{2 c \varepsilon}, u_{*}+u\right)} & \text { if } s=0\end{cases}
$$

It is easily seen that $F$ is $C^{\infty}$ because

$$
\begin{aligned}
& F_{1}(s, \lambda, r, u)=\frac{1}{s}\left(S\left(r_{2 c \varepsilon}+s r, s\left(u_{*}+u\right)\right)-S\left(r_{2 c \varepsilon}, 0\right)\right) \\
& =\frac{1}{s} \int_{0}^{1} \frac{d}{d t} S\left(r_{2 c \varepsilon}+t s r, t s\left(u_{*}+u\right)\right) d t \\
& =\frac{1}{s} \int_{0}^{1} d_{r} S\left(r_{2 c \varepsilon}+t s r, t s\left(u_{*}+u\right)\right) \cdot s r+d_{u} S\left(r_{2 c \varepsilon}+t s r, t s\left(u_{*}+u\right)\right) \cdot s\left(u_{*}+u\right) d t \\
& =\int_{0}^{1} d_{r} S\left(r_{2 c \varepsilon}+t s r, t s\left(u_{*}+u\right)\right) \cdot r+d_{u} S\left(r_{2 c \varepsilon}+t s r, t s\left(u_{*}+u\right)\right) \cdot\left(u_{*}+u\right) d t
\end{aligned}
$$

and $F_{2}(s, \lambda, r, u)=T\left(\lambda, r_{2 c \varepsilon}+s r, u_{*}+u\right)$.
It is also clear that $F\left(0, \lambda_{*}, 0,0\right)=\binom{0}{0}$ and
$d_{(\lambda, r, u)} F\left(0, \lambda_{*}, 0,0\right)(\tilde{\lambda}, \tilde{r}, \tilde{u})=\binom{0}{-\tilde{\lambda} u_{*}}+\binom{d_{r} S\left(r_{2 c \varepsilon}, 0\right) \cdot \tilde{r}}{0}+\binom{0}{T\left(\lambda_{*}, r_{2 c \varepsilon}, \tilde{u}\right)}$.
In view of Lemmas 2.4 and 2.5, $d_{(\lambda, r, u)} F\left(0, \lambda_{*}, 0,0\right)$ is invertible. By the implicit function theorem, there exist $\eta>0$ and $C^{\infty}$ functions defined on $(-\eta, \eta)$,

$$
s \longmapsto(\lambda(s), r(s), u(s)) \in \mathbf{R} \times \mathbf{H} \times\left(\mathbf{H} \cap u_{*}^{\perp}\right)
$$

such that $\lambda(0)=\lambda_{*}, r(0)=0, u(0)=0$, and $F(s, \lambda(s), u(s), r(s))=(0,0)$. It is obvious that for $s \neq 0,\left(\lambda(s),\left(r_{2 c \varepsilon}+s r(s), s\left(u_{0}+u(s)\right)\right)\right)$ satisfy the system (1.9)(1.10). Finally, the uniqueness part in Theorem 2.3 is proved exactly in the same way as in the bifurcation from a simple eigenvalue theorem (see [4]).

Remark 2.6. Let $\lambda(s), r(s), u(s)$ be given by Theorem 2.3. We have $\dot{\lambda}(0)=0$, $\dot{u}(0)=0$, and

$$
\begin{equation*}
\ddot{\lambda}(0)=-\frac{4 q^{2}}{\left\|u_{*}\right\|_{\mathbf{L}}^{2}}\left\langle\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}, J^{-1}\left(\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}\right)\right\rangle_{\mathbf{L}} \tag{2.11}
\end{equation*}
$$

where the dots denote derivatives with respect to $s$ and $J$ is the operator in Lemma 2.4.
To see this, we differentiate with respect to $s$ the equation $T\left(\lambda(s), r_{2 c \varepsilon}+\operatorname{sr}(s), u_{*}+\right.$ $u(s))=0$ and then take $s=0$ to obtain

$$
\begin{equation*}
-\frac{d^{2}}{d x^{2}} \dot{u}(0)+\left[q^{2}\left(1+r_{2 c \varepsilon}\right)^{2}-\lambda_{*}\right] \dot{u}(0)-\dot{\lambda}(0) u_{*}=0 \tag{2.12}
\end{equation*}
$$

that is, $\left(A-\lambda_{*}\right) \dot{u}(0)-\dot{\lambda}(0) u_{*}=0$. But $\operatorname{Im}\left(A-\lambda_{*}\right)$ and $\operatorname{Ker}\left(A-\lambda_{*}\right)=\operatorname{Span}\left\{u_{*}\right\}$ are orthogonal (because $A$ is self-adjoint), and thus (2.12) implies that $\dot{\lambda}(0)=0$ and $\dot{u}(0)=0$.

We differentiate twice with respect to $s$ the equation $T\left(\lambda(s), r_{2 c \varepsilon}+s r(s), u_{*}+\right.$ $u(s))=0$, then we take $s=0$ to get

$$
\begin{equation*}
\left(A-\lambda_{*}\right) \ddot{u}(0)+4 q^{2}\left(1+r_{2 c \varepsilon}\right) \dot{r}(0) u_{*}-\ddot{\lambda}(0) u_{*}=0 \tag{2.13}
\end{equation*}
$$

Substracting the equation $-r_{2 c \varepsilon}^{\prime \prime}+g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)=0$ from the equation $S\left(r_{2 c \varepsilon}+s r(s), s\left(u_{*}+\right.\right.$ $u(s)))=0$ and then dividing by $s$ we get

$$
\begin{equation*}
-\frac{d^{2}}{d x^{2}} r(s)+\int_{0}^{1} g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}+t s r(s)\right) d t \cdot r(s)+s\left(1+r_{2 c \varepsilon}+s r(s)\right)\left(u_{*}+u(s)\right)^{2}=0 \tag{2.14}
\end{equation*}
$$

We differentiate (2.14) with respect to $s$, then we take $s=0$ to obtain

$$
-\frac{d^{2}}{d x^{2}} \dot{r}(0)+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) \dot{r}(0)+\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}=0
$$

that is, $J \dot{r}(0)+\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}=0$, which can still be written as

$$
\begin{equation*}
\dot{r}(0)=-J^{-1}\left(\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}\right) \tag{2.15}
\end{equation*}
$$

Taking the scalar product of $(2.13)$ with $u_{*}$ we find $\ddot{\lambda}(0)\left\|u_{*}\right\|_{\mathbf{L}}^{2}=4 q^{2}\left\langle\left(1+r_{2 c \varepsilon}\right) u_{*}^{2}, \dot{r}(0)\right\rangle_{\mathbf{L}}$. We replace $\dot{r}(0)$ from (2.15) in the last equality to obtain (2.11).
3. Global branches of solutions. Our purpose is to obtain information about the global structure of the set of nontrivial solutions of (1.9)-(1.10). We give a nonexistence result first.

Proposition 3.1. (i) The system (1.9)-(1.10) does not admit solutions $(\lambda, r, u) \in$ $\mathbf{R} \times V \times H^{1}(\mathbf{R})$ with $(r, u) \neq(0,0)$ if $c \geq \frac{1}{\varepsilon \sqrt{2}}$.
(ii) Suppose that $c<\frac{1}{\varepsilon \sqrt{2}}$ and let $(\lambda, r, u) \in \mathbf{R} \times V \times H^{1}(\mathbf{R})$ be a nontrivial solution of the system (1.9)-(1.10). Then $2 c^{2} \varepsilon^{2} q^{2}<\lambda \leq q^{2}$ and $-1+\sqrt{2} c \varepsilon<r(x) \leq 0$ for any $x \in \mathbf{R}$.

Proof. Let $(\lambda, r, u) \in \mathbf{R} \times V \times H^{1}(\mathbf{R})$ be a solution of (1.9)-(1.10). Since $H^{1}(\mathbf{R}) \subset$ $C_{b}(\mathbf{R}),(1.9)-(1.10)$ imply that $r^{\prime \prime}$ and $u^{\prime \prime}$ are continuous; hence $r, u \in C^{2}(\mathbf{R})$.

If $u \equiv 0$ and $c \geq \frac{1}{\varepsilon \sqrt{2}}$, the only solution of (1.9) which tends to zero at $\pm \infty$ is $r \equiv 0$ (this was proved in [7], but can be easily deduced from the arguments below). From now on we suppose that $u \not \equiv 0$. Multiplying (1.10) by $u$ and integrating we find

$$
\begin{equation*}
\int_{\mathbf{R}}\left|u^{\prime}\right|^{2} d x+q^{2} \int_{\mathbf{R}}(1+r)^{2}|u|^{2} d x=\lambda \int_{\mathbf{R}}|u|^{2} d x \tag{3.1}
\end{equation*}
$$

Since $u \not \equiv 0$, we have necessarily $\lambda>0$. Let $G_{2 c \varepsilon}(s)=\int_{0}^{s} g_{2 c \varepsilon}(\tau) d \tau=\frac{1}{4}\left((1+s)^{2}-\right.$ $1)^{2}\left(1-\frac{2 c^{2} \varepsilon^{2}}{(1+s)^{2}}\right)$. Multiplying (1.9) by $r^{\prime}$ gives

$$
\begin{equation*}
-\frac{1}{2}\left[\left(r^{\prime}\right)^{2}\right]^{\prime}+\left[G_{2 c \varepsilon}(r)\right]^{\prime}+\frac{1}{2}\left[(1+r)^{2}\right]^{\prime} u^{2}=0 \tag{3.2}
\end{equation*}
$$

and multiplying (1.10) by $u^{\prime}$ leads to

$$
\begin{equation*}
-\frac{1}{2}\left[\left(u^{\prime}\right)^{2}\right]^{\prime}+\frac{1}{2} q^{2}(1+r)^{2}\left(u^{2}\right)^{\prime}-\frac{\lambda}{2}\left(u^{2}\right)^{\prime}=0 \tag{3.3}
\end{equation*}
$$

From (3.2) and (3.3) we get

$$
\begin{equation*}
-\frac{1}{2}\left[\left(r^{\prime}\right)^{2}\right]^{\prime}-\frac{1}{2 q^{2}}\left[\left(u^{\prime}\right)^{2}\right]^{\prime}+\left[G_{2 c \varepsilon}(r)\right]^{\prime}+\frac{1}{2}\left[(1+r)^{2} u^{2}\right]^{\prime}-\frac{\lambda}{2 q^{2}}\left(u^{2}\right)^{\prime}=0 . \tag{3.4}
\end{equation*}
$$

Integrating (3.4) from $-\infty$ to $x$ and taking into account that $r(x) \longrightarrow 0, r^{\prime}(x) \longrightarrow 0$, $u(x) \longrightarrow 0$, and $u^{\prime}(x) \longrightarrow 0$ as $x \longrightarrow \pm \infty$, we obtain

$$
\begin{equation*}
\left|r^{\prime}\right|^{2}(x)+\frac{1}{q^{2}}\left|u^{\prime}\right|^{2}(x)+\left(\frac{\lambda}{q^{2}}-(1+r(x))^{2}\right) u^{2}(x)=2 G_{2 c \varepsilon}(r(x)) \quad \text { for any } x \in \mathbf{R} \tag{3.5}
\end{equation*}
$$

Suppose that there exists $x_{0} \in \mathbf{R}$ such that $r\left(x_{0}\right)<\min \left(-1+\frac{\sqrt{\lambda}}{q},-1+\sqrt{2} c \varepsilon\right)$. Then $\frac{\lambda}{q^{2}}-\left(1+r\left(x_{0}\right)\right)^{2}>0$ and the left-hand side of (3.5) is positive at $x_{0}$ (because $u\left(x_{0}\right)=u^{\prime}\left(x_{0}\right)=0$ and (1.10) would imply $u \equiv 0$ ) while $G_{2 c \varepsilon}\left(r\left(x_{0}\right)\right)<0$, a contradiction. Thus $r(x) \geq \min \left(-1+\frac{\sqrt{\lambda}}{q},-1+\sqrt{2} c \varepsilon\right)$ for any $x \in \mathbf{R}$.

Suppose that $\lambda \leq 2 c^{2} \varepsilon^{2} q^{2}$ (that is, $\frac{\sqrt{\lambda}}{q} \leq \sqrt{2} c \varepsilon$ ). Then we have $(1+r(x))^{2} \geq \frac{\lambda}{q^{2}}$ for any $x \in \mathbf{R}$ and (3.1) gives

$$
\int_{\mathbf{R}}\left|u^{\prime}\right|^{2} d x+q^{2} \int_{\mathbf{R}}\left((1+r)^{2}-\frac{\lambda}{q^{2}}\right) u^{2} d x=0
$$

which implies $u \equiv 0$, again a contradiction. Therefore we have $\lambda>2 c^{2} \varepsilon^{2} q^{2}$ and $r(x) \geq-1+\sqrt{2} c \varepsilon$ for any $x \in \mathbf{R}$. This is impossible if $\sqrt{2} c \varepsilon>1$ because $r(x) \longrightarrow 0$ as $x \longrightarrow \pm \infty$.

Hence we cannot have solutions other than $(\lambda, 0,0)$ if $\sqrt{2} c \varepsilon>1$. From now on we suppose that $\sqrt{2} c \varepsilon \leq 1$. In this case we have $r \leq 0$ on $\mathbf{R}$ by the maximum principle. Indeed, the function $g_{2 c \varepsilon}$ is strictly increasing and positive on $(0, \infty)$. Suppose that $r$ achieves a positive maximum at $x_{0}$. Then $r^{\prime \prime}\left(x_{0}\right) \leq 0$. On the other hand, from (1.9) we infer that $r^{\prime \prime}\left(x_{0}\right)=g_{2 c \varepsilon}\left(r\left(x_{0}\right)\right)+\left(1+r\left(x_{0}\right)\right) u^{2}\left(x_{0}\right)>0$, which is absurd.

If $\sqrt{2} c \varepsilon=1$ we have seen that $0 \geq r(x) \geq-1+\sqrt{2} c \varepsilon=0$; hence $r \equiv 0$. Then (1.10) becomes $u^{\prime \prime}=\left(q^{2}-\lambda\right) u$; together with the boundary condition $u(x) \longrightarrow 0$ as $x \longrightarrow \pm \infty$, this gives $u \equiv 0$. Thus (i) is proved.

From now on we suppose throughout that $2 c^{2} \varepsilon^{2}<1$. Clearly, if $r\left(x_{0}\right)=-1+\sqrt{2} c \varepsilon$ for some $x_{0} \in \mathbf{R}$, then (3.5) would imply $u\left(x_{0}\right)=u^{\prime}\left(x_{0}\right)=0$ (because $\lambda>2 c^{2} \varepsilon^{2} q^{2}$ ), hence $u \equiv 0$ by (1.10), which is impossible. Hence $0 \geq r(x)>-1+\sqrt{2} c \varepsilon$ for any $x \in \mathbf{R}$.

It remains only to show that we cannot have nontrivial solutions with $\lambda>q^{2}$. Suppose that $(\lambda, r, u)$ is such a solution. First, observe that $r$ cannot vanish because (3.5) would give a contradiction. We prove that $r$ decays sufficiently fast at infinity. Take $0<\epsilon<\frac{\lambda}{q^{2}}-1$. There exists $M_{\epsilon}>0$ such that $(1+r(x))^{2} \leq 1+\epsilon$ on $\left[M_{\epsilon}, \infty\right)$ (because $r(x) \longrightarrow 0$ as $x \longrightarrow \infty)$. Using (3.5), we have on $\left[M_{\epsilon}, \infty\right)$

$$
0 \leq\left(\frac{\lambda}{q^{2}}-1-\epsilon\right) u^{2}(x) \leq 2 G_{2 c \varepsilon}(r(x))
$$

hence $0 \leq\left(\frac{\lambda}{q^{2}}-1-\epsilon\right) \frac{u^{2}(x)}{|r(x)|} \leq 2 \frac{\left|G_{2 c \varepsilon}(r(x))\right|}{|r(x)|}$. Passing to the limit as $x \longrightarrow \infty$ we obtain $\lim _{x \rightarrow \infty} \frac{u^{2}(x)}{r(x)}=0$. Dividing (1.9) by $r$ we get

$$
\begin{equation*}
\frac{r^{\prime \prime}(x)}{r(x)}=\frac{g_{2 c \varepsilon}(r(x))}{r(x)}+(1+r(x)) \frac{u^{2}(x)}{r(x)} \longrightarrow g_{2 c \varepsilon}^{\prime}(0)>0 \quad \text { as } x \longrightarrow \infty \tag{3.6}
\end{equation*}
$$

Since $r^{\prime \prime}$ must have at least one zero between two zeroes of $r^{\prime}$, (3.6) shows that $r^{\prime}$ has no zeroes in some neighborhood of infinity. In that neighborhood we have

$$
\frac{\left(\left|r^{\prime}(x)\right|^{2}\right)^{\prime}}{\left(r^{2}(x)\right)^{\prime}}=\frac{r^{\prime \prime}(x)}{r(x)} \longrightarrow g_{2 c \varepsilon}^{\prime}(0)>0 \quad \text { as } x \longrightarrow \infty
$$

Since $r(x) \longrightarrow 0$ and $r^{\prime}(x) \longrightarrow 0$ at infinity, we may apply l'Hôpital's rule to get $\lim _{x \rightarrow \infty}\left(\frac{r^{\prime}(x)}{r(x)}\right)^{2}=g_{2 c \varepsilon}^{\prime}(0)$. We know that $r$ and $r^{\prime}$ have constant signs in a neighborhood of infinity and that they cannot have the same sign because $r$ tends to 0 at infinity, so necessarily $\lim _{x \rightarrow \infty} \frac{r^{\prime}(x)}{r(x)}=-\sqrt{g_{2 c \varepsilon}^{\prime}(0)}$. The argument, already used in the proof of Proposition 2.1, shows that for any $\epsilon>0$, there exists $C_{\epsilon}>0$ such that

$$
|r(x)| \leq C_{\epsilon} e^{-\sqrt{g_{2 c \varepsilon}^{\prime}(0)-\epsilon} x} \quad \text { for any } x \in[0, \infty)
$$

Of course a similar estimate is valid on $(-\infty, 0]$. In particular, $r^{2}+2 r$ is a continuous, bounded function on $\mathbf{R}$ and $\lim _{x \rightarrow \pm \infty}|x|\left(r^{2}(x)+2 r(x)\right)=0$. Moreover, multiplication by $r^{2}+2 r$ is a bounded operator on $L^{2}(\mathbf{R})$; hence it is also bounded with respect to $-\frac{d^{2}}{d x^{2}}$ with relative bound zero. Consequently, by the Kato-Agmon-Simon theorem (see, e.g., [13, Theorem XIII.58, p. 226]), the operator $-\frac{d^{2}}{d x^{2}}+q^{2}\left(r^{2}+2 r\right.$ ) (with domain $H^{2}(\mathbf{R})$ and range $L^{2}(\mathbf{R})$ ) cannot have eigenvalues embedded in the continuous spectrum $(0, \infty)$. This means exactly that the operator $-\frac{d^{2}}{d x^{2}}+q^{2}(1+r)^{2}$ has no eigenvalues in $\left(q^{2}, \infty\right)$ and contradicts the existence of a nontrivial solution $(\lambda, r, u)$ with $\lambda>q^{2}$.

We will use the following variant of the global bifurcation theorem of Rabinowitz.
Proposition 3.2. Let $E$ be a real Banach space and $\Omega \subset \mathbf{R} \times E$ an open set. Suppose that $G: \Omega \longrightarrow E$ is compact on closed, bounded subsets $\omega \subset \Omega$ such that $\operatorname{dist}(\omega, \partial \Omega)>0$ and is of the form $G(a, u)=L(a, u)+H(a, u)$, where $L$ and $H$ satisfy the following assumptions:
(a) $L(a, \cdot)$ is linear, compact for any fixed $a$ and $(a, u) \longmapsto L(a, u)$ is continuous and compact on closed, bounded subsets $\omega \subset \Omega$ such that dist $(\omega, \partial \Omega)>0$.
(b) For any closed, bounded subset $\omega \subset \Omega$ such that dist $(\omega, \partial \Omega)>0$, there exists a function $h_{\omega}$ such that $h_{\omega}(s) \longrightarrow 0$ as $s \longrightarrow 0$ and

$$
\|H(a, u)\| \leq\|u\| h_{\omega}(\|u\|) \quad \text { for any }(a, u) \in \omega
$$

(c) There exists $a_{0}$ and $\epsilon>0$ such that

- $\left(a_{0}, 0\right) \in \Omega$,
- for any $a \in\left[a_{0}-\epsilon, a_{0}+\epsilon\right] \backslash\left\{a_{0}\right\}$ we have $\operatorname{Ker}(I d-L(a, \cdot))=\{0\}$,
- if $a_{1} \in\left[a_{0}-\epsilon, a_{0}\right)$ and $a_{2} \in\left(a_{0}, a_{0}+\epsilon\right]$, then

$$
\operatorname{ind}\left(I d-L\left(a_{1}, \cdot\right), 0\right) \neq \operatorname{ind}\left(I d-L\left(a_{2}, \cdot\right), 0\right)
$$

Let

$$
\mathcal{S}=\{(a, u) \in \Omega \mid u \neq 0 \text { and } u=G(a, u)\}
$$

be the set of nontrivial solutions of the equation $u=G(a, u)$. Then $\mathcal{S} \cup\left\{\left(a_{0}, 0\right)\right\}$ possesses a maximal subcontinuum (i.e., a maximal closed connected subset) $\mathcal{C}_{a_{0}}$ which contains $\left(a_{0}, 0\right)$ and has at least one of the following properties:
(i) $\mathcal{C}_{a_{0}}$ is unbounded.
(ii) $\operatorname{dist}\left(\mathcal{C}_{a_{0}}, \partial \Omega\right)=0$.
(iii) $\mathcal{C}_{a_{0}}$ meets $\left(a_{1}, 0\right)$, where $a_{1} \neq a_{0}$ and $\operatorname{Ker}\left(I d-L\left(a_{1}, \cdot\right)\right) \neq\{0\}$.

From the first assertion in (c) it follows that the index $\operatorname{ind}(\operatorname{Id}-L(a, \cdot), 0)=$ $\operatorname{deg}(I d-L(a, \cdot), B(0, \rho), 0)$ is well defined for any $a \in\left[a_{0}-\epsilon, a_{0}+\epsilon\right] \backslash\left\{a_{0}\right\}$. By (a) and the homotopy invariance of the Leray-Schauder degree, it is a continuous function of $a$. Thus we have necessarily $\operatorname{Ker}\left(\operatorname{Id}-L\left(a_{0}, \cdot\right)\right) \neq\{0\}$ (since otherwise $\operatorname{ind}\left(I d-L\left(a_{0}, \cdot\right), 0\right)$ would be defined and $\operatorname{ind}(\operatorname{Id}-L(a, \cdot) 0)$ would be constant for $a \in\left[a_{0}-\epsilon, a_{0}+\epsilon\right]$, contradicting the last assertion in (c)).

The proof of Proposition 3.2 is similar to that of Theorem 1.3, p. 490 in [12] (see also Corollary 1.12 in [12]).

Next, we give a reformulation of problem (1.9)-(1.10) suitable for the use of Proposition 3.2.

Equation (1.9) can be written as $-r^{\prime \prime}+g_{2 c \varepsilon}(r)+(1+r) u^{2}=0$, where $g_{2 c \varepsilon}(x)=$ $(1+x)^{3}-(1+x)-c^{2} \varepsilon^{2}\left(1+x-\frac{1}{(1+x)^{3}}\right)$. We will seek solutions of the form $r(x)=$ $r_{2 c \varepsilon}(x)+w(x)$. Taking into account that $r_{2 c \varepsilon}$ satisfies $-r_{2 c \varepsilon}^{\prime \prime}+g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)=0$, (1.9) becomes

$$
\begin{equation*}
-w^{\prime \prime}+g_{2 c \varepsilon}\left(r_{2 c \varepsilon}+w\right)-g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)+\left(1+r_{2 c \varepsilon}+w\right) u^{2}=0 . \tag{3.7}
\end{equation*}
$$

Note that $g_{2 c \varepsilon}^{\prime}(0)=2-4 c^{2} \varepsilon^{2}>0$, thus the linear operator $-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)$ (with domain $\mathbf{H}$ and range $\mathbf{L}$ ) is invertible, and thus (3.7) is equivalent to

$$
\begin{align*}
w= & -\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right)^{-1}\left[g_{2 c \varepsilon}\left(r_{2 c \varepsilon}+w\right)-g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) w+\left(1+r_{2 c \varepsilon}+w\right) u^{2}\right]  \tag{3.8}\\
& -\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right)^{-1}\left[\left(g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)-g_{2 c \varepsilon}^{\prime}(0)\right) w\right]
\end{align*}
$$

In the same way, (1.10) can be written as

$$
-u^{\prime \prime}+\left(q^{2}-\lambda\right) u=q^{2}\left(1-\left(1+r_{2 c \varepsilon}+w\right)^{2}\right) u
$$

For $\lambda<q^{2}$, the linear operator $-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda$ is invertible and (1.10) becomes

$$
\begin{align*}
u= & -q^{2}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda\right)^{-1}\left[\left(r_{2 c \varepsilon}^{2}+2 r_{2 c \varepsilon}\right) u\right]  \tag{3.9}\\
& -q^{2}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda\right)^{-1}\left[\left(w^{2}+2 w r_{2 c \varepsilon}+2 w\right) u\right]
\end{align*}
$$

We denote

$$
\begin{aligned}
& \begin{array}{r}
H_{1}(w, u)=\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right)^{-1}\left[g_{2 c \varepsilon}\left(r_{2 c \varepsilon}+w\right)-g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) w\right. \\
\\
\left.+\left(1+r_{2 c \varepsilon}+w\right) u^{2}\right]
\end{array} \\
& \begin{array}{r}
H_{2}(\lambda, w, u)=q^{2}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda\right)^{-1}\left[\left(w^{2}+2 w r_{2 c \varepsilon}+2 w\right) u\right]
\end{array} \\
& A_{\lambda}(u)=A(\lambda, u)=q^{2}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda\right)^{-1}\left[\left(r_{2 c \varepsilon}^{2}+2 r_{2 c \varepsilon}\right) u\right] \\
& B(w)=\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right)^{-1}\left[\left(g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)-g_{2 c \varepsilon}^{\prime}(0)\right) w\right]
\end{aligned}
$$

It is easy to see that $A_{\lambda}, B: \mathbf{L} \longrightarrow \mathbf{H}$ are linear and continuous. Denote $V_{2 c \varepsilon}=$ $\left\{r \in \mathbf{H} \mid r+r_{2 c \varepsilon} \in V\right\}$. It is obvious that $V_{2 c \varepsilon}$ is open in $\mathbf{H}$. Since $\mathbf{H} \subset C_{b}^{1}(\mathbf{R})$ and $\mathbf{H}$ is an algebra, $H_{1}$ and $H_{2}$ are well defined and continuous from $V_{2 c \varepsilon} \times \mathbf{H}$ and $\left(-\infty, q^{2}\right) \times \mathbf{H} \times \mathbf{H}$, respectively, to $\mathbf{H}$.

If $\lambda<q^{2}$, then $(\lambda, r, u)$ satisfies the system (1.9)-(1.10) if and only if $(\lambda, w, u)$ (where $w=r-r_{2 c \varepsilon}$ ) satisfies the system (3.8)-(3.9), which is equivalent to

$$
\binom{w}{u}=-\left(\begin{array}{cc}
B & 0  \tag{3.10}\\
0 & A_{\lambda}
\end{array}\right)\binom{w}{u}-\binom{H_{1}(w, u)}{H_{2}(\lambda, w, u)} .
$$

We have already shown in the introduction that we cannot expect to have properness for problem (1.9)-(1.10). The counterexample that we have seen is essentially due to the invariance by translations of the system and to the fact that we have localized solutions. Of course passing from (1.9)-(1.10) to (3.10) should not prevent the same problems from appearing. To overcome this difficulty, we shall work on some weighted Sobolev space. As a "weight," we take a function $W: \mathbf{R} \longrightarrow \mathbf{R}$ which satisfies the following properties:

$$
\begin{equation*}
W \text { is continuous and even, i.e., } W(x)=W(-x) \text {; } \tag{W1}
\end{equation*}
$$

$$
\begin{equation*}
W \geq 1 \text { and } \lim _{x \rightarrow \infty} W(x)=\infty ; \tag{W2}
\end{equation*}
$$

$$
\begin{equation*}
\text { There exists } C_{W}>0 \text { such that } W(a+b) \leq C_{W}(W(a)+W(b)) \text {. } \tag{W3}
\end{equation*}
$$

It follows easily from (W1) and (W3) that there exist $K, s>0$ such that $W(x) \leq K|x|^{s}$ for $|x| \geq 1$. Indeed, from (W3) we infer that for all $a \in \mathbf{R}, W\left(2^{n} a\right) \leq\left(2 C_{W}\right)^{n} W(a)$. If $x \in\left[2^{n-1}, 2^{n}\right]$ and $M=\max _{x \in[0,1]} W(x)$, then

$$
\begin{aligned}
W(x) & \leq\left(2 C_{W}\right)^{n} W\left(\frac{x}{2^{n}}\right) \leq 2 C_{W} M\left(2 C_{W}\right)^{n-1} \\
& =2 C_{W} M 2^{(n-1)\left(1+\log _{2} C_{W}\right)} \leq 2 C_{W} M x^{1+\log _{2} C_{W}} .
\end{aligned}
$$

In particular, we get

$$
\begin{equation*}
e^{-a|\cdot|} W(\cdot) \in L^{1} \cap L^{\infty}(\mathbf{R}) \quad \forall a>0 . \tag{W4}
\end{equation*}
$$

For a function $W$ satisfying (W1)-(W3) we consider the spaces

$$
\begin{aligned}
& \mathbf{L}_{W}=\{\varphi \in \mathbf{L} \mid W \varphi \in \mathbf{L}\}, \\
& \mathbf{H}_{W}=\left\{\varphi \in \mathbf{H} \mid W \varphi, W \varphi^{\prime}, W \varphi^{\prime \prime} \in \mathbf{L}\right\},
\end{aligned}
$$

endowed with the norms $\|\varphi\|_{\mathbf{L}_{W}}=\|W \varphi\|_{L^{2}}$, respectively $\|\varphi\|_{\mathbf{H}_{W}}^{2}=\|W \varphi\|_{L^{2}}^{2}+$ $\left\|W \varphi^{\prime}\right\|_{L^{2}}^{2}+\left\|W \varphi^{\prime \prime}\right\|_{L^{2}}^{2}$. Equipped with these norms, $\mathbf{L}_{W}$ and $\mathbf{H}_{W}$ are Hilbert spaces. It is clear that $\|\varphi\|_{L^{2}} \leq\|\varphi\|_{\mathbf{L}_{W}},\|\varphi\|_{H^{2}} \leq\|\varphi\|_{\mathbf{H}_{W}}$, and $\mathbf{L}_{W}$ (respectively, $\mathbf{H}_{W}$ ) is a dense subspace of $\mathbf{L}$ (respectively, of $\mathbf{H}$ ).

Lemma 3.3. The embedding $\mathbf{H}_{W} \subset C_{b}^{1}(\mathbf{R})$ is compact.
Proof. It is clear that the embeddings $\mathbf{H}_{W} \subset H^{2}(\mathbf{R}) \subset C_{b}^{1}(\mathbf{R})$ are continuous. To prove compactness, consider an arbitrary sequence $u_{n} \rightharpoonup 0$ in $\mathbf{H}_{W}$ and let us show that $u_{n} \longrightarrow 0$ in $C_{b}^{1}(\mathbf{R})$. Fix $\epsilon>0$. Let $K=\sup _{n}\left\|u_{n}\right\|_{\mathbf{H}_{W}}$. There exists $M>0$ such that $W(x) \geq \frac{K}{\epsilon}$ if $|x| \geq M$. It follows that $\left\|u_{n}\right\|_{H^{2}((-\infty, M) \cup(M, \infty))} \leq \epsilon$. By the Sobolev
embedding theorem, we have $\left\|u_{n}\right\|_{L^{\infty}((-\infty, M] \cup[M, \infty))}+\left\|u_{n}^{\prime}\right\|_{L^{\infty}((-\infty, M] \cup[M, \infty))} \leq$ $C_{S} \epsilon$. On the other hand $u_{n \mid[-M, M]} \rightharpoonup 0$ in $H^{2}(-M, M)$. Since the embedding $H^{2}(-M, M) \subset C^{1}([-M, M])$ is compact, it follows that $u_{n} \longrightarrow 0$ in $C^{1}([-M, M])$, so $\left\|u_{n}\right\|_{L^{\infty}([-M, M])}+\left\|u_{n}^{\prime}\right\|_{L^{\infty}([-M, M])} \leq \epsilon$ if $n$ is sufficiently big. Thus $\left\|u_{n}\right\|_{L^{\infty}(\mathbf{R})}+$ $\left\|u_{n}^{\prime}\right\|_{L^{\infty}(\mathbf{R})} \leq\left(C_{S}+1\right) \epsilon$ for $n$ sufficiently big. As $\epsilon$ was arbitrary, we infer that $u_{n} \longrightarrow 0$ in $C_{b}^{1}(\mathbf{R})$ and the lemma is proved.

Lemma 3.4. Let $W$ satisfy (W1)-(W3). For any $a>0$, the operator $-\frac{d^{2}}{d x^{2}}+$ $a: \mathbf{H}_{W} \longrightarrow \mathbf{L}_{W}$ is bounded and invertible. Moreover, the norm of $\left(-\frac{d^{2}}{d x^{2}}+a\right)^{-1}$ is uniformly bounded in $\mathcal{L}\left(\mathbf{L}_{W}, \mathbf{H}_{W}\right)$ when the parameter a remains in a compact subinterval of $(0, \infty)$.

Proof. It is clear that

$$
\left\|\left(-\frac{d^{2}}{d x^{2}}+a\right) v\right\|_{\mathbf{L}_{W}}=\left\|-v^{\prime \prime}+a v\right\|_{\mathbf{L}_{W}} \leq C\|v\|_{\mathbf{H}_{W}}
$$

and thus the operator is bounded. Since $-\frac{d^{2}}{d x^{2}}+a: \mathbf{H} \longrightarrow \mathbf{L}$ is bounded and invertible, it is clear that the restriction of $-\frac{d^{2}}{d x^{2}}+a$ to $\mathbf{H}_{W}$ is one-to-one and for any $f \in \mathbf{L}_{W} \subset \mathbf{L}$ there exists a unique $v \in \mathbf{H}$ such that $\left(-\frac{d^{2}}{d x^{2}}+a\right) v=f$. It remains only to prove that $v \in \mathbf{H}_{W}$ and $\|v\|_{\mathbf{H}_{W}} \leq\|f\|_{\mathbf{L}_{W}}$. Using the Fourier transform we get $\left(\xi^{2}+a\right) \widehat{v}(\xi)=\widehat{f}(\xi)$ or, equivalently, $\widehat{v}(\xi)=\frac{1}{\xi^{2}+a} \widehat{f}(\xi)$. Since $\mathcal{F}\left(e^{-\sqrt{a}|\cdot|}\right)(\xi)=\frac{2 \sqrt{a}}{\xi^{2}+a}$, we infer that

$$
\begin{equation*}
v=\frac{1}{2 \sqrt{a}}\left(e^{-\sqrt{a}|\cdot|}\right) * f . \tag{3.11}
\end{equation*}
$$

From (3.11) we get

$$
\begin{aligned}
& |v(x) W(x)|=\frac{1}{2 \sqrt{a}} W(x)\left|\int_{\mathbf{R}} e^{-\sqrt{a}|x-y|} f(y) d y\right| \\
& \leq \frac{C_{W}}{2 \sqrt{a}} \int_{\mathbf{R}} W(x-y) e^{-\sqrt{a}|x-y|}|f(y)|+e^{-\sqrt{a}|x-y|} W(y)|f(y)| d y \\
& \leq C_{1}(a)\left[\left(\left(W e^{-\sqrt{a}|\cdot|}\right) *|f|\right)(x)+\left(e^{-\sqrt{a}|\cdot|}\right) *(|f| W)(x)\right]
\end{aligned}
$$

that is, $|v W| \leq C_{1}(a)\left[\left(W e^{-\sqrt{a}|\cdot|}\right) *|f|+e^{-\sqrt{a}|\cdot|} *(|f| W)\right]$. But

$$
\left\|\left(W e^{-\sqrt{a}|\cdot|}\right) *|f|\right\|_{L^{2}} \leq\left\|W e^{-\sqrt{a}|\cdot|}\right\|_{L^{1}}\|f\|_{L^{2}} \leq\left\|W e^{-\sqrt{a}|\cdot|}\right\|_{L^{1}}\|f\|_{\mathbf{L}_{W}}
$$

and

$$
\left\|e^{-\sqrt{a}|\cdot|} *(|f| W)\right\|_{L^{2}} \leq\left\|e^{-\sqrt{a}|\cdot|}\right\|_{L^{1}}\|W f\|_{L^{2}}
$$

and thus we obtain from (3.11) that

$$
\begin{equation*}
\|v\|_{\mathbf{L}_{W}} \leq C_{2}(a)\|f\|_{\mathbf{L}_{W}} \tag{3.12}
\end{equation*}
$$

where $C_{2}(a)$ remains bounded if $a \in[d, e], 0<d<e<\infty$.
In the same way, we have $\widehat{v^{\prime}}(\xi)=i \xi \widehat{v}(\xi)=\frac{i \xi}{\xi^{2}+a} \widehat{f}(\xi)$; hence $v^{\prime}(x)=-\frac{1}{2} \zeta_{a} * f(x)$, where $\zeta_{a}(x)=\operatorname{sgn}(x) e^{-\sqrt{a}|x|}$. Repeating the above argument we find

$$
\begin{equation*}
\left\|v^{\prime} W\right\|_{L^{2}} \leq C_{3}(a)\|f\|_{\mathbf{L}_{W}} \tag{3.13}
\end{equation*}
$$

where $C_{3}(a)$ remains bounded if $a$ is in a compact interval of $(0, \infty)$.
Finally, using the equation satisfied by $v$ we get $v^{\prime \prime}=-f+a v$; hence

$$
\begin{equation*}
\left\|v^{\prime \prime} W\right\|_{L^{2}} \leq\|f\|_{\mathbf{L}_{W}}+a\|v\|_{\mathbf{L}_{W}} \leq\left(1+a C_{2}(a)\right)\|f\|_{\mathbf{L}_{W}} \tag{3.14}
\end{equation*}
$$

Lemma 3.4 follows from (3.12), (3.13), and (3.14).
Note that the operator $-\frac{d^{2}}{d x^{2}}+a: \mathbf{H}_{W} \longrightarrow \mathbf{L}_{W}$ is not invertible if the weight $W$ increases too fast at infinity. Indeed, if $f \in C_{0}^{\infty}(\mathbf{R})$ and $f \geq 0$, it is easily seen (e.g., from (3.11)) that the solution $v$ of $-v^{\prime \prime}+a v=f$ behaves like $e^{-\sqrt{a}|\cdot|}$ at $\pm \infty$. If we take $W(x)=e^{b|x|}$ and $a<b^{2}$, then $v$ does not belong to $\mathbf{H}_{W}$, and thus $-\frac{d^{2}}{d x^{2}}+a: \mathbf{H}_{W} \longrightarrow \mathbf{L}_{W}$ is not surjective.

The next lemma shows that we do not lose solutions if we work in $\mathbf{H}_{W}$ instead of $\mathbf{H}$.

Lemma 3.5. Let $(\lambda, r, u)$ be a solution of (1.9)-(1.10) with $r \in \mathbf{H}, u \in \mathbf{H}$, and $\lambda<q^{2}$. Then $r$ and $u$ belong to $\mathbf{H}_{W}$.

Proof. We have already seen in Proposition 3.1 that $-1+\sqrt{2} c \varepsilon<r \leq 0$. Applying Proposition 2.1(iv) (see also Corollary 2.2(iii)) for $V(x)=q^{2}\left(r^{2}(x)+2 r(x)\right)$, we infer that for any $\epsilon>0, u, u^{\prime}$, and $u^{\prime \prime}$ decay at $\pm \infty$ faster than $e^{-\sqrt{q^{2}-\lambda-\epsilon|x|}}$; hence $u \in \mathbf{H}_{W}$.

Since $g_{2 c \varepsilon}^{\prime}(0)>0$ and $r(x) \longrightarrow 0$ as $|x| \longrightarrow \infty$, there exists $M>0$ such that $r(x) g_{2 c \varepsilon}(r(x)) \geq \frac{1}{2} g_{2 c \varepsilon}^{\prime}(0) r^{2}(x)$ if $|x|>M$.

Consider a symmetric function $\chi \in C_{0}^{\infty}(\mathbf{R})$ such that $\chi \equiv 1$ on $[-1,1], \chi$ is nonincreasing on $[0, \infty)$, and $\operatorname{supp}(\chi) \subset[-2,2]$. We multiply (1.9) by $\operatorname{xr}(x) \chi\left(\frac{x}{n}\right)$ and integrate on $[0, \infty)$. Integrating by parts, we get

$$
\begin{align*}
& \int_{0}^{\infty}\left|r^{\prime}\right|^{2}(x) x \chi\left(\frac{x}{n}\right) d x-\frac{1}{2} r^{2}(0)-\frac{1}{2} \int_{0}^{\infty} r^{2}(x)\left(\frac{2}{n} \chi^{\prime}\left(\frac{x}{n}\right)+\frac{x}{n^{2}} \chi^{\prime \prime}\left(\frac{x}{n}\right)\right) d x  \tag{3.15}\\
& +\int_{0}^{M} g_{2 c \varepsilon}(r(x)) r(x) x \chi\left(\frac{x}{n}\right) d x+\int_{M}^{\infty} g_{2 c \varepsilon}(r(x)) r(x) x \chi\left(\frac{x}{n}\right) d x \\
& +\int_{0}^{\infty}(1+r(x)) u^{2}(x) r(x) x \chi\left(\frac{x}{n}\right) d x=0
\end{align*}
$$

By the monotone convergence theorem, the first integral in (3.15) tends to $\int_{0}^{\infty}\left|r^{\prime}(x)\right|^{2} x d x$ as $n \longrightarrow \infty$, while the fourth integral tends to $\int_{M}^{\infty} g_{2 c \varepsilon}(r(x)) r(x) x d x$. The other three integrals converge as $n \longrightarrow \infty$ by Lebesgue's theorem on dominated convergence. Letting $n \longrightarrow \infty$ in (3.15) we obtain

$$
\begin{align*}
& \int_{0}^{\infty}\left|r^{\prime}\right|^{2}(x) x d x-\frac{1}{2} r^{2}(0)+\int_{0}^{M} g_{2 c \varepsilon}(r(x)) r(x) x d x  \tag{3.16}\\
& +\int_{M}^{\infty} g_{2 c \varepsilon}(r(x)) r(x) x d x+\int_{0}^{\infty} r(x)(1+r(x)) x u^{2}(x) d x=0
\end{align*}
$$

Since the second and the last integral in (3.16) are finite (because $u$ decays exponentially at $\pm \infty$ ), we infer that $\int_{0}^{\infty}\left|r^{\prime}\right|^{2}(x) x d x<\infty$ and $\int_{M}^{\infty} g_{2 c \varepsilon}(r(x)) r(x) x d x<\infty$. Consequently, $|x|^{\frac{1}{2}} r^{\prime}(x)$ and $|x|^{\frac{1}{2}} r(x)$ belong to $L^{2}(\mathbf{R})$.

We have $g_{2 c \varepsilon}(s)=g_{2 c \varepsilon}^{\prime}(0) s+h(s) s^{2}$, where $h$ is continuous on $(-1, \infty)$; hence $h(r(x))$ is bounded. Equation (1.9) can be written as

$$
\begin{equation*}
-r^{\prime \prime}+g_{2 c \varepsilon}^{\prime}(0) r=-(1+r) u^{2}-h(r) r^{2} \tag{3.17}
\end{equation*}
$$

which gives, as in the proof of Lemma 3.4,

$$
\begin{equation*}
r=-\frac{1}{2 \sqrt{g_{2 c \varepsilon}^{\prime}(0)}} e^{-\sqrt{g_{2 c \varepsilon}^{\prime}(0)} \cdot|\cdot|} *\left((1+r) u^{2}+h(r) r^{2}\right) . \tag{3.18}
\end{equation*}
$$

Suppose that $|x|^{\alpha} r(x) \in L^{2}(\mathbf{R})$ for some $\alpha>0$. Since $|x|^{\beta} u(x) \in L^{p}(\mathbf{R})$ for any $\beta>0$ and $1 \leq p \leq \infty$ we have

$$
\begin{align*}
|x|^{2 \alpha}|r(x)| \leq & C\left[\left(\left.|\cdot|\right|^{2 \alpha} e^{-\sqrt{g_{2 c \varepsilon}^{\prime}(0)}|\cdot|}\right) *\left((1+r) u^{2}+h(r) r^{2}\right)(x)\right. \\
& \left.+e^{-\sqrt{g_{2 c \varepsilon}^{\prime}(0)}|\cdot|} *\left((1+r) u^{2}|\cdot|^{2 \alpha}+h(r)\left(|\cdot|^{\alpha} r\right)^{2}\right)\right](x) \tag{3.19}
\end{align*}
$$

and we infer that $|\cdot|^{2 \alpha} r \in L^{p}(\mathbf{R})$ for $1 \leq p \leq \infty$.
We have already proved that $|x|^{\frac{1}{2}} r(x) \in L^{2}(\mathbf{R})$, so it follows easily by induction that $|x|^{\sigma} r(x) \in L^{p}(\mathbf{R})$ for any $\sigma>0$ and $1 \leq p \leq \infty$. Since $W(x) \leq K|x|^{s}$ for some $K, s>0$, we infer that $(1+r) u^{2}+h(r) r^{2} \in \mathbf{L}_{W}$. Now it follows from (3.17) and Lemma 3.4 that $r \in \mathbf{H}_{W}$, and Lemma 3.5 is proved.

Now we turn our attention to the operators $A, B, H_{1}$, and $H_{2}$ appearing in (3.10).
Lemma 3.6. We have the following:
(i) For any $\lambda \in\left(-\infty, q^{2}\right), A_{\lambda}: \mathbf{H}_{W} \longrightarrow \mathbf{H}_{W}$ is linear, compact and the mapping $(\lambda, u) \longmapsto A_{\lambda}(u)$ is continuous from $\left(-\infty, q^{2}\right) \times \mathbf{H}_{W}$ to $\mathbf{H}_{W}$ and compact on closed bounded subsets of $[d, e] \times \mathbf{H}_{W}$ for $-\infty<d<e<q^{2}$.
(ii) The linear operator $B: \mathbf{H}_{W} \longrightarrow \mathbf{H}_{W}$ is compact.
(iii) $H_{1}:\left(\left(V-r_{2 c \varepsilon}\right) \cap \mathbf{H}_{W}\right) \times \mathbf{H}_{W} \longrightarrow \mathbf{H}_{W}$ is continuous, compact on closed bounded subsets $\omega_{1}$ of $\left(\left(V-r_{2 c \varepsilon}\right) \cap \mathbf{H}_{W}\right) \times \mathbf{H}_{W}$ such that dist $\left(\omega_{1},\left(\mathbf{H}_{W} \backslash\left(V-r_{2 c \varepsilon}\right)\right) \times\right.$ $\left.\mathbf{H}_{W}\right)>0$ and

$$
\begin{equation*}
\left\|H_{1}(w, u)\right\|_{\mathbf{H}_{W}} \leq C_{\omega_{1}}\left(\|w\|_{\mathbf{H}_{W}}^{2}+\|u\|_{\mathbf{H}_{W}}^{2}\right) \tag{3.20}
\end{equation*}
$$

(iv) $H_{2}:\left(-\infty, q^{2}\right) \times \mathbf{H}_{W} \times \mathbf{H}_{W} \longrightarrow \mathbf{H}_{W}$ is continuous, compact on closed bounded subsets of $[d, e] \times \mathbf{H}_{W} \times \mathbf{H}_{W}$ for $-\infty<d<e<q^{2}$ and
$\left\|H_{2}(\lambda, w, u)\right\|_{\mathbf{H}_{W}} \leq C_{d, e}\left(\|w\|_{\mathbf{H}_{W}}^{2}+\|w\|_{\mathbf{H}_{W}}^{4}+\|u\|_{\mathbf{H}_{W}}^{2}\right) \quad$ for any $\lambda \in[d, e]$.
Proof. It is easy to see that $u_{n} \rightharpoonup u_{*}$ in $\mathbf{H}_{W}$ and $v_{n} \rightharpoonup v_{*}$ in $\mathbf{H}_{W}$ imply that $u_{n} v_{n} \longrightarrow u_{*} v_{*}$ in $\mathbf{L}_{W}$. Indeed, $\left(u_{n}\right)$ and $\left(v_{n}\right)$ are bounded in $\mathbf{H}_{W}$, and by Lemma 3.3 we have
$\left\|u_{n} v_{n}-u_{*} v_{*}\right\|_{\mathbf{L}_{W}} \leq\left\|v_{n}-v_{*}\right\|_{L^{\infty}}\left\|u_{n}\right\|_{\mathbf{L}_{W}}+\left\|u_{n}-u_{*}\right\|_{L^{\infty}}\left\|v_{*}\right\|_{\mathbf{L}_{W}} \longrightarrow 0 \quad$ as $n \longrightarrow \infty$.
(i) It is now clear that $u \longmapsto\left(r_{2 c \varepsilon}^{2}+2 r_{2 c \varepsilon}^{2}\right) u$ is a linear compact mapping from $\mathbf{H}_{W}$ to $\mathbf{L}_{W}$, and we get (i) by using Lemma 3.4 and the resolvent formula

$$
\begin{aligned}
& \left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda_{1}\right)^{-1}-\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda_{2}\right)^{-1} \\
& \quad=\left(\lambda_{1}-\lambda_{2}\right)\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda_{1}\right)^{-1}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda_{2}\right)^{-1}
\end{aligned}
$$

(ii) This is obvious.
(iii) Let $\omega_{1}$ be as in Lemma 3.6. We claim that there exists $\eta>0$ such that for any $(w, u) \in \omega_{1}$ we have $\inf _{x \in \mathbf{R}}\left(w(x)+r_{2 c \varepsilon}(x)\right) \geq-1+\eta$. We argue by contradiction and suppose that there exists a sequence $\left(w_{n}, u_{n}\right) \in \omega_{1}$ such that $a_{n}:=\inf _{x \in \mathbf{R}}\left(w_{n}(x)+\right.$ $\left.r_{2 c \varepsilon}(x)\right)=\left(w_{n}+r_{2 c \varepsilon}\right)\left(x_{n}\right)$ tends to -1 . The sequence $\left(w_{n}\right)$ is bounded in $\mathbf{H}_{W}$; hence we may assume (passing to a subsequence if necessary) that $w_{n} \rightharpoonup w_{*}$ in $\mathbf{H}_{W}$. By Lemma 3.3, $w_{n}+r_{2 c \varepsilon} \longrightarrow w_{*}+r_{2 c \varepsilon}$ in $C_{b}^{1}(\mathbf{R})$. Since $w_{*}(x)+r_{2 c \varepsilon}(x) \longrightarrow 0$ as $x \longrightarrow \infty$, the sequence $\left(x_{n}\right)$ is bounded, say, $x_{n} \in[-M, M]$. Take $\chi \in C_{0}^{\infty}(\mathbf{R})$ such that $\operatorname{supp}(\chi) \subset[-M-1, M+1]$ and $\chi \equiv 1$ on $[-M, M]$. Then $\inf _{x \in \mathbf{R}}\left(w_{n}(x)+r_{2 c \varepsilon}(x)-\right.$ $\left.\left(a_{n}+1\right) \chi(x)\right)=w_{n}\left(x_{n}\right)+r_{2 c \varepsilon}\left(x_{n}\right)-\left(a_{n}+1\right) \chi\left(x_{n}\right)=-1$, so that $w_{n}+r_{2 c \varepsilon}-\left(a_{n}+1\right) \chi \notin$ $V$ and

$$
\operatorname{dist}\left(w_{n}, \mathbf{H}_{W} \backslash\left(V-r_{2 c \varepsilon}\right)\right) \leq \operatorname{dist}\left(w_{n}, w_{n}-\left(a_{n}+1\right) \chi\right)=\left|1+a_{n}\right|\|\chi\|_{\mathbf{H}_{W}} \longrightarrow 0
$$

as $n \longrightarrow \infty$, contradicting the fact that $\left(w_{n}, u_{n}\right) \in \omega_{1}$. This proves the claim.
For a given $w \in V-r_{2 c \varepsilon}$, we have

$$
\begin{aligned}
\left(g_{2 c \varepsilon}\right. & \left.\left(r_{2 c \varepsilon}+w\right)-g_{2 c \varepsilon}\left(r_{2 c \varepsilon}\right)-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) w\right)(x) \\
& =\int_{0}^{1} g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}+t w\right) w(x) d t-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) w(x) \\
& =w^{2}(x) \int_{0}^{1} \int_{0}^{1} g_{2 c \varepsilon}^{\prime \prime}\left(r_{2 c \varepsilon}+t s w\right)(x) d s t d t=w^{2}(x) h_{1}(w)(x)
\end{aligned}
$$

where $h_{1}(w)(x)=\int_{0}^{1} \int_{0}^{1} g_{2 c \varepsilon}^{\prime \prime}\left(r_{2 c \varepsilon}+t s w\right)(x) d s t d t$.
To prove (iii) it suffices to show that for any sequence $\left(w_{n}, u_{n}\right) \in \omega_{1}$ such that $w_{n} \rightharpoonup w_{*}$ and $u_{n} \rightharpoonup u_{*}$ in $\mathbf{H}_{W}$, we have $H_{1}\left(w_{n}, u_{n}\right) \longrightarrow H_{1}\left(w_{*}, u_{*}\right)$ in $\mathbf{H}_{W}$. In view of Lemma 3.4, it suffices to show that

$$
\begin{equation*}
h_{1}\left(w_{n}\right) w_{n}^{2}+\left(1+r_{2 c \varepsilon}+w_{n}\right) u_{n}^{2} \longrightarrow h_{1}\left(w_{*}\right) w_{*}^{2}+\left(1+r_{2 c \varepsilon}+w_{*}\right) u_{*}^{2} \quad \text { in } \mathbf{L}_{W} \tag{3.23}
\end{equation*}
$$

The sequence $\left(w_{n}\right)$ being bounded in $\mathbf{H}_{W}$, there exists $K>0$ such that $-1+$ $\min (\eta, \sqrt{2} c \varepsilon) \leq r_{2 c \varepsilon}(x)+\operatorname{stw}_{n}(x) \leq K$ for any $x \in \mathbf{R}, n \in \mathbf{N}$, and $s, t \in[0,1]$. Since $g_{2 c \varepsilon}^{\prime \prime}$ is uniformly continuous on $[-1+\min (\eta, \sqrt{2} c \varepsilon), K]$, it is standard to prove that $h_{1}\left(w_{n}\right) \longrightarrow h_{1}\left(w_{*}\right)$ in $L^{\infty}(\mathbf{R})$, and then (3.23) follows from (3.22). Finally, using Lemma 3.4 we have for any $(w, u) \in \omega_{1}$

$$
\left\|H_{1}(w, u)\right\|_{\mathbf{H}_{W}} \leq C\left\|h_{1}(w) w^{2}+\left(1+r_{2 c \varepsilon}+w\right) u^{2}\right\|_{\mathbf{L}_{W}} \leq C_{\omega_{1}}\left(\|w\|_{\mathbf{H}_{W}}^{2}+\|u\|_{\mathbf{H}_{W}}^{2}\right)
$$

(iv) From the preceding arguments it is easy to see that the mapping $(w, u) \longmapsto$ $\left(w^{2}+2 w r_{2 c \varepsilon}+2 w\right) u$ is continuous from $\mathbf{H}_{W} \times \mathbf{H}_{W}$ to $\mathbf{L}_{W}$ and the image of any bounded set in $\mathbf{H}_{W} \times \mathbf{H}_{W}$ is precompact in $\mathbf{L}_{W}$, so (iv) follows from Lemma 3.4 and the resolvent formula above. The estimate (3.21) is straightforward.

Lemma 3.7. For any $\lambda<q^{2}$ we have the following:
(i) $\operatorname{Ker}\left(I d_{\mathbf{H}_{W}}+A_{\lambda}\right) \neq\{0\}$ if and only if $\lambda$ is an eigenvalue of the operator $A=-\frac{d^{2}}{d x^{2}}+q^{2}\left(1+r_{2 c \varepsilon}\right)^{2}$. In this case we have $\operatorname{Ker}\left(\operatorname{Id}_{\mathbf{H}_{W}}+A_{\lambda}\right)^{n}=\operatorname{Span}\left\{u_{\lambda}\right\}$ for any $n \in \mathbf{N}^{*}$.
(ii) If $\lambda$ is not an eigenvalue of $A$, then $\operatorname{ind}\left(\operatorname{Id}_{\mathbf{H}_{W}}+A_{\lambda}, 0\right)=(-1)^{n(\lambda)}$ (where $n(\lambda)$ is the number of eigenvalues of $A$ less than $\lambda$ ).

Proof. (i) It is easy to see that $u \in \mathbf{L}$ and $u+A_{\lambda} u=0$ is equivalent to $u \in \mathbf{H}$ and $A u=\lambda u$. Recall that if $\lambda<q^{2}$ is an eigenvalue of $A$ in $\mathbf{L}$, then the corresponding
eigenvector $u_{\lambda}$ is in $\mathbf{H}_{W}$ by Corollary 2.2(iii). Consequently, we have $\operatorname{Ker}\left(\operatorname{Id} \mathbf{H}_{W}+\right.$ $\left.A_{\lambda}\right)=\operatorname{Ker}\left(I d_{\mathbf{L}}+A_{\lambda}\right)=\operatorname{Ker}\left(\lambda I d_{\mathbf{H}}-A\right)=\operatorname{Span}\left\{u_{\lambda}\right\}$.

To prove (i), it suffices to show that $u_{\lambda} \notin \operatorname{Im}\left(I d_{\mathbf{L}}+A_{\lambda}\right)$. Suppose by contradiction that there exists $v \in \mathbf{L}$ such that $v+A_{\lambda} v=u_{\lambda}$. This is equivalent to $v \in \mathbf{H}$ and $A v-\lambda v=-u_{\lambda}^{\prime \prime}+\left(q^{2}-\lambda\right) u_{\lambda}$, that is, $-u_{\lambda}^{\prime \prime}+\left(q^{2}-\lambda\right) u_{\lambda} \in \operatorname{Im}(A-\lambda)$. Since $A-\lambda$ is selfadjoint on $\mathbf{L},-u_{\lambda}^{\prime \prime}+\left(q^{2}-\lambda\right) u_{\lambda}$ must be orthogonal (in $\mathbf{L}$ ) to $\operatorname{Ker}(A-\lambda)=\operatorname{Span}\left\{u_{\lambda}\right\}$, which gives $\int_{\mathbf{R}}\left|u_{\lambda}^{\prime}\right|^{2} d x+\left(q^{2}-\lambda\right) \int_{\mathbf{R}}\left|u_{\lambda}\right|^{2} d x=0$, a contradiction.
(ii) A well-known result of Leray and Schauder asserts that if $K$ is a compact operator on a real Banach space $X$ and 1 is not an eigenvalue of $K$, then

$$
\operatorname{ind}(I d-K, 0)=(-1)^{\beta}
$$

where $\beta$ is the sum of all the (algebraic) multiplicities of eigenvalues of $K$ greater than 1 (see, e.g., [6, Theorem 4.6, p. 133]).

Thus, for a given $\lambda$ which is not an eigenvalue of $A$, we are interested in the eigenvalues $\mu>1$ of $-A_{\lambda}$. Clearly, $-A_{\lambda} u=\mu u$ is equivalent to

$$
q^{2}\left(-\frac{d^{2}}{d x^{2}}+q^{2}-\lambda\right)^{-1}\left(\left(r_{2 c \varepsilon}^{2}+2 r_{2 c \varepsilon}\right) u\right)+\mu u=0
$$

that is,

$$
-u^{\prime \prime}+q^{2}\left(1+r_{2 c \varepsilon}\right)^{2} u+q^{2}\left(1-\frac{1}{\mu}\right)\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right] u=\lambda u
$$

In other words, $\mu>1$ is an eigenvalue of $-A_{\lambda}$ if and only if $\lambda$ is an eigenvalue of the operator

$$
\begin{aligned}
M_{\mu} & =-\frac{d^{2}}{d x^{2}}+q^{2}\left(1+r_{2 c \varepsilon}\right)^{2}+q^{2}\left(1-\frac{1}{\mu}\right)\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right] \\
& =A+q^{2}\left(1-\frac{1}{\mu}\right)\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right]
\end{aligned}
$$

Note that $M_{\mu} \geq A$ for any $\mu \geq 1$ and $\sigma_{\text {ess }}\left(M_{\mu}\right)=\left[q^{2}, \infty\right)$ by Weyl's theorem. By Proposition 2.1(iv), $\lambda \in\left(-\infty, q^{2}\right)$ is an eigenvalue of $M_{\mu}$ considered as an operator on $\mathbf{L}_{W}$ if and only if $\lambda$ is an eigenvalue of $M_{\mu}$ considered as an operator on $\mathbf{L}$. We will work on $\mathbf{L}$ because on this space $M_{\mu}$ is self-adjoint.

If $\lambda<q^{2}$ is not an eigenvalue of $A$, we will prove that there are exactly $n(\lambda)$ values $\mu \in(1, \infty)$ such that $\lambda$ is an eigenvalue of $M_{\mu}$.

For $\mu \in[1, \infty)$, we define

$$
\begin{equation*}
\alpha_{n}(\mu)=\sup _{\varphi_{1}, \ldots, \varphi_{n-1} \in \mathbf{H}} \inf _{\psi \in\left\{\varphi_{1}, \ldots, \varphi_{n-1}\right\}^{\perp}} \frac{\left\langle M_{\mu} \psi, \psi\right\rangle_{\mathbf{L}}}{\|\psi\|_{\mathbf{L}}^{2}} \tag{3.24}
\end{equation*}
$$

By the min-max principle ([13, Theorem XIII.1, p. 76]), either $\alpha_{n}(\mu)$ is the $n$th eigenvalue of $M_{\mu}$ (counted with multiplicity) or $\alpha_{n}(\mu)=q^{2}$. By Proposition 2.1(iii), the eigenvalues of $M_{\mu}$ are simple, thus we have $\alpha_{p}(\mu)<\alpha_{n}(\mu)$ if $p<n$ and $\alpha_{p}(\mu)<q^{2}$.

It is obvious that the functions $\mu \longmapsto \alpha_{n}(\mu)$ are increasing on $[1, \infty)$ because $M_{\mu_{1}} \leq M_{\mu_{2}}$ if $1 \leq \mu_{1}<\mu_{2}$. In fact, $\alpha_{n}$ is strictly increasing on $\left\{\mu \in[1, \infty) \mid \alpha_{n}(\mu)<\right.$ $\left.q^{2}\right\}$. To see this, consider $\mu_{1}<\mu_{2}$ such that $\alpha_{n}\left(\mu_{2}\right)<q^{2}$. Then $\alpha_{1}\left(\mu_{2}\right), \ldots, \alpha_{n}\left(\mu_{2}\right)$ are eigenvalues of $M_{\mu_{2}}$. Let $u_{1}, \ldots, u_{n} \in \mathbf{H}$ be corresponding eigenvectors with $\left\|u_{i}\right\|_{\mathbf{L}}=1$.

Clearly, $u_{1}, \ldots, u_{n}$ are mutually orthogonal in $\mathbf{L}$ and it is easily seen from the definition of $M_{\mu}$ that $\left\langle M_{\mu_{1}} u_{i}, u_{i}\right\rangle_{\mathbf{L}}<\left\langle M_{\mu_{2}} u_{i}, u_{i}\right\rangle_{\mathbf{L}}=\alpha_{i}\left(\mu_{2}\right), i=1, \ldots, n$. Note that the quantity $N(u)=\left(\int_{\mathbf{R}}\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right]|u|^{2} d x\right)^{\frac{1}{2}}$ is a norm on $\mathbf{L}$. Since $\operatorname{Span}\left\{u_{1}, \ldots, u_{n}\right\}$ is finite dimensional, there exists $N_{1}>0$ such that $N(u) \geq N_{1}\|u\|_{\mathbf{L}}$ for any $u \in$ $\operatorname{Span}\left\{u_{1}, \ldots, u_{n}\right\}$. Therefore

$$
\begin{align*}
& \left\langle M_{\mu_{1}}\left(\sum_{i=1}^{n} a_{i} u_{i}\right),\left(\sum_{i=1}^{n} a_{i} u_{i}\right)\right\rangle_{\mathbf{L}}  \tag{3.25}\\
& =\left\langle M_{\mu_{2}}\left(\sum_{i=1}^{n} a_{i} u_{i}\right),\left(\sum_{i=1}^{n} a_{i} u_{i}\right)\right\rangle_{\mathbf{L}}-\left\langle\left(M_{\mu_{2}}-M_{\mu_{1}}\right)\left(\sum_{i=1}^{n} a_{i} u_{i}\right),\left(\sum_{i=1}^{n} a_{i} u_{i}\right)\right\rangle_{\mathbf{L}} \\
& =\sum_{i=1}^{n} \alpha_{i}\left(\mu_{2}\right)\left|a_{i}\right|^{2}-\left.\left.q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right) \int_{\mathbf{R}}\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right]\right|_{i=1} ^{n} a_{i} u_{i}\right|^{2} d x \\
& \leq \alpha_{n}\left(\mu_{2}\right)\left\|\sum_{i=1}^{n} a_{i} u_{i}\right\|_{\mathbf{L}}^{2}-q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right) N_{1}^{2}\left\|\sum_{i=1}^{n} a_{i} u_{i}\right\|_{\mathbf{L}}^{2}
\end{align*}
$$

Thus for any $u$ in the $n$-dimensional subspace $\operatorname{Span}\left\{u_{1}, \ldots, u_{n}\right\}$ we have

$$
\left\langle M_{\mu_{1}} u, u\right\rangle_{\mathbf{L}} \leq\left(\alpha_{n}\left(\mu_{2}\right)-q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right) N_{1}^{2}\right)\|u\|_{\mathbf{L}}^{2}
$$

By the min-max principle it follows that $\alpha_{n}\left(\mu_{1}\right) \leq \alpha_{n}\left(\mu_{2}\right)-q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right) N_{1}^{2}$.
A standard argument shows that each $\alpha_{n}$ is continuous. Indeed, suppose by contradiction that $\mu_{*} \in(1, \infty)$ is a discontinuity point. Then necessarily $l_{1}:=$ $\sup _{\mu<\mu_{*}} \alpha_{n}(\mu)<\inf _{\mu>\mu_{*}} \alpha_{n}(\mu):=l_{2}$. Take $0<\epsilon<\frac{l_{2}-l_{1}}{4}$ and $\mu_{1}<\mu_{*}, \mu_{2}>\mu_{*}$ such that $q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right)<\epsilon$. Since $\alpha_{n}\left(\mu_{2}\right)>l_{2}-\epsilon$, there exist $\varphi_{1}, \ldots, \varphi_{n-1} \in \mathbf{H}$ such that $\left\langle M_{\mu_{2}} \psi, \psi\right\rangle_{\mathbf{L}}>l_{2}-\epsilon$ for any $\psi \in\left\{\varphi_{1}, \ldots, \varphi_{n-1}\right\}^{\perp}$ with $\|\psi\|_{\mathbf{L}}=1$. We have

$$
\begin{aligned}
& \left\langle M_{\mu_{2}} \psi, \psi\right\rangle_{\mathbf{L}}-\left\langle M_{\mu_{1}} \psi, \psi\right\rangle_{\mathbf{L}} \\
& =q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right) \int_{\mathbf{R}}\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right]|\psi|^{2} d x \leq q^{2}\left(\frac{1}{\mu_{1}}-\frac{1}{\mu_{2}}\right)\|\psi\|_{\mathbf{L}}^{2}<\epsilon
\end{aligned}
$$

thus $\left\langle M_{\mu_{1}} \psi, \psi\right\rangle_{\mathbf{L}}>l_{2}-2 \epsilon$ for any $\psi \in\left\{\varphi_{1}, \ldots, \varphi_{n-1}\right\}^{\perp}$ with $\|\psi\|_{\mathbf{L}}=1$. Therefore $\alpha_{n}\left(\mu_{1}\right)>l_{2}-2 \epsilon$, which is a contradiction.

We also have for any $u \in \mathbf{H}$

$$
\left\langle M_{\mu} u, u\right\rangle_{\mathbf{L}}=\left\|u^{\prime}\right\|_{L^{2}}^{2}+q^{2}\|u\|_{\mathbf{L}}^{2}-\frac{q^{2}}{\mu} \int_{\mathbf{R}}\left[1-\left(1+r_{2 c \varepsilon}\right)^{2}\right]|u|^{2} d x \geq q^{2}\|u\|_{\mathbf{L}}^{2}-\frac{C}{\mu}\|u\|_{\mathbf{L}}^{2}
$$

hence $\alpha_{1}(\mu) \geq q^{2}-\frac{C}{\mu} \longrightarrow q^{2}$ as $\mu \longrightarrow \infty$. Consequently, $\alpha_{n}(\mu) \longrightarrow q^{2}$ as $\mu \longrightarrow \infty$ for any $n \geq 1$.

Note that $\lambda<q^{2}$ is an eigenvalue of $M_{\mu}$ if and only if $\lambda=\alpha_{n}(\mu)$ for some $n \in \mathbf{N}^{*}$. We know that there are exactly $n(\lambda)$ eigenvalues of $A$ less than $\lambda$, say, $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n(\lambda)}<\lambda$. We have $\alpha_{i}(1)=\lambda_{i}$ because $M_{1}=A$, and the functions $\alpha_{i}$ are strictly increasing (until they reach the value $q^{2}$, if this happens) and continuous,
and they tend to $q^{2}$ at infinity. We infer that for each $i \in\{1, \ldots, n(\lambda)\}$, there exists exactly one value $\mu_{i}$ such that $\alpha_{i}\left(\mu_{i}\right)=\lambda$. Moreover, $\mu_{1}>\mu_{2}>\cdots>\mu_{n(\lambda)}>1$. For any $n>n(\lambda)$, we have $\alpha_{n}(1)>\lambda$, hence $\alpha_{n}(\mu)>\lambda$ for $\mu \in(0, \infty)$ because $\alpha_{n}$ is increasing.

Thus we have shown that the operator $-A_{\lambda}$ has exactly $n(\lambda)$ eigenvalues greater than $1, \mu_{1}>\mu_{2}>\cdots>\mu_{n(\lambda)}$. Moreover, $\operatorname{Ker}\left(\mu_{i}+A_{\lambda}\right)=\operatorname{Ker}\left(M_{\mu_{i}}-\lambda\right)$. We know by Proposition 2.1(iii) that $\operatorname{Ker}\left(M_{\mu_{i}}-\lambda\right)$ is one dimensional. If this kernel is spanned by a function $v_{i}$, then $v_{i} \notin \operatorname{Im}\left(\mu_{i}+A_{\lambda}\right)$. Indeed, $\mu_{i} u+A_{\lambda} u=v_{i}$ would imply $\left(M_{\mu_{i}}-\lambda\right) u=\frac{1}{\mu_{i}}\left(-v_{i}^{\prime \prime}+\left(q^{2}-\lambda\right) v_{i}\right)$. Since $M$ is self-adjoint, $-v_{i}^{\prime \prime}+\left(q^{2}-\lambda\right) v_{i}$ would be orthogonal to $\operatorname{Ker}\left(M_{\mu_{i}}-\lambda\right)=\operatorname{Span}\left\{v_{i}\right\}$, which gives a contradiction. Consequently, we have $\operatorname{Ker}\left(\mu_{i}+A_{\lambda}\right)^{n}=\operatorname{Span}\left\{v_{i}\right\}$ for any $n \in \mathbf{N}^{*}$; that is, $\mu_{i}$ is a simple eigenvalue of $-A_{\lambda}$.

As a consequence, we have $\operatorname{ind}\left(\operatorname{Id}_{\mathbf{H}_{W}}+A_{\lambda}, 0\right)=(-1)^{n(\lambda)}$ and Lemma 3.7 is proved.

We are now in position to state the main result of this paper.
THEOREM 3.8. Let $\mathcal{S}$ be the set of nontrivial solutions of the system (1.9)-(1.10) in $\mathbf{R} \times(\mathbf{H} \cap V) \times \mathbf{H}$. For any eigenvalue $\lambda_{m}<q^{2}$ of $A=-\frac{d^{2}}{d x^{2}}+\left(1+r_{2 c \varepsilon}\right)^{2}$, the set $\mathcal{S} \cup\left\{\left(\lambda_{m}, r_{2 c \varepsilon}, 0\right)\right\}$ contains a maximal closed connected subset $\mathcal{C}_{m}$ in $\left(-\infty, q^{2}\right) \times$ $\mathbf{H}_{W} \times \mathbf{H}_{W}$ such that $\mathcal{C}_{m} \cap \mathcal{C}_{p}=\emptyset$ if $m \neq p$ and $\mathcal{C}_{m}$ satisfies at least one of the two following properties:
(i) $\mathcal{C}_{m}$ is unbounded in $\mathbf{R} \times \mathbf{H}_{W} \times \mathbf{H}_{W}$.
(ii) There exists a sequence $\left(\lambda_{n}, r_{n}, u_{n}\right) \in \mathcal{C}_{m}$ such that $\lambda_{n} \longrightarrow q^{2}$ as $n \longrightarrow \infty$.

Proof. We have already seen that $(\lambda, r, u) \in\left(-\infty, q^{2}\right) \times(\mathbf{H} \cap V) \times \mathbf{H}$ is a nontrivial solution of (1.9)-(1.10) if and only if $\left(\lambda, r-r_{2 c \varepsilon}, u\right)$ belongs to $\left(-\infty, q^{2}\right) \times\left(\mathbf{H}_{W} \cap(V-\right.$ $\left.\left.r_{2 c \varepsilon}\right)\right) \times \mathbf{H}_{W}$ and satisfies the system (3.8)-(3.9) (or, equivalently, (3.10)).

Let $E=\mathbf{H}_{W} \times \mathbf{H}_{W}, \Omega=\left(-\infty, q^{2}\right) \times\left(\mathbf{H}_{W} \cap\left(V-r_{2 c \varepsilon}\right)\right) \times \mathbf{H}_{W}, L_{\lambda}=\left(\begin{array}{cc}-B & 0 \\ 0 & -A_{\lambda}\end{array}\right)$, and $H(\lambda, w, u)=\binom{-H_{1}(w, u)}{-H_{2}(\lambda, w, u)}$. Let $G(\lambda, w, u)=L_{\lambda}(w, u)+H(\lambda, w, u)$. It is obvious that on $\Omega,(3.10)$ is equivalent to the equation $(w, u)=G(\lambda, w, u)$. It follows easily from Lemma 3.6 that $L$ and $H$ satisfy assumptions (a) and (b) in Proposition 3.2.

We claim that $I d_{\mathbf{H}_{W}}+B: \mathbf{H}_{W} \longrightarrow \mathbf{H}_{W}$ is invertible. Indeed, $\left(\operatorname{Id}_{\mathbf{H}_{W}}+B\right) u=v$ is equivalent to $-u^{\prime \prime}+g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right) u=\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right) v$. By Lemma 2.4, there exists a unique $u \in \mathbf{H}$ satisfying this equation. We have

$$
-u^{\prime \prime}+g_{2 c \varepsilon}^{\prime}(0) u=\left(-\frac{d^{2}}{d x^{2}}+g_{2 c \varepsilon}^{\prime}(0)\right) v+\left(g_{2 c \varepsilon}^{\prime}(0)-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)\right) u \in \mathbf{L}_{W}
$$

(recall that $v \in \mathbf{H}_{W}$ and $g_{2 c \varepsilon}^{\prime}(0)-g_{2 c \varepsilon}^{\prime}\left(r_{2 c \varepsilon}\right)$ decays exponentially at infinity). Using Lemma 3.4, we infer that $u \in \mathbf{H}_{W}$.

For $\lambda<q^{2}$, it is clear that $I d_{\mathbf{H}_{W} \times \mathbf{H}_{W}}-L_{\lambda}$ is not invertible if and only if $I d_{\mathbf{H}_{W}}+A_{\lambda}$ is not invertible, i.e., if and only if $\lambda$ is an eigenvalue of $A$. Let $\lambda_{1}<\lambda_{2}<\cdots<$ $\lambda_{N_{q}}<q^{2}$ be the eigenvalues of $A$ below $q^{2}$. If $\lambda$ is not an eigenvalue of $A$, we infer using Lemma 3.7 that $i(\lambda):=\operatorname{ind}\left(I d_{\mathbf{H}_{W} \times \mathbf{H}_{W}}-L_{\lambda}, 0\right)=\operatorname{ind}\left(I d_{\mathbf{H}_{W}}+A_{\lambda}, 0\right)$. $\operatorname{ind}\left(I d_{\mathbf{H}_{W}}+B, 0\right)=(-1)^{n(\lambda)} \operatorname{ind}\left(I d_{\mathbf{H}_{W}}+B, 0\right)$ is constant on each of the intervals $\left(-\infty, \lambda_{1}\right),\left(\lambda_{i}, \lambda_{i+1}\right),\left(\lambda_{N_{q}}, q^{2}\right)$ and changes sign at each $\lambda_{i}$. Consequently, $L_{\lambda}$ also satisfies assumption (c) in Proposition 3.2 at any point $\left(\lambda_{i}, 0,0\right)$. Let $\tilde{\mathcal{S}}_{0}=\{(\lambda, w, u) \in$ $\Omega \mid(w, u) \neq(0,0)$ and $(\lambda, w, u)$ satisfies $(3.10)\}$ and let $\tilde{\mathcal{S}}=\tilde{\mathcal{S}}_{0} \backslash\left\{\left(\lambda,-r_{2 c \varepsilon}, 0\right) \mid \lambda \in\right.$ $\left.\left(-\infty, q^{2}\right)\right\}$. Note that the solutions $\left(\lambda,-r_{2 c \varepsilon}, 0\right)$ of $(3.10)$ correspond to the solutions $(\lambda, 0,0)$ of (1.9)-(1.10) and $\mathcal{S} \cap\left(\left(-\infty, q^{2}\right) \times\left(V \cap \mathbf{H}_{W}\right) \times \mathbf{H}_{W}\right)=\tilde{\mathcal{S}}+\left(0, r_{2 c \varepsilon}, 0\right)$. We may apply Proposition 3.2 to infer that for any $1 \leq m \leq N_{q}$, there exists a maximal
closed connected subset $\mathcal{D}_{m}$ (in $\Omega$ ) of $\tilde{\mathcal{S}}_{0} \cup\left\{\left(\lambda_{m}, 0,0\right)\right\}$ which contains $\left(\lambda_{m}, 0,0\right)$ and satisfies at least one of the following properties:

1. $\mathcal{D}_{m}$ is unbounded.
2. There exists a sequence $\left(\lambda_{n}, w_{n}, u_{n}\right) \in \mathcal{D}_{m}$ such that $\lambda_{n} \longrightarrow q^{2}$ as $n \longrightarrow \infty$.
3. There exists a sequence $\left(\lambda_{n}, w_{n}, u_{n}\right) \in \mathcal{D}_{m}$ such that $\operatorname{dist}\left(w_{n}, \partial\left(\left(V-r_{2 c \varepsilon}\right) \cap\right.\right.$ $\left.\left.\mathbf{H}_{W}\right)\right) \longrightarrow 0$, that is, $\inf _{x \in \mathbf{R}}\left(w_{n}(x)+r_{2 c \varepsilon}(x)\right) \longrightarrow-1$ as $n \longrightarrow \infty$.
4. The closure in $\Omega$ of $\mathcal{D}_{m}$ contains a point $\left(\lambda_{i}, 0,0\right)$ with $i \neq m$.

Let us show first that $\mathcal{D}_{m}$ cannot meet $\left\{\left(\lambda,-r_{2 c \varepsilon}, 0\right) \mid \lambda \in\left(-\infty, q^{2}\right)\right\}$. A straightforward computation gives $d_{(w, u)}\left(I d_{E}-G\right)\left(\lambda,-r_{2 c \varepsilon}, 0\right)=I d_{E}$ for any $\lambda<q^{2}$. By the implicit function theorem, there exists a neighborhood $N_{\lambda}$ of $\left(\lambda,-r_{2 c \varepsilon}, 0\right)$ in $\mathbf{R} \times E$ such that the only solutions of the equation $(w, u)=G(\lambda, w, u)$ in $N_{\lambda}$ are $\left(\mu,-r_{2 c \varepsilon}, 0\right)$. Hence $\cup_{\lambda} N_{\lambda}$ is a neighborhood of $\left\{\left(\lambda,-r_{2 c \varepsilon}, 0\right) \mid \lambda<q^{2}\right\}$ in $\Omega$ which contains no other solutions of (3.10). Consequently, we have $\mathcal{D}_{m} \subset \tilde{\mathcal{S}}$.

By Proposition 3.1, for any $(\lambda, w, u) \in \tilde{\mathcal{S}}_{0}$ we have $\inf _{x \in \mathbf{R}}\left(w(x)+r_{2 c \varepsilon}(x)\right)>$ $-1+\sqrt{2} c \varepsilon$; hence $\mathcal{D}_{m}$ cannot satisfy property 3 .

We will also eliminate the alternative 4 . Observe that if $(\lambda, r, u) \in\left(-\infty, q^{2}\right) \times$ $\mathbf{H} \times \mathbf{H}$ is a nontrivial solution of (1.9)-(1.10), then, in particular, $u$ is an eigenvector of the linear operator $-\frac{d^{2}}{d x^{2}}+q^{2}(1+r)^{2}$ corresponding to the eigenvalue $\lambda$. It is easily checked that this operator is a compact perturbation of $-\frac{d^{2}}{d x^{2}}+q^{2}$, so it has the essential spectrum $\left[q^{2}, \infty\right)$. Since $\lambda<q^{2}$, the operator $-\frac{d^{2}}{d x^{2}}+q^{2}(1+r)^{2}$ has only a finite number of eigenvalues less than $\lambda$, say $p$. We define $z(\lambda, r, u)=p$. By Proposition $2.1(\mathrm{v})$, we know that $u$ has exactly $p$ zeroes in $(0, \infty)$. We also define $z\left(\lambda_{i}, r_{2 c \varepsilon}, 0\right)=i-1$. We have the following lemma.

Lemma 3.9. The function $z$ is continuous on $\left(\mathcal{S} \cup\left\{\left(\lambda_{i}, r_{2 c \varepsilon}, 0\right) \mid i=1, \ldots, N_{q}\right\}\right) \cap$ $\left(\left(-\infty, q^{2}\right) \times \mathbf{H} \times \mathbf{H}\right)$.

Assume for the moment that Lemma 3.9 holds. Obviously, the function $z$ is also continuous for the $\mathbf{R} \times E$ topology. Since $z$ takes values in $\mathbf{N}$, it must be constant on each connected component of $\left(\mathcal{S} \cup\left\{\left(\lambda_{i}, r_{2 c \varepsilon}, 0\right) \mid i=1, \ldots, N_{q}\right\}\right) \cap\left(\left(-\infty, q^{2}\right) \times \mathbf{H} \times \mathbf{H}\right)=$ $\left(\tilde{\mathcal{S}}+\left(0, r_{2 c \varepsilon}, 0\right)\right) \cup\left\{\left(\lambda_{i}, r_{2 c \varepsilon}, 0\right) \mid i=1, \ldots, N_{q}\right\}$. In particular, it is constant on $\mathcal{D}_{m}+\left(0, r_{2 c \varepsilon}, 0\right)$ and we find $z\left(\mathcal{D}_{m}+\left(0, r_{2 c \varepsilon}, 0\right)\right)=z\left(\lambda_{m}, r_{2 c \varepsilon}, 0\right)=m-1$. We have also $z\left(\mathcal{D}_{i}+\left(0, r_{2 c \varepsilon}, 0\right)\right)=i-1$; hence $\mathcal{D}_{m}$ and $\mathcal{D}_{i}$ are disjoint if $i \neq m$ (in fact, we see that the closures of $\mathcal{D}_{m}$ and $\mathcal{D}_{i}$ in $\left(-\infty, q^{2}\right) \times \mathbf{H} \times \mathbf{H}$ are disjoint if $\left.i \neq m\right)$. Thus $\mathcal{D}_{m}$ cannot satisfy alternative 4 above; hence it necessarily satisfies one of alternatives 1 or 2 . Let $\mathcal{C}_{m}=\mathcal{D}_{m}+\left(0, r_{2 c \varepsilon}, 0\right)$. It is now clear that $\mathcal{C}_{m}$ satisfies (i) or (ii) in Theorem 3.8.

Proof of Lemma 3.9. Let $(\lambda, r, u),\left(\nu_{n}, r_{n}, u_{n}\right) \in\left(\mathcal{S} \cup\left\{\left(\lambda_{i}, r_{2 c \varepsilon}, 0\right) \mid i=1, \ldots, N_{q}\right\}\right) \cap$ $\left(\left(-\infty, q^{2}\right) \times \mathbf{H} \times \mathbf{H}\right)$ be such that $z(\lambda, r, u)=p$ and $\left(\nu_{n}, r_{n}, u_{n}\right) \longrightarrow(\lambda, r, u)$ as $n \longrightarrow \infty$. Let $\mu_{1}<\mu_{2}<\cdots<\mu_{p+1}=\lambda$ be the eigenvalues of the operator $B=-\frac{d^{2}}{d x^{2}}+q^{2}(1+r)^{2}$ in $\mathbf{L}$ and let $u_{1}^{*}, \ldots, u_{p+1}^{*}=u$ be corresponding eigenvectors. Denote $B_{n}=-\frac{d^{2}}{d x^{2}}+q^{2}\left(1+r_{n}\right)^{2}$.

We prove that $z\left(\nu_{n}, r_{n}, u_{n}\right) \geq p$ if $n$ is sufficiently big. There is nothing to do if $p=0$. Suppose that $p \geq 1$. Take $0<\epsilon<\frac{\mu_{p+1}-\mu_{p}}{4}$ and let $n_{0}$ be sufficiently big, so that $\left\|\left(r_{n}-r\right)\left(2+r_{n}+r\right)\right\|_{L^{\infty}}<\frac{\epsilon}{q^{2}}$ and $\lambda-\epsilon<\nu_{n}<\lambda+\epsilon$ for any $n \geq n_{0}$. For $n \geq n_{0}$ and $v \in \operatorname{Span}\left\{u_{1}^{*}, \ldots u_{p}^{*}\right\}$ we have

$$
\begin{aligned}
& \left\langle B_{n} v, v\right\rangle_{\mathbf{L}}=\langle B v, v\rangle_{\mathbf{L}}+\left\langle\left(B_{n}-B\right) v, v\right\rangle_{\mathbf{L}} \\
& \leq \mu_{p}\|v\|_{\mathbf{L}}^{2}+q^{2} \int_{\mathbf{R}}\left(r_{n}-r\right)\left(2+r_{n}+r\right)|v|^{2} d x \leq\left(\mu_{p}+\epsilon\right)\|v\|_{\mathbf{L}}^{2}<\left(\nu_{n}-\epsilon\right)\|v\|_{\mathbf{L}}^{2}
\end{aligned}
$$

By the min-max principle, $B_{n}$ has at least $p$ eigenvalues less than or equal to $\nu_{n}-\epsilon$, and thus $z\left(\nu_{n}, r_{n}, u_{n}\right) \geq p$.

Let $\mu_{p+2}=\sup _{\varphi_{1}, \ldots, \varphi_{p+1} \in \mathbf{H}} \inf _{\psi \in\left\{\varphi_{1}, \ldots, \varphi_{p+1}\right\}^{\perp}} \frac{\langle B \psi, \psi\rangle_{\mathbf{L}}}{\|\psi\|_{\mathbf{L}}^{2}}$. Since $\lambda=\mu_{p+1}<q^{2}$ and $\lambda$ is a simple eigenvalue of $B$ by Proposition 2.1(iii), we know by the minmax principle that either $\mu_{p+2}=q^{2}$ or $\mu_{p+2}$ is an eigenvalue of $B$ and $\mu_{p+2}>$ $\mu_{p+1}$. Let $\epsilon \in\left(0, \frac{\mu_{p+2}-\mu_{p+1}}{4}\right)$. Take $n_{0}$ as above and $\varphi_{1}, \ldots, \varphi_{p+1} \in \mathbf{H}$ such that $\inf _{\psi \in\left\{\varphi_{1}, \ldots, \varphi_{p+1}\right\}^{\perp}} \frac{\langle B \psi, \psi\rangle_{\mathbf{L}}}{\|\psi\|_{\mathrm{L}}^{2}} \geq \mu_{p+2}-\epsilon$. For any $\psi \in\left\{\varphi_{1}, \ldots, \varphi_{p+1}\right\}^{\perp}, \psi \neq 0$ we have
$\left\langle B_{n} \psi, \psi\right\rangle_{\mathbf{L}}=\langle B \psi, \psi\rangle_{\mathbf{L}}+\left\langle\left(B_{n}-B\right) \psi, \psi\right\rangle_{\mathbf{L}} \geq\left(\mu_{p+2}-\epsilon\right)\|\psi\|_{\mathbf{L}}^{2}-\epsilon\|\psi\|_{\mathbf{L}}^{2} \geq\left(\nu_{n}+\epsilon\right)\|\psi\|_{\mathbf{L}}^{2}$.
It follows from the min-max principle that for $n \geq n_{0}$, either $B_{n}$ has at most $p+1$ eigenvalues or the $(p+2)$ th eigenvalue is greater than $\nu_{n}+\epsilon$. Since $\nu_{n}$ is an eigenvalue of $B_{n}$, there are at most $p$ eigenvalues of $B_{n}$ less than $\nu_{n}$, hence $z\left(\nu_{n}, r_{n}, u_{n}\right) \leq p$ for any $n \geq n_{0}$. This finishes the proof of Lemma 3.9 and that of Theorem 3.8.

We were not able to eliminate either of the alternatives in Theorem 3.8.
Up to now, we have proved the existence of branches of nontrivial symmetric solutions $(\lambda, r, u)$ to the system (1.9)-(1.10). For any such solution, $(\tilde{\psi}, \tilde{\varphi})$ is a travellingwave of (1.1) for $\varepsilon^{2}\left(c^{2} \delta^{2}+k^{2}\right)=\lambda$ and satisfies the boundary condition (1.2), where $\tilde{\varphi}(x)=\frac{1}{\varepsilon} u\left(\frac{x}{\varepsilon}\right) e^{i c \delta x}$ and $\tilde{\psi}(x)=\left(1+r\left(\frac{x}{\varepsilon}\right)\right) e^{i \psi_{0}(x)}\left(\right.$ with $\psi_{0}(x)=c \int_{0}^{x}\left[1-\frac{1}{\left(1+r\left(\frac{s}{\varepsilon}\right)\right)^{2}}\right] d s=$ $\left.c \varepsilon \int_{0}^{\frac{x}{\varepsilon}} \frac{2 r(\tau)+r^{2}(\tau)}{(1+r(\tau))^{2}} d \tau\right)$. Note also that $\tilde{\psi}(-x)=\overline{\tilde{\psi}(x)}, \tilde{\varphi}(-x)=\overline{\tilde{\varphi}(x)},|\tilde{\psi}|>\sqrt{2} c \varepsilon$ by Proposition 2.1, and the phase $\psi_{0}$ of $\tilde{\psi}$ remains bounded because $r$ decays at infinity faster than $|x|^{\beta}$ for any $\beta>0$ (see the end of the proof of Lemma 3.5). Since $2 c^{2} \varepsilon^{2} q^{2}<\lambda \leq q^{2}$, we have bounds on the single-particle impurity energy: $c^{2}\left(2 q^{2}-\delta^{2}\right)<k^{2} \leq \frac{\overline{q^{2}}}{\varepsilon^{2}}-c^{2} \delta^{2}$.

Remark 3.10. It follows from Corollary 2.2 (iv)-(v) that there is exactly one branch of travelling-waves bifurcating from the trivial solutions if $q \leq \frac{1}{\sqrt{2 \ln 2}}$. The number of these branches is the same as the number of eigenvalues of $A$, so it tends to infinity as $q \longrightarrow \infty$.

It is natural to ask how the branches $\mathcal{C}_{m}$ given by Theorem 3.8 behave in $\mathbf{R} \times$ $\mathbf{H} \times \mathbf{H}$. The topology of $\mathbf{H}_{W}$ being stronger than that of $\mathbf{H}$, any of the sets $\mathcal{C}_{m}$ is also connected in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$. Roughly speaking, either $\mathcal{C}_{m}$ approaches $\left\{q^{2}\right\} \times(\mathbf{H} \cap V) \times \mathbf{H}$, or $\mathcal{C}_{m}$ is unbounded in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$, or it remains bounded in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$ but the norm in $\mathbf{R} \times \mathbf{H}_{W} \times \mathbf{H}_{W}$ tends to infinity along $\mathcal{C}_{m}$, i.e., "there is some mass moving to infinity."

Remark 3.11. The importance of Theorem 2.3 is that it gives a precise description of $\mathcal{C}_{m}$ in a neighborhood of $\left(\lambda_{m}, r_{2 c \varepsilon}, 0\right)$ in $\mathbf{R} \times \mathbf{H} \times \mathbf{H}$. Let $\mathcal{C}_{m}^{+}$(respectively $\mathcal{C}_{m}^{-}$) be the maximal subcontinuum in $\mathbf{R} \times \mathbf{H}_{W} \times \mathbf{H}_{W}$ of $\mathcal{C}_{m} \backslash\left\{\left(\lambda(s), r_{2 c \varepsilon}+\operatorname{sr}(s), s\left(u_{m}+u(s)\right)\right) \mid s \in\right.$ $(-\eta, 0)\}$, (respectively of $\left.\mathcal{C}_{m} \backslash\left\{\left(\lambda(s), r_{2 c \varepsilon}+s r(s), s\left(u_{m}+u(s)\right)\right) \mid s \in(0, \eta)\right\}\right)$, where the curve $s \longmapsto(\lambda(s), r(s), u(s))$ is given by Theorem 2.3. It can be proved by using a variant of a classical result of Rabinowitz (Theorem 1.40, p. 500 in [12]) that each of $\mathcal{C}_{m}^{+}$and $\mathcal{C}_{m}^{-}$satisfies (i) or (ii) in Theorem 3.8.

Remark 3.12. It is not hard to prove that in dimension $N=1,2$, or 3 the Cauchy problem for the system (1.1) is globally well posed in $\left(1+H^{1}\left(\mathbf{R}^{N}\right)\right) \times H^{1}\left(\mathbf{R}^{N}\right)$. However, the dynamics associated to (1.1) and the asymptotic behavior of solutions are not yet understood.

Remark 3.13. The existence of solitary waves for (1.1) in dimension greater than 1 is an open problem. Even the existence of "trivial" solitary waves (i.e., solutions of the form $\left(\psi\left(x_{1}-c t, x_{2}, \ldots, x_{N}\right), 0\right)$ is a difficult problem. Note that if $\varphi \equiv 0$, the
system (1.1) reduces to the Gross-Pitaevskii equation

$$
2 i \frac{\partial \psi}{\partial t}=-\Delta \psi+\left(|\psi|^{2}-1\right) \psi, \quad|\psi| \longrightarrow 1 \text { as }|x| \longrightarrow \infty
$$

The existence of travelling-waves moving with small speed for this equation was proved, for instance, in [2] (in dimension $N=2$ ) and in [1], [3] (in dimension $N \geq 3$ ).

Acknowledgments. I am indebted to Professor Jean-Claude Saut, who brought the subject to my attention, for interesting and stimulating discussions. I am also very grateful to Professor Louis Jeanjean for constant help and encouragement and to Professor Patrick J. Rabier for useful remarks.

## REFERENCES

[1] F. Bethuel, G. Orlandi, and D. Smets, Vortex rings for the Gross-Pitaevskii equation, J. Eur. Math. Soc. (JEMS), 6 (2004), pp. 17-94.
[2] F. Bethuel and J.-C. Saut, Travelling waves for the Gross-Pitaevskii equation I, Ann. Inst. H. Poincaré Phys. Théor., 70 (1999), pp. 147-238.
[3] D. Chiron, Étude mathématique de modèles issus de la physique de la matière condensée, Ph.D. thesis, Université de Paris VI, Paris, France, 2004.
[4] M. G. Crandall and P. H. Rabinowitz, Bifurcation from simple eigenvalues, J. Funct. Anal., 8 (1971), pp. 321-340.
[5] J. Grant and P. H. Roberts, Motions in a Bose condensate III. The structure and effective masses of charged and uncharged impurities, J. Phys. A: Math., Nucl. Gen., 7 (1974), pp. 260-279.
[6] M. A. KrasnoselskiI, Topological Methods in the Theory of Nonlinear Integral Equations, Pergamon Press, Oxford, UK, 1964.
[7] M. Mariş, Stationary solutions to a nonlinear Schrödinger equation with potential in one dimension, Proc. Roy. Soc. Edinburgh Sect. A, 133 (2003), pp. 409-437.
[8] K. McLeod, Uniqueness of positive radial solutions of $\Delta u+f(u)=0$ in $\mathbf{R}^{N}$, II, Trans. Amer. Math. Soc., 339 (1993), pp. 495-505.
[9] J. Pejsachowicz and P. J. Rabier, Degree theory for $C^{1}$ Fredholm mappings of index 0, J. Anal. Math., 76 (1998), pp. 289-319.
[10] P. J. Rabier and C. A. Stuart, Global bifurcation for quasilinear elliptic equations on $\mathbf{R}^{N}$, Math. Z., 237 (2001), pp. 85-124.
[11] P. J. Rabier and C. A. Stuart, Fredholm and properness properties of quasilinear elliptic operators on $\mathbf{R}^{N}$, Math. Nachr., 231 (2001), pp. 129-168.
[12] P. H. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Funct. Anal., 7 (1971), pp. 487-513.
[13] M. Reed and B. Simon, Methods of Modern Mathematical Physics, Vol. 4, Academic Press, New York, London, 1978.

# -DIMENSIONAL ELLIPTIC INVARIANT TORI FOR THE PLANAR ( + 1)-BODY PROBLEM* 

LUCA BIASCO ${ }^{\dagger}$, LUIGI CHIERCHIA ${ }^{\dagger}$, AND ENRICO VALDINOCI ${ }^{\ddagger}$


#### Abstract

For any $N \geq 2$ we prove the existence of quasi-periodic orbits lying on $N$-dimensional invariant elliptic tori for the planetary planar $(N+1)$-body problem. For small planetary masses, such orbits are close to the limiting solutions given by the $N$ planets revolving around the sun on planar circles. The eigenvalues of the linearized secular dynamics are also computed asymptotically. The proof is based on an appropriate averaging and KAM theory which overcomes the difficulties caused by the intrinsic degeneracies of the model. For concreteness, we focus on a caricature of the outer solar system.
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## 1. Introduction and results.

1.1. Quasi-periodic motions in the many-body problem. The existence of stable trajectories of the many-body problem viewed as a model for the solar system has been the subject of researches of many distinguished scientists both in the past and in recent years; see, for example, the theoretical work of Poincaré [Poi1905], Arnold [A63], Herman [H95], and the numerical investigations of Laskar [L96]. Only recently, a complete proof, based on [H95], of the existence of quasi-periodic motions (corresponding to maximal invariant tori of dimension $3 N-1$ ) for the $(N+1)$ body problem for arbitrary $N$ has been produced in [F04]. We recall that the main difficulties that one encounters in the application of general tools (such as averaging and KAM theory) to particular cases of interest in celestial mechanics, are related to the strong degeneracies of the analytical models.

The scope of this paper is to show the existence of quasi-periodic orbits lying on $N$-dimensional invariant elliptic tori for the planar $(N+1)$-body problem. The main difference from [H95] and [F04], besides the dimension of the constructed tori, relies on the explicit evaluations of the eigenvalues of the linearized secular dynamics (which allow us to apply more standard KAM methods).

Though the method exposed here is quite general, for concreteness we will focus our attention on a caricature of the outer solar system. More precisely, our model will be given by a Sun and $N$ planets with relatively small masses (say, of order $\varepsilon)$. All these $(N+1)$ bodies are considered as point masses in mutual gravitational interaction. Two planets (such as Jupiter and Saturn in the real world) will be assumed to have mass considerably bigger than the other planets. The bodies lie in a given plane and we assume that the initial configuration is far from collisions. We

[^82]also assume, mimicking the case of the outer solar system, that the two big planets have an orbit which is internal with respect to the orbits of the small planets. We will establish, for a large set of semiaxes, the existence of quasi-periodic orbits with small eccentricities filling up $N$-dimensional invariant elliptic tori. Such orbits can be seen as continuations of "limiting" circular trajectories of the system obtained by neglecting the mutual interactions among the planets. A more precise statement is given in Theorem 1.1 below.

The above "outer model," which roughly mimics some traits of physically relevant cases, has also the nice feature of providing particularly simple expressions in the related perturbing functions, as we will see in section 3 below. We stress, however, that many other situations (such as one large planet plus $N-1$ small planets; "inner" or "mixed" models, etc.) may be easily dealt with using the techniques and results presented in this paper.

The proof of our result is based on techniques developed in [BCV03] and on the explicit computation of the eigenvalues of the quadratic part of the so-called principal part of the perturbation for the planar many-body problem.

The first result on quasi-periodic orbits of interest in celestial mechanics goes back to [A63], where quasi-periodic orbits lying on 4-dimensional tori are shown to exist for the planar three-body problem (the general case was discussed there, but no complete proof was given). Related results were given in [JM66], which found linearly unstable quasi-periodic orbits lying on 2-dimensional tori for the nonplanar three-body problem. More recently, [LR95] and [R95] and [BCV03] proved the existence of quasiperiodic orbits for the nonplanar three-body problem, lying on 4-dimensional and linearly stable 2-dimensional tori, respectively. Two-dimensional invariant tori for the planar three-body problem have been found in [F02]. Periodic orbits of the nonplanar three-body problem winding around invariant tori have been constructed in [BBV04]. Finally, the existence of a positive measure set of initial data giving rise to maximal invariant tori for the planetary $(N+1)$-body problem has been established in [F04].

The paper is organized as follows. In section 1.2 , we give a more precise statement of our main result. In section 2 we write down the $(N+1)$-body problem Hamiltonian in Delaunay-Poincaré variables. In section 3 (which, in a sense, is the crucial part of the paper) we discuss degeneracies. In section 4 we give the proof of the main result. The scheme of proof is similar to the one presented in [BCV03] (see also [BBV04]) in the three-body case and it is based on a "general" averaging theorem and on KAM theory for lower-dimensional tori (see [P96], [BCV03], [BBV04]). For completeness, we include a classical (but not easy to find) description of analytical properties of the Delaunay-Poincaré variables (see section 2 and Appendix A); in Appendix B we collect some simple linear algebra lemmata that are used in the arguments given in section 3 .
1.2. Statement of results. We denote the $N+1$ massive points ("bodies") by $P_{0}, \ldots, P_{N}$ and let $m_{0}, \ldots, m_{N}$ be their masses interacting through gravity (with constant of gravitation 1). Fix $m_{0}>0$ and assume that

$$
\begin{equation*}
m_{i}=\varepsilon \mu_{i}, \quad i=1, \ldots, N, \quad 0<\varepsilon<1 \tag{1.1}
\end{equation*}
$$

Here, $\varepsilon$ is regarded as a small parameter and $\mu_{i}$ is of order 1 in $\varepsilon$. The point $P_{0}$ represents the "Sun" and the points $P_{i}, i=1, \ldots, N$, the "planets." We assume that all the bodies lie on a fixed plane, that will be identified with $\mathbf{R}^{2}$. The phase space of this dynamical system - the planetary, planar $(N+1)$-body system-has dimension $4 N$ (after reduction by the symmetries of translations).

We will state the result in terms of orbital elements of the "osculating ellipses" of the two-body problems associated to ( $P_{0}, P_{j}$ ). Let $u^{(0)}$ and $u^{(j)}$ denote the coordinates of $P_{0}$ and $P_{j}$ (at a given time) and let $\dot{u}^{(0)}$ and $\dot{u}^{(j)}$ denote the corresponding velocities. By definition, the "osculating ellipse" is the ellipse described by the solution of the two-body problem $\left(P_{0}, P_{j}\right)$ with initial data given by $\left(u^{(0)}, u^{(j)}, \dot{u}^{(0)}, \dot{u}^{(j)}\right)$. Of course, such ellipses describe the motions of the full ( $N+1$ )-body problem only approximately; nevertheless, they provide a nice set of coordinates allowing, for example, to describe the true motions in terms of the eccentricities $e_{j}$ and the major semiaxes $a_{j}$ of the osculating ellipses. For further details and pictures of the orbital elements, we refer the reader to [Ch88] and [BCV03].

In this paper we consider a planetary (planar) model with planets evolving from phase points corresponding to well-separated nearly circular ellipses ( $e_{i} \ll 1$ ); here "well-separated" means that

$$
\begin{equation*}
0<a_{i}<\theta a_{i+1}, \quad 1 \leq i \leq N-1 . \tag{1.2}
\end{equation*}
$$

for a suitable constant $0<\theta<1$. For concreteness, we shall focus on a caricature of the outer solar system; i.e., we will assume that, for some $m_{0}<\bar{\mu}_{i}<4 m_{0}$,

$$
\begin{array}{ll}
\mu_{i}=\bar{\mu}_{i} & \text { for } \quad i=1,2, \\
\mu_{i}=\delta \bar{\mu}_{i} & \text { for } \quad i=3, \ldots, N, \quad 0<\delta<1 . \tag{1.3}
\end{array}
$$

In this setting, $P_{1}$ and $P_{2}$ imitate (in a very rough way, of course) the physical ${ }^{1}$ features of the giant planets Jupiter and Saturn, while $P_{3}$ and $P_{4}$ represent Uranus and Neptune. ${ }^{2}$

A rough description of our main result is given in the following theorem; a more precise and quantitative version is given in Theorem 4.2 below.

Theorem 1.1. Consider a planar, planetary $(N+1)$-body system satisfying (if $N \geq 3$ ) (1.1) and (1.3). Let $A \subset \mathbf{R}^{N}$ be a compact set of semiaxes where (1.2) holds for a suitable $0<\theta<1$. Then, there exists $\delta^{\star}>0$ and for any $0<\delta<\delta^{\star}$ there exists $\varepsilon^{\star}>0$ so that the following holds. For any $0<\varepsilon<\varepsilon^{\star}$, the planetary, planar $(N+1)$-body system possesses a family of $N$-dimensional elliptic invariant Diophantine quasi-periodic tori; such family is parametrized by the osculating major semiaxes varying in a subset of $A$ of density ${ }^{3} 1-C_{1} \varepsilon^{c_{1}}$. These motions correspond to orbits with osculating eccentricities bounded by $C_{2} \varepsilon^{c_{2}}$ and the variation in time of the osculating major semiaxes of these orbits is bounded by $C_{3} \varepsilon^{c_{3}}$.

We have the following few comments.

- The numbers $\delta^{\star}$ and $\theta$ can be easily computed in the course of the proof and are not "very small"; in fact $\theta$ is a "universal" constant while $\delta^{\star}$ depends only on $N$ and $A$. On the other hand, $\varepsilon^{\star}$, which depends on $N, A$, and $\delta$, is related to a KAM smallness condition and rough estimates lead, as is well known, to ridiculously small quantities (for somewhat more serious KAM estimates, we refer the reader to [CC03]). Finally, the positive constants $C_{i}$ 's depend on $N, A$, and $\delta$, while the $c_{i}$ 's depend only on $N$ (and could also be easily calculated; see (4.43)).
- The assumptions (1.2) and (1.3) in the theorem are used to check explicitly suitable "nondegeneracy" conditions. However, giving explicit constants and

[^83]estimates, one can show that the thesis of the theorem holds, essentially, with no hypotheses on the semiaxes $a_{j}$ and the rescaled masses $\mu_{j}$ (provided $a_{i} \neq a_{j}>0$ and $\mu_{j}>0$ ); a rigorous argument, based on analytic continuation of the eigenvalues, could be given along the lines discussed in [F04].

- The invariant tori found in Theorem 1.1 are lower-dimensional elliptic tori meaning that the dimension of the tori is strictly smaller than (in fact, half of) the dimension of the Lagrangian (maximal) tori, which have dimension $2 N$. "Elliptic" means that the tori are linearly stable. It is not difficult to show that such elliptic tori are surrounded by a set of positive measure of maximal tori.
- The proof given below is based on a well-known elliptic KAM theorem, which works under "nondegeneracy" (or Melnikov) conditions. To check these conditions one has to study the eigenvalues of the "secular" (or averaged) quadratic part of the Newtonian many-body interaction, which will be denoted $\overline{\mathcal{H}}_{1,2}$; "quadratic" here refers to the symplectic Cartesian variables measuring the eccentricity and the orientation of the osculating ellipses. The diagonalization of $\overline{\mathcal{H}}_{1,2}$ is trivial (under the only assumption that $a_{i} \neq a_{j}$ ), while conditions (1.2) and (1.3) will be used to check that the associated eigenvalues are nonzero, simple, and distinct so that Melnikov conditions are satisfied. The proof is noninductive on $N$.

2. Poincaré Hamiltonian setting. The results described in this section are classical (even if not easy to find) and go back to Delaunay and Poincaré; the reader not familiar with Delaunay and Poincaré variables will find a self-contained exposition in Appendix A.

Consider $N+1$ bodies $P_{0}, \ldots, P_{N}$, in a fixed (ecliptic) plane, of masses $m_{0}, \ldots, m_{N}$ interacting through gravity (with constant of gravitation 1). We assume that the mass of $P_{0}$ (the "star") is much larger than the mass of the other bodies (the "planets"); i.e., we assume (1.1). In heliocentric planar (suitably rescaled) variables, the dynamics of the planar $(N+1)$-body problem is governed (as explained in Appendix A) by the Hamiltonian

$$
\begin{equation*}
\mathcal{H}^{(N)}(X, x):=\mathcal{H}_{0}^{(N)}(X, x)+\varepsilon \mathcal{H}_{1}^{(N)}(X, x) \tag{2.1}
\end{equation*}
$$

where $X:=\left(X^{(1)}, \ldots, X^{(N)}\right) \in \mathbf{R}^{2 N}$ and $x:=\left(x^{(1)}, \ldots, x^{(N)}\right) \in \mathbf{R}^{2 N}$ are conjugated Cartesian symplectic variables and

$$
\begin{align*}
& \mathcal{H}_{0}^{(N)}:=\sum_{i=1}^{N}\left(\frac{1}{2 \mathrm{~m}_{\mathrm{i}}}\left|X^{(i)}\right|^{2}-\frac{\mathrm{m}_{i} \mathrm{M}_{i}}{\left|x^{(i)}\right|}\right) \\
& \mathcal{H}_{1}^{(N)}:=\sum_{1 \leq i<j \leq N}\left(X^{(i)} \cdot X^{(j)}-\frac{\mu_{i} \mu_{j}}{m_{0}^{2}} \frac{1}{\left|x^{(i)}-x^{(j)}\right|}\right) \tag{2.2}
\end{align*}
$$

here we have introduced the dimensionless masses ${ }^{4}$

$$
\begin{equation*}
\mathrm{M}_{i}:=1+\varepsilon \frac{\mu_{i}}{m_{0}}, \quad \mathrm{~m}_{i}:=\frac{\mu_{i}}{m_{0}+\varepsilon \mu_{i}}=\frac{\mu_{i}}{m_{0}} \frac{1}{\mathrm{M}_{i}} \tag{2.3}
\end{equation*}
$$

The Hamiltonian $\mathcal{H}_{0}^{(N)}$ is simply the sum of $N$ uncoupled planar Kepler problems (formed by the star and the $i$ th planet). Being interested in phase region where

[^84]the uncoupled Kepler problem describes nearly circular orbits, we introduce planar Poincaré variables, the construction of which is based on the classical 4-dimensional symplectic map (2.8) below. Let
\[

$$
\begin{equation*}
F_{1}(t):=\left(1-\frac{t}{4}\right)^{\frac{1}{2}}, \quad F_{2}(t):=\frac{1}{2}\left(1-\frac{t}{4}\right)^{-1}, \quad\left(|t|<\frac{1}{4}\right) \tag{2.4}
\end{equation*}
$$

\]

let $G_{0}(s, t)=t+s t+\cdots$ be the function analytic in a neighborhood of $(0,0)$ implicitly defined by

$$
\begin{equation*}
G_{0}(0,0)=0, \quad G_{0}=s \sin G_{0}+t \cos G_{0} \tag{2.5}
\end{equation*}
$$

define the following four functions of three variables $(\hat{\eta}, \hat{\xi}, \lambda)$ real-analytic in a neighborhood of the set $\{(\hat{\eta}, \hat{\xi})=(0,0)\} \times \mathbf{T}$ :

$$
\begin{align*}
G(\hat{\eta}, \hat{\xi}, \lambda) & :=G_{0}\left((\hat{\eta} \cos \lambda-\hat{\xi} \sin \lambda) F_{1}(t),(\hat{\xi} \cos \lambda-\hat{\eta} \sin \lambda) F_{1}(t)\right) \\
\mathcal{E}_{\mathrm{s}}(\hat{\eta}, \hat{\xi}, \lambda) & :=(\hat{\xi} \cos (\lambda+G)+\hat{\eta} \sin (\lambda+G)) F_{1}(t) \\
\mathcal{C}(\hat{\eta}, \hat{\xi}, \lambda) & :=\cos \left(\lambda+\mathcal{E}_{\mathrm{s}}\right)-\hat{\eta} F_{1}(t)-\hat{\xi} \mathcal{E}_{\mathrm{s}} F_{1}(t) F_{2}(t) \\
\mathcal{S}(\hat{\eta}, \hat{\xi}, \lambda) & :=\sin \left(\lambda+\mathcal{E}_{\mathrm{s}}\right)+\hat{\xi} F_{1}(t)-\hat{\eta} \mathcal{E}_{\mathrm{s}} F_{1}(t) F_{2}(t) \tag{2.6}
\end{align*}
$$

where $t$ is short for $t=\hat{\eta}^{2}+\hat{\xi}^{2}, G$ is short for $G(\hat{\eta}, \hat{\xi}, \lambda)$, and $\mathcal{E}_{\mathrm{s}}$ is short for $\mathcal{E}_{\mathbf{s}}(\hat{\eta}, \hat{\xi}, \lambda)$.
Lemma 2.1 (planar Poincaré variables). Fix $\varepsilon, \mu, m_{0}>0$ and let

$$
\begin{align*}
& \mathrm{M}:=1+\varepsilon \frac{\mu}{m_{0}}, \quad \mathrm{~m}:=\frac{\mu}{m_{0}} \frac{1}{\mathrm{M}}, \quad \overline{\mathrm{~m}}:=\frac{\mu}{m_{0}} \frac{1}{\sqrt{\mathrm{M}}} \\
& \sigma:=\left(\frac{\mu}{m_{0}}\right)^{3} \frac{1}{\mathrm{M}}, \quad a=a(\Lambda ; \mu, \varepsilon):=\frac{\Lambda^{2}}{\overline{\mathrm{~m}}^{2}} . \tag{2.7}
\end{align*}
$$

Then, for any $\Lambda_{+}>\Lambda_{-}>0$, there exists a ball $B$ around the origin in $\mathbf{R}^{2}$ such that the 4-dimensional map

$$
\Psi_{\mathrm{P}}:(\Lambda, \lambda, \eta, \xi) \in D:=\left(\Lambda_{-}, \Lambda_{+}\right) \times \mathbf{T} \times B \rightarrow(X, x) \in \mathbf{R}^{4}
$$

where

$$
\begin{align*}
& x_{1}=x_{1}(\Lambda, \lambda, \eta, \xi ; \mu, \varepsilon):=a(\Lambda ; \mu, \varepsilon) \mathcal{C}\left(\frac{\eta}{\sqrt{\Lambda}}, \frac{\xi}{\sqrt{\Lambda}}, \lambda\right)  \tag{2.8}\\
& x_{2}=x_{2}(\Lambda, \lambda, \eta, \xi ; \mu, \varepsilon):=a(\Lambda ; \mu, \varepsilon) \mathcal{S}\left(\frac{\eta}{\sqrt{\Lambda}}, \frac{\xi}{\sqrt{\Lambda}}, \lambda\right) \\
& X=X(\Lambda, \lambda, \eta, \xi ; \mu, \varepsilon):=\frac{\overline{\mathrm{m}}^{4}}{\Lambda^{3}} \frac{\partial x}{\partial \lambda}(\Lambda, \lambda, \eta, \xi ; \mu, \varepsilon)=\frac{\overline{\mathrm{m}}}{a(\Lambda ; \mu, \varepsilon)^{3 / 2}} \frac{\partial x}{\partial \lambda}
\end{align*}
$$

is real-analytic in $D$ and symplectic:

$$
d \Lambda \wedge d \lambda+d \eta \wedge d \xi=d X_{1} \wedge d x_{1}+d X_{2} \wedge d x_{2}
$$

Furthermore, if $\mathcal{H}_{0}^{(1)}$ denotes the two-body Hamiltonian

$$
\mathcal{H}_{0}^{(1)}(X, x):=\frac{1}{2 \mathrm{~m}}|X|^{2}-\frac{\mathrm{mM}}{|x|},
$$

then, on the phase region of negative energies $\left(\mathcal{H}_{0}^{(1)}\right)^{-1}\left(-\frac{\sigma}{2 \Lambda_{-}^{2}},-\frac{\sigma}{2 \Lambda_{+}^{2}}\right)$, one has

$$
\mathcal{H}_{0}^{(1)} \circ \Psi_{\mathrm{P}}=-\frac{\sigma}{2 \Lambda^{2}}
$$

in the planar coordinates $x \in \mathbf{R}^{2}$ the corresponding motion describes an ellipse of major semiaxis $a=a(\Lambda ; \mu, \varepsilon)$ and eccentricity

$$
\begin{equation*}
e=\sqrt{\frac{\eta^{2}+\xi^{2}}{\Lambda}} F_{1}\left(\frac{\eta^{2}+\xi^{2}}{\Lambda}\right)=\sqrt{\frac{\eta^{2}+\xi^{2}}{\Lambda}\left(1-\frac{\eta^{2}+\xi^{2}}{4 \Lambda}\right)} \tag{2.9}
\end{equation*}
$$

The proof of this lemma can be found in Appendix A. Note that

$$
\begin{equation*}
\mathcal{C}(0,0, \lambda)=\cos \lambda, \quad \mathcal{S}(0,0, \lambda)=\sin \lambda \tag{2.10}
\end{equation*}
$$

so that the $(a, \lambda) \rightarrow x$ transformation is, for $\eta=\xi=0$, just polar coordinates. Let, now, $\Psi_{\mathrm{P}}^{(N)}$ be the $4 N$-dimensional map, parametrized by $\left(\mu_{1}, \ldots, \mu_{N}, \varepsilon\right)$, defined by

$$
\begin{equation*}
\Psi_{\mathrm{P}}^{(N)}:\left(\left(\Lambda_{1}, \lambda_{1}, \eta_{1}, \xi_{1}\right), \ldots,\left(\Lambda_{N}, \lambda_{N}, \eta_{N}, \xi_{N}\right)\right) \in\left((0, \infty) \times \mathbf{T} \times \mathbf{R}^{2}\right)^{N} \rightarrow(X, x) \tag{2.11}
\end{equation*}
$$

with

$$
\begin{align*}
(X, x) & =\left(\left(X^{(1)}, \ldots, X^{(N)}\right),\left(x^{(1)}, \ldots, x^{(N)}\right)\right) \\
\left(X^{(i)}, x^{(i)}\right) & =\Psi_{\mathrm{P}}\left(\Lambda_{i}, \lambda_{i}, \eta_{i}, \xi_{i} ; \mu_{i}, \varepsilon\right) \tag{2.12}
\end{align*}
$$

Then, $\Psi_{\mathrm{P}}^{(N)}$ is symplectic and

$$
\begin{equation*}
\mathcal{H}_{0}^{(N)} \circ \Psi_{\mathrm{P}}^{(N)}=-\frac{1}{2} \sum_{i=1}^{N} \frac{\sigma_{i}}{\Lambda_{i}^{2}}=: \mathcal{H}_{0}(\Lambda), \quad \quad \sigma_{i}:=\left(\frac{\mu_{i}}{m_{0}}\right)^{3} \frac{1}{\mathrm{M}_{i}} \tag{2.13}
\end{equation*}
$$

In such Poincaré variables the full planar $(N+1)$-body Hamiltonian $\mathcal{H}^{(N)}$ becomes

$$
\begin{equation*}
\mathcal{H}(\Lambda, \lambda, \eta, \xi)=\mathcal{H}_{0}(\Lambda)+\varepsilon \mathcal{H}_{1}(\Lambda, \lambda, \eta, \xi), \quad \mathcal{H}_{1}:=\mathcal{H}_{1}^{(N)} \circ \Psi_{\mathrm{P}}^{(N)}=: \mathcal{H}_{1}^{\mathrm{compl}}+\mathcal{H}_{1}^{\text {princ }} \tag{2.14}
\end{equation*}
$$

where the so-called "complementary part" $\mathcal{H}_{1}^{\text {compl }}$ and the "principal part" $\mathcal{H}_{1}^{\text {princ }}$ of the perturbation are, respectively, the functions

$$
\begin{equation*}
\sum_{1 \leq i<j \leq N} X^{(i)} \cdot X^{(j)} \quad \text { and } \quad \sum_{1 \leq i<j \leq N} \frac{\mu_{i} \mu_{j}}{m_{0}^{2}} \frac{1}{\left|x^{(i)}-x^{(j)}\right|} \tag{2.15}
\end{equation*}
$$

expressed in Poincaré variables: ${ }^{5}$

$$
X^{(i)}=X\left(\Lambda_{i}, \lambda_{i}, \eta_{i}, \xi_{i} ; \mu_{i}, \varepsilon\right) \quad \text { and } \quad x^{(i)}=x\left(\Lambda_{i}, \lambda_{i}, \eta_{i}, \xi_{i} ; \mu_{i}, \varepsilon\right)
$$

[^85]Notice that, since $X^{(i)}=\left(\overline{\mathrm{m}}_{i}^{4} / \Lambda_{i}^{3}\right) \partial_{\lambda_{i}} x^{(i)}$ the $\lambda$-average of $\mathcal{H}_{1}^{\text {compl }}$ vanishes. Moreover, as it is well known, the $\lambda$-average of $\mathcal{H}_{1}$ is an even function of $(\eta, \xi)$; see, also, Appendix A. Hence, we may split the perturbation function as

$$
\begin{equation*}
\mathcal{H}_{1}=\overline{\mathcal{H}}_{1}+\widetilde{\mathcal{H}}_{1} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\overline{\mathcal{H}}_{1}(\Lambda, \eta, \xi):=\int_{\mathbf{T}^{N}} \mathcal{H}_{1} \frac{d \lambda}{(2 \pi)^{N}}, \quad \int_{\mathbf{T}^{N}} \widetilde{\mathcal{H}}_{1} d \lambda=0 \tag{2.17}
\end{equation*}
$$

Furthermore, $\overline{\mathcal{H}}_{1}$ may be written as

$$
\begin{equation*}
\overline{\mathcal{H}}_{1}(\Lambda, \eta, \xi)=\overline{\mathcal{H}}_{1,0}(\Lambda)+\overline{\mathcal{H}}_{1,2}(\Lambda, \eta, \xi)+\overline{\mathcal{H}}_{1, *}(\Lambda, \eta, \xi), \tag{2.18}
\end{equation*}
$$

where $\overline{\mathcal{H}}_{1,0}:=\overline{\mathcal{H}}_{1}(\Lambda, 0,0), \overline{\mathcal{H}}_{1,2}$ is the $(\eta, \xi)$-quadratic part of $\overline{\mathcal{H}}_{1}$ while $\overline{\mathcal{H}}_{1, *}$ is the "remainder of order four":

$$
\left|\overline{\mathcal{H}}_{1, *}(\Lambda, \eta, \xi)\right| \leq \text { const }|(\eta, \xi)|^{4}
$$

3. The averaged quadratic potential $\overline{\mathcal{H}}_{1,2}$. In this section we analyze the function $\overline{\mathcal{H}}_{1,2}$ (i.e., the $(\eta, \xi)$-quadratic part of the $\lambda$-average of the perturbation) defined in (2.18), which may be written as

$$
\begin{equation*}
\overline{\mathcal{H}}_{1,2}=\frac{1}{2} \sum_{1 \leq i, j \leq N} Q_{i j}\binom{\eta_{j}}{\xi_{j}} \cdot\binom{\eta_{i}}{\xi_{i}}, \tag{3.1}
\end{equation*}
$$

where $Q_{i j}$ are $(2 \times 2)$ matrices defined as

$$
Q_{i j}:=\left.\left(\begin{array}{ll}
\partial_{\eta_{i}, \eta_{j}}^{2} \frac{\overline{\mathcal{H}}_{1,2}}{} & \partial_{\eta_{i}, \xi_{j}}^{2} \overline{\mathcal{H}}_{1,2} \\
\partial_{\xi_{i}, \eta_{j}}^{2} \overline{\mathcal{H}}_{1,2} & \partial_{\xi_{i}, \xi_{j}}^{2} \overline{\mathcal{H}}_{1,2}
\end{array}\right)\right|_{(\Lambda, 0,0)} .
$$

The aim of this section is to prove that there exists a symplectic linear change of variables $(p, q) \rightarrow(\eta, \xi)$ putting the quadratic part (3.1) in the normal form

$$
\begin{equation*}
\frac{1}{2} \sum_{i=1}^{N} \bar{\Omega}_{i}\left(p_{i}^{2}+q_{i}^{2}\right) \tag{3.2}
\end{equation*}
$$

see Remark 3.1(i). A crucial fact, in order to apply KAM theory, consists in proving that such $\bar{\Omega}_{i}$ 's are nondegenerate ${ }^{6}$ in the sense that they are nonvanishing and distinct. Such nondegeneracy is proved in Proposition 3.2 in which we manage to compute explicitly the asymptotics of the $\bar{\Omega}_{i}$ 's.

In view of the definition of the Poincaré variables, we look at the rescaled variables $(\hat{\eta}, \hat{\xi})$ rather than $(\eta, \xi)$. Therefore, we define

$$
\begin{align*}
& \bar{f}_{i j}(\Lambda, \hat{\eta}, \hat{\xi}):=  \tag{3.3}\\
& \quad \frac{1}{(2 \pi)^{N}} \int_{\mathbf{T}^{N}} \frac{d \lambda}{\left|x^{(i)}\left(\Lambda_{i}, \lambda_{i}, \sqrt{\Lambda_{i}} \hat{\eta}_{i}, \sqrt{\Lambda_{i}} \hat{\xi}_{i} ; \mu_{i}, \varepsilon\right)-x^{(j)}\left(\Lambda_{j}, \lambda_{j} \sqrt{\Lambda_{j}} \hat{\eta}_{j}, \sqrt{\Lambda_{j}} \hat{\xi}_{j} ; \mu_{j}, \varepsilon\right)\right|} .
\end{align*}
$$

[^86]Thus, letting ${ }^{7}$

$$
\begin{align*}
& a_{i}:=a\left(\Lambda_{i} ; \mu_{i}, \varepsilon\right), \\
& c_{i j}:=\frac{1}{m_{0}}\left(\frac{\mathrm{M}_{i} \mathrm{M}_{j}}{a_{i} a_{j}}\right)^{1 / 4}, \tag{3.4}
\end{align*}
$$

we find

$$
Q_{i j}= \begin{cases}\sqrt{\mu_{i} \mu_{j}} c_{i j} A_{i j} & \text { if } i \neq j \\ \sum_{k \neq j} \sqrt{\mu_{k} \mu_{j}} c_{k j} B_{k j} & \text { if } i=j\end{cases}
$$

It is a remarkable fact that, for the planar planetary $(N+1)$-body problem the matrices $A_{i j}$ and $B_{i j}$ are proportional to the $(2 \times 2)$ identity matrix $\mathbf{1}_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and have simple integral representation. In fact, define, for $a \neq b$,

$$
\begin{aligned}
\mathcal{J}(a, b) & :=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{-17 a b \cos t+8\left(a^{2}+b^{2}\right) \cos (2 t)+a b \cos (3 t)}{\left(a^{2}+b^{2}-2 a b \cos t\right)^{5 / 2}} d t, \\
\mathcal{I}(a, b) & :=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{-7 a b+4\left(a^{2}+b^{2}\right) \cos t-a b \cos (2 t)}{\left(a^{2}+b^{2}-2 a b \cos t\right)^{5 / 2}} d t,
\end{aligned}
$$

and denote, for $a_{i} \neq a_{j}$,

$$
\begin{equation*}
\alpha_{i j}:=\frac{a_{i} a_{j}}{8} \mathcal{J}\left(a_{i}, a_{j}\right), \quad \beta_{i j}:=\frac{a_{i} a_{j}}{4} \mathcal{I}\left(a_{i}, a_{j}\right) . \tag{3.5}
\end{equation*}
$$

Then, the following "algebraic" result holds.
Proposition 3.1. Assume $a_{i} \neq a_{j}$ for $i \neq j$. Then $A_{i j}=\alpha_{i j} \mathbf{1}_{2}$ and $B_{i j}=$ $\beta_{i j} \mathbf{1}_{2}$.

Remark 3.1. (i) An immediate corollary of this result is that, in the collisionless domain $\left\{a_{i} \neq a_{j}\right\}, \overline{\mathcal{H}}_{1,2}$ has the simple form

$$
\begin{equation*}
\overline{\mathcal{H}}_{1,2}=\frac{1}{2}(M \eta \cdot \eta+M \xi \cdot \xi), \tag{3.6}
\end{equation*}
$$

$M$ being the real, symmetric $(N \times N)$ matrix with entries

$$
M_{i j}= \begin{cases}\sqrt{\mu_{i} \mu_{j}} c_{i j} \alpha_{i j} & \text { if } i \neq j,  \tag{3.7}\\ \sum_{k \neq j} \sqrt{\mu_{k} \mu_{j}} c_{k j} \beta_{k j} & \text { if } i=j .\end{cases}
$$

The Hamiltonian (3.6) can be immediately put in symplectic normal form: if $U$ is the real orthogonal matrix ( $U^{T}=U^{-1}$ ) which diagonalizes $M\left(U^{T} M U=\right.$ $\operatorname{diag}\left(\bar{\Omega}_{1}, \ldots, \bar{\Omega}_{N}\right)$ ), then the map $p=U^{T} \eta, q=U^{T} \xi$ is symplectic and, in such variables, the new Hamiltonian takes the form (3.2).
(ii) The functions $\mathcal{J}$ and $\mathcal{I}$ (which admit simple representations in terms of Gauss hypergeometric functions) are symmetric $(\mathcal{J}(a, b)=\mathcal{J}(b, a)$ and $\mathcal{I}(a, b)=\mathcal{I}(b, a))$ and satisfy

$$
\mathcal{J}(a, b)=b^{-3} \mathcal{J}(a / b, 1), \quad \mathcal{I}(a, b)=b^{-3} \mathcal{I}(a / b, 1), \quad a<b .
$$

[^87]The functions of one real variable $s \in(-1,1) \rightarrow \mathcal{J}(s, 1)$ and $s \in(-1,1) \rightarrow \mathcal{I}(s, 1)$ are, respectively, even and odd in $s$, and satisfy, for small $s$, the following asymptotics:

$$
\begin{equation*}
\mathcal{J}(s, 1)=-\frac{15}{8} s^{2}-\frac{105}{8} s^{4}+O\left(s^{6}\right), \quad \mathcal{I}(s, 1)=3 s+\frac{45}{8} s^{3}+O\left(s^{5}\right) \tag{3.8}
\end{equation*}
$$

(iii) Proposition 3.1 is a suitable version of a well-known result which can be found, e.g., in [Poi1905]; see also [LR95].
(iv) The asymptotics of the $\alpha_{i j}$ 's and $\beta_{i j}$ 's may be also computed in terms of the Laplace coefficients (see, e.g., [LR95]); for our purposes it is simpler to derive the needed asymptotics directly from the integral representations given before (3.5).

Proof of Proposition 3.1. The computations we are going to perform are algebraic in character and it is therefore enough to consider real variables. Fix $i \neq j$ and define
$\mathcal{R}_{i j}(\Lambda, \lambda, \hat{\eta}, \hat{\xi}):=\left|x^{(i)}\left(\Lambda_{i}, \lambda_{i}, \sqrt{\Lambda_{i}} \hat{\eta}_{i}, \sqrt{\Lambda_{i}} \hat{\xi}_{i} ; \mu_{i}, \varepsilon\right)-x^{(j)}\left(\Lambda_{j}, \lambda_{j} \sqrt{\Lambda_{j}} \hat{\eta}_{j}, \sqrt{\Lambda_{j}} \hat{\xi}_{j} ; \mu_{j}, \varepsilon\right)\right|^{2}$, so that (recall (3.3))

$$
\begin{equation*}
\bar{f}_{i j}(\Lambda, \hat{\eta}, \hat{\xi})=\frac{1}{(2 \pi)^{N}} \int_{\mathbf{T}^{N}} \frac{d \lambda}{\sqrt{\mathcal{R}_{i j}}} \tag{3.10}
\end{equation*}
$$

By (2.8) we find

$$
\begin{equation*}
\mathcal{R}_{i j}=a_{i}^{2} \chi_{i}^{2}+a_{j}^{2} \chi_{j}^{2}-2 a_{i} a_{j}\left(\mathcal{C}_{i} \mathcal{C}_{j}-\mathcal{S}_{i} \mathcal{S}_{j}\right) \tag{3.11}
\end{equation*}
$$

where $\mathcal{C}_{k}, \mathcal{S}_{k}$, and $\chi_{k}$ are short for, respectively,

$$
\mathcal{C}_{k}=\mathcal{C}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right), \quad \mathcal{S}_{k}=\mathcal{S}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right), \quad \text { and } \quad \chi_{k}=\sqrt{\mathcal{C}_{k}^{2}+\mathcal{S}_{k}^{2}}
$$

The proof will consist in computing explicitly $\lambda$-averages of quantities of the form

$$
\begin{equation*}
\rho_{\zeta_{i}, \zeta_{j}}\left(\lambda_{i}, \lambda_{j}\right):=\left.\partial_{\zeta_{i} \zeta_{j}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{\hat{\eta}=\hat{\xi}=0}=\left.\frac{3\left(\partial_{\zeta_{i}} \mathcal{R}_{i j}\right)\left(\partial_{\zeta_{j}} \mathcal{R}_{i j}\right)-2 \mathcal{R}_{i j}\left(\partial_{\zeta_{i} \zeta_{j}} \mathcal{R}_{i j}\right)}{4 \mathcal{R}_{i j}^{5 / 2}}\right|_{\hat{\eta}=\hat{\xi}=0}, \tag{3.12}
\end{equation*}
$$

where $\zeta_{k}$ denotes either of the variables $\hat{\eta}_{k}$ or $\hat{\xi}_{k}$. Thus, what we need to do is to compute suitable orders in the variables $\left(\hat{\eta}_{k}, \hat{\xi}_{k}\right)$ of the function $\mathcal{R}_{i j}$. For this purpose the following lemma will be useful.

Lemma 3.1. Define the following elementary functions:

$$
\begin{aligned}
& C_{+}(\lambda):=1+\cos ^{2} \lambda=\frac{3+\cos (2 \lambda)}{2} \\
& C_{-}(\lambda):=1+\sin ^{2} \lambda=\frac{3-\cos (2 \lambda)}{2} \\
& S_{0}(\lambda):=\cos \lambda \sin \lambda=\frac{1}{2} \sin (2 \lambda) \\
& \bar{\chi}(x, y, \lambda):=1-2 y \cos \lambda+2 x \sin \lambda \\
& S(x, y, \lambda):=\sin \lambda+x C_{+}(\lambda)+y S_{0}(\lambda) \\
& C(x, y, \lambda):=\cos \lambda-y C_{-}(\lambda)-x S_{0}(\lambda)
\end{aligned}
$$

and denote by $O_{p}\left(z_{1}, \ldots, z_{n}\right)$ a function of the variables $\left(z_{1}, \ldots, z_{n}\right)$ (depending possibly on other variables) analytic in a neighborhood of $(0, \ldots, 0)$ and starting with $a$ homogeneous polynomial of degree $p$ in $\left(z_{1}, \ldots, z_{n}\right)$. Then,

$$
\begin{align*}
& \chi_{k}^{2}=\mathcal{C}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right)^{2}+\mathcal{S}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right)^{2}=\bar{\chi}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right)+O_{2}\left(\hat{\eta}_{k}, \hat{\xi}_{k}\right) \\
& \mathcal{C}_{k}=\mathcal{C}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right)=C\left(\hat{\xi}_{k}, \hat{\eta}_{k}, \lambda_{k}\right)+O_{2}\left(\hat{\eta}_{k}, \hat{\xi}_{k}\right) \\
& \mathcal{S}_{k}=\mathcal{S}\left(\hat{\eta}_{k}, \hat{\xi}_{k}, \lambda_{k}\right)=S\left(\hat{\xi}_{k}, \hat{\eta}_{k}, \lambda_{k}\right)+O_{2}\left(\hat{\eta}_{k}, \hat{\xi}_{k}\right) \tag{3.13}
\end{align*}
$$

The proof of this lemma follows at once from the explicit expressions for $\mathcal{C}$ and $\mathcal{S}$ given in Lemma 2.1 and is left to the reader.

We consider first the matrices $A_{i j}$ (which allow to compute $Q_{i j}$ for $i \neq j$ ) and then we turn to the matrices $B_{i j}$ (which allow to compute $Q_{j j}$ ).

Computation of the matrices $A_{i j}$. First, observe that the two derivatives involved in the definition of $A_{i j}$ are always mixed in the variables with indexes $i$ and $j$. Thus, we can neglect the terms of third order in $\left(\hat{\eta}_{i}, \hat{\xi}_{i}, \hat{\eta}_{j}, \hat{\xi}_{j}\right)$ and the terms of second order of the type $O_{2}\left(\hat{\eta}_{i}, \hat{\xi}_{i}\right)$ and $O_{2}\left(\hat{\eta}_{j}, \hat{\xi}_{j}\right)$.

By Lemma 3.1, the function $\mathcal{R}_{i j}$ in (3.11) has the form

$$
\begin{align*}
& \mathcal{R}_{i j}=a_{i}^{2}\left(1-2 \hat{\eta}_{i} \cos \lambda_{i}+2 \hat{\xi}_{i} \sin \lambda_{i}\right)+a_{j}^{2}\left(1-2 \hat{\eta}_{j} \cos \lambda_{j}+2 \hat{\xi}_{j} \sin \lambda_{j}\right) \\
&-2 a_{i} a_{j}\left[\left(\cos \lambda_{i}-\hat{\xi}_{i} S_{0}\left(\lambda_{i}\right)-\hat{\eta}_{i} C_{-}\left(\lambda_{i}\right)\right)\left(\cos \lambda_{j}-\hat{\xi}_{j} S_{0}\left(\lambda_{j}\right)-\hat{\eta}_{j} C_{-}\left(\lambda_{j}\right)\right)\right. \\
&\left.+\left(\sin \lambda_{i}+\hat{\xi}_{i} C_{+}\left(\lambda_{i}\right)+\hat{\eta}_{i} S_{0}\left(\lambda_{i}\right)\right)\left(\sin \lambda_{j}+\hat{\xi}_{j} C_{+}\left(\lambda_{j}\right)+\hat{\eta}_{j} S_{0}\left(\lambda_{j}\right)\right)\right] \\
&+O_{2}\left(\hat{\eta}_{i}, \hat{\xi}_{i}\right)+O_{2}\left(\hat{\eta}_{j}, \hat{\xi}_{j}\right)+O_{3}\left(\hat{\eta}_{i}, \hat{\xi}_{i}, \hat{\eta}_{j}, \hat{\xi}_{j}\right) \tag{3.14}
\end{align*}
$$

Therefore, letting $\left.(\cdot)\right|_{0}$ be short for $\left.(\cdot)\right|_{\hat{\eta}_{i}=\hat{\xi}_{i}=\hat{\eta}_{j}=\hat{\xi}_{j}=0}$, one finds

$$
\begin{aligned}
\left.\mathcal{R}_{i j}\right|_{0} & =a_{i}^{2}+a_{j}^{2}-2 a_{i} a_{j} \cos \left(\lambda_{i}-\lambda_{j}\right), \\
\left.\partial_{\hat{\eta}_{i}} \mathcal{R}_{i j}\right|_{0} & =-2 a_{i}^{2} \cos \lambda_{i}-2 a_{i} a_{j}\left[-C_{-}\left(\lambda_{i}\right) \cos \lambda_{j}+S_{0}\left(\lambda_{i}\right) \sin \lambda_{j}\right], \\
\left.\partial_{\hat{\eta}_{j}} \mathcal{R}_{i j}\right|_{0} & =-2 a_{j}^{2} \cos \lambda_{j}-2 a_{i} a_{j}\left[-C_{-}\left(\lambda_{j}\right) \cos \lambda_{i}+S_{0}\left(\lambda_{j}\right) \sin \lambda_{i}\right], \\
\left.\partial_{\hat{\xi}_{i}} \mathcal{R}_{i j}\right|_{0} & =2 a_{i}^{2} \sin \lambda_{i}-2 a_{i} a_{j}\left[C_{+}\left(\lambda_{i}\right) \sin \lambda_{j}-S_{0}\left(\lambda_{i}\right) \cos \lambda_{j}\right], \\
\left.\partial_{\hat{\xi}_{j}} \mathcal{R}_{i j}\right|_{0} & =2 a_{j}^{2} \sin \lambda_{j}-2 a_{i} a_{j}\left[C_{+}\left(\lambda_{j}\right) \sin \lambda_{i}-S_{0}\left(\lambda_{j}\right) \cos \lambda_{i}\right], \\
\left.\partial_{\hat{\eta}_{i} \hat{\eta}_{j}}^{2} \mathcal{R}_{i j}\right|_{0} & =-2 a_{i} a_{j}\left[C_{-}\left(\lambda_{i}\right) C_{-}\left(\lambda_{j}\right)+S_{0}\left(\lambda_{i}\right) S_{0}\left(\lambda_{j}\right)\right], \\
\left.\partial_{\hat{\xi}_{i} \hat{\xi}_{j}}^{2} \mathcal{R}_{i j}\right|_{0} & =-2 a_{i} a_{j}\left[C_{+}\left(\lambda_{i}\right) C_{+}\left(\lambda_{j}\right)+S_{0}\left(\lambda_{i}\right) S_{0}\left(\lambda_{j}\right)\right], \\
\left.\partial_{\hat{\eta}_{i} \hat{\xi}_{j}}^{2} \mathcal{R}_{i j}\right|_{0} & =-2 a_{i} a_{j}\left[C_{-}\left(\lambda_{i}\right) S_{0}\left(\lambda_{j}\right)+S_{0}\left(\lambda_{i}\right) C_{+}\left(\lambda_{j}\right)\right], \\
\left.\partial_{\hat{\xi}_{i} \hat{\eta}_{j}}^{2} \mathcal{R}_{i j}\right|_{0} & =-2 a_{i} a_{j}\left[S_{0}\left(\lambda_{i}\right) C_{-}\left(\lambda_{j}\right)+C_{+}\left(\lambda_{i}\right) S_{0}\left(\lambda_{j}\right)\right] .
\end{aligned}
$$

In particular, $\mathcal{R}_{i j}$ and $\partial_{\hat{\eta}_{i}} \mathcal{R}_{i j}$ are even in $\left(\lambda_{i}, \lambda_{j}\right) \in \mathbf{T}^{2}$, while $\partial_{\hat{\xi}_{j}} \mathcal{R}_{i j}$ and $\partial_{\hat{\eta}_{i} \hat{\xi}_{j}}^{2} \mathcal{R}_{i j}$ are odd. Thus, recalling the definition of $\rho_{\zeta_{i}, \zeta_{j}}\left(\lambda_{i}, \lambda_{j}\right)$ in (3.12), we find that $\rho_{\hat{\eta}_{i}, \hat{\xi}_{j}}\left(\lambda_{i}, \lambda_{j}\right)$ is odd in $\left(\lambda_{i}, \lambda_{j}\right)$ and it has therefore zero average. For the same reasons, also $\rho_{\hat{\xi}_{i}, \hat{\eta}_{j}}\left(\lambda_{i}, \lambda_{j}\right)$ has zero average. Hence, the off-diagonal terms of $A_{i j}$ are zero. We
now compute the diagonal terms of $A_{i j}$. We begin with $\rho_{\hat{\eta}_{i}, \hat{\eta}_{j}}\left(\lambda_{i}, \lambda_{j}\right)$. By (3.12) and the list in (3.15), we find

$$
\begin{equation*}
\rho_{\hat{\eta}_{i}, \hat{\eta}_{j}}\left(\lambda_{i}, \lambda_{j}\right):=\left.\partial_{\hat{\eta}_{i} \hat{\eta}_{j}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{0}=\frac{\rho_{1}\left(\lambda_{i}, \lambda_{j}\right)}{\rho_{2}\left(\lambda_{i}, \lambda_{j}\right)} \tag{3.16}
\end{equation*}
$$

with

$$
\begin{align*}
& \rho_{1}\left(\lambda_{i}, \lambda_{j}\right):=a_{i} a_{j} \cdot-24 a_{i}^{2} \cos \left(2 \lambda_{i}\right)-24 a_{j}^{2} \cos \left(2 \lambda_{j}\right)+8\left(a_{i}^{2}+a_{j}^{2}\right) \cos \left(2\left(\lambda_{i}-\lambda_{j}\right)\right)  \tag{3.17}\\
&-3 a_{i} a_{j} \cos \left(\lambda_{i}-3 \lambda_{j}\right)-17 a_{i} a_{j} \cos \left(\lambda_{i}-\lambda_{j}\right) \\
&+a_{i} a_{j} \cos \left(3\left(\lambda_{i}-\lambda_{j}\right)\right)-3 a_{i} a_{j} \cos \left(3 \lambda_{i}-\lambda_{j}\right) \\
&\left.+54 a_{i} a_{j} \cos \left(\lambda_{i}+\lambda_{j}\right)\right] \\
& \rho_{2}\left(\lambda_{i}, \lambda_{j}\right):=8\left(a_{i}^{2}+a_{j}^{2}-2 a_{i} a_{j} \cos \left(\lambda_{i}-\lambda_{j}\right)\right)^{5 / 2}
\end{align*}
$$

Thus, changing the variable of integration, one finds

$$
\begin{aligned}
& \left.\frac{1}{(2 \pi)^{2}} \int_{\mathbf{T}^{2}} \partial_{\hat{\eta}_{i} \hat{\eta}_{j}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{0} d \lambda_{i} d \lambda_{j} \\
& \quad=\frac{1}{2 \pi} \int_{\mathbf{T}} a_{i} a_{i} \cdot \frac{-17 a_{i} a_{j} \cos t+8\left(a_{i}^{2}+a_{j}^{2}\right) \cos (2 t)+a_{i} a_{j} \cos (3 t)}{8\left(a_{i}^{2}+a_{j}^{2}-2 a_{i} a_{j} \cos t\right)^{5 / 2}} d t \\
& \quad=\frac{a_{i} a_{j}}{8} \mathcal{J}\left(a_{i}, a_{j}\right)=: \alpha_{i j}
\end{aligned}
$$

The case $\rho_{\hat{\xi}_{i}, \hat{\xi}_{j}}\left(\lambda_{i}, \lambda_{j}\right)$ is very similar (and will yield the same result). In place of (3.16) one finds

$$
\begin{equation*}
\rho_{\hat{\xi}_{i}, \hat{\xi}_{j}}\left(\lambda_{i}, \lambda_{j}\right):=\left.\partial_{\hat{\xi}_{i} \hat{\xi}_{j}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{0}=\frac{\rho_{3}\left(\lambda_{i}, \lambda_{j}\right)}{\rho_{2}\left(\lambda_{i}, \lambda_{j}\right)} \tag{3.18}
\end{equation*}
$$

with

$$
\begin{align*}
\rho_{3}\left(\lambda_{i}, \lambda_{j}\right):=a_{i} a_{j} \cdot & {\left[24 a_{i}^{2} \cos \left(2 \lambda_{i}\right)+24 a_{j}^{2} \cos \left(2 \lambda_{j}\right)+8\left(a_{i}^{2}+a_{j}^{2}\right) \cos \left(2\left(\lambda_{i}-\lambda_{j}\right)\right)\right.} \\
& +3 a_{i} a_{j} \cos \left(\lambda_{i}-3 \lambda_{j}\right)-17 a_{i} a_{j} \cos \left(\lambda_{i}-\lambda_{j}\right) \\
& +a_{i} a_{j} \cos \left(3\left(\lambda_{i}-\lambda_{j}\right)\right)+3 a_{i} a_{j} \cos \left(3 \lambda_{i}-\lambda_{j}\right) \\
& \left.-54 a_{i} a_{j} \cos \left(\lambda_{i}+\lambda_{j}\right)\right] . \tag{3.19}
\end{align*}
$$

Integrating, one finds again

$$
\left.\frac{1}{(2 \pi)^{2}} \int_{\mathbf{T}^{2}} \partial_{\hat{\xi}_{i} \hat{\xi}_{j}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{0} d \lambda_{i} d \lambda_{j}=\alpha_{i j}
$$

This proves Proposition 3.1 in the case of $Q_{i j}$, with $i \neq j$.
Computation of the matrices $B_{i j}$. Observe that the derivatives involved in the definition of $B_{i j}$ are two derivatives with the same index $j$. We can, therefore, neglect the third order terms and set $\hat{\eta}_{i}=\hat{\xi}_{i}=0$.

Recalling (2.10) we see that $\left.\chi_{i}\right|_{\hat{\eta}_{i}=\hat{\xi}_{i}=0}=1$ and

$$
\begin{equation*}
\left.\mathcal{R}_{i j}\right|_{\hat{\eta}_{i}=\hat{\xi}_{i}=0}=a_{i}^{2}+a_{j}^{2} \chi_{j}^{2}-2 a_{i} a_{j} \chi_{j}\left(\left(\cos \lambda_{i}\right) \frac{\mathcal{C}_{j}}{\chi_{j}}-\left(\sin \lambda_{i}\right) \frac{\mathcal{S}_{j}}{\chi_{j}}\right) \tag{3.20}
\end{equation*}
$$

Defining $\varphi_{j}=\varphi_{j}\left(\Lambda_{j}, \lambda_{j}, \hat{\eta}_{j}, \hat{\xi}_{j}\right)$ through the relations ${ }^{8}$

$$
\begin{equation*}
\cos \varphi_{j}=\frac{\mathcal{C}_{j}}{\chi_{j}}, \quad \quad \sin \varphi_{j}=\frac{\mathcal{S}_{j}}{\chi_{j}} \tag{3.21}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left.\mathcal{R}_{i j}\right|_{\hat{\eta}_{i}=\hat{\xi}_{i}=0}=a_{i}^{2}+a_{j}^{2} \chi_{j}^{2}-2 a_{i} a_{j} \chi_{j} \cos \left(\varphi_{j}-\lambda_{i}\right) \tag{3.22}
\end{equation*}
$$

Denote by $\langle f\rangle_{\theta, \tau}$ the average of a function $f$ over the angles $\theta$ and $\tau$. Integrating first with respect to $\lambda_{i}$ and changing variable of integration $\left(t=\lambda_{i}-\varphi_{j}\right)$, one gets

$$
\begin{equation*}
\left\langle\left.\frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{\hat{\eta}_{i}=\hat{\xi}_{i}=0}\right\rangle_{\lambda_{i}, \lambda_{j}}=\left\langle\frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right\rangle_{t, \lambda_{j}} \tag{3.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathcal{R}}_{i j}:=a_{i}^{2}+a_{j}^{2} \chi_{j}^{2}-2 a_{i} a_{j} \chi_{j} \cos t \tag{3.24}
\end{equation*}
$$

At this point, the argument is completely analogous to that used above. First, we observe that

$$
\begin{equation*}
\left\langle\left.\partial_{\zeta_{h} \zeta_{k}}^{2} \frac{1}{\sqrt{\mathcal{R}_{i j}}}\right|_{0}\right\rangle_{\lambda_{i}, \lambda_{j}}=\left\langle\left.\frac{3\left(\partial_{\zeta_{h}} \tilde{\mathcal{R}}_{i j}\right)\left(\partial_{\zeta_{k}} \tilde{\mathcal{R}}_{i j}\right)-2 \tilde{\mathcal{R}}_{i j}\left(\partial_{\zeta_{h} \zeta_{k}}^{2} \tilde{\mathcal{R}}_{i j}\right)}{4 \tilde{\mathcal{R}}_{i j}^{5 / 2}}\right|_{0}\right\rangle_{t, \lambda_{j}} \tag{3.25}
\end{equation*}
$$

where $\zeta_{\ell}$ denotes here any of the variables $\hat{\eta}_{j}, \hat{\xi}_{j}$. From Lemma 3.1 it follows that $\tilde{\mathcal{R}}_{i j}$ can be written as

$$
\tilde{\mathcal{R}}_{i j}=f(t)+g(t)\left(h_{1}-h_{2}\right)+a_{j}^{2} h_{1}^{2}+O_{3}\left(\hat{\eta}_{j}, \hat{\xi}_{j}\right)
$$

with

$$
\begin{aligned}
& f(t):=a_{i}^{2}+a_{j}^{2}-2 a_{i} a_{j} \cos t, \quad g(t):=-2 a_{j}^{2}+2 a_{i} a_{j} \cos t \\
& h_{1}:=\hat{\eta}_{j} \cos \lambda_{j}-\hat{\xi}_{j} \sin \lambda_{j}, \quad h_{2}:=\hat{\xi}_{j}^{2} \cos ^{2} \lambda_{j}+\hat{\eta}_{j}^{2} \sin ^{2} \lambda_{j}+\hat{\eta}_{j} \hat{\xi}_{j} \sin \left(2 \lambda_{j}\right) .
\end{aligned}
$$

Thus, since $h_{1}$ is of order one in $\left(\hat{\eta}_{j}, \hat{\xi}_{j}\right)$ and $h_{2}$ is of order two in $\left(\hat{\eta}_{j}, \hat{\xi}_{j}\right)$,

$$
\begin{aligned}
&\left.\tilde{\mathcal{R}}_{i j}\right|_{0}=f(t), \\
&\left.\partial_{\eta_{j}} \tilde{\mathcal{R}}_{i j}\right|_{0}=g(t) \cos \lambda_{j}, \\
&\left.\partial_{\hat{\xi}_{j}} \tilde{\mathcal{R}}_{i j}\right|_{0}=-g(t) \sin \lambda_{j}, \\
&\left.\partial_{\hat{\eta}_{j} \hat{\eta}_{j}}^{2} \tilde{\mathcal{R}}_{i j}\right|_{0}=-2 g(t) \sin ^{2} \lambda_{j}+2 a_{j}^{2} \cos ^{2} \lambda_{j}, \\
&\left.\partial_{\hat{\eta}_{j} \hat{\xi}_{j}}^{2} \tilde{\mathcal{R}}_{i j}\right|_{0}=-\left(g(t)+a_{j}\right)^{2} \sin \left(2 \lambda_{j}\right), \\
&\left.\partial_{\hat{\xi}_{j} \hat{\xi}_{j}}^{2} \tilde{\mathcal{R}}_{i j}\right|_{0}=-2 g(t) \cos ^{2} \lambda_{j}+2 a_{j}^{2} \sin ^{2} \lambda_{j} .
\end{aligned}
$$

[^88]Therefore, using (3.25), one finds

$$
\left\langle\left.\partial_{\hat{\eta}_{j} \hat{\xi}_{j}}^{2} \frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right|_{0}\right\rangle_{\lambda_{i}, \lambda_{j}}=\left\langle\left.\frac{-\left(\frac{3}{2} g^{2}+2\left(a_{j}^{2}-g\right) f\right) \sin \left(2 \lambda_{j}\right)}{4 f^{5 / 2}}\right|_{0}\right\rangle_{t, \lambda_{j}}=0
$$

(since the integrand is odd in $\lambda_{j}$ ), showing that also $B_{i j}$ is a diagonal matrix. To compute the diagonal elements we calculate

$$
\begin{equation*}
\left.\partial_{\hat{\eta}_{j} \hat{\eta}_{j}}^{2} \frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right|_{0}=\frac{\tilde{\rho}_{1}\left(\lambda_{j}, t\right)}{\tilde{\rho}_{2}\left(\lambda_{j}, t\right)} \quad \text { and }\left.\quad \partial_{\hat{\xi}_{j} \hat{\xi}_{j}}^{2} \frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right|_{0}=\frac{\tilde{\rho}_{3}\left(\lambda_{j}, t\right)}{\tilde{\rho}_{2}\left(\lambda_{j}, t\right)} \tag{3.26}
\end{equation*}
$$

with

$$
\begin{aligned}
\tilde{\rho}_{1}= & -7 a_{i}^{2} a_{j}^{2}+\left(9 a_{i}^{2} a_{j}^{2}+8 a_{j}^{4}\right) \cos \left(2 \lambda_{j}\right)+\frac{7}{2} a_{i}^{2} a_{j}^{2} \cos \left(2 \lambda_{j}-2 t\right) \\
& -\left(2 a_{i}^{3} a_{j}+10 a_{i} a_{j}{ }^{3}\right) \cos \left(2 \lambda_{j}-t\right)+4\left(a_{i}{ }^{3} a_{j}+a_{i} a_{j}{ }^{3}\right) \cos (t) \\
& -a_{i}^{2} a_{j}^{2} \cos (2 t)-\left(2 a_{i}{ }^{3} a_{j}+10 a_{i} a_{j}{ }^{3}\right) \cos \left(2 \lambda_{j}+t\right)+\frac{7}{2} a_{i}^{2} a_{j}^{2} \cos \left(2 \lambda_{j}+2 t\right) ; \\
\tilde{\rho}_{2}= & 4\left(a_{i}^{2}+a_{j}^{2}-2 a_{i} a_{j} \cos t\right)^{5 / 2} ; \\
\tilde{\rho}_{3}= & -7 a_{i}^{2} a_{j}^{2}-\left(9 a_{i}^{2} a_{j}^{2}+8 a_{j}^{4}\right) \cos \left(2 \lambda_{j}\right)-\frac{7}{2} a_{i}^{2} a_{j}^{2} \cos \left(2 \lambda_{j}-2 t\right) \\
& +\left(2 a_{i}{ }^{3} a_{j}+10 a_{i} a_{j}{ }^{3}\right) \cos \left(2 \lambda_{j}-t\right)+4\left(a_{i}{ }^{3} a_{j}+a_{i} a_{j}{ }^{3}\right) \cos (t) \\
& -a_{i}^{2} a_{j}^{2} \cos (2 t)+\left(2 a_{i}{ }^{3} a_{j}+10 a_{i} a_{j}{ }^{3}\right) \cos \left(2 \lambda_{j}+t\right)-\frac{7}{2} a_{i}^{2} a_{j}^{2} \cos \left(2 \lambda_{j}+2 t\right) ;
\end{aligned}
$$

taking the $\lambda_{j}$-average, one finds immediately

$$
\left\langle\left.\partial_{\hat{\eta}_{j} \hat{\eta}_{j}}^{2} \frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right|_{0}\right\rangle_{\lambda_{i}, \lambda_{j}}=\left\langle\left.\partial_{\hat{\xi}_{j} \hat{\xi}_{j}}^{2} \frac{1}{\sqrt{\tilde{\mathcal{R}}_{i j}}}\right|_{0}\right\rangle_{\lambda_{i}, \lambda_{j}}=\frac{a_{i} a_{j}}{4} \mathcal{I}\left(a_{i}, a_{j}\right)=: \beta_{i j} .
$$

The next result shows that, for $\delta$ and $\varepsilon$ small, generically the eigenvalues of $M$ in (3.6)-(3.7) are nonvanishing, simple, and distinct. We formulate the result regarding the semiaxis $a_{j}$ as independent variables. Recall the definitions of $\alpha_{i j}$ and $\beta_{i j}$ in (3.5) and let (if $N \geq 3$ )

$$
\begin{equation*}
\beta_{j}:=\sum_{k=1,2} \frac{\sqrt{\mu_{k} \bar{\mu}_{j}}}{m_{0}} \frac{1}{\sqrt[4]{a_{k} a_{j}}} \beta_{k j}, \quad j \geq 3 \tag{3.27}
\end{equation*}
$$

Proposition 3.2. Assume that $a_{j}$ and $\bar{\mu}_{j}$ verify $^{9}$

$$
\begin{equation*}
\alpha_{12} \neq 0 \quad \text { and } \quad \beta_{12} \neq \pm \alpha_{12}, \quad \beta_{i} \neq 0 \quad \text { and } \quad \beta_{i} \neq \beta_{j} \quad \text { for } \quad i \neq j \tag{3.28}
\end{equation*}
$$

Then, there exist $0<\delta^{\star}<1$ and $0<\varepsilon_{0}<1$ such that for all $0<\delta<\delta^{\star}$ and $0 \leq \varepsilon<\varepsilon_{0}$ the eigenvalues $\left\{\bar{\Omega}_{1}, \ldots, \bar{\Omega}_{N}\right\}$ of the matrix $M$ are nonvanishing, simple,

[^89]and distinct. Furthermore the following asymptotics hold: ${ }^{10}$
\[

$$
\begin{align*}
& \bar{\Omega}_{1}=\frac{\sqrt{\bar{\mu}_{1} \bar{\mu}_{2}}}{m_{0}} \frac{\beta_{12}+\alpha_{12}}{\sqrt[4]{a_{1} a_{2}}}+O(\sqrt{\delta}, \varepsilon) \\
& \bar{\Omega}_{2}=\frac{\sqrt{\bar{\mu}_{1} \bar{\mu}_{2}}}{m_{0}} \frac{\beta_{12}-\alpha_{12}}{\sqrt[4]{a_{1} a_{2}}}+O(\sqrt{\delta}, \varepsilon) \\
& \bar{\Omega}_{j}=\sqrt{\delta} \beta_{j}+\sqrt{\delta} O(\sqrt{\delta}, \varepsilon), \quad 3 \leq j \leq N \tag{3.29}
\end{align*}
$$
\]

As mentioned above (see Remark 3.1(iv)) the asymptotic of the $\alpha_{i j}$ 's and $\beta_{i j}$ 's may be evaluated in terms of the Laplace coefficients (see, e.g., [L91]). For completeness we give a detailed proof.

Proof. First of all, from the definition of $c_{i j}$ (see (3.4) and (2.3)) it follows that

$$
\begin{equation*}
c_{i j}=\frac{1}{m_{0}} \frac{1}{\sqrt[4]{a_{i} a_{j}}}+O(\varepsilon) \tag{3.30}
\end{equation*}
$$

Thus, by definition of $M$, by definition of $\beta_{j}$ and $\alpha_{i j}$, and by the hypothesis on the masses $\mu_{i}$ (see (1.3)) we find the following asymptotics:

$$
\begin{array}{ll}
\left(\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right)=M^{\star}+O(\sqrt{\delta}, \varepsilon), & \text { where } \quad M^{\star}:=\frac{\sqrt{\bar{\mu}_{1} \bar{\mu}_{2}}}{m_{0} \sqrt[4]{a_{1} a_{2}}}\left(\begin{array}{ll}
\beta_{12} & \alpha_{12} \\
\alpha_{12} & \beta_{12}
\end{array}\right) \\
M_{j j}=\sqrt{\delta} \beta_{j}+O(\delta, \varepsilon) & \text { for } j \geq 3 \\
M_{i j}=O(\sqrt{\delta}) & \text { for } i=1,2 \text { and } j \geq 3, \text { or } j=1,2 \text { and } i \geq 3 \\
M_{i j}=O(\delta) & \text { for } i, j \geq 3 \text { with } i \neq j
\end{array}
$$

Therefore ${ }^{11}$

$$
M=\left(\begin{array}{cc}
M^{\star}+O(\sqrt{\delta}, \varepsilon) & O(\sqrt{\delta}) \\
O(\sqrt{\delta}) & \sqrt{\delta} M_{\star}+O(\delta, \varepsilon)
\end{array}\right)
$$

where

$$
M_{\star}:=\operatorname{diag}\left(\beta_{3}, \ldots, \beta_{N}\right) \in \operatorname{Mat}((N-2) \times(N-2))
$$

The eigenvalues of $M^{\star}$ are

$$
\frac{\sqrt{\bar{\mu}_{1} \bar{\mu}_{2}}}{m_{0} \sqrt[4]{a_{1} a_{2}}}\left(\beta_{12}+\alpha_{12}\right) \quad \text { and } \quad \frac{\sqrt{\bar{\mu}_{1} \bar{\mu}_{2}}}{m_{0} \sqrt[4]{a_{1} a_{2}}}\left(\beta_{12}-\alpha_{12}\right)
$$

which, by the first two requirements in (3.28), are nonzero, simple, and distinct. The matrix $M_{\star}$ is diagonal and its eigenvalues $\beta_{j}$ are also nonzero, simple, and distinct by (3.28). The claim now follows by elementary linear algebra (compare, e.g., Lemma B. 2 in Appendix B).

[^90]Remark 3.2. (i) The hypotheses (3.28) of Proposition 3.2 are easily checked, for example, if $a_{j}$ verifies (1.2) for a suitable $\theta>0$. In fact the asymptotics for $\mathcal{J}(s, 1)$ and $\mathcal{I}(s, 1)$ (see (3.8)) yield immediately

$$
\begin{aligned}
& \alpha_{12}=-\frac{15}{64} \frac{1}{a_{2}}\left(\frac{a_{1}}{a_{2}}\right)^{3}\left[1+O\left(\left(\frac{a_{1}}{a_{2}}\right)^{2}\right)\right], \\
& \beta_{12}=\frac{3}{4} \frac{1}{a_{2}}\left(\frac{a_{1}}{a_{2}}\right)^{2}\left[1+O\left(\left(\frac{a_{1}}{a_{2}}\right)^{2}\right)\right], \\
& \beta_{j}=\frac{3}{4} \frac{\sqrt{\bar{\mu}} \bar{\mu}_{2}}{m_{0}} \frac{1}{a_{j}^{3 / 2}}\left(\frac{a_{2}}{a_{j}}\right)^{7 / 4}\left[1+O\left(\left(\frac{a_{1}}{a_{2}}\right)^{7 / 4}\right)+O\left(\left(\frac{a_{2}}{a_{j}}\right)^{2}\right)\right], \quad j \geq 3, \\
& \beta_{12} \pm \alpha_{12}=\frac{3}{4} \frac{1}{a_{2}}\left(\frac{a_{1}}{a_{2}}\right)^{2}\left[1 \mp \frac{5}{16} \frac{a_{1}}{a_{2}}+O\left(\left(\frac{a_{1}}{a_{2}}\right)^{2}\right)\right], \\
& \beta_{j}-\beta_{i}=\frac{3}{4} \frac{\sqrt{\bar{\mu}_{j} \bar{\mu}_{2}}}{m_{0}} \frac{1}{a_{j}^{3 / 2}}\left(\frac{a_{2}}{a_{j}}\right)^{7 / 4} \\
& \quad \times\left[1+O\left(\left(\frac{a_{1}}{a_{2}}\right)^{7 / 4}\right)+O\left(\left(\frac{a_{2}}{a_{j}}\right)^{2}\right)+O\left(\left(\frac{a_{i}}{a_{j}}\right)^{13 / 4}\right)\right], \quad i>j \geq 3
\end{aligned}
$$

Thus, if $\theta$ is small enough and if (1.2) holds, one sees that

$$
\begin{aligned}
& \alpha_{12}<0 \\
& \beta_{12} \pm \alpha_{12}>0 \\
& \beta_{j}>0 \quad \forall j \geq 3 \\
& \beta_{j}-\beta_{i}>0 \quad \forall i>j \geq 3
\end{aligned}
$$

and the hypotheses (3.28) are verified as claimed.
(ii) The $O(\cdot)$ 's appearing in (3.29) (and in the proof of Proposition 3.2) depend on the $a_{j}$ 's (and on ${ }^{12} m_{0}$ ). Thus, the order in fixing the various parameters is important. One way of proceeding is as follows. First determine $\theta$ as explained in the previous point (i). Then, let $\bar{a}_{i}, 1 \leq i \leq N$, be positive numbers such that (1.2) holds, i.e., $\bar{a}_{i} / \bar{a}_{i+1}<\theta$ for any $1 \leq i \leq N-1$; (the $\bar{a}_{i}$ may be physically interpreted as observed mean major semiaxis). Now, consider a compact order-one neighborhood $A \subset\left\{0<a_{1}<\cdots<a_{N}\right\}$ of $\left(\bar{a}_{1}, \ldots, \bar{a}_{N}\right)$ for which (1.2) continues to be valid (such neighborhood exists simply by continuity). Finally, fix $\delta^{\star}$ and $\varepsilon_{0}$ so that Proposition 3.2 holds: such numbers will depend only on $\bar{a}_{j}$ 's and the (order-one) size of the chosen neighborhood $A$.
(iii) In the case of only one dominant planet (i.e., $\mu_{1}=\bar{\mu}_{1}=O(1), \mu_{i}=O(\delta)$ for $i \geq 2$ ), the first two asymptotics in (3.29) do not give any information: in particular we cannot assure that $\bar{\Omega}_{1}$ and $\bar{\Omega}_{2}$ are different from zero. On the other hand, one could also consider the case of three or more dominant planets and the choice of focusing on two dominant planets has been made for simplicity.
4. Existence of -dimensional elliptic invariant tori. In this section we prove the existence of $N$-dimensional elliptic invariant tori for the $(N+1)$-body problem Hamiltonian $\mathcal{H}$ in (2.14) for any $N \geq 2$.

Let $m_{0}<\bar{\mu}_{j}<4 m_{0}$, let $\theta, A, \delta^{\star}$, and $\varepsilon_{0}$ be as in Remark 3.2(ii), and fix $0<\delta<\delta^{\star}$, which henceforth will be kept fixed. In the rest of the paper only $\varepsilon$ is

[^91]regarded as a free parameter: at the moment, $\varepsilon$ is assumed not to exceed $\varepsilon_{0}$ but later will be required to satisfy stronger smallness conditions. The semimajor axis map
\[

$$
\begin{equation*}
\vec{a}: \Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{N}\right) \mapsto\left(a\left(\Lambda_{1} ; \mu_{1}, \varepsilon\right), \ldots, a\left(\Lambda_{N} ; \mu_{N}, \varepsilon\right)\right) \tag{4.1}
\end{equation*}
$$

\]

is a real-analytic diffeomorphism and we define

$$
\mathfrak{I}=\vec{a}^{-1}(A)
$$

then the Hamiltonian $\mathcal{H}$ is real-analytic (and bounded) on the domain $\mathfrak{I} \times \mathbf{T}^{N} \times B_{R}^{2 N}$ for a suitable $R>0$ (here $B_{r}^{n}$ denotes the $n$-ball of radius $r$ and center $0 \in \mathbf{R}^{n}$ ).

By Proposition 3.1, the quadratic part $\overline{\mathcal{H}}_{1,2}$ of the averaged Newtonian interaction $\mathcal{H}_{1}$ has the simple form (3.6), $M$ being the symmetric matrix defined in (3.7). As already pointed out in Remark 3.1, the matrix $M$ can be diagonalized with eigenvalues, which, thanks to our assumptions and to Proposition 3.2, have the form in (3.29) and, therefore, satisfy

$$
\begin{equation*}
\inf _{\mathfrak{I}}\left|\bar{\Omega}_{j}\right|>\bar{c}, \quad \inf _{\mathfrak{I}}\left|\bar{\Omega}_{i}-\bar{\Omega}_{j}\right|>\bar{c} \tag{4.2}
\end{equation*}
$$

for any $i \neq j=1, \ldots, N$ and for a suitable positive constant $\bar{c}$ independent of $\varepsilon$. If $U:=U(\Lambda)$ is the symmetric matrix which diagonalizes $M, U^{T} M U=\operatorname{diag}\left(\bar{\Omega}_{1}, \ldots, \bar{\Omega}_{N}\right)$, then the map
(4.3) $\Xi:(I, \varphi, p, q) \mapsto(\Lambda, \lambda, \eta, \xi), \quad$ where

$$
\left\{\begin{array}{l}
p=U^{T} \eta, \quad q=U^{T} \xi \\
I=\Lambda \\
\varphi=\lambda+\sum_{h, k, \ell}\left(\partial_{\Lambda} U_{k \ell}\right) U_{h \ell} \eta_{k} \xi_{\ell}
\end{array}\right.
$$

is symplectic (and real-analytic) and

$$
\begin{equation*}
\overline{\mathcal{H}}_{1,2} \circ \Xi=\frac{1}{2} \sum_{i=1}^{N} \bar{\Omega}_{i}(I)\left(p_{i}^{2}+q_{i}^{2}\right) \tag{4.4}
\end{equation*}
$$

Thus, the $(N+1)$-body problem Hamiltonian $\mathcal{H}$ in (2.14), in the case we are considering, can be written as

$$
\begin{equation*}
\mathcal{H} \circ \Xi(I, \varphi, p, q ; \varepsilon)=h(I)+f(I, \varphi, p, q ; \varepsilon) \tag{4.5}
\end{equation*}
$$

with

$$
\begin{aligned}
& h:=\mathcal{H}_{0}, \quad f:=\varepsilon f_{1}(I, p, q ; \varepsilon)+\varepsilon f_{2}(I, \varphi, p, q ; \varepsilon), \\
& f_{1}:=f_{1,0}(I)+\frac{1}{2} \sum_{i=1}^{N} \bar{\Omega}_{i}(I)\left(p_{i}^{2}+q_{i}^{2}\right)+\tilde{f}_{1}(I, p, q ; \varepsilon), \\
& f_{1,0}:=\overline{\mathcal{H}}_{1,0}, \quad \tilde{f}_{1}:=\overline{\mathcal{H}}_{1, *} \circ \Xi, \quad f_{2}:=\widetilde{\mathcal{H}}_{1} \circ \Xi
\end{aligned}
$$

Here $h$ is uniformly strictly concave,

$$
\left|\tilde{f}_{1}\right| \leq \operatorname{const}|(p, q)|^{4}, \quad \text { and } \quad \int_{\mathbf{T}^{N}} f_{2} d \varphi=0
$$

The construction of elliptic invariant tori for the Hamiltonian (4.5) is based on four steps, which we proceed to describe.
4.1. Averaging. Fix $\tau>N-1 \geq 1$ and pick two numbers $b_{1}, b_{2}$ such that

$$
\begin{equation*}
0<b_{1}<\frac{1}{2}, \quad 0<b_{2}<\left(\frac{1}{2}-b_{1}\right) \frac{1}{\tau+1} \tag{4.6}
\end{equation*}
$$

Since the integrable Hamitlonian $h$ depends only on the action $I$, the conjugated variable $\varphi$ is a "fast" angle and, in "first approximation," the $(h+f)$-motions are governed by the averaged Hamiltonian $h+\varepsilon f_{1}$, which possesses an elliptic equilibrium at $p=q=0$. As we, now, proceed to describe, one may remove the $\varphi$-dependence of the perturbation function $f$ up to high order in $\varepsilon$ by using averaging theory; for detailed information on averaging theory in similar situations, see Proposition A. 1 of [BCV03] or Proposition 7.1 of [BBV04].

Denote by $D_{R}^{n}$ the complex $n$-ball of center zero and radius $R>0$ and, for any $V \subset \mathbf{R}^{N}$, denote by $V_{R}$ the complex neighborhood of radius $R>0$ of the set $V$ given by $V_{R}:=\cup_{x \in V} D_{R}(x)$. Next, define the set $\hat{\mathfrak{I}}$ as the following "Diophantine subset" of $\mathfrak{I}$ :

$$
\begin{equation*}
\hat{\mathfrak{I}}:=\left\{I \in \mathfrak{I}:\left|\partial_{I} h(I) \cdot k\right| \geq \frac{\bar{\gamma}}{|k|^{\tau}} \forall k \in \mathbf{Z}^{N} \backslash\{0\}\right\} \quad \text { with } \quad \bar{\gamma}:=\text { const } \varepsilon^{b_{1}} \tag{4.7}
\end{equation*}
$$

Notice that (as it is standard to prove)

$$
\begin{equation*}
\operatorname{meas}(\mathfrak{I} \backslash \hat{\mathfrak{I}}) \leq \operatorname{const} \bar{\gamma}=\operatorname{const} \varepsilon^{b_{1}} \tag{4.8}
\end{equation*}
$$

The Hamiltonian $h+f$ in (4.5) is real-analytic on the complex domain

$$
\begin{equation*}
\mathfrak{D}_{\mathrm{r}, s, \rho}:=\hat{\mathfrak{I}}_{\mathrm{r}} \times \mathbf{T}_{s}^{N} \times D_{\rho}^{2 N} \subset \mathbf{C}^{4 N} \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{r}:=\operatorname{const} \sqrt{\varepsilon}, \quad s:=\text { const }, \quad \rho:=\operatorname{const} \varepsilon^{b_{2}} \tag{4.10}
\end{equation*}
$$

The definition of $\hat{\mathfrak{I}}$ is motivated by the necessity to have an estimate on small divisors. In fact, let $I \in \hat{\mathfrak{I}}_{\mathrm{r}}$ (and $\varepsilon$ small enough) and let $I_{0} \in \hat{\mathfrak{I}}$ be a point at distance less than $r$ from $I$. Then, for any $k \in \mathbf{Z}^{N} \backslash\{0\}$ such that $|k| \leq K:=$ const $\varepsilon^{-b_{2}}$, by the second relation in (4.6), by (4.7), and by Cauchy estimates, one finds

$$
\begin{align*}
\left|\partial_{I} h(I) \cdot k\right| & \geq\left|\partial_{I} h\left(I_{0}\right) \cdot k\right|-\left|\partial_{I} h\left(I_{0}\right)-\partial_{I} h(I)\right||k| \\
& \geq \frac{\bar{\gamma}}{K^{\tau}}-\max \left|\partial_{I}^{2} h\right| r K \\
& \geq \frac{\bar{\gamma}}{2 K^{\tau}}=: \alpha=\operatorname{const} \varepsilon^{b_{1}+\tau b_{2}}, \quad\left(0<|k| \leq K:=\operatorname{const} \varepsilon^{-b_{2}}\right) \tag{4.11}
\end{align*}
$$

In order to apply averaging theory (see, e.g., [N77]) so as to remove the $\varepsilon$-dependence up to order $\exp (-$ const $K)$, one has to verify the following "smallness condition" (compare condition (A.2), p. 110 in [BCV03])

$$
\|f\|_{\mathrm{r}, s, \rho} \leq \mathrm{const} \frac{\alpha \min \left\{\mathrm{r} s, \rho^{2}\right\}}{K}
$$

where the norm $\|\cdot\|_{r, s, \rho}$ is defined as the standard "sup-Fourier norm"

$$
\begin{equation*}
\|f\|_{\mathrm{r}, s, \rho}:=\sum_{k \in \mathbf{Z}^{N}}\left(\sup _{(I, p, q) \in \hat{\mathfrak{I}}_{\mathrm{r}} \times D_{\rho}^{2 N}}\left|f_{k}(I, p, q)\right|\right) e^{|k| s} \tag{4.12}
\end{equation*}
$$

$\left(f_{k}(I, p, q)\right.$ denoting Fourier coefficients of the multiperiodic, real-analytic function $\varphi \mapsto f(I, \varphi, p, q))$. Such condition, in view of (4.6), can be achieved by taking $\varepsilon$ small enough since, by (4.11) and (4.10), one has

$$
\|f\|_{\mathrm{r}, s, \rho}=O(\varepsilon) \quad \text { and } \quad \frac{\alpha \min \left\{\mathrm{r} s, \rho^{2}\right\}}{K}=O\left(\varepsilon^{b_{1}+(\tau+1) b_{2}+1 / 2}\right)
$$

Hence, there exists a close-to-identity (real-analytic) symplectic change of variables $\left(I^{\prime}, \varphi^{\prime}, p^{\prime}, q^{\prime}\right) \mapsto(I, \varphi, p, q)$ verifying (compare formulae (2.16) and (A.7) of [BCV03])

$$
\begin{equation*}
\left|I^{\prime}-I\right| \leq \operatorname{const} \varepsilon^{\frac{1}{2}+b_{2}} \quad \text { and } \quad\left|p^{\prime}-p\right|,\left|q^{\prime}-q\right| \leq \operatorname{const} \sqrt{\varepsilon} \tag{4.13}
\end{equation*}
$$

and such that the Hamiltonian expressed in the new symplectic variables becomes

$$
\begin{equation*}
h\left(I^{\prime}\right)+\hat{g}\left(I^{\prime}, p^{\prime}, q^{\prime}\right)+\hat{f}\left(I^{\prime}, \varphi^{\prime}, p^{\prime}, q^{\prime}\right), \quad \hat{g}:=\varepsilon f_{1}\left(I^{\prime}, p^{\prime}, q^{\prime}\right)+\varepsilon \hat{f}_{1}\left(I^{\prime}, p^{\prime}, q^{\prime}\right) \tag{4.14}
\end{equation*}
$$

with $\hat{f}_{1}$ and $\hat{f}$ real-analytic on the complex domain $\mathfrak{D}_{\mathrm{r} / 2, s / 6, \rho / 2}$ and satisfying

$$
\begin{align*}
\left\|\hat{f}_{1}\right\|_{\mathrm{r} / 2, s / 6, \rho / 2} & \leq \frac{\varepsilon}{\alpha \mathrm{r}}=\operatorname{const} \varepsilon^{b_{2}+b_{3}} \quad \text { with } \quad b_{3}:=\frac{1}{2}-b_{1}-(\tau+1) b_{2}>0  \tag{4.15}\\
\|\hat{f}\|_{\mathrm{r} / 2, s / 6, \rho / 2} & \leq \mathrm{const} e^{- \text {const } K} \ll \text { const } \varepsilon^{3}
\end{align*}
$$

4.2. New elliptic equilibrium. Due to the (small) term $\hat{f}_{1}$ in (4.14), zero is no longer an elliptic equilibrium for the "averaged" (i.e., $\varphi$-independent) Hamiltonian $h+\hat{g}$. Using the implicit function theorem, we can find a new elliptic equilibrium for $h+\hat{g}$, which is $\varepsilon^{b_{2}+b_{3}}$ close to zero. Hence we construct a real-analytic symplectic transformation

$$
\begin{equation*}
\left(J^{\prime}, \psi^{\prime}, v^{\prime}, u^{\prime}\right) \mapsto\left(I^{\prime}, \varphi^{\prime}, p^{\prime}, q^{\prime}\right) \quad \text { with } \quad I^{\prime}=J^{\prime} \quad \text { and } \varepsilon^{b_{2}+b_{3}} \text {-close-to-the-identity, } \tag{4.16}
\end{equation*}
$$

such that in the new symplectic variables $\left(J^{\prime}, \psi^{\prime}, v^{\prime}, u^{\prime}\right)$ the Hamiltonian takes the form

$$
h\left(J^{\prime}\right)+\tilde{g}\left(J^{\prime}, v^{\prime}, u^{\prime}\right)+\tilde{f}\left(J^{\prime}, \psi^{\prime}, v^{\prime}, u^{\prime}\right)
$$

with $\tilde{g}$ having $v^{\prime}=u^{\prime}=0$ as elliptic equilibrium; the functions $\tilde{g}$ and $\tilde{f}$ are realanalytic on a slightly smaller complex domain, say $\mathfrak{D}_{\mathrm{r} / 7, s / 7, \rho / 7}$, where they satisfy bounds similar to those in (4.15). Furthermore, for $j=1, \ldots, N$, the eigenvalues $\tilde{\Omega}_{j}\left(J^{\prime}\right)$ of the symplectic quadratic part of $\tilde{g}$ are purely imaginary and $\varepsilon^{1+b_{2}+b_{3}}$-close to $\varepsilon \bar{\Omega}_{j}\left(J^{\prime}\right)$.
4.3. Symplectic diagonalization of the quadratic term. Using a wellknown result on the symplectic diagonalization of quadratic Hamiltonians, we can find a real-analytic, symplectic transformation

$$
\begin{equation*}
(\tilde{J}, \tilde{\psi}, \tilde{v}, \tilde{u}) \mapsto\left(J^{\prime}, \psi^{\prime}, v^{\prime}, u^{\prime}\right) \quad \text { with } \quad J^{\prime}=\tilde{J} \quad \text { and } \varepsilon^{b_{2}+b_{3}} \text {-close-to-the-identity, } \tag{4.17}
\end{equation*}
$$

such that the quadratic part of $\tilde{g}$ becomes, simply, $\sum_{i=1}^{N} \tilde{\Omega}_{i}(\tilde{J})\left(\tilde{u}_{j}^{2}+\tilde{v}_{j}^{2}\right)$. Whence, the new Hamiltonian becomes (compare formula (2.22) of [BCV03])

$$
\begin{equation*}
\widetilde{\mathcal{H}}:=h_{0}(\tilde{J})+\sum_{i=1}^{N} \tilde{\Omega}_{i}(\tilde{J})\left(\tilde{u}_{i}^{2}+\tilde{v}_{i}^{2}\right)+\tilde{g}_{0}(\tilde{J}, \tilde{v}, \tilde{u})+\tilde{f}_{0}(\tilde{J}, \tilde{\psi}, \tilde{v}, \tilde{u}) \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{0}(\tilde{J}):=h(\tilde{J})+\varepsilon \tilde{g}(\tilde{J}, 0,0), \tag{4.19}
\end{equation*}
$$

$\tilde{g}_{0}, \tilde{f}_{0}, \tilde{\Omega}_{j}$ are real-analytic, and

$$
\begin{equation*}
\left|\tilde{g}_{0}(\tilde{J}, \tilde{v}, \tilde{u})\right| \leq \text { const } \varepsilon|(\tilde{v}, \tilde{u})|^{3}, \quad|\tilde{\Omega}| \leq \text { const } \varepsilon, \quad\|\tilde{f}\|_{r / 8, s / 8, \rho / 8} \leq \text { const } \varepsilon^{3} . \tag{4.20}
\end{equation*}
$$

Finally, because of (4.2),

$$
\begin{equation*}
\inf \left|\tilde{\Omega}_{i}\right| \geq \text { const } \varepsilon>0, \quad \inf \left|\tilde{\Omega}_{2}-\tilde{\Omega}_{1}\right| \geq \text { const } \varepsilon>0 \tag{4.21}
\end{equation*}
$$

4.4. Applying KAM theory. We rewrite now the Hamiltonian $\widetilde{\mathcal{H}}$ in (4.18) in a form suitable for applying (elliptic) KAM theory. Introducing translated variables $y:=\tilde{J}-\mathfrak{p}$ and complex variables $z, \bar{z}$, we define

$$
\begin{equation*}
H=\widetilde{\mathcal{H}}\left(\mathfrak{p}+y, \psi, \frac{z+l \bar{z}}{\sqrt{2}}, \frac{z-\bar{z}}{\mathrm{i} \sqrt{2}}\right), \tag{4.22}
\end{equation*}
$$

here $\mathfrak{p}$ is regarded as a parameter and the symplectic form is $\sum_{j=1}^{N} d y_{j} \wedge d \psi_{j}+$ $\mathrm{i} \sum_{j=1}^{N} d z_{j} \wedge d \bar{z}_{j}$ with i $:=\sqrt{-1}$. The Hamiltonian $H$ is then seen to have the form

$$
H=\mathcal{N}+P
$$

with

$$
\begin{equation*}
\mathcal{N}=e+\omega \cdot y+\sum_{j=1}^{N} \Omega_{j} z_{j} \bar{z}_{j}, \quad e:=h_{0}(\mathfrak{p}), \quad \omega:=\partial_{\tilde{J}} h_{0}(\mathfrak{p}), \quad \Omega:=\tilde{\Omega}(\mathfrak{p}), \tag{4.23}
\end{equation*}
$$

and $P$ a perturbation, which can naturally be split into four terms:

$$
P=\sum_{1 \leq k \leq 4} P_{k}
$$

with

$$
\begin{align*}
& P_{1}=h_{0}(\mathfrak{p}+y)-h_{0}(\mathfrak{p})-\partial_{\tilde{j}} h_{0}(\mathfrak{p}) \cdot y \sim y^{2}, \\
& P_{2}=\sum_{j=1}^{n}\left(\tilde{\Omega}_{j}(\mathfrak{p}+y)-\tilde{\Omega}_{j}(\mathfrak{p})\right) z_{j} \bar{z}_{j} \sim y|z||\bar{z}|, \\
& P_{3}=\tilde{g}_{0}\left(\mathfrak{p}+y, \frac{z+\bar{z}}{\sqrt{2}}, \frac{z-\bar{z}}{\mathrm{i} \sqrt{2}}\right) \sim \varepsilon(|z|+|\bar{z}|)^{3}, \quad(\text { by } \quad(4.20)), \\
& P_{4}=\tilde{f}_{0}\left(\mathfrak{p}+y, \psi, \frac{z+\bar{z}}{\sqrt{2}}, \frac{z-\bar{z}}{\mathrm{i} \sqrt{2}}\right)=O\left(\varepsilon^{3}\right) . \tag{4.24}
\end{align*}
$$

The parameter $\mathfrak{p}$ runs over the Diophantine set $\hat{\mathfrak{I}}$ defined in (4.7). Notice that the integrable Hamiltonian $\mathcal{N}$ affords, for any given value of the parameter $\mathfrak{p}$, the $N$ dimensional elliptic torus

$$
\begin{equation*}
\{y=0\} \times \mathbf{T}^{N} \times\{z=\bar{z}=0\}, \tag{4.25}
\end{equation*}
$$

which is invariant for the Hamiltonian flow generated by $\mathcal{N}$, the flow being, simply, the Diophantine translation $x \mapsto x+\omega t$, with $\omega$ as in (4.23).

Since det $\partial_{\tilde{J}}^{2} h_{0} \neq 0$, we can use the frequencies $\omega$ as parameters rather than the actions $\mathfrak{p}$. We, therefore, set

$$
\begin{equation*}
\mathcal{O}:=\partial_{\tilde{J}} h_{0}(\hat{\mathfrak{I}})=\left\{\omega=\partial_{\tilde{J}} h_{0}(\mathfrak{p}): \mathfrak{p} \in \hat{\mathfrak{I}}\right\} \tag{4.26}
\end{equation*}
$$

Notice that, by (4.7), we have

$$
\begin{equation*}
\operatorname{meas}\left(\partial_{\tilde{J}} h_{0}(\mathfrak{I}) \backslash \mathcal{O}\right) \leq \operatorname{const} \varepsilon^{b_{1}} \tag{4.27}
\end{equation*}
$$

Now, if we put $\mathfrak{p}=\mathfrak{p}(\omega):=\left(\partial_{\tilde{J}} h_{0}\right)^{-1}(\omega)$ in (4.22), we can rewrite the $(N+1)$-body Hamiltonian in the form

$$
\begin{equation*}
H(y, \psi, z, \bar{z} ; \omega):=\mathcal{N}(y, z, \bar{z} ; \omega)+P(y, \psi, z, \bar{z} ; \omega) \tag{4.28}
\end{equation*}
$$

where
$\mathcal{N}(y, z, \bar{z} ; \omega):=e(\omega)+\omega \cdot y+\sum_{j=1}^{N} \Omega_{j}(\omega) z_{j} \bar{z}_{j}, \quad e(\omega):=h_{0}(\mathfrak{p}(\omega)), \quad \Omega(\omega):=\widetilde{\Omega}(\mathfrak{p}(\omega))$,
and the perturbation $P(y, \psi, z, \bar{z} ; \omega)$ is obtained by replacing $\mathfrak{p}$ with $\mathfrak{p}(\omega)$ in (4.24). Recalling (4.10), the Hamiltonian $H$ in (4.28) is real-analytic in

$$
\begin{equation*}
(y, \psi, z, \bar{z} ; \omega) \in \mathfrak{D}_{\mathfrak{r}^{2}, \mathfrak{s}, \mathfrak{r}, \mathfrak{d}}:=D_{\mathfrak{r}^{2}}^{N} \times \mathbf{T}_{\mathfrak{s}}^{N} \times D_{\mathfrak{r}}^{2 N} \times \mathcal{O}_{\mathfrak{d}}^{N} \tag{4.30}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathfrak{r}:=\text { const }, \varepsilon^{3 / 4}, \quad \mathfrak{s}:=\text { const }, \quad \mathfrak{d}:=\text { const } \sqrt{\varepsilon} \tag{4.31}
\end{equation*}
$$

We recall, now, a well-known KAM result concerning the persistence of lowerdimensional elliptic tori for nearly integrable Hamiltonian systems (see [M65], [E88], [K88]). The version we present here is, essentially, a reformulation of Pöschel's theorem in [P89] (compare, also, with Theorem 5.1 of [BBV04]).

THEOREM 4.1. Let $H$ have the form in (4.28), (4.29) and let it be real-analytic on a domain $\mathfrak{D}_{\mathfrak{r}^{2}, \mathfrak{s}, \mathfrak{r}, \mathfrak{d}}$ of the form (4.30) for some $\mathfrak{r}$, $\mathfrak{s}$, and $\mathfrak{d}$ positive. Assume that

$$
\begin{equation*}
\sup _{\omega \in \mathcal{O}_{\mathfrak{o}}}\left|\partial_{\omega} \Omega(\omega)\right| \leq \frac{1}{4} \tag{4.32}
\end{equation*}
$$

and that the nonresonance (or Melnikov) condition

$$
\begin{equation*}
|\Omega(\omega) \cdot k| \geq \gamma_{0} \quad \forall 1 \leq|k| \leq 2, k \in \mathbf{Z}^{N}, \forall \omega \in \mathcal{O} \tag{4.33}
\end{equation*}
$$

is satisfied for some $\gamma_{0}>0$. Then, if $\mathfrak{d} \geq \gamma_{0}$ and $P$ is sufficiently small, i.e.,

$$
\begin{equation*}
\|P\|_{\mathfrak{r}, \mathfrak{s}, \mathfrak{d}}:=\sup _{\omega \in \mathcal{O}_{\mathfrak{d}}}\|P(\cdot ; \omega)\|_{\mathfrak{r}^{2}, \mathfrak{s}, \mathfrak{r}} \leq \operatorname{const} \gamma_{0} \mathfrak{r}^{2} \tag{4.34}
\end{equation*}
$$

then there exist a normal form $\mathcal{N}_{*}:=e_{*}(\omega)+\omega \cdot y_{*}+\Omega_{*}(\omega) z_{*} \bar{z}_{*}$, a Cantor set $\mathcal{O}\left(\gamma_{0}\right) \subset \mathcal{O}$ with

$$
\begin{equation*}
\operatorname{meas}\left(\mathcal{O} \backslash \mathcal{O}\left(\gamma_{0}\right)\right) \leq \operatorname{const} \gamma_{0} \tag{4.35}
\end{equation*}
$$

and a transformation

$$
\begin{aligned}
\mathcal{F}: D_{\mathfrak{r}^{2} / 4}^{N} \times \mathbf{T}_{\mathfrak{s} / 2}^{N} \times D_{\mathfrak{r} / 2}^{2 N} \times \mathcal{O}\left(\gamma_{0}\right) & \longrightarrow D_{\mathfrak{r}^{2}}^{N} \times \mathbf{T}_{\mathfrak{s}}^{N} \times D_{\mathfrak{r}}^{2 N} \times \mathcal{O}_{\mathfrak{d}} \\
\left(y_{*}, \psi_{*}, z_{*}, \bar{z}_{*} ; \omega\right) & \longmapsto(y, \psi, z, \bar{z} ; \omega)
\end{aligned}
$$

real-analytic and symplectic for each $\omega$ and Whitney smooth in $\omega$, such that

$$
\begin{equation*}
H \circ \mathcal{F}=\mathcal{N}_{*}+R_{*} \quad \text { with } \quad \partial_{y_{*}}^{j} \partial_{z_{*}}^{h} \partial_{\bar{z}_{*}}^{k} R_{*}=0 \quad \text { if } \quad 2|j|+|h+k| \leq 2 \tag{4.36}
\end{equation*}
$$

In particular, for each $\omega \in \mathcal{O}\left(\gamma_{0}\right)$, the torus $\left\{y_{*}=0\right\} \times \mathbf{T}^{N} \times\left\{z_{*}=\bar{z}_{*}=0\right\}$ is an $N$-dimensional, linearly elliptic, invariant torus run by the flow $\psi_{*} \rightarrow \psi_{*}+\omega t$. Finally

$$
\begin{equation*}
\left|y_{*}-y\right|, \quad \mathfrak{r}\left|z_{*}-z\right|, \quad \mathfrak{r}\left|\bar{z}_{*}-\bar{z}\right| \leq \mathrm{const} \frac{\|P\|_{\mathfrak{r}, \mathfrak{s}, \mathfrak{d}}}{\gamma_{0}} \tag{4.37}
\end{equation*}
$$

In this section we have shown that the many-body Hamiltonian (2.14) (under the hypotheses spelled out at the beginning of the section) has indeed the form assumed in the KAM theorem (Theorem 4.1). Furthermore, by (4.21), the elliptic frequencies $\Omega_{i}$ verify the Melnikov conditions (4.33) with

$$
\begin{equation*}
\gamma_{0}=\operatorname{const} \varepsilon \tag{4.38}
\end{equation*}
$$

and, by (4.24) and (4.31), the perturbation $P$ verifies, for small $\varepsilon$, the KAM condition (4.34), since

$$
\begin{equation*}
\|P\|_{\mathfrak{r}, \mathfrak{s}, \mathfrak{d}}=O\left(\mathfrak{r}^{4}+\varepsilon \mathfrak{r}^{3}+\varepsilon^{3}\right)=O\left(\varepsilon^{3}\right) \leq \text { const } \gamma_{0} \mathfrak{r}^{2}=O\left(\varepsilon^{5 / 2}\right) \tag{4.39}
\end{equation*}
$$

Thus, the existence of the desired quasi-periodic orbits follows at once from Theorem 4.1. We may summarize the final result as follows.

Theorem 4.2. Let $N \geq 2$ and let $\mathcal{H}$ be the $(N+1)$-body problem Hamiltonian in Poincaré variables defined in (2.14). Let $m_{0}<\bar{\mu}_{j}<4 m_{0}$, let $\theta$, $A, \delta^{\star}$, and $\varepsilon_{0}$ be as in Remark 3.2(ii). Fix $0<\delta<\delta^{\star}$ and let $\mathfrak{I}=\vec{a}^{-1}(A)$ where $\vec{a}$ is the semimajor axis map defined in (4.1). Let $\tau>N-1$ and pick $b_{1}$, $b_{2}$ as in (4.6). Finally, let $0<\varepsilon^{\star}<\varepsilon_{0}$ be such that (4.39) holds for any $\varepsilon \leq \varepsilon^{\star}$ and such that all conditions on $\varepsilon$ required for constructing the symplectic transformations introduced in sections 4.1-4.3 are satisfied for $\varepsilon<\varepsilon^{\star}$. Then, for any $\varepsilon<\varepsilon^{\star}$, there exist a Cantor set $\mathfrak{I}_{*} \subset \mathfrak{I}$, with

$$
\begin{equation*}
\operatorname{meas}\left(\mathfrak{I} \backslash \mathfrak{I}_{*}\right) \leq \operatorname{const} \varepsilon^{b_{1}} \tag{4.40}
\end{equation*}
$$

and a Lipschitz continuous family of tori embedding

$$
\phi:(\vartheta, \mathfrak{p}) \in \mathbf{T}^{N} \times \mathfrak{I}_{*} \mapsto(\Lambda(\vartheta ; \mathfrak{p}), \lambda(\vartheta ; \mathfrak{p}), \eta(\vartheta ; \mathfrak{p}), \xi(\vartheta ; \mathfrak{p})) \in \mathfrak{I} \times \mathbf{T}^{N} \times B_{\rho_{*}}^{2 N}
$$

with $\rho_{*}:=$ const $\varepsilon^{b_{2}}$ such that, for any $\mathfrak{p} \in \mathfrak{I}_{*}, \phi\left(\mathbf{T}^{N} ; \mathfrak{p}\right)$ is a real-analytic elliptic $\mathcal{H}$-invariant torus, on which the $\mathcal{H}$-flow is analytically conjugated to the linear flow $\vartheta \rightarrow \vartheta+\omega_{*} t$, $\omega_{*}$ being $(\gamma, \tau)$-diophantine with $\gamma=O\left(\varepsilon^{b_{1}}\right)$. Furthermore, the following bounds hold uniformly on $\mathbf{T}^{N} \times \mathfrak{I}_{*}$ :

$$
\begin{align*}
|\Lambda(\vartheta ; \mathfrak{p})-\mathfrak{p}| & \leq \operatorname{const} \varepsilon^{\frac{1}{2}+b_{2}}  \tag{4.41}\\
|\eta(\vartheta ; \mathfrak{p})|+|\xi(\vartheta ; \mathfrak{p})| & \leq \operatorname{const} \varepsilon^{b_{2}} \tag{4.42}
\end{align*}
$$

Theorem 1.1 follows, now, by taking (recall the definitions of $b_{k}$ in (4.6))

$$
\begin{equation*}
c_{1}:=b_{1}, \quad c_{2}:=b_{2}, \quad c_{3}:=b_{2}+\frac{1}{2} \tag{4.43}
\end{equation*}
$$

In particular the statements on the density of the set of the osculating major semiaxes, on the bound on the osculating eccentricities and on the variation of the osculating major semiaxes, follows from (4.40), (2.9), (4.42), (2.7), and (4.41).

Appendix A. Poincaré variables for the planar $(+1)$-body problem. We briefly recall in this appendix the classical derivation of the Poincaré variables for the planar $N$-body problem, ${ }^{13}$ showing, in particular, the validity of Lemma 2.1, which is proven in subsections A. 1 and A.2; subsections A. 3 and A. 4 are included for completeness.
A.1. Canonical variables for the two-body problem. Consider two bodies $\mathrm{P}_{0}, \mathrm{P}_{1}$ of masses $\mathfrak{m}_{0}, \mathfrak{m}_{1}$ and position $u^{(0)}, u^{(1)} \in \mathbf{R}^{2}$ (with respect to an inertial frame). We assume that $P_{0}$ and $P_{1}$ interact through gravity, with gravitational constant 1. By Newton's laws, the equations of motion for such two-body problem are

$$
\begin{aligned}
& \ddot{u}^{(0)}=\mathfrak{m}_{1} \frac{\left(u^{(1)}-u^{(0)}\right)}{\left|u^{(1)}-u^{(0)}\right|^{3}}, \\
& \ddot{u}^{(1)}=\mathfrak{m}_{0} \frac{\left(u^{(0)}-u^{(1)}\right)}{\left|u^{(0)}-u^{(1)}\right|^{3}} .
\end{aligned}
$$

Let

$$
\begin{equation*}
\mathfrak{M}:=\mathfrak{m}_{0}+\mathfrak{m}_{1}, \quad \mathfrak{m}:=\frac{\mathfrak{m}_{0} \mathfrak{m}_{1}}{\mathfrak{M}}, \quad x:=u^{(1)}-u^{(0)}, \quad X:=\mathfrak{m} \dot{x} \tag{A.1}
\end{equation*}
$$

Then, the above equations of motion become

$$
\ddot{x}=\frac{\mathfrak{M} x}{|x|^{3}}
$$

and the motion of the two bodies is governed by the Hamiltonian

$$
\begin{equation*}
\mathcal{K}(X, x)=\frac{1}{2 \mathfrak{m}}|X|^{2}-\frac{\mathfrak{m} \mathfrak{M}}{|x|}, \tag{A.2}
\end{equation*}
$$

with $(X, x) \in \mathbf{R}^{2} \times \mathbf{R}^{2}$ conjugate variables; i.e., the equations of motion are $\dot{x}=\partial_{X} \mathcal{K}$, $\dot{X}=-\partial_{x} \mathcal{K}$.

As well known, such system is integrable and for $\mathcal{K}<0$ the orbits are ellipses. More precisely, one has the following proposition.

Proposition A.1. Fix $\Lambda_{-}>0>\mathcal{K}_{0}$ and let $\Lambda_{+}:=\left(\frac{\mathfrak{m}^{3} \mathfrak{M}^{2}}{-2 \mathcal{K}_{0}}\right)^{\frac{1}{2}}>\Lambda_{-}$. Then, there exist $\hat{\rho}>0$ and a real-analytic symplectic transformation
$\Psi_{\mathrm{DP}}:((\Lambda, \eta),(\lambda, \xi)) \in\left(\left[\Lambda_{-}, \Lambda_{+}\right] \times[-\hat{\rho}, \hat{\rho}]\right) \times(\mathbf{T} \times[-\hat{\rho}, \hat{\rho}]) \mapsto(X, x) \in\left\{|x| \geq \frac{\hat{\rho}^{2}}{\mathfrak{m}^{2} \mathfrak{M}}\right\}$, casting (A.2) into the integrable Hamiltonian $\left(-\mathfrak{m}^{3} \mathfrak{M}^{2}\right) /\left(2 \Lambda^{2}\right)$.

[^92]This classical proposition is a planar version of the classical one, due to Poincaré (see [Poi1905, Chapter III]) and the variables $(\Lambda, \eta, \lambda, \xi)$ are, usually, called (planar) Poincaré variables. The proof of Proposition A. 1 is particularly interesting from the physical point of view and rests upon the introduction of three different (famous) changes of variables, which we, now, proceed to describe briefly.

Let $\ell$ and $g$ denote, respectively, the mean anomaly and the argument of the perihelion.

Step 1. The system is set in "symplectic" polar variables; namely, we consider the symplectic map $\Psi_{\mathrm{spc}}:((R, \Phi),(r, \varphi)) \mapsto(X, x)$ (where $r>0$ and $\varphi \in \mathbf{T}$ ) given by

$$
\Psi_{\mathrm{spc}}:\left\{\begin{array}{l}
x_{1}=r \cos \varphi,  \tag{A.3}\\
x_{2}=r \sin \varphi,
\end{array} \quad X=\left(\begin{array}{cc}
\cos \varphi & -\frac{\sin \varphi}{r} \\
\sin \varphi & \frac{\cos \varphi}{r}
\end{array}\right)\binom{R}{\Phi}\right.
$$

and consider the new Hamiltonian $\mathcal{K}_{\mathrm{spc}}:=\mathcal{K} \circ \Psi_{\mathrm{spc}}$.
Step 2. There is a symplectic map $\Psi_{\mathrm{D}}:((L, G),(\ell, g)) \mapsto((R, \Phi),(r, \varphi))$ that integrates the system: $\Psi_{\mathrm{D}}$ is obtained via the generating function

$$
\begin{equation*}
S(L, G, r, \varphi)=\int \sqrt{-\frac{\mathfrak{m}^{4} \mathfrak{M}^{2}}{L^{2}}+\frac{2 \mathfrak{m}^{2} \mathfrak{M}}{r}-\frac{G^{2}}{r^{2}}} d r+G \varphi \tag{A.4}
\end{equation*}
$$

The variables $((L, G),(\ell, g))$ are known as (planar) Delaunay variables. In such variables, the new Hamiltonian becomes

$$
\mathcal{K}_{\mathrm{D}}:=\mathcal{K}_{\mathrm{spc}} \circ \Psi_{\mathrm{D}}=-\frac{\mathfrak{m}^{3} \mathfrak{M}^{2}}{2 L^{2}}
$$

Also, if $C$ is the angular momentum of the planet and $a$ is the major semiaxis, by construction, one has that

$$
G=|C| \quad \text { and } \quad L=\mathfrak{m} \sqrt{\mathfrak{M} a}
$$

Step 3. We need now to remove singularities, which appear for small eccentricity. To this aim, we first introduce (planar) Poincaré action-angle variables by means of the linear symplectic transformation

$$
\Psi_{\mathrm{P}_{\mathrm{aa}}}:((\Lambda, H),(\lambda, h)) \mapsto((L, G),(\ell, g))
$$

given by

$$
\Psi_{\mathrm{P}_{\mathrm{aa}}}: \quad\left\{\begin{array}{l}
\Lambda=L, \quad H=L-G  \tag{A.5}\\
\lambda=\ell+g, \quad h=-g
\end{array}\right.
$$

Then, we let $\Psi_{\mathrm{P}}:((\Lambda, \eta),(\lambda, \xi)) \mapsto((\Lambda, H),(\lambda, h))$ be the symplectic map defined by

$$
\begin{equation*}
\sqrt{2 H} \cos h=\eta, \quad \sqrt{2 H} \sin h=\xi \tag{A.6}
\end{equation*}
$$

As Poincaré showed (see [Poi1905], [Ch88], [BCV03]), the symplectic map

$$
\Psi_{\mathrm{DP}}:((\Lambda, \eta),(\lambda, \xi)) \mapsto(X, x)
$$

with

$$
\begin{equation*}
\Psi_{\mathrm{DP}}:=\Psi_{\mathrm{spc}} \circ \Psi_{\mathrm{D}} \circ \Psi_{\mathrm{P}_{\mathrm{aa}}} \circ \Psi_{\mathrm{P}} \tag{A.7}
\end{equation*}
$$

is real-analytic in a (complex) neighborhood of

$$
\Lambda \in\left[\Lambda_{-}, \Lambda_{+}\right], \quad|\eta|,|\xi| \leq \mathrm{const} \sqrt{\Lambda_{-}}, \quad \lambda \in \mathbf{T}
$$

Also, the two-body Hamiltonian, in Poincaré variables, is $\mathcal{K} \circ \Psi=-\frac{\mathfrak{m}^{3} \mathfrak{M}^{2}}{2 \Lambda^{2}}$.
Remark A.1. (i) If we denote $(X, x)=\Phi_{\mathrm{DP}}((\Lambda, \eta, \mathrm{p}),(\lambda, \xi, \mathrm{q}))$, then

$$
\begin{equation*}
X=\frac{\mathfrak{m}^{4} \mathfrak{M}^{2}}{\Lambda^{3}} \frac{\partial x}{\partial \lambda} \tag{A.8}
\end{equation*}
$$

Indeed, from the Hamilton equations one sees that: $\dot{\lambda}=\partial_{\Lambda}\left(-\frac{\mathfrak{m}^{3} \mathfrak{M}^{2}}{2 \Lambda^{2}}\right)=\frac{\mathfrak{m}^{3} \mathfrak{M}^{2}}{\Lambda^{3}}$, and $\dot{\Lambda}=\dot{\xi}=\dot{\eta}=\dot{\mathrm{p}}=\dot{\mathrm{q}}=0$. Thus, by the chain rule, $X=\mathfrak{m} \dot{x}=\mathfrak{m}\left(\partial_{\lambda} x\right) \dot{\lambda}=\frac{\mathfrak{m}^{4} \mathfrak{m}^{2}}{\Lambda^{3}} \frac{\partial x}{\partial \lambda}$, proving (A.8).
(ii) We collect some useful relations among the above-introduced quantities. Let, as usual, $e$ denote the eccentricity of the Keplerian ellipse and let $a$ denote the major semiaxis. Then, by construction, one sees that

$$
\begin{equation*}
\Lambda=\mathfrak{m} \sqrt{\mathfrak{M} a}, \quad \sqrt{\xi^{2}+\eta^{2}}=\sqrt{\Lambda} e\left(1+O\left(e^{2}\right)\right) \tag{A.9}
\end{equation*}
$$

Also, if $C$ is the angular momentum of the system, one infers that

$$
\begin{equation*}
|C|=\Lambda \sqrt{1-e^{2}}=\Lambda\left(1+O\left(e^{2}\right)\right) \tag{A.10}
\end{equation*}
$$

(iii) A proof of the analyticity of Poincaré variables will also follow by directly inspecting the formulae given in Lemma 2.1, which is proved in the coming section.
A.2. Orbital elements. We now sketch a way to explicitly represent some quantities in terms of Poincaré variables. This will also lead to the proof of Lemma 2.1. Let $u$ and $v$ denote the eccentric anomaly and the true anomaly, respectively. By geometric considerations,

$$
\begin{equation*}
u=\ell+e \sin u \tag{A.11}
\end{equation*}
$$

and ${ }^{14}$

$$
\begin{equation*}
\cos v=\frac{\cos u-e}{1-e \cos u} \tag{A.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell=\lambda+h \tag{A.13}
\end{equation*}
$$

Also, by (A.6),

$$
\begin{equation*}
H=\frac{\eta^{2}+\xi^{2}}{2} \tag{A.14}
\end{equation*}
$$

An explicit expression taking into account $H$, the eccentricity, and the major semiaxis is given by

$$
\begin{align*}
H & =\Lambda\left(1-\sqrt{1-e^{2}}\right)=\Lambda \frac{e^{2}}{2}\left(1+O\left(e^{2}\right)\right)  \tag{A.15}\\
e(H, \Lambda) & =\sqrt{\frac{H}{\Lambda}\left(2-\frac{H}{\Lambda}\right)} \tag{A.16}
\end{align*}
$$

[^93]In light of (A.12),

$$
\begin{equation*}
\sin v=\frac{\sqrt{1-e^{2}} \sin u}{1-e \cos u} \tag{A.17}
\end{equation*}
$$

By means of (A.11), we have

$$
u-\ell=e \sin (u-\ell+\ell)=e \cos \ell \sin (u-\ell)+e \sin \ell \cos (u-\ell) .
$$

Thus, in the notation of Lemma 2.1, if $G_{0}$ is implicitly defined by

$$
G_{0}(x, y)=x \sin G_{0}(x, y)+y \cos G_{0}(x, y)
$$

with $G_{0}(0,0)=0$, we have that $G_{0}$ is real-analytic, $G_{0}(x, y)=y+x y+O_{3}(x, y)$ and

$$
\begin{equation*}
u-\ell=G_{0}(e \cos \ell, e \sin \ell) . \tag{A.18}
\end{equation*}
$$

Therefore, we deduce from (A.18) and (A.13) that

$$
\begin{equation*}
u=\lambda+h+G_{0}(e \cos h \cos \lambda-e \sin h \sin \lambda, e \sin h \cos \lambda+e \cos h \sin \lambda) \tag{A.19}
\end{equation*}
$$

Moreover, denoting

$$
\begin{equation*}
\hat{\eta}=\eta / \sqrt{\Lambda}, \quad \hat{\xi}=\xi / \sqrt{\Lambda} \tag{A.20}
\end{equation*}
$$

we deduce from (A.6) and (A.16) that

$$
\begin{equation*}
e \sin h=\sqrt{\frac{2 H}{\Lambda}} \cdot \sqrt{1-\frac{H}{2 \Lambda}} \sin h=\hat{\xi} F_{1}\left(\hat{\eta}^{2}+\hat{\xi}^{2}\right) \tag{A.21}
\end{equation*}
$$

where $F_{1}(t)=\sqrt{1-(t / 4)}$ is real-analytic for $|t|<4$ (and agrees with the one introduced in Lemma 2.1). Analogously,

$$
\begin{equation*}
e \cos h=\hat{\eta} F_{1}\left(\hat{\eta}^{2}+\hat{\xi}^{2}\right) \tag{A.22}
\end{equation*}
$$

Therefore, substituting (A.21) and (A.22) in (A.19), we can write $G_{0}$ as an analytic expression of $(\hat{\eta}, \hat{\xi}, \lambda)$ : more formally, there exists a real-analytic $(\hat{\eta}, \hat{\xi}, \lambda) \mapsto G(\hat{\eta}, \hat{\xi}, \lambda)$ (which agrees with the one introduced in (2.6) by (A.21) and (A.22)), so that

$$
G_{0}(e \cos h \cos \lambda-e \sin h \sin \lambda, e \sin h \cos \lambda-e \cos h \sin \lambda)=G(\hat{\eta}, \hat{\xi}, \lambda)
$$

Hence, from (A.19),

$$
\begin{align*}
e \cos u & =e \cos h \cos (\lambda+G)-e \sin h \sin (\lambda+G) \\
e \sin u & =e \sin h \cos (\lambda+G)+e \cos h \sin (\lambda+G) \tag{A.23}
\end{align*}
$$

with $G=G(\hat{\eta}, \hat{\xi}, \lambda)$. Notice also that, from the formulae in (A.16) and (A.14),

$$
\frac{1-\sqrt{1-e^{2}}}{e^{2}}=F_{2}\left(\hat{\eta}^{2}+\hat{\xi}^{2}\right)
$$

for a suitable real-analytic function $F_{2}$ (actually, $F_{2}(t)=\frac{1}{2}\left(1-\frac{t}{4}\right)^{-1}$, which agrees with the notation in Lemma 2.1). Thus, if we set $\varphi=\lambda+v-\ell=v-h$, recalling also
(A.12) and (A.17), we have

$$
\begin{align*}
\sin \varphi & =\sin v \cos h-\cos v \sin h \\
& =\frac{1}{1-e \cos u}\left[\sqrt{1-e^{2}} \sin u \cos h-\cos u \sin h+e \sin h\right] \\
& =\frac{1}{1-e \cos u}\left[\sin (u-h)+e \sin h-F_{2} \cdot(e \sin u) \cdot(e \cos h)\right] \\
& =\frac{1}{1-e \cos u}\left[\sin (\lambda+e \sin u)+e \sin h-F_{2} \cdot(e \sin u) \cdot(e \cos h)\right] \tag{A.24}
\end{align*}
$$

for $F_{2}=F_{2}\left(\hat{\eta}^{2}+\hat{\xi}^{2}\right)$ and analogously

$$
\begin{equation*}
\cos \varphi=\frac{1}{1-e \cos u}\left[\cos (\lambda+e \sin u)-e \cos h-F_{2} \cdot(e \sin u) \cdot(e \sin h)\right] \tag{A.25}
\end{equation*}
$$

Hence, from (A.21), (A.22), (A.23), (A.24), and (A.25), it follows that $\sin \varphi$ and $\cos \varphi$ are real-analytic functions in $\lambda, \hat{\eta}, \hat{\xi}$, for $\lambda \in \mathbf{T}$ and small $\hat{\xi}, \hat{\eta}$. In particular, if $\mathcal{C}, \mathcal{S}$, and $\mathcal{E}_{\mathrm{s}}$ are as defined in Lemma 2.1, we deduce from (A.23), (A.21), and (A.22) that

$$
\begin{equation*}
e \sin u=\mathcal{E}_{\mathrm{s}} \tag{A.26}
\end{equation*}
$$

and then from (A.25) and (A.24) that

$$
\begin{equation*}
(1-e \cos u) \cos \varphi=\mathcal{C} \quad \text { and } \quad(1-e \cos u) \sin \varphi=\mathcal{S} \tag{A.27}
\end{equation*}
$$

Finally, by geometric considerations, we have

$$
\begin{equation*}
r=a(1-e \cos u) \tag{A.28}
\end{equation*}
$$

where $r$ is the distance between the planet and the sun. Thus, the formulae in Lemma 2.1 follow at once by (A.26), (A.27), (A.3), and (A.8).
A.3. Hamiltonian setting for the planar many-body problem. Consider $(N+1)$ bodies $P_{0}, \ldots, P_{N}$ of masses $m_{0}, \ldots, m_{N}$, all lying in the same plane, interacting through gravity (with constant of gravitation 1). Denote by $u^{(i)}$ the position of $P_{i}$ in a given inertial frame of $\mathbf{R}^{2}$, with origin in the center of mass of the system. By Newton's laws, we have that

$$
\begin{equation*}
\ddot{u}^{(i)}=\sum_{0 \leq j \neq i \leq N} \frac{m_{j}\left(u^{(j)}-u^{(i)}\right)}{\left|u^{(j)}-u^{(i)}\right|^{3}} . \tag{A.29}
\end{equation*}
$$

Thus, if $U^{(i)}:=m_{i} \dot{u}^{(i)}$ denotes the momentum of $P_{i}$, we see that the equations of motion (A.29) come from the Hamiltonian

$$
\sum_{i=0}^{N} \frac{1}{2 m_{i}}\left|U^{(i)}\right|^{2}-\sum_{0 \leq i<j \leq N} \frac{m_{i} m_{j}}{\left|u^{(i)}-u^{(j)}\right|}
$$

where $U=\left(U^{(0)}, \ldots, U^{(N)}\right) \in \mathbf{R}^{2(N+1)}$ and $u=\left(u^{(0)}, \ldots, u^{(N)}\right) \in \mathbf{R}^{2(N+1)}$ are conjugate symplectic variables.

We now consider $P_{0}$ as the "sun" and introduce canonical heliocentric variables via the linear symplectic transformation

$$
\begin{align*}
& u^{(0)}=r^{(0)}, \quad u^{(i)}=r^{(0)}+r^{(i)} \\
& U^{(0)}=R^{(0)}-R^{(1)}-\cdots-R^{(N)}, \quad U^{(i)}=R^{(i)}, \quad \text { for } \quad i=1, \ldots, N \tag{A.30}
\end{align*}
$$

Notice that, by our choice of coordinates, $R^{(0)}=0$. Thus, the planar many-body problem is governed by the $(2 N)$-degree-of-freedom Hamiltonian

$$
\sum_{i=1}^{N}\left(\frac{m_{0}+m_{i}}{2 m_{0} m_{i}}\left|R^{(i)}\right|^{2}-\frac{m_{0} m_{i}}{\left|r^{(i)}\right|}\right)+\sum_{1 \leq i<j \leq N}^{N}\left(\frac{R^{(i)} \cdot R^{(j)}}{m_{0}}-\frac{m_{i} m_{j}}{\left|r^{(i)}-r^{(j)}\right|}\right)
$$

If $m_{i}=\varepsilon \mu_{i}$ for $i=1, \ldots, N$, i.e., if the "planets" are very much smaller than the "sun," the momenta $R^{(i)}$ are of order $\varepsilon$. Therefore, it is convenient to introduce the following rescaled symplectic variables:

$$
\begin{equation*}
X^{(i)}=\frac{R^{(i)}}{\varepsilon m_{0}^{5 / 3}}, \quad x^{(i)}=\frac{r^{(i)}}{m_{0}^{2 / 3}}, \quad i=1, \ldots, N \tag{A.31}
\end{equation*}
$$

In such variables, after a time scale of factor $\varepsilon m_{0}^{7 / 3}$ we obtain the Hamiltonian in (2.1). Notice that, in that setting, the Hamiltonian $\mathcal{H}_{0}^{(N)}$ corresponds to the sum of $N$ integrable Hamiltonians of the form (A.2), with $\mathfrak{m}$ and $\mathfrak{M}$ replaced by $\mathrm{m}_{\mathrm{i}}$ and $\mathrm{M}_{\mathrm{i}}$, respectively.
A.4. A parity property. We recall here the well-known fact that the $\lambda$-average of $\mathcal{H}_{1}$ (as in $(2.14)$ ) is even in $(\eta, \xi)$. The proof of this will be accomplished by a $180-$ degree rotation of the perihelia.

Proposition A.2. Let

$$
f_{1}(\Lambda, \eta, \xi):=\frac{1}{\varepsilon} \int_{\mathbf{T}^{2}} \mathcal{H}_{1}(\Lambda, \eta, \lambda, \xi) d \lambda
$$

Then, $f_{1}(\Lambda,-\eta,-\xi)=f_{1}(\Lambda, \eta, \xi)$.
The rescaling by $\frac{1}{\varepsilon}$ is made so that $f_{1}$ is a (real-analytic) uniformly bounded (by an order-one constant) function.

Proof. The eccentricity $e_{i}$, the semiaxis $a_{i}$, and the mean anomaly $\ell_{i}$ of the osculating ellipse of $P_{i}$ are invariant under the map $\left(\Lambda_{i}, \lambda_{i}, H_{i}, h_{i}\right) \mapsto\left(\Lambda_{i}, \lambda_{i}-\pi, H_{i}, h_{i}+\pi\right)$, while the argument of the perihelion $g_{i}$ changes of $\pi$. Let us denote $\vec{\pi}:=(\pi, \ldots, \pi) \in$ $\mathbf{R}^{N}$. In light of the consideration above we have that the map

$$
\begin{equation*}
(\Lambda, \lambda, H, h) \mapsto(\Lambda, \lambda-\vec{\pi}, H, h+\vec{\pi}) \tag{A.32}
\end{equation*}
$$

leaves $\left|r^{(i)}-r^{(j)}\right|$ invariant, for any $i, j=1, \ldots, N$. The map in (A.32) corresponds to

$$
(\Lambda, \lambda, \xi, \eta) \mapsto(\Lambda, \lambda-\pi,-\xi,-\eta)
$$

usually referred to as "space inversion."

## Appendix B. Simple eigenvalue perturbations.

Lemma B.1. Let $M^{\star} \in \operatorname{Mat}(m \times m)$, $M_{\star} \in \operatorname{Mat}(k \times k)$, and $M^{\sharp} \in \operatorname{Mat}(m \times k)$. Then,

$$
\operatorname{det}\left(\begin{array}{cc}
M^{\star} & M^{\sharp} \\
\mathbf{0}_{k \times m} & M_{\star}
\end{array}\right)=\operatorname{det}\left(M^{\star}\right) \operatorname{det}\left(M_{\star}\right) .
$$

Proof. The proof is obvious.

Lemma B.2. Let $M^{\star} \in \operatorname{Mat}(m \times m), M_{\star} \in \operatorname{Mat}(k \times k)$, $M^{\sharp} \in \operatorname{Mat}(m \times k)$, and $M_{\sharp} \in \operatorname{Mat}(k \times m)$. Let

$$
M_{\epsilon}:=\left(\begin{array}{cc}
M^{\star}+O(\epsilon) & \epsilon M^{\sharp}+O\left(\epsilon^{2}\right) \\
\epsilon M_{\sharp}+O\left(\epsilon^{2}\right) & \epsilon M_{\star}+O\left(\epsilon^{2}\right)
\end{array}\right) .
$$

Then

- if $\bar{\lambda} \neq 0$ is a simple eigenvalue of $M^{\star}$, then there exists $\bar{\lambda}_{\epsilon}=\bar{\lambda}+O(\epsilon)$ which is an eigenvalue of $M_{\epsilon}$, provided $|\epsilon|$ is suitably small;
- if $\tilde{\lambda}$ is a simple eigenvalue of $M_{\star}$ and $\operatorname{det}\left(M^{\star}\right) \neq 0$, then there exists $\tilde{\lambda}_{\epsilon}=$ $\tilde{\lambda}+O(\epsilon)$ so that $\epsilon \tilde{\lambda}_{\epsilon}$ is an eigenvalue of $M_{\epsilon}$, provided $|\epsilon|$ is suitably small.
Proof. For the first claim, apply the implicit function theorem to

$$
\mathcal{F}_{1}(t, \epsilon):=\operatorname{det}\left(M_{\epsilon}-t \mathbf{1}_{(m+k)}\right)
$$

noticing that $\mathcal{F}_{1}(t, 0)=(-1)^{k} t^{k} \operatorname{det}\left(M^{\star}-t \mathbf{1}_{m}\right)$. For the second claim, apply the implicit function theorem to

$$
\mathcal{F}_{2}(t, \epsilon):=\operatorname{det}\left(\begin{array}{cc}
M^{\star}-\epsilon t \mathbf{1}_{m} & M^{\sharp} \\
\epsilon M_{\sharp} & M_{\star}-t \mathbf{1}_{k}
\end{array}\right),
$$

noticing that $\epsilon^{k} \mathcal{F}_{2}(t, \epsilon)=\operatorname{det}\left(M_{\epsilon}-\epsilon t \mathbf{1}_{(m+k)}\right)$ and that, by Lemma B.1, $\mathcal{F}_{2}(t, 0)=$ $\operatorname{det}\left(M^{\star}\right) \operatorname{det}\left(M_{\star}-t \mathbf{1}_{k}\right)$.
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#### Abstract

We prove that, in a fairly general context, quasiminimal partitions with prescribed measure enjoy quantitative rectifiability properties with universal bounds. Namely, we show that the set of interfaces of a quasiminimal partition is uniformly rectifiable with bounds that depend only on the structural data of the problem.


Key words. partitions, Ahlfors-regular sets, uniform rectifiability

AMS subject classifications. 49Q20, 49N60, 28A75
DOI. 10.1137/S003614100443960X

1. Introduction. This paper is devoted to the study of quantitative and uniform rectifiability properties for quasiminimal partitioning hypersurfaces between regions in $\mathbb{R}^{n}$ of prescribed $n$ dimensional measure. Usually one says that a partition is minimal if admissible deformations of it cannot decrease its energy. For quasiminimal partitions one allows the energy to decrease but only in a controlled way. Energies we shall consider here will be surface-like energies of interface type.

There is a wide class of variational problems involving a competition between surface- and volume-like energies where quasiminimality conditions appear naturally. There are also many situations where such a variational problem turns out to be related to a partitioning problem. For instance the various regions delimitated by a quasiminimal partitioning hypersurface seem to provide a model for equilibrium configurations of a system of immiscible and incompressible fluids subject to external forces of volume type (for example the gravity). Roughly speaking the term in the energy corresponding to these external forces is, mostly for homogeneity reasons, negligible compared to the surface-like energy, which reflects the effects of the surface tension between the different fluids. Then, when a configuration has minimal total energy among all other possible configurations, the surface-like energy turns out to enjoy on its own some suitable quasiminimality condition.

A major work in the study of minimal partitions is due to Almgren [1]. He proved existence and regularity of partitioning hypersurfaces between regions of given measure, hypersurfaces which minimize an appropriate surface-like energy with so-called partitioning regular weights assigned to the various interfaces. This work has been the main source for the present paper, the goal being to give (nontrivial) improvements of some of the results in [1] about the regularity theory of minimal partitions (we will not consider here questions of existence).

First we consider more general energies since it seems that relevant physical situations do not fit Almgren's setting (compare in particular (H1), (H2), and (H3) with the hypotheses in [1, section VI.1], see also [8], [11]). We shall however go back to Almgren's setting in section 6 . Next we relax the minimality into a quasiminimality condition which reflects more closely the presence of external forces of volume type.

[^94]This will actually not be a serious issue here and can be handled without too much pain.

More significantly we prove some uniform and universal versions of properties that appeared more or less explicitly, and in weaker form, in [1]. The properties we have in mind, namely Ahlfors-regularity and condition B (see section 3 for precise definitions), or the weaker forms exploited in [1], constitute some of the main steps in the proof of the regularity results of $C^{1, \alpha}$ type obtained in [1] (this actually turns out to be more generally the case in many other geometric variational problems). Another major motivation for the study of Ahlfors-regularity and condition B comes from the fact that they imply the uniform rectifiability of the set of interfaces. We use here the terminology of David and Semmes who have developed an extensive theory of uniformly rectifiable sets. Uniform rectifiability is a quantitative and uniform version of the classical notion of rectifiability, but it is much stronger because it comes with uniform bounds (see [5] and the references therein). Note that due to the generality adopted here - we assume only some Lipschitz regularity and nondegeneracy of the defining integrands of the energy - one cannot hope to have much more in the way of smoothness than uniform rectifiability, just for reasons of bi-Lipschitz invariance.

Finally we stress that, besides these quantitative rectifiability properties, the main goal of this paper is to prove them with universal bounds. This roughly means that we want to prove that these properties hold for any quasiminimal partition with prescribed measure with quantifiers which depend only on the structural data of the problem (the dimension, the prescribed measure, the way the quasiminimality is formulated, bounds on the defining integrands of the energy) but not on the particular partition under study (see section 3 for precise statements). In particular one of the main steps in our proof is to show that quasiminimal partitions with prescribed measure actually satisfy an apparently stronger condition where there is no volume constraint anymore on the various components of admissible deformations, this new condition being formulated in a way that depends only on the structural data of the problem (see Theorem 3.6). This is one of the main points which improves what was proved in [1] where the same kind of condition without volume constraint was obtained but in a way that depends strongly on the specific geometry of the partition under study (see especially the comment around typical examples of $(F, \varepsilon, \delta)$ minimal sets on page vii in [1]).

The main issue when studying quasiminimal partitions with prescribed measure is indeed to handle properly the volume constraint and Theorem 3.6 follows actually from the construction of suitable deformations which modify the measure of each component of the partition by a prescribed amount given in advance. As just pointed out an additional difficulty here comes from the fact that we also need to keep a universal control in these constructions just because of the uniform constants we are seeking in the formulation of Ahlfors-regularity and condition B. This will be done through a uniform version of Almgren's original deformations, see Theorem 4.1 (compare with Theorem 4.2 which comes from [1]).

The same kind of results have been previously proved in [10] in a similar context and for the simpler case of quasiminimal crystals, that is, for partitions composed by simply one set and its complement, but with a completely different method.

The paper is organized as follows. In section 2 we recall basic facts about the theory of sets with finite perimeter and define various classes of partitions and of energies. We state the main results of this paper in section 3 . Theorem 3.6 which says that any quasiminimal partition with a volume constraint is locally quasiminimal in a suitable universal way is proved in section 4. In particular the key argument
of the proof, the above-mentioned construction of suitable deformations, is given there by Theorem 4.1. We prove the Ahlfors-regularity and condition B for locally quasiminimal partitions in section 5 . In section 6 we restrict the study to energies with so-called partitioning regular interface coefficients as in [1] and prove refined properties.
2. Preliminaries. Throughout this paper we work in $\mathbb{R}^{n}, n \geq 2$, equipped with its euclidean structure. For $x \in \mathbb{R}^{n}$ and $t>0$, we denote by $B(x, t)$ the open ball with center $x$ and radius $t$. For any set $G \subset \mathbb{R}^{n}$ we denote by $\mathbb{1}_{G}$ its characteristic function. If $G$ is measurable, then $|G|$ stands for its Lebesgue measure. Finally we denote by $\mathcal{H}^{n-1}$ the $(n-1)$ dimensional Hausdorff measure.

We first recall some results about the theory of sets with finite perimeter that will be relevant for our purposes. For more details we refer the reader, for instance, to [2], [7], or [12]. If $G \subset \mathbb{R}^{n}$ is a measurable set and $\Omega \subset \mathbb{R}^{n}$ is open, the perimeter of $G$ in $\Omega$, denoted by $P(G, \Omega)$, is defined by

$$
P(G, \Omega)=\sup \left\{\int_{\Omega} \mathbb{1}_{G} \operatorname{div} \phi d x ; \phi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{n}\right),\|\phi\|_{\infty} \leq 1\right\}
$$

We say that a measurable set $G$ has finite perimeter if $P\left(G, \mathbb{R}^{n}\right)<+\infty$ and we then simply write $P(G)=P\left(G, \mathbb{R}^{n}\right)$.

If $G$ has finite perimeter, then one knows that the set function $\Omega \mapsto P(G, \Omega)$ defined above is the restriction to the open subsets of $\mathbb{R}^{n}$ of a finite Borel measure, called the perimeter of $G$ and still denoted by $P(G,$.$) . Equivalently it follows from$ Riesz' representation theorem that a measurable set $G$ has finite perimeter if and only if the distributional gradient of its characteristic function $\nabla \mathbb{1}_{\mathrm{G}}$ can be represented by a vector-valued measure. Then it turns out that the total variation $\left|\nabla \mathbb{1}_{\mathrm{G}}\right|$ of this measure coincides with $P(G,$.$) .$

The reduced boundary $\partial_{*} G$ of a set $G$ with finite perimeter is defined as the set of points $x \in \mathbb{R}^{n}$ such that

$$
\int_{B(x, r)}\left|\nabla \mathbb{1}_{\mathrm{G}}\right|>0 \quad \text { for all } r>0
$$

the limit

$$
\nu_{G}(x)=\lim _{r \rightarrow 0}\left(\int_{B(x, r)} \nabla \mathbb{1}_{\mathrm{G}}\right) / \int_{B(x, r)}\left|\nabla \mathbb{1}_{\mathrm{G}}\right|
$$

exists, and $\left\|\nu_{G}(x)\right\|=1$. It follows from the theorem of Besicovitch on differentiation of measures that $\nu_{G}(x)$ exists and $\left\|\nu_{G}(x)\right\|=1$ for $\left|\nabla \mathbb{1}_{\mathrm{G}}\right|$-a.e. $x \in \mathbb{R}^{n}$. Moreover, it is well known that the perimeter $P(G,$.$) coincides with \mathcal{H}_{\mid \partial_{*} G}^{n-1}($.$) .$

For any measurable set $G$ and $t>0$, we set

$$
G(t)=\left\{x \in \mathbb{R}^{n} ; \lim _{r \rightarrow 0} \frac{|G \cap B(x, r)|}{|B(x, r)|}=t\right\}
$$

and define the essential boundary $\partial^{*} G$ of $G$ as the set of points where the volume density of $G$ is neither 0 nor $1, \partial^{*} G=\mathbb{R}^{n} \backslash(G(0) \cup G(1))$. It is also well known that if $G$ has finite perimeter, then

$$
\begin{equation*}
\partial_{*} G \subset G(1 / 2) \subset \partial^{*} G \quad \text { and } \quad \mathcal{H}^{n-1}\left(\mathbb{R}^{n} \backslash\left(G(0) \cup G(1) \cup \partial_{*} G\right)\right)=0 \tag{2.1}
\end{equation*}
$$

Note that it follows in particular that $P(G,$.$) coincides with \mathcal{H}_{\mid \partial^{*} G}^{n-1}$. Note also that we always have $\partial^{*} G \subset \partial G$ where $\partial G$ is the topological boundary of $G$.

We turn now to the definition of a partition we shall work with. We fix once and for all an integer $N \in \mathbb{N}^{*}$.

DEFINITION 2.1 (partition). We say that a family $A=\left(A_{0}, \ldots, A_{N}\right)$ of measurable sets is a partition if
$A_{i}$ is a set with finite perimeter for all $i \in\{0, \ldots, N\}$,

$$
\begin{gathered}
\left|A_{i} \cap A_{j}\right|=0 \text { when } i \neq j, \\
\left|\mathbb{R}^{n} \backslash \cup_{i=0}^{N} A_{i}\right|=0
\end{gathered}
$$

We denote by $\mathcal{P}$ the set of all partitions.
Definition 2.2 (partition with prescribed measure). Let $a=\left(a_{1}, \ldots, a_{N}\right), a_{i}>$ 0 , be fixed. We say that a partition $A \in \mathcal{P}$ has measure a if $\left|A_{i}\right|=a_{i}$ for all $i \in\{1, \ldots, N\}$. We denote by $\mathcal{P}_{a}$ the set of all partitions with measure $a$.

We will be mostly interested here in the regularity properties of the set of interfaces of some partitions. This set is precisely defined as follows.

Definition 2.3 (set of interfaces). For any $A \in \mathcal{P}$, we define the set $S$ of its interfaces by $S=\cup_{i=0}^{N} \partial^{*} A_{i}$.

Note that $\partial^{*} A_{i}=\cup_{j \neq i} \partial^{*} A_{i} \cap \partial^{*} A_{j}$ for all $i \in\{0, \ldots, N\}$. Note also that the interfaces $S_{i j}=\partial^{*} A_{i} \cap \partial^{*} A_{j}, i \neq j$, are essentially pairwise disjoint in the sense that

$$
\mathcal{H}^{n-1}\left(S_{i j} \cap S_{l k}\right)=0
$$

whenever $i \neq j, l \neq k$, and at least three of the indexes are distinct.
The symmetric difference $A \triangle A^{\prime}$ between two partitions $A$ and $A^{\prime} \in \mathcal{P}$ is defined by

$$
A \triangle A^{\prime}=\cup_{i=0}^{N} A_{i} \triangle A_{i}^{\prime}
$$

where $A_{i} \triangle A_{i}^{\prime}=\left(A_{i} \backslash A_{i}^{\prime}\right) \cup\left(A_{i}^{\prime} \backslash A_{i}\right)$ denotes the usual symmetric difference between sets. We set

$$
\left|A \triangle A^{\prime}\right|=\max _{i \geq 0}\left|A_{i} \triangle A_{i}^{\prime}\right|
$$

and $\operatorname{diam}\left(A \triangle A^{\prime}\right)=\max _{i \geq 0} \operatorname{diam}\left(A_{i} \triangle A_{i}^{\prime}\right)$. We say that $A$ and $A^{\prime}$ are equivalent if $\left|A \triangle A^{\prime}\right|=0$. Note that two equivalent partitions have the same set of interfaces.

DEFINITION 2.4 (reduced partition). We say that $A \in \mathcal{P}$ is a reduced partition if each component $A_{i}$ of $A$ coincides with the set of its Lebesgue points, that is, $A_{i}=$ $A_{i}(1)$ for all $i \in\{0, \ldots, N\}$.

For any given partition $A$ there exists a unique reduced equivalent partition. It is obtained from $A$ replacing each one of its components by the set of their Lebesgue points. Note that if $A \in \mathcal{P}$ is reduced, then $A_{i} \cap A_{j}=\emptyset$ for $i \neq j, A_{i} \cap S=\emptyset$ for all $i \in\{0, \ldots, N\}$, and $\mathbb{R}^{n}=\left(\cup_{i=0}^{N} A_{i}\right) \cup S$.

We now define the energy of a partition. We denote by $S^{n-1}$ the unit sphere in $\mathbb{R}^{n}$. Given a family of Borel functions $F_{i j}: \mathbb{R}^{n} \times S^{n-1} \rightarrow \mathbb{R}^{+}, i, j \in\{0, \ldots, N\}, i \neq j$, we define the associated energy $E$ as

$$
E(A, U)=\sum_{\substack{i, j \\ i \neq j}} \int_{\partial^{*} A_{i} \cap \partial^{*} A_{j}} \mathbb{1}_{U}(x) F_{i j}\left(x, \nu_{A_{i}}(x)\right) d \mathcal{H}^{n-1}
$$

for any $A \in \mathcal{P}$ and any measurable set $U \subset \mathbb{R}^{n}$. When $U=\mathbb{R}^{n}$ we simply write $E(A)$. Note that this definition is consistent because $\nu_{A_{i}}$ is well defined $\mathcal{H}^{n-1}$-a.e. on $\partial^{*} A_{i}$ with $\left\|\nu_{A_{i}}(x)\right\|=1$ for $\mathcal{H}^{n-1}$-a.e. $x \in \partial^{*} A_{i}$. Note also that two equivalent partitions have the same energy.

Let $\underline{F}>0$ and $\bar{F}>0$ be two fixed positive constants with $\underline{F} \leq \bar{F}$. Given a map $F: \mathbb{R}^{n} \times S^{n-1} \rightarrow \mathbb{R}^{+}$we consider the following conditions:

$$
\begin{align*}
& \sup _{\mathbb{R}^{n} \times S^{n-1}} \leq \bar{F},  \tag{H1}\\
& \underline{F} \leq \inf _{\mathbb{R}^{n} \times S^{n-1}} F, \tag{H2}
\end{align*}
$$

$|F(x, u)-F(y, v)| \leq \bar{F} \max (\|x-y\|,\|u-v\|) \quad$ for all $x, y \in \mathbb{R}^{n}$, for all $u, v \in S^{n-1}$.
Then we denote by $\mathcal{E}_{0}(\underline{F}, \bar{F})$ the class of all those energies that are defined with respect to some family of integrands $\left(F_{i j}\right)$ where each $F_{i j}$ satisfies (H1) and (H2), and by $\mathcal{E}(\underline{F}, \bar{F})$ the class of all energies for which each associated defining integrand $F_{i j}$ satisfies (H1), (H2), and (H3). Finally we denote by $\mathcal{E}(\bar{F})$ the class of all energies for which each defining integrand $F_{i j}$ satisfies (H1) and (H3).

When $F_{i j}(x, \nu)=\|\nu\|$ the corresponding energy is simply the sum of the perimeters of the different components. With a slight abuse of terminology and notation we will call it the perimeter of the partition and denote it by $P$, that is,

$$
P(A, U)=\sum_{i=0}^{N} \sum_{\substack{j=0 \\ j \neq i}}^{N} \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap \partial^{*} A_{j} \cap U\right)=\sum_{i=0}^{N} P\left(A_{i}, U\right)
$$

for all $A \in \mathcal{P}$ and measurable set $U \subset \mathbb{R}^{n}$. Note that $\mathcal{H}^{n-1}$-a.e. point in $S$ belongs to exactly one interface $\partial^{*} A_{i} \cap \partial^{*} A_{j}$ for some $i \neq j$ and thus

$$
\begin{equation*}
P(A, U)=2 \mathcal{H}^{n-1}(S \cap U) \tag{2.2}
\end{equation*}
$$

Finally note that, whenever $E \in \mathcal{E}_{0}(\underline{F}, \bar{F})$, we have

$$
\begin{equation*}
\underline{F} P(A, U) \leq E(A, U) \leq \bar{F} P(A, U) \tag{2.3}
\end{equation*}
$$

To conclude these preliminaries we fix some more conventions. In general nonindexed letters, typically the letter $C$, will denote positive constants whose precise value can change at each occurrence (unless otherwise stated). On the other hand, indexed letters $\left(C_{0}, C_{n}, \eta_{0}, \ldots\right)$ should denote constants whose value remains the same throughout a same paragraph (but whose signification and value may change from one paragraph to another, unless otherwise stated). Finally when specifying $C=C(n, N, \ldots)$ we mean that the value of $C$ can be chosen depending only on the fixed data inside the parentheses.
3. Quasiminimality conditions and main results. We fix an energy $E$ as defined in section 2. We also fix $\underline{F}>0$ and $\bar{F}>0$ with $\underline{F} \leq \bar{F}$ in view of further assumptions we shall make on the energy. We first define quasiminimal partitions with prescribed measure.

Definition 3.1. Let $g:[0,+\infty) \rightarrow[0,+\infty)$ be such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and some $a=\left(a_{1}, \ldots, a_{N}\right)$, $a_{i}>0$, be fixed. We say that a partition $A \in \mathcal{P}$ is $(g, a)$-quasiminimal (with respect to $E$ ) if $A \in \mathcal{P}_{a}$ and

$$
\begin{equation*}
E(A) \leq E\left(A^{\prime}\right)+g\left(\left|A^{\prime} \triangle A\right|\right) \tag{3.1}
\end{equation*}
$$

for all $A^{\prime} \in \mathcal{P}_{a}$ such that $A^{\prime} \triangle A \subset \subset \mathbb{R}^{n}$.

Note that in this definition admissible perturbations must preserve the measure of the partition. Note also that (3.1) gives significant information only when $\left|A^{\prime} \triangle A\right|$ is small. In that case the way the energy can be decreased is controlled by $g\left(\left|A^{\prime} \triangle A\right|\right)$ and hence negligible compared to $\left|A^{\prime} \triangle A\right|^{(n-1) / n}$. Roughly speaking this turns out to be essentially equivalent to requiring the variation of the energy to be negligible compared to the initial energy.

Before stating the main results of this paper we need some more definitions.
Definition 3.2 (Ahlfors-regularity). We say that a closed subset $\Sigma$ of $\mathbb{R}^{n}$ is Ahlfors-regular if there exist some constants $c>0$ and $C>0$, called Ahlfors-regularity constants, such that

$$
c r^{n-1} \leq \mathcal{H}^{n-1}(\Sigma \cap B(x, r)) \leq C r^{n-1}
$$

for all $x \in \Sigma$ and $r \leq 1$.
This is a uniform and scale-invariant version of the property of having upper and lower densities with respect to $\mathcal{H}^{n-1}$ that are positive and finite.

Definition 3.3 (condition B). We say that a subset $\Sigma$ of $\mathbb{R}^{n}$ satisfies condition $B$ if there exists a constant $C>0$, called condition $B$ constant, such that, for each ball $B$ centered on $\Sigma$ with radius $r \leq 1$, one can find two balls contained in $B$, with radius $C r$, and which are contained in two distinct connected components of $\mathbb{R}^{n} \backslash \Sigma$.

This topological condition is a quantitative, uniform, and scale-invariant way of saying that $\Sigma$ separates well the different connected components of its complement. Sets that are Ahlfors-regular and satisfy condition B have strong rectifiability properties. Namely, they contain "big pieces of Lipschitz graphs" and thus are uniformly rectifiable (see [3] for the original proof or [4] and [6] for simpler proofs). The aim of this paper not being to speak about the theory of uniform rectifiability, we will not enter the details and refer the reader to [5] and the references therein for more information.

We can now state the main result of this paper about quasiminimal partitions with prescribed measure.

Theorem 3.4. Assume that $E \in \mathcal{E}(\underline{F}, \bar{F})$. Let $g:[0,+\infty) \rightarrow[0,+\infty)$ be nondecreasing and such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and let $a=\left(a_{1}, \ldots, a_{N}\right), a_{i}>0$, be fixed. Let $A$ be a $(g, a)$-quasiminimal partition with respect to $E$ and let $S$ denote its set of interfaces. Then $S$ is a closed Ahlfors-regular set which satisfies condition $B$. Moreover, the Ahlfors-regularity and condition $B$ constants can be taken depending only on $n, N, \underline{F}, \bar{F}, g$, and $a$.

As already stressed in the introduction, besides the Ahlfors-regularity and condition $B$ on their own, the main point in this result is that one can find universal Ahlfors-regularity and condition $B$ constants, which do not depend on the specific quasiminimal partition $A$.

We now wish to explain the main lines of the proof. Let us first introduce another notion of quasiminimality where admissible perturbations are not required to be volume preserving anymore, but a little bit localized instead (this constraint will actually not be a serious issue here).

Definition 3.5 (locally quasiminimal partitions). Let $g:[0,+\infty) \rightarrow[0,+\infty)$ be such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and let $\delta>0$ be fixed. We say that a partition $A \in \mathcal{P}$ is $(g, \delta)$-quasiminimal (with respect to $E$ ) if $A$ satisfies (3.1) for all $A^{\prime} \in \mathcal{P}$ such that $\operatorname{diam}\left(A^{\prime} \triangle A\right)<\delta$.

In a first step we want to get rid of the volume constraint, proving that quasiminimal partitions with prescribed measure are locally quasiminimal in an appropriate and universal way.

Theorem 3.6. Assume that $E \in \mathcal{E}(\underline{F}, \bar{F})$. Let $g:[0,+\infty) \rightarrow[0,+\infty)$ be nondecreasing and such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and let $a=\left(a_{1}, \ldots, a_{N}\right), a_{i}>0$, be fixed. Then there exist $\tilde{g}:[0,+\infty) \rightarrow[0,+\infty)$ such that $\lim _{t \rightarrow 0} t^{(1-n) / n} \tilde{g}(t)=0$ and $\delta>0$ such that any $(g, a)$-quasiminimal partition with respect to $E$ is $(\tilde{g}, \delta)$ quasiminimal with respect to $E$. In particular $\tilde{g}$ and $\delta$ can be chosen depending only on $n, N, \underline{F}, \bar{F}, g$, and $a$.

We shall prove this theorem in section 4 . Let us mention that the assumption on $g$ to be nondecreasing is here mostly for technical convenience. As already stressed, Theorem 3.6 is, at least from a technical point of view, the most delicate point here, essentially because, in view of the last part of Theorem 3.4, we need to find $\tilde{g}$ and $\delta$ universal. The proof of Theorem 3.6 relies on the construction of suitable deformations of a partition which modify the measure of each component of a prescribed amount given in advance. This will be done in Theorem 4.1 which is actually the crucial step in the proof.

Next, with Theorem 3.6 in hand, we only need to worry about locally quasiminimal partitions and we shall prove in section 5 the Ahlfors-regularity and condition B in that context (see Theorem 5.1). Arguments are based on comparison arguments that one can now easily implement because there is no volume constraint anymore. Let us also mention that we will actually get more information. First note that if $A$ and $A^{\prime}$ are two equivalent partitions and if $A$ is quasiminimal, then $A^{\prime}$ is quasiminimal as well and both partitions have the same set of interfaces. In particular one can always assume with no loss of generality that the quasiminimal partition is reduced (remember the remarks around Definition 2.4). Then it is possible to prove that each component is open and that one can replace essential boundaries with topological boundaries in the definition of the set of interfaces.

THEOREM 3.7. Assume that $E \in \mathcal{E}_{0}(\underline{F}, \bar{F})$. Let $g:[0,+\infty) \rightarrow[0,+\infty)$ be such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and let $\delta>0$ be fixed. Let $A$ be a reduced $(g, \delta)-$ quasiminimal partition with respect to $E$ and let $S$ denote its set of interfaces. Then each component $A_{i}, i \in\{0, \ldots, N\}$, of $A$ is open and $S=\cup_{i=0}^{N} \partial A_{i}$. Moreover each component with finite Lebesgue measure is bounded.

Note that we do not say in Theorem 3.7 that each boundary $\partial A_{i}$ satisfies the regularity properties, the Ahlfors-regularity and condition B, on its own and neither that $\partial^{*} A_{i}$ and $\partial A_{i}$ coincide. This is actually not true in general. However it turns out, as we shall show in section 6 , that this is the case when one imposes more conditions on the defining integrands $F_{i j}$ of the energy. These conditions correspond to those taken in [1]. We refer the reader to section 6 for more details and precise statements; see, in particular, Theorem 6.1.
4. Quasiminimal partitions with a volume constraint are locally quasiminimal. This section is devoted to the proof of Theorem 3.6. We first construct in section 4.1 suitable families of deformations of a partition that allow to modify the measure of each component by some prescribed amount given in advance. The proof of Theorem 3.6 itself will be done in section 4.2.
4.1. Measure-prescribed deformations. We first define what we mean by suitable families of deformations. Let $\bar{F}>0$ be fixed. Let $A \in \mathcal{P}$ be a partition, $\Omega \subset \mathbb{R}^{n}$ be open, $\varepsilon>0$ and $C>0$ be fixed. We say that a map $\psi:(-\varepsilon, \varepsilon)^{N} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$
belongs to $\mathcal{D}_{\Omega}(A, \varepsilon, C)$ if for all $v=\left(v_{1}, \ldots, v_{N}\right) \in(-\varepsilon, \varepsilon)^{N}$ we have

$$
\begin{gather*}
\psi(v, .) \text { is a } C^{1} \text { diffeomorphism, } \quad \psi(0, .)=\mathrm{Id},  \tag{4.1}\\
\mathcal{O}(\psi(v, .)) \subset \subset, \tag{4.2}
\end{gather*}
$$

where $\mathcal{O}(f)$ is defined for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by $\mathcal{O}(f)=\left\{x \in \mathbb{R}^{n} ; f(x) \neq x\right\}$,

$$
\begin{align*}
\left|\psi\left(v, A_{i}\right)\right| & -\left|A_{i}\right|=v_{i}  \tag{4.3}\\
\left|\psi\left(v, A_{i}\right) \triangle A_{i}\right| & \leq C P\left(A_{i}, \Omega\right)|v| \tag{4.4}
\end{align*}
$$

for all $i \in\{1, \ldots, N\}$, with $|v|=\max \left|v_{i}\right|$, and finally

$$
\begin{equation*}
E(\psi(v, A), \psi(v, U)) \leq E(A, U)+C P(A, U)|v| \tag{4.5}
\end{equation*}
$$

for all energy $E \in \mathcal{E}(\bar{F})$ and all measurable set $U \subset \mathbb{R}^{n}$.
In other words one can view an element $\psi$ in $\mathcal{D}_{\Omega}(A, \varepsilon, C)$ as a family $\psi(v,$.$) of$ deformations of the partition $A$. The main point is that for any given $v \in(-\varepsilon, \varepsilon)^{N}$, one can use $\psi(v,$.$) to add, or remove, depending on the sign of v_{i}$, exactly the prescribed amount of mass $v_{i}$ to the component $A_{i}$ (see (4.3)). At the same time (4.4) and (4.5) give a control of order $|v|$ on the measure of the symmetric difference between $\psi(v, A)$ and $A$ and on the induced variation of the energy. This will fit exactly our needs for the estimation of each term in the quasiminimality condition.

For technical reasons we will actually need to use two such families of deformations, each one acting far away from the other. Let $\delta>0$ be fixed. We say that $\left(\psi_{1}, \psi_{2}\right)$ belongs to $\mathcal{C} \mathcal{D}_{\Omega}(A, \varepsilon, \delta, C)$ if $\psi_{j} \in \mathcal{D}_{\Omega}(A, \varepsilon, C)$ for $j=1,2$ and

$$
\operatorname{dist}\left(\mathcal{O}\left(\psi_{1}(v, .)\right), \mathcal{O}\left(\psi_{2}(v, .)\right)\right) \geq \delta
$$

for all $v \in(-\varepsilon, \varepsilon)^{N}$. When $\Omega=\mathbb{R}^{n}$ we just write $\mathcal{D}(A, \varepsilon, C)$ and $\mathcal{C} \mathcal{D}(A, \varepsilon, \delta, C)$.
We are now ready to state the main result about the existence of such families of deformations. Let $\underline{a}>0, \bar{a}>0, \bar{P}>0$ be fixed with $\underline{a} \leq \bar{a}$. We denote by $\mathcal{P}_{\underline{a}, \bar{a}, \bar{P}}$ the set of all partitions $A=\left(A_{0}, \ldots, A_{N}\right) \in \mathcal{P}$ such that

$$
\underline{a} \leq \min _{i \geq 1}\left|A_{i}\right| \leq \max _{i \geq 1}\left|A_{i}\right| \leq \bar{a} \quad \text { and } \quad P(A) \leq \bar{P}
$$

Theorem 4.1. There exist three constants $\varepsilon_{0}>0, \delta_{0}>0$, and $C_{0}>0$, depending only on $n, N, \bar{F}, \underline{a}, \bar{a}$, and $\bar{P}$, such that, for any $A \in \mathcal{P}_{\underline{a}, \bar{a}, \bar{P}}$, we have $\mathcal{C D}\left(A, \varepsilon_{0}, \delta_{0}, C_{0}\right) \neq \emptyset$.

It has been proved in [1] that for a fixed $A \in \mathcal{P}$ we have $\mathcal{C} \mathcal{D}(A, \varepsilon, \delta, C) \neq \emptyset$ for suitable parameters $\varepsilon=\varepsilon(A), \delta=\delta(A)$, and $C=C(A)$ which depend strongly on the specific geometry of $A$. As already explained in the introduction this does not fit our needs. However it also follows from [1] that $\mathcal{C D}\left(A^{\prime}, \varepsilon, \delta, C\right) \neq \emptyset$ with the same parameters $\varepsilon, \delta$, and $C$ as for $A$, as soon as $A^{\prime}$ is close enough to $A$ in measure. This will be used in the proof of Theorem 4.1. More precisely, one has the following result.

Theorem 4.2 (see [1]). Let $A \in \mathcal{P}$ and $\Omega \subset \mathbb{R}^{n}$ be open. Assume that $\left|A_{i} \cap \Omega\right|>0$ for all $i \in\{0, \ldots, N\}$. Then there exist $\varepsilon>0, \delta>0, C>0$, and $\eta>0$ such that, if $A^{\prime} \in \mathcal{P}$ is such that $\left|A \triangle A^{\prime}\right| \leq \eta$, then $\mathcal{C} \mathcal{D}_{\Omega}\left(A^{\prime}, \varepsilon, \delta, C\right) \neq \emptyset$. Moreover if $\Omega=\cup_{l=1}^{s} \Omega_{l}$ where $\Omega_{l}$ is open and $\Omega_{l} \cap \Omega_{r}=\emptyset$ for $l \neq r$, one can construct $\left(\psi_{1}, \psi_{2}\right) \in \mathcal{C} \mathcal{D}_{\Omega}\left(A^{\prime}, \varepsilon, \delta, C\right)$ in such a way that

$$
\left\{x \in \Omega_{l} ; \psi_{j}(v, x) \neq x\right\} \cup \psi_{j}\left(v,\left\{x \in \Omega_{l} ; \psi_{j}(v, x) \neq x\right\}\right) \subset \subset \Omega_{l}
$$

for all $l \in\{1, \ldots, s\}, j \in\{1,2\}$, and $v \in(-\varepsilon, \varepsilon)^{N}$.

This theorem is essentially given by Proposition VI. 12 in [1]. We add here the requirement (4.4) about the measure of the symmetric difference between the initial partition and the deformed one. This condition never appears in [1] because Almgren deals with minimal partitions and does not need to handle the extra term given by the function $g$ in the quasiminimality condition. Next we want to control the variation of the energy for all energies in the class $\mathcal{E}(\bar{F})$ (see (4.5)) which is a priori quite larger than the class of energies considered in [1]. Finally we also add, mainly for technical reasons, the localization in $\Omega$ and each $\Omega_{l}$. It turns actually out that one can easily check that the deformations constructed in [1] satisfy these properties (or at least only minor technical modifications of them). We now turn to the proof of Theorem 4.1.

Proof of Theorem 4.1. We argue by contradiction and assume that one can find a sequence $A_{\nu}$ of partitions in $\mathcal{P}_{\underline{a}, \bar{a}, \bar{P}}$ such that $\mathcal{C D}\left(A_{\nu}, \nu^{-1}, \nu^{-1}, \nu\right)=\emptyset$ for all $\nu \in$ $\mathbb{N}^{*}$. We would like to find some limit, say $A$, to the sequence $A_{\nu}$ and then apply Theorem 4.2 to get a contradiction. For notational convenience, let us denote in this proof the different components of the partition $A_{\nu}$ by $A_{\nu}(i), i \in\{0, \ldots, N\}$, (and similarly for any other partition we shall introduce). In other words we need to know that each sequence $A_{\nu}(i)$ converges to some set $A(i)$ in $L^{1}$. This is not true in general because the sets $A_{\nu}(i)$ are not a priori uniformly bounded as subsets of $\mathbb{R}^{n}$ and classical embedding theorems only ensure convergence in $L_{l o c}^{1}$. For that reason we first construct from $A_{\nu}$ a uniformly bounded sequence $A_{\nu}^{\prime}$ for which we will have the required convergence. We must also do the construction in such a way to be able to go back to the original sequence $A_{\nu}$ when applying Theorem 4.2. Some of the arguments in what follows are similar in spirit to arguments used in [1], but for different purposes though.

Step 1. One can find $C_{1}=C_{1}(n, \underline{a}, \bar{P})>0$ and for all $\nu \in \mathbb{N}^{*}$ and $i \in\{1, \ldots, N\}$ a point $p_{\nu}(i) \in \mathbb{R}^{n}$ such that

$$
\left|A_{\nu}(i) \cap B\left(p_{\nu}(i), 1\right)\right| \geq C_{1}
$$

see for instance [9, Lemma 4.1]. This essentially comes from the fact that a set with positive and finite Lebesgue measure and finite perimeter cannot spread out too much and must meet in a substantial way (which depends only on a lower bound for its Lebesgue measure and an upper bound for its perimeter) at least one ball with unit radius. Next we fix some $R=R(n, N, \underline{a}, \bar{a}, \bar{P}) \geq 4$ large enough so that

$$
|B(0, R / 2)|-N \bar{a} \geq C_{1}
$$

Step 2. Up to a subsequence one can always assume that

$$
\lim _{\nu \rightarrow+\infty}\left\|p_{\nu}(i)-p_{\nu}(j)\right\|
$$

exists in $\mathbb{R}^{+} \cup\{+\infty\}$ for all $i, j \in\{1, \ldots, N\}$. Let $\Lambda_{1}, \ldots, \Lambda_{s}$ be a partitioning of $\{1, \ldots, N\}$ so that $k, l \in \Lambda_{r}$ if and only if there exist $k_{1}=k, \ldots, k_{t}=l$ in $\{1, \ldots, N\}$ such that

$$
\lim _{\nu \rightarrow+\infty}\left\|p_{\nu}\left(k_{j}\right)-p_{\nu}\left(k_{j+1}\right)\right\| \leq 2 R
$$

for $j=1, \ldots, t-1$. We also assume, passing to a subsequence if necessary, that for all $r \in\{1, \ldots, s\}$ and $k, l \in \Lambda_{r}$,

$$
\lim _{\nu \rightarrow+\infty} p_{\nu}(k)-p_{\nu}(l)
$$

exists. Finally for each $r \in\{1, \ldots, s\}$, we fix an index $k_{r} \in \Lambda_{r}$.

Step 3. For each $\nu \in \mathbb{N}^{*}$ and $r \in\{1, \ldots, s\}$, we set

$$
B_{\nu, r}=\cup_{k \in \Lambda_{r}} B\left(p_{\nu}(k), R\right)
$$

Note that if $l, r \in\{1, \ldots, s\}$ with $l \neq r$ we have

$$
\lim _{\nu \rightarrow+\infty}\left\|p_{\nu}(i)-p_{\nu}(j)\right\|>2 R
$$

for all $i \in \Lambda_{l}$ and $j \in \Lambda_{r}$, hence $B_{\nu, l} \cap B_{\nu, r}=\emptyset$ if $\nu$ is large enough. For each $r \in\{1, \ldots, s\}$ and $i \in\{1, \ldots, N\}$, we set

$$
A_{\nu, r}(i)=A_{\nu}(i) \cap B_{\nu, r} .
$$

Step 4. Let $C_{2}=C_{2}(N) \geq 2$ be a constant chosen large enough so that, for all $\nu$ large enough, we have

$$
\left\|p_{\nu}(j)-p_{\nu}\left(k_{r}\right)\right\| \leq C_{2} R / 2
$$

for all $r \in\{1, \ldots, s\}$ and $j \in \Lambda_{r}$. Then we have

$$
B_{\nu, r} \subset B\left(p_{\nu}\left(k_{r}\right), C_{2} R\right)
$$

For each $\nu \in \mathbb{N}^{*}, r \in\{1, \ldots, s\}$, and $i \in\{1, \ldots, N\}$, we set

$$
A_{\nu, r}^{\prime}(i)=\tau_{\nu, r}\left(A_{\nu, r}(i)\right)
$$

where $\tau_{\nu, r}$ is the translation defined by $\tau_{\nu, r}(x)=x-p_{\nu}\left(k_{r}\right)+\left(0, \ldots, 0,2 C_{2} R r\right)$. We have for all $\nu$ large enough,

$$
A_{\nu, r}^{\prime}(i) \subset \tau_{\nu, r}\left(B_{\nu, r}\right) \subset B(r)
$$

where $B(r)=B\left(\left(0, \ldots, 0,2 C_{2} R r\right), C_{2} R\right)$. Note that for $l, r \in\{1, \ldots, s\}, l \neq r$, we have $B(l) \cap B(r)=\emptyset$. Finally for $i \in\{1, \ldots, N\}$, we set

$$
A_{\nu}^{\prime}(i)=\cup_{r=1}^{s} A_{\nu, r}^{\prime}(i)
$$

and

$$
\begin{aligned}
A_{\nu}^{\prime}(0) & =\mathbb{R}^{n} \backslash \cup_{i=1}^{N} A_{\nu}^{\prime}(i), \\
A_{\nu}^{\prime} & =\left(A_{\nu}^{\prime}(0), \ldots, A_{\nu}^{\prime}(N)\right) .
\end{aligned}
$$

Step 5 . By construction we have, for some constant $C_{3}=C_{3}(n, N, \underline{a}, \bar{a}, \bar{P})>0$ and all $\nu$ large enough,

$$
A_{\nu}^{\prime}(i) \subset B\left(0, C_{3}\right)
$$

for each $i \in\{1, \ldots, N\}$. Moreover, recalling that $A_{\nu} \in \mathcal{A}$, we have for $\nu$ large enough,

$$
\begin{aligned}
P\left(A_{\nu}^{\prime}(i)\right) & \leq \sum_{r=1}^{s} P\left(A_{\nu, r}^{\prime}(i)\right)=\sum_{r=1}^{s} P\left(A_{\nu, r}(i)\right) \\
& \leq \sum_{r=1}^{s} P\left(A_{\nu}(i), B_{\nu, r}\right)+P\left(B_{\nu, r}\right) \\
& \leq P\left(A_{\nu}(i)\right)+\sum_{j=1}^{N} P\left(B\left(p_{\nu}(j), R\right)\right) \leq C
\end{aligned}
$$

for some suitable $C=C(n, N, \underline{a}, \bar{a}, \bar{P})>0$. Hence we have uniformly bounded sequences of sets with uniformly bounded perimeter and thus, passing to a subsequence, one can assume that for each $i \in\{1, \ldots, N\}$ the set $A_{\nu}^{\prime}(i)$ converges in $L^{1}$ to some set $A(i)$ with finite perimeter (in the sense of convergence of the corresponding characteristic functions, see for instance [7, Theorem 1.19]). Note that it follows that the sequence $A_{\nu}^{\prime}(0)$ converges to $A(0)$ in $L^{1}$ where

$$
A(0)=\mathbb{R}^{n} \backslash \cup_{i=1}^{N} A(i)
$$

Let us set

$$
A=(A(0), \ldots, A(N)) \in \mathcal{P}
$$

Step 6. For each $r \in\{1, \ldots, s\}$ and $j \in \Lambda_{r}$, we set

$$
p_{j}=\lim _{\nu \rightarrow+\infty} \tau_{\nu, r}\left(p_{\nu}(j)\right)
$$

(this limit is well defined because of Step 2) and

$$
\begin{aligned}
\Omega_{r} & =\cup_{j \in \Lambda_{r}} B\left(p_{j}, R / 2\right) \\
\Omega & =\cup_{r=1}^{s} \Omega_{r}
\end{aligned}
$$

By construction we have $\Omega_{l} \cap \Omega_{r}=\emptyset$ whenever $l \neq r$ and we also have that the partitions $A_{\nu}^{\prime}$ and $\tau_{\nu, r}\left(A_{\nu}\right)$ coincide on the open set $\Omega_{r}$ provided $\nu$ is large enough, that is,

$$
\begin{equation*}
A_{\nu}^{\prime}(i) \cap \Omega_{r}=\tau_{\nu, r}\left(A_{\nu}(i)\right) \cap \Omega_{r} \tag{4.6}
\end{equation*}
$$

for all $r \in\{1, \ldots, s\}$ and all $i \in\{1, \ldots, N\}$. Indeed for each $r \in\{1, \ldots, s\}$ and $j \in \Lambda_{r}$ set $q_{\nu}(j)=\tau_{\nu, r}^{-1}\left(p_{j}\right)$. We have $q_{\nu}(j)-p_{\nu}(j)=p_{j}-\tau_{\nu, r}\left(p_{\nu}(j)\right)$ and it follows that, if $\nu$ is large enough,

$$
B\left(p_{\nu}(j), R / 4\right) \subset B\left(q_{\nu}(j), R / 2\right) \subset B\left(p_{\nu}(j), R\right)
$$

(The left inclusion will be used later in Step 7.) In particular we get for all $\nu$ large enough and all $r \in\{1, \ldots, s\}$,

$$
\begin{aligned}
\Omega_{r} & =\tau_{\nu, r}\left(\cup_{j \in \Lambda_{r}} B\left(q_{\nu}(j), R / 2\right)\right) \\
& \subset \tau_{\nu, r}\left(\cup_{j \in \Lambda_{r}} B\left(p_{\nu}(j), R\right)\right) \\
& =\tau_{\nu, r}\left(B_{\nu, r}\right) \subset B(r)
\end{aligned}
$$

Since $B(l) \cap B(r)=\emptyset$ whenever $l \neq r$, it follows that the sets $\Omega_{r}$ are pairwise disjoint. Next (4.6) follows automatically from the previous inclusions and the construction of $A_{\nu}^{\prime}(i)$ in Step 4 and that of $A_{\nu, r}(i)$ in Step 3.

Step 7. We have

$$
|A(i) \cap \Omega|>0
$$

for all $i \in\{0, \ldots, N\}$. Indeed if $i \in\{1, \ldots, N\}$ and $r \in\{1, \ldots, s\}$ are such that $i \in \Lambda_{r}$, then

$$
\begin{aligned}
\left|A_{\nu}^{\prime}(i) \cap \Omega\right| & \geq\left|A_{\nu, r}^{\prime}(i) \cap B\left(p_{i}, R / 2\right)\right| \\
& =\left|A_{\nu, r}(i) \cap B\left(q_{\nu}(i), R / 2\right)\right| \\
& \geq\left|A_{\nu}(i) \cap B\left(p_{\nu}(i), R / 4\right)\right| \geq C_{1}>0
\end{aligned}
$$

for all $\nu$ large enough, by choice of $C_{1}$ in Step 1 and remembering that $R \geq 4$. Passing to the limit when $\nu$ goes to infinity, we get the conclusion for $i \in\{1, \ldots, N\}$. Finally, if $\nu$ is large enough, we have by construction $\left|A_{\nu}^{\prime}(i) \cap \Omega\right| \leq\left|A_{\nu}(i)\right| \leq \bar{a}$ for all $i \in\{1, \ldots, N\}$ hence $|A(i) \cap \Omega| \leq \bar{a}$ if $i \neq 0$. Then, for any $j \in\{1, \ldots, N\}$, we get

$$
\begin{aligned}
|A(0) \cap \Omega| & \geq\left|A(0) \cap B\left(p_{j}, R / 2\right)\right| \\
& \geq\left|B\left(p_{j}, R / 2\right)\right|-\left|\cup_{i=1}^{N} A(i)\right| \\
& \geq\left|B\left(p_{j}, R / 2\right)\right|-N \bar{a} \geq C_{1}>0
\end{aligned}
$$

by choice of $R$ in Step 1 .
Step 8. It follows from Step 7 that one can apply Theorem 4.2 to the partition $A$ and the open set $\Omega$ and find corresponding $\varepsilon, \delta, C$, and $\eta>0$. Then, if $\nu$ is large enough, we have $\left|A_{\nu}^{\prime} \triangle A\right| \leq \eta$ so that one can find $\left(\psi_{\nu}^{1}, \psi_{\nu}^{2}\right) \in \mathcal{C} \mathcal{D}_{\Omega}\left(A_{\nu}^{\prime}, \varepsilon, \delta, C\right)$ with

$$
\left\{x \in \Omega_{r} ; \psi_{\nu}^{j}(v, x) \neq x\right\} \cup \psi_{\nu}^{j}\left(v,\left\{x \in \Omega_{r} ; \psi_{\nu}^{j}(v, x) \neq x\right\}\right) \subset \subset \Omega_{r}
$$

for $j \in\{1,2\}$, all $r \in\{1, \ldots, s\}$, and $v \in(-\varepsilon, \varepsilon)^{N}$. We set

$$
\varphi_{\nu}^{j}(v, x)=\left(\tau_{\nu, r}^{-1} \circ \psi_{\nu}^{j}(v, .) \circ \tau_{\nu, r}\right)(x)
$$

if $x \in \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)$ and

$$
\varphi_{\nu}^{j}(v, x)=x
$$

otherwise. Remember that, if $\nu$ is large enough, $\tau_{\nu, r}^{-1}\left(\Omega_{r}\right) \subset B_{\nu, r}$ and $B_{\nu, r} \cap B_{\nu, l}=\emptyset$ for $l \neq r$ (see Step 3). Hence $\tau_{\nu, r}^{-1}\left(\Omega_{r}\right) \cap \tau_{\nu, l}^{-1}\left(\Omega_{l}\right)=\emptyset$ and $\varphi_{\nu}^{j}(v,$.$) is well defined.$

Next we clearly have, at least if $\nu$ is large enough,

$$
\left\{x \in \tau_{\nu, r}^{-1}\left(\Omega_{r}\right) ; \varphi_{\nu}^{j}(v, x) \neq x\right\} \cup \varphi_{\nu}^{j}\left(v,\left\{x \in \tau_{\nu, r}^{-1}\left(\Omega_{r}\right) ; \varphi_{\nu}^{j}(v, x) \neq x\right\}\right) \subset \subset \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)
$$

and

$$
\mathcal{O}\left(\varphi_{\nu}^{j}(v, .)\right) \subset \subset \cup_{r=1}^{s} \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)
$$

Since each $\psi_{\nu}^{j}(v,$.$) is a C^{1}$ diffeomorphism, it follows in particular that $\varphi_{\nu}^{j}(v,$.$) is a$ $C^{1}$ diffeomorphism for $j \in\{1,2\}$ and each $v \in(-\varepsilon, \varepsilon)^{N}$.

To compute the variation of the measure and of the energy of $A_{\nu}$ under $\varphi_{\nu}^{j}$, we clearly need to worry only about what happens inside the pairwise disjoint open sets $\tau_{\nu, r}^{-1}\left(\Omega_{r}\right)$. Recalling that the partitions $\tau_{\nu, r}\left(A_{\nu}\right)$ and $A_{\nu}^{\prime}$ coincide on $\Omega_{r}$ (see (4.6)), we have

$$
\begin{aligned}
\left|\varphi_{\nu}^{j}\left(v, A_{\nu}(i)\right)\right|-\left|A_{\nu}(i)\right| & =\sum_{r=1}^{s}\left|\varphi_{\nu}^{j}\left(v, A_{\nu}(i) \cap \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)\right)\right|-\left|A_{\nu}(i) \cap \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)\right| \\
& =\sum_{r=1}^{s}\left|\psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}(i) \cap \Omega_{r}\right)\right|-\left|A_{\nu}^{\prime}(i) \cap \Omega_{r}\right| \\
& =\left|\psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}(i)\right)\right|-\left|A_{\nu}^{\prime}(i)\right|=v_{i}
\end{aligned}
$$

for all $\nu$ large enough and $i \in\{1, \ldots, N\}$ according to the property (4.3) of the map $\psi_{\nu}^{j} \in \mathcal{D}_{\Omega}\left(A_{\nu}^{\prime}, \varepsilon, C\right)$. Similarly, using (4.4) for $\psi_{\nu}^{j}$, we have for all $\nu$ large enough and $i \in\{1, \ldots, N\}$,

$$
\begin{aligned}
\left|\varphi_{\nu}^{j}\left(v, A_{\nu}(i)\right) \triangle A_{\nu}(i)\right| & =\left|\psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}(i)\right) \triangle A_{\nu}^{\prime}(i)\right| \\
& \leq C P\left(A_{\nu}^{\prime}(i), \Omega\right)|v| \leq C P\left(A_{\nu}(i)\right)|v|
\end{aligned}
$$

The last inequality follows from the invariance of the perimeter under translations together with (4.6). Indeed we have for all $\nu$ large enough,

$$
\begin{aligned}
P\left(A_{\nu}^{\prime}(i), \Omega\right) & =\sum_{r=1}^{s} P\left(A_{\nu}^{\prime}(i), \Omega_{r}\right)=\sum_{r=1}^{s} P\left(\tau_{\nu, r}\left(A_{\nu}(i)\right), \Omega_{r}\right) \\
& =\sum_{r=1}^{s} P\left(A_{\nu}(i), \tau_{\nu, r}^{-1}\left(\Omega_{r}\right)\right) \leq P\left(A_{\nu}(i)\right)
\end{aligned}
$$

Next we consider an energy $E \in \mathcal{E}(\bar{F})$ defined with respect to some family $\left(F_{i j}\right)$. Note that

$$
E(\tau(\tilde{A}), \tau(U))=E_{\tau}(\tilde{A}, U)
$$

for any partition $\tilde{A} \in \mathcal{P}$, any measurable set $U \subset \mathbb{R}^{n}$, and any translation $\tau: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ where $E_{\tau} \in \mathcal{E}(\bar{F})$ is defined with respect to the family $\left((x, y) \mapsto F_{i j}(\tau(x), y)\right)$. It follows that if $U$ is a measurable set, then, for $\nu$ large enough,

$$
\begin{aligned}
& E\left(\varphi_{\nu}^{j}\left(v, A_{\nu}\right), \varphi_{\nu}^{j}(v, U)\right)-E\left(A_{\nu}, U\right) \\
& \quad=\sum_{r=1}^{s} E\left(\tau_{\nu, r}^{-1} \circ \psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}\right), \tau_{\nu, r}^{-1}\left(\Omega_{r}\right) \cap \varphi_{\nu}^{j}(v, U)\right)-E\left(\tau_{\nu, r}^{-1}\left(A_{\nu}^{\prime}\right), \tau_{\nu, r}^{-1}\left(\Omega_{r}\right) \cap U\right) \\
& \quad=\sum_{r=1}^{s} E_{\tau_{\nu, r}^{-1}}\left(\psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}\right), \Omega_{r} \cap \psi_{\nu}^{j}\left(v, \tau_{\nu, r}(U)\right)\right)-E_{\tau_{\nu, r}^{-1}}\left(A_{\nu}^{\prime}, \Omega_{r} \cap \tau_{\nu, r}(U)\right)
\end{aligned}
$$

Since $E_{\tau_{\nu, r}^{-1}} \in \mathcal{E}(\bar{F})$ and $\psi_{\nu}^{j}\left(v, \Omega_{r} \cap \tau_{\nu, r}(U)\right)=\Omega_{r} \cap \psi_{\nu}^{j}\left(v, \tau_{\nu, r}(U)\right)$ for all $\nu$ large enough and all $r \in\{1, \ldots, s\}$, it follows from the property (4.5) of $\psi_{\nu}^{j}$ that

$$
\begin{aligned}
& E_{\tau_{\nu, r}^{-1}}\left(\psi_{\nu}^{j}\left(v, A_{\nu}^{\prime}\right), \Omega_{r} \cap \psi_{\nu}^{j}\left(v, \tau_{\nu, r}(U)\right)\right)-E_{\tau_{\nu, r}^{-1}}\left(A_{\nu}^{\prime}, \Omega_{r} \cap \tau_{\nu, r}(U)\right) \\
& \leq C P\left(A_{\nu}^{\prime}, \Omega_{r} \cap \tau_{\nu, r}(U)\right)|v|=C P\left(A_{\nu}, \tau_{\nu, r}^{-1}\left(\Omega_{r}\right) \cap U\right)|v|
\end{aligned}
$$

and thus

$$
E\left(\varphi_{\nu}^{j}\left(v, A_{\nu}\right), \varphi_{\nu}^{j}(v, U)\right)-E\left(A_{\nu}, U\right) \leq C P\left(A_{\nu}, U\right)|v|
$$

for all $\nu$ large enough.
Finally by construction it is clear that one can find $\delta^{\prime}>0$, may be smaller than $\delta$ but still strictly positive and not depending on $\nu$, such that

$$
\operatorname{dist}\left(\mathcal{O}\left(\varphi_{\nu}^{1}(v, .)\right), \mathcal{O}\left(\varphi_{\nu}^{2}(v, .)\right)\right) \geq \delta^{\prime}
$$

Hence taking $\nu$ large enough and so that $\nu \geq \max \left(\varepsilon^{-1}, \delta^{\prime-1}, C\right)$ we have just proved that

$$
\left(\varphi_{\nu}^{1}, \varphi_{\nu}^{2}\right) \in \mathcal{C D}\left(A_{\nu}, \nu^{-1}, \nu^{-1}, \nu\right)
$$

which gives the required contradiction and concludes the proof.
Although we will not need this refinement here one can note that, with essentially the same proof modulo only minor technical modifications, one can get a localized version of Theorem 4.1 similar to that given in Theorem 4.2. More precisely, assume that $\Omega \subset \mathbb{R}^{n}$ is open and, for simplicity, bounded and that $\Omega=\cup_{l=1}^{s} \Omega_{l}$ with the sets
$\Omega_{l}$ open and pairwise disjoint. Let $\mathcal{P}_{\underline{a}, \bar{P}, \Omega}$ denote the class of all partitions $A \in \mathcal{P}$ such that

$$
\underline{a} \leq \min _{i=0, \ldots, N}\left|A_{i} \cap \Omega\right| \quad \text { and } \quad P(A, \Omega) \leq \bar{P}
$$

for some $\underline{a}>0$ and $\bar{P}>0$. Then one can find $\varepsilon_{0}>0, \delta_{0}>0$, and $C_{0}>0$, depending only on $n, N, \bar{F}, \underline{a}$, and $\bar{P}$, such that for all $A \in \mathcal{P}_{\underline{a}, \bar{P}, \Omega}$ one can find $\left(\psi_{1}, \psi_{2}\right) \in \mathcal{C} \mathcal{D}_{\Omega}\left(A, \varepsilon_{0}, \delta_{0}, C_{0}\right)$ such that

$$
\left\{x \in \Omega_{l} ; \psi_{j}(v, x) \neq x\right\} \cup \psi_{j}\left(v,\left\{x \in \Omega_{l} ; \psi_{j}(v, x) \neq x\right\}\right) \subset \subset \Omega_{l}
$$

for all $l \in\{1, \ldots, s\}, j \in\{1,2\}$, and $v \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)^{N}$.
4.2. Proof of Theorem 3.6. We now prove Theorem 3.6. We let $0<\underline{F} \leq \bar{F}<$ $+\infty, E \in \mathcal{E}(\underline{F}, \bar{F}), g:[0,+\infty) \rightarrow[0,+\infty), a=\left(a_{1}, \ldots, a_{N}\right)$ be as in the statement and $A \in \mathcal{P}_{a}$ be a $(g, a)$-quasiminimal partition with respect to $E$. Recall that we want to find some suitable $\tilde{g}:[0,+\infty) \rightarrow[0,+\infty)$ such that $\lim _{t \rightarrow 0} t^{(1-n) / n} \tilde{g}(t)=0$ and $\delta>0$ both universal and such that $A$ is a $(\tilde{g}, \delta)$-quasiminimal partition with respect to $E$. Throughout this subsection, when saying that some object is universal, we mean more precisely that it can be chosen depending only on $n, N, \underline{F}, \bar{F}, g$, and $a$.

Set $\underline{a}=\min _{i \geq 1} a_{i}$ and $\bar{a}=\max _{i \geq 1} a_{i}$. Next we claim that one can find $\bar{P}>0$ universal such that $P(A) \leq \bar{P}$. To see this, setting $B_{t}=B(0, t)$ for all $t>0$, we choose $R>0$ large enough so that

$$
P\left(A_{i}, \mathbb{R}^{n} \backslash B_{R}\right) \leq 1
$$

for all $i \in\{0, \ldots, N\}$ and so that one can find $N$ open balls $B_{1}, \ldots, B_{N}$ with $B_{i} \subset \subset$ $B_{R},\left|B_{i}\right|=a_{i}$ and $B_{i} \cap B_{j}=\emptyset$ for $i \neq j$. By the coarea formula and Tchebytchev's inequality, we have

$$
\left|\left\{t \in(R, R+1) ; \mathcal{H}^{n-1}\left(A_{i} \cap \partial B_{t}\right)>C \bar{a}\right\}\right|_{1} \leq \frac{\left|A_{i} \cap\left(B_{R+1} \backslash B_{R}\right)\right|}{C \bar{a}} \leq C^{-1}
$$

where $|.|_{1}$ denotes the one dimensional Lebesgue measure. Then, choosing $C$ large enough, depending only on $N$, and recalling that

$$
P\left(A_{i} \backslash B_{t}\right)=P\left(A_{i}, \mathbb{R}^{n} \backslash \bar{B}_{t}\right)+\mathcal{H}^{n-1}\left(A_{i} \cap \partial B_{t}\right)
$$

for a.e. $t>0$ (see for instance [7, Remark 2.14]), one can find $t \in(R, R+1)$ such that this last equality holds and

$$
\mathcal{H}^{n-1}\left(A_{i} \cap \partial B_{t}\right) \leq C \bar{a}
$$

for all $i \in\{1, \ldots, N\}$. We set

$$
A_{i}^{\prime}=\left(A_{i} \backslash B_{t}\right) \cup B_{i}^{\prime}
$$

for $i \in\{1, \ldots, N\}$, where $B_{i}^{\prime} \subset B_{i}$ is a ball with $\left|B_{i}^{\prime}\right|=\left|A_{i} \cap B_{t}\right|$, and

$$
A_{0}^{\prime}=\mathbb{R}^{n} \backslash \cup_{i=1}^{N} A_{i}^{\prime}
$$

We have $A^{\prime}=\left(A_{0}^{\prime}, \ldots, A_{N}^{\prime}\right) \in \mathcal{P}_{a}$ and $A^{\prime} \triangle A \subset \subset \mathbb{R}^{n}$. Next, for all $i \in\{1, \ldots, N\}$, we have

$$
\begin{aligned}
P\left(A_{i}^{\prime}\right) & =P\left(B_{i}^{\prime}\right)+P\left(A_{i} \backslash B_{t}\right) \\
& \leq C \bar{a}^{\frac{n-1}{n}}+P\left(A_{i}, \mathbb{R}^{n} \backslash \bar{B}_{t}\right)+\mathcal{H}^{n-1}\left(A_{i} \cap \partial B_{t}\right) \\
& \leq C \bar{a}^{\frac{n-1}{n}}+P\left(A_{i}, \mathbb{R}^{n} \backslash B_{R}\right)+C \bar{a} \leq C
\end{aligned}
$$

for some universal constants $C>0$. When $i=0$, we have

$$
P\left(A_{0}^{\prime}\right)=P\left(\mathbb{R}^{n} \backslash \cup_{i=1}^{N} A_{i}^{\prime}\right) \leq \sum_{i=1}^{n} P\left(A_{i}^{\prime}\right)
$$

Then it follows from (2.3) that

$$
E\left(A^{\prime}\right) \leq \bar{F} P\left(A^{\prime}\right) \leq C
$$

for some suitable universal constant $C>0$. On the other hand, for $i \in\{1, \ldots, N\}$, we have $\left|A_{i}^{\prime} \triangle A_{i}\right| \leq 2 \bar{a}$ and $A_{0}^{\prime} \triangle A_{0} \subset \cup_{i=1}^{N} A_{i}^{\prime} \triangle A_{i}$, hence $g\left(\left|A^{\prime} \triangle A\right|\right) \leq g(2 N \bar{a})$ since $g$ is nondecreasing. Then it follows from (2.3) together with the $(g, a)$-quasiminimality (3.1) of $A$ that

$$
P(A) \leq \underline{F}^{-1} E(A) \leq \underline{F}^{-1}\left(E\left(A^{\prime}\right)+g\left(\left|A^{\prime} \triangle A\right|\right)\right) \leq \bar{P}
$$

for some suitable universal constant $\bar{P}>0$ as claimed.
Thus we have $A \in \mathcal{P}_{\underline{a}, \bar{a}, \bar{P}}$ as in section 4.1 and Theorem 4.1 gives some $\varepsilon_{0}>$ $0, \delta_{0}>0$, and $C_{0}>0$ universal such that $\mathcal{C D}\left(A, \varepsilon_{0}, \delta_{0}, C_{0}\right) \neq \emptyset$. Let $\left(\psi_{1}, \psi_{2}\right) \in$ $\mathcal{C D}\left(A, \varepsilon_{0}, \delta_{0}, C_{0}\right)$ and let us fix $\delta>0$ universal and small enough so that

$$
\left|B_{\delta}\right|<\varepsilon_{0} \quad \text { and } \quad 4 \delta<\delta_{0}
$$

Now let $A^{\prime} \in \mathcal{P}$ be such that $\operatorname{diam}\left(A^{\prime} \triangle A\right)<\delta\left(A^{\prime}\right.$ has here nothing to do with the partition constructed a few lines above). To prove the theorem we need to compare the energy of $A^{\prime}$ with that of $A$. We first use the suitable deformations given by $\psi_{1}$ (or $\psi_{2}$ ) to construct from $A^{\prime}$ a partition $A^{\prime \prime} \in \mathcal{P}_{a}$. Then we will use the $(g, a)$-quasiminimality of $A$ to get a comparison between the energies.

For $i \in\{1, \ldots, N\}$ we set $v_{i}=\left|A_{i}\right|-\left|A_{i}^{\prime}\right|$. Since $\operatorname{diam}\left(A^{\prime} \triangle A\right)<\delta$ then $A^{\prime} \triangle A \subset \subset$ $B$ for some ball $B$ with radius $\delta$ and thus

$$
\left|v_{i}\right|=\left|\left|A_{i} \backslash A_{i}^{\prime}\right|-\left|A_{i}^{\prime} \backslash A_{i}\right|\right| \leq\left|A_{i}^{\prime} \triangle A_{i}\right| \leq|B|
$$

that is, $v=\left(v_{1}, \ldots, v_{N}\right) \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)^{N}$ by choice of $\delta$. Next let us assume that

$$
2 B \cap \mathcal{O}\left(\psi_{1}(v, .)\right)=\emptyset
$$

where $2 B$ denotes the ball concentric to $B$ with radius $2 \delta$. Otherwise, since

$$
\operatorname{dist}\left(\mathcal{O}\left(\psi_{1}(v, .)\right), \mathcal{O}\left(\psi_{2}(v, .)\right)\right) \geq \delta_{0}
$$

and $4 \delta<\delta_{0}$, we would have $2 B \cap \mathcal{O}\left(\psi_{2}(v,).\right)=\emptyset$ and would simply use $\psi_{2}$ instead of $\psi_{1}$ in what follows. Then we set

$$
A_{i}^{\prime \prime}=\left(A_{i}^{\prime} \cap B\right) \cup\left(\psi_{1}\left(v, A_{i}\right) \cap \mathbb{R}^{n} \backslash B\right)
$$

and $A^{\prime \prime}=\left(A_{0}^{\prime \prime}, \ldots, A_{N}^{\prime \prime}\right)$. Since $A_{i}^{\prime}$ coincides with $A_{i}$ on a neighborhood of $\mathbb{R}^{n} \backslash B$ and $\psi_{1}\left(v, A_{i}\right)$ with $A_{i}$ on $B$ (note that since $\psi_{1}(v,$.$) is a C^{1}$ diffeomorphism, we have $\left.\psi_{1}\left(v, \mathcal{O}\left(\psi_{1}(v,).\right)\right)=\mathcal{O}\left(\psi_{1}(v,).\right)\right)$ it follows from the property (4.3) of $\psi_{1} \in$ $\mathcal{D}\left(A, \varepsilon_{0}, C_{0}\right)$ that, for all $i \in\{1, \ldots, N\}$,

$$
\begin{aligned}
\left|A_{i}^{\prime \prime}\right| & =\left|A_{i}^{\prime} \cap B\right|+\left|\psi_{1}\left(v, A_{i}\right) \cap \mathbb{R}^{n} \backslash B\right| \\
& =\left|A_{i}^{\prime}\right|+\left|\psi_{1}\left(v, A_{i}\right)\right|-\left|A_{i}\right| \\
& =\left|A_{i}^{\prime}\right|+v_{i}=\left|A_{i}\right|
\end{aligned}
$$

hence $A^{\prime \prime} \in \mathcal{P}_{a}$. For the same reasons we have

$$
\begin{aligned}
E\left(A^{\prime}, \mathbb{R}^{n} \backslash B\right) & =E\left(A, \mathbb{R}^{n} \backslash B\right) \\
E\left(\psi_{1}(v, A), B\right) & =E(A, B)
\end{aligned}
$$

Next $A^{\prime \prime}$ coincides with $A^{\prime}$ on $B$ and with $\psi_{1}(v, A)$ on a neighborhood of $\mathbb{R}^{n} \backslash B$, hence

$$
\begin{aligned}
E\left(A^{\prime \prime}\right) & =E\left(A^{\prime}, B\right)+E\left(\psi_{1}(v, A), \mathbb{R}^{n} \backslash B\right) \\
& =E\left(A^{\prime}\right)+E\left(\psi_{1}(v, A)\right)-E(A) \\
& \leq E\left(A^{\prime}\right)+C_{0} P(A)|v| \\
& \leq E\left(A^{\prime}\right)+C_{0} \bar{P}\left|A^{\prime} \triangle A\right|
\end{aligned}
$$

according to (4.5). Finally we have

$$
A^{\prime \prime} \triangle A=\left(A^{\prime} \triangle A\right) \cup\left(\psi_{1}(v, A) \triangle A\right)
$$

and thus, since, thanks to (4.4),

$$
\left|\psi_{1}\left(v, A_{i}\right) \triangle A_{i}\right| \leq C_{0} P\left(A_{i}\right)|v| \leq C_{0} P\left(A_{i}\right)\left|A^{\prime} \triangle A\right|
$$

for all $i \in\{1, \ldots, N\}$ and $\left|\psi_{1}\left(v, A_{0}\right) \triangle A_{0}\right| \leq\left|\cup_{i=1}^{N} \psi_{1}\left(v, A_{i}\right) \triangle A_{i}\right|$, we get

$$
\left|A^{\prime \prime} \triangle A\right| \leq\left(2 C_{0} \bar{P}+1\right)\left|A^{\prime} \triangle A\right|
$$

To conclude we use the $(g, a)$-quasiminimality of $A$ to compare $E(A)$ and $E\left(A^{\prime \prime}\right)$,

$$
\begin{aligned}
E(A) & \leq E\left(A^{\prime \prime}\right)+g\left(\left|A^{\prime \prime} \triangle A\right|\right) \\
& \leq E\left(A^{\prime}\right)+C_{0} \bar{P}\left|A^{\prime} \triangle A\right|+g\left(\left(2 C_{0} \bar{P}+1\right)\left|A^{\prime} \triangle A\right|\right)
\end{aligned}
$$

because $g$ is nondecreasing. Then setting $\tilde{g}(t)=C_{0} \bar{P} t+g\left(\left(2 C_{0} \bar{P}+1\right) t\right)$ we have just proved that $A$ is $(\tilde{g}, \delta)$-quasiminimal and this concludes the proof.
5. Ahlfors-regularity and condition $\mathbf{B}$. This section is devoted to the study of locally quasiminimal partitions. Namely, we fix some $0<\underline{F} \leq \bar{F}<+\infty, E \in$ $\mathcal{E}_{0}(\underline{F}, \bar{F}), g:[0,+\infty) \rightarrow[0,+\infty)$ such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$ and $\delta>0$ and we prove the following theorem, Theorem 5.1, together with Theorem 3.7.

Theorem 5.1. Let $A$ be a $(g, \delta)$-quasiminimal partition with respect to $E$ and let $S$ denote its set of interfaces. Then $S$ is a closed Ahlfors-regular set with Ahlforsregularity constants that can be chosen depending only on $n, \underline{F}, \bar{F}, g$, and $\delta$, and $S$ satisfies condition $B$ with a condition $B$ constant that can be chosen depending only on $n, \underline{F}, \bar{F}, g, \delta$, and $N$.

We shall actually get slightly refined properties, see especially Lemma 5.7 (see also section 6 for a particular case). For simplicity, and with no loss of generality, we assume that $\delta<1$. We also assume that $A$ is a reduced $(g, \delta)$-quasiminimal partition (remember that the assumption on $A$ to be reduced is not restrictive, see the comments before Theorem 3.7). We begin with the upper bound in the Ahlfors-regularity.

LEMMA 5.2. There exist a constant $C_{0}=C_{0}(n, \underline{F}, \bar{F})>0$ and a radius $r_{0}=$ $r_{0}(n, g, \delta) \leq 1$ such that, for all $x \in \mathbb{R}^{n}$ and $r \leq r_{0}$, we have

$$
\mathcal{H}^{n-1}(S \cap B(x, r)) \leq C_{0} r^{n-1}
$$

Proof. The proof is based on a simple comparison argument. We take $x \in \mathbb{R}^{n}$, $r>0$ and set

$$
\begin{aligned}
A_{0}^{\prime} & =A_{0} \cup B(x, r) \\
A_{i}^{\prime} & =A_{i} \backslash B(x, r)
\end{aligned}
$$

for $i \in\{1, \ldots, N\}$. Then $A^{\prime}=\left(A_{0}^{\prime}, \ldots, A_{N}^{\prime}\right) \in \mathcal{P}$ and, since $A^{\prime} \triangle A \subset B(x, r)$, we have $\operatorname{diam}\left(A^{\prime} \triangle A\right)<\delta$ provided $r<\delta / 2$. Moreover $\left|A^{\prime} \triangle A\right| \leq|B(x, r)|$ hence, if $r$ is small enough, depending only on $n$ and $g$, we get from the behavior of $g$ near 0 that

$$
g\left(\left|A^{\prime} \triangle A\right|\right) \leq r^{n-1}
$$

On the other hand, $A^{\prime}$ and $A$ coincide on the open set $\mathbb{R}^{n} \backslash \bar{B}(x, r)$ hence they have the same energy there and it follows from the $(g, \delta)$-quasiminimality of $A$ that

$$
E(A, \bar{B}(x, r)) \leq E\left(A^{\prime}, \bar{B}(x, r)\right)+g\left(\left|A^{\prime} \triangle A\right|\right) \leq E\left(A^{\prime}, \bar{B}(x, r)\right)+r^{n-1}
$$

We have

$$
\begin{aligned}
E(A, \bar{B}(x, r)) & \geq \sum_{i=0}^{N} \sum_{\substack{j=0 \\
j \neq i}}^{N} \int_{\partial^{*} A_{i} \cap \partial^{*} A_{j}} \mathbb{1}_{B(x, r)}(y) F_{i j}\left(y, \nu_{A_{i}}(y)\right) d \mathcal{H}^{n-1} \\
& \geq \underline{F} \sum_{i=0}^{N} \sum_{\substack{j=0 \\
j \neq i}}^{N} \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap \partial^{*} A_{j} \cap B(x, r)\right) \\
& =2 \underline{F} \mathcal{H}^{n-1}(S \cap B(x, r)),
\end{aligned}
$$

where the last equality follows from (2.2). On the other hand, we clearly have $E\left(A^{\prime}, B(x, r)\right)=0$. Next, any point $y$ in $\partial B(x, r)$ is a point of lower density at least $1 / 2$ for $A_{0}^{\prime}$ because $B(x, r) \subset A_{0}^{\prime}$. Then, since $\partial_{*} A_{i}^{\prime} \subset A_{i}^{\prime}(1 / 2)$, such points $y \in \partial B(x, r)$ can only belong to at most a single set $\partial_{*} A_{i}^{\prime}$ with $i \neq 0$. It follows that

$$
\mathcal{H}^{n-1}\left(\partial^{*} A_{i}^{\prime} \cap \partial^{*} A_{j}^{\prime} \cap \partial B(x, r)\right)=0
$$

whenever $i, j \in\{1, \ldots, N\}, i \neq j$, and hence

$$
\begin{aligned}
& E\left(A^{\prime}, \partial B(x, r)\right) \\
& \quad=\sum_{i=1}^{N} \int_{\partial^{*} A_{0}^{\prime} \cap \partial^{*} A_{i}^{\prime}} \mathbb{1}_{\partial B(x, r)}(y)\left(F_{0 i}\left(y, \nu_{A_{0}^{\prime}}(y)\right)+F_{i 0}\left(y, \nu_{A_{i}^{\prime}}(y)\right)\right) d \mathcal{H}^{n-1} \\
& \quad \leq 2 \bar{F} \sum_{i=1}^{N} \mathcal{H}^{n-1}\left(\partial^{*} A_{0}^{\prime} \cap \partial^{*} A_{i}^{\prime} \cap \partial B(x, r)\right) \\
& \quad=2 \bar{F} \mathcal{H}^{n-1}\left(\partial^{*} A_{0}^{\prime} \cap \partial B(x, r)\right) \leq C r^{n-1}
\end{aligned}
$$

(remember the comments after Definition 2.3 for the equality on the last line). Then we get

$$
\begin{aligned}
\mathcal{H}^{n-1}(S \cap B(x, r)) & \leq(2 \underline{F})^{-1} E(A, \bar{B}(x, r)) \\
& \leq(2 \underline{F})^{-1}\left(E\left(A^{\prime}, \partial B(x, r)\right)+r^{n-1}\right) \leq C_{0} r^{n-1}
\end{aligned}
$$

for some $C_{0}=C_{0}(n, \underline{F}, \bar{F})>0$ as wanted.

Analogues of the next lemma are quite standard in the regularity theory of (quasi-) minimal sets and is technically one of our main steps. It says that if the proportion of some component inside a ball is large enough, then this component contains one half the ball.

Lemma 5.3. There exists $\eta_{0}=\eta_{0}(n, \underline{F}, \bar{F}, g)>0$ such that, for all $i \in\{0, \ldots, N\}$, $x \in \mathbb{R}^{n}$, and $r \leq \delta / 2$, if $\left|B(x, r) \backslash A_{i}\right| \leq \eta_{0} r^{n}$, then $B(x, r / 2) \subset A_{i}$.

Proof. Since $A$ is a reduced partition, and hence $A_{i}=A_{i}(1)$, it is sufficient to show that $\left|B(x, r / 2) \backslash A_{i}\right|=0$ when $i \in\{0, \ldots, N\}, x \in \mathbb{R}^{n}$, and $r \leq \delta / 2$ are fixed as in the statement. For $t>0$, we set $m(t)=\left|B(x, t) \backslash A_{i}\right|$ and assume that $m(r) \leq \eta_{0} r^{n}$ for some $\eta_{0}>0$ to be fixed small later. Arguing by contradiction, we also assume that $m(r / 2)>0$. Using a similar comparison argument as in the proof of Lemma 5.2, we set for $t \in(r / 2, r)$,

$$
A_{i}^{\prime}=A_{i} \cup B(x, t)
$$

and, for $j \neq i$,

$$
A_{j}^{\prime}=A_{j} \backslash B(x, t)
$$

Then $A^{\prime}=\left(A_{0}^{\prime}, \ldots, A_{N}^{\prime}\right) \in \mathcal{P}$ and, since $A^{\prime} \triangle A \subset B(x, t)$, we have $\operatorname{diam}\left(A^{\prime} \triangle A\right)<\delta$. Since $A^{\prime}$ and $A$ coincide on the open set $\mathbb{R}^{n} \backslash \bar{B}(x, t)$, they have the same energy there and we get from the $(g, \delta)$-quasiminimality of $A$ that

$$
E(A, \bar{B}(x, t)) \leq E\left(A^{\prime}, \bar{B}(x, t)\right)+g\left(\left|A^{\prime} \triangle A\right|\right)
$$

We have

$$
\begin{aligned}
E(A, \bar{B}(x, t)) & \geq \sum_{\substack{j=0 \\
j \neq i}}^{N} \int_{\partial^{*} A_{i} \cap \partial^{*} A_{j}} \mathbb{1}_{B(x, t)}(y) F_{i j}\left(y, \nu_{A_{i}}(y)\right) d \mathcal{H}^{n-1} \\
& \geq \underline{F} \sum_{\substack{j=0 \\
j \neq i}}^{N} \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap \partial^{*} A_{j} \cap B(x, t)\right) \\
& =\underline{F} \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap B(x, t)\right) \\
& \geq C \min \left(\left|B(x, t) \backslash A_{i}\right|,\left|A_{i} \cap B(x, t)\right|\right)^{\frac{n-1}{n}}=C m(t)^{\frac{n-1}{n}}
\end{aligned}
$$

where the equality follows from the comments after Definition 2.3 and the last inequality from the relative isoperimetric inequality for balls, provided $\eta_{0}$ is small enough, how small depending only on $n$. On the other hand, $E\left(A^{\prime}, B(x, t)\right)=0$ and, arguing as in Lemma 5.2 (see the estimation of $E\left(A^{\prime}, \partial B(x, r)\right)$ there), we have

$$
E\left(A^{\prime}, \partial B(x, t)\right) \leq 2 \bar{F} \mathcal{H}^{n-1}\left(\partial^{*} A_{i}^{\prime} \cap \partial B(x, t)\right)=2 \bar{F} P\left(A_{i} \cup B(x, t), \partial B(x, t)\right)
$$

Combining these inequalities we get

$$
\begin{equation*}
C m(t)^{\frac{n-1}{n}} \leq P\left(A_{i} \cup B(x, t), \partial B(x, t)\right)+g\left(\left|A^{\prime} \triangle A\right|\right) \tag{5.1}
\end{equation*}
$$

for some suitable constant $C=C(n, \underline{F}, \bar{F})>0$. We have

$$
\left|A^{\prime} \triangle A\right|=m(t) \leq \eta_{0} r^{n} \leq \eta_{0}
$$

thus, if $\eta_{0}$ is small enough,

$$
g\left(\left|A^{\prime} \triangle A\right|\right) \leq \frac{C m(t)^{\frac{n-1}{n}}}{2}
$$

where $C$ is the constant that shows up in (5.1). Then, recalling that

$$
P\left(A_{i} \cup B(x, t), \partial B(x, t)\right)=m^{\prime}(t)
$$

for a.e. $t>0$ (this follows for instance from [7, Remark 2.14] and the coarea formula), it follows that

$$
m(t)^{\frac{n-1}{n}} \leq C P\left(A_{i} \cup B(x, t), \partial B(x, t)\right) \leq C m^{\prime}(t)
$$

for a.e. $t \in(r / 2, r)$ and for some suitable constant $C=C(n, \underline{F}, \bar{F})>0$. Finally, since by assumption $m(t)>0$ for all $t \geq r / 2$, we can rewrite this inequality in the following way:

$$
C \leq m(t)^{\frac{1-n}{n}} m^{\prime}(t)
$$

and, integrating over $(r / 2, r)$, we get

$$
r \leq C\left(m(r)^{\frac{1}{n}}-m(r / 2)^{\frac{1}{n}}\right) \leq C m(r)^{\frac{1}{n}} \leq C \eta_{0}^{\frac{1}{n}} r
$$

for some $C=C(n, \underline{F}, \bar{F})>0$. This is impossible if $\eta_{0}$ is small enough and gives the contradiction.

We draw in the following lemma some easy consequences of Lemma 5.3 which help to clarify the picture and give the first part of Theorem 3.7.

Lemma 5.4. For all $i \in\{0, \ldots, N\}, A_{i}$ is open and $S=\cup_{i=0}^{N} \partial A_{i}$.
Proof. Let $i \in\{0, \ldots, N\}$ be fixed and $x \in A_{i}$. Since $A$ is reduced, $x$ is point of density 1 for $A_{i}$ hence $\left|B(x, r) \backslash A_{i}\right| \leq \eta_{0} r^{n}$ for all $r$ small enough where $\eta_{0}$ is given by Lemma 5.3. Then according to that lemma we have $B(x, r / 2) \subset A_{i}$ hence $A_{i}$ is open. Next we always have $S \subset \cup_{i=0}^{N} \partial A_{i}$. On the other hand, if $x \in \partial A_{i}$ for some $i \in\{0, \ldots, N\}$, then $x \notin \cup_{j=0}^{N} A_{j}$ because these sets are open and pairwise disjoint, and hence $x \in S$ as required (remember what follows Definition 2.4).

We now prove the lower bound in the Ahlfors-regularity.
Lemma 5.5. There exists $c_{0}=c_{0}(n, \underline{F}, \bar{F}, g)>0$ such that, for all $x \in S$ and $r \leq \delta / 2$, we have

$$
\mathcal{H}^{n-1}(S \cap B(x, r)) \geq c_{0} r^{n-1}
$$

Proof. Let $c_{0}>0$ be a constant that will be fixed small later, depending only on $n, \underline{F}, \bar{F}$, and $g$, and assume by contradiction that one can find $x \in S$ and $r \leq \delta / 2$ such that

$$
\mathcal{H}^{n-1}(S \cap B(x, r))<c_{0} r^{n-1}
$$

First one can find $i \in\{0, \ldots, N\}$ such that

$$
\left|A_{i} \cap B(x, r)\right|>|B(x, r)| / 2
$$

Otherwise the relative isoperimetric inequality for balls would give

$$
\begin{aligned}
\left|A_{i} \cap B(x, r)\right|^{\frac{n-1}{n}} & =\min \left(\left|A_{i} \cap B(x, r)\right|,\left|B(x, r) \backslash A_{i}\right|\right)^{\frac{n-1}{n}} \\
& \leq C \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap B(x, r)\right)
\end{aligned}
$$

for all $i \in\{0, \ldots, N\}$. Using (2.2) we would get

$$
\begin{aligned}
\sum_{i=0}^{N}\left|A_{i} \cap B(x, r)\right|^{\frac{n-1}{n}} & \leq C \sum_{i=0}^{N} \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap B(x, r)\right) \\
& \leq C \mathcal{H}^{n-1}(S \cap B(x, r)) \leq C c_{0} r^{n-1}
\end{aligned}
$$

On the other hand, since $\left|A_{i} \cap B(x, r)\right| \leq|B(x, r)| / 2$ for all $i \in\{0, \ldots, N\}$, we have

$$
\sum_{i=0}^{N}\left|A_{i} \cap B(x, r)\right|^{\frac{n-1}{n}} \geq 2^{\frac{1}{n}}|B(x, r)|^{-\frac{1}{n}} \sum_{i=0}^{N}\left|A_{i} \cap B(x, r)\right|=2^{\frac{1}{n}}|B(x, r)|^{\frac{n-1}{n}}
$$

Hence we would have

$$
|B(x, r)|^{\frac{n-1}{n}} \leq C c_{0} r^{n-1}
$$

for some dimensional constant $C>0$ but this is impossible if $c_{0}$ is small enough. Thus let us fix $i \in\{0, \ldots, N\}$ such that $\left|A_{i} \cap B(x, r)\right|>|B(x, r)| / 2$. Then once again by the relative isoperimetric inequality for balls we have

$$
\begin{aligned}
\left|B(x, r) \backslash A_{i}\right| & \leq C \mathcal{H}^{n-1}\left(\partial^{*} A_{i} \cap B(x, r)\right)^{\frac{n}{n-1}} \\
& \leq C \mathcal{H}^{n-1}(S \cap B(x, r))^{\frac{n}{n-1}} \\
& \leq C c_{0}^{\frac{n}{n-1}} r^{n},
\end{aligned}
$$

and Lemma 5.3 implies that $B(x, r / 2) \subset A_{i}$ provided $c_{0}=c_{0}(n, \underline{F}, \bar{F}, g)$ is small enough. In particular $x \in A_{i}$. But $A$ is a reduced partition and thus $S \cap A_{i}=\emptyset$ which gives the required contradiction.

Corollary 5.6. The set of interfaces $S$ is a closed Ahlfors-regular set with regularity constants that can be chosen depending only on $n, \underline{F}, \bar{F}, g$, and $\delta$.

Proof. First, according to Lemma 5.4, $S$ is the finite union of the topological boundaries $\partial A_{i}$ and hence is closed. Next Lemmas 5.2 and 5.5 give the required inequalities

$$
c_{0} r^{n-1} \leq \mathcal{H}^{n-1}(S \cap B(x, r)) \leq C_{0} r^{n-1}
$$

for all $x \in S$ and $r \leq r_{1}=\min \left(\delta / 2, r_{0}\right)$. If $r \in\left[r_{1}, 1\right]$ we obviously have

$$
\left(c_{0} r_{1}^{n-1}\right) r^{n-1} \leq c_{0} r_{1}^{n-1} \leq \mathcal{H}^{n-1}\left(S \cap B\left(x, r_{1}\right)\right) \leq \mathcal{H}^{n-1}(S \cap B(x, r))
$$

Finally the upper inequality in the Ahlfors-regularity for $r \in\left[r_{1}, 1\right]$ follows from a standard covering argument that we include here for the sake of completeness. Let us consider a maximal family $\mathcal{A}$ of points in $S \cap B(x, r)$ at mutual distance greater than or equal to $r_{1}$. The balls $B\left(y, r_{1} / 2\right), y \in \mathcal{A}$, are pairwise disjoint and contained in $B(x, 2 r)$, hence,

$$
\begin{aligned}
\operatorname{card} \mathcal{A} & \leq C \sum_{y \in \mathcal{A}}\left|B\left(y, r_{1} / 2\right)\right|=C\left|\cup_{y \in \mathcal{A}} B\left(y, r_{1} / 2\right)\right| \\
& \leq C|B(x, 2 r)| \leq C r^{n} \leq C r^{n-1}
\end{aligned}
$$

for some suitable constants $C>0$. Since $S \cap B(x, r) \subset \cup_{y \in \mathcal{A}} B\left(y, r_{1}\right)$, it follows that

$$
\begin{aligned}
\mathcal{H}^{n-1}(S \cap B(x, r)) & \leq \sum_{y \in \mathcal{A}} \mathcal{H}^{n-1}\left(S \cap B\left(y, r_{1}\right)\right) \\
& \leq C(\operatorname{card} \mathcal{A}) r_{1}^{n-1} \leq C r^{n-1}
\end{aligned}
$$

for some suitable constant $C=C(n, \underline{F}, \bar{F}, g, \delta)>0$.

We prove in the next lemma a slightly refined version of condition B .
Lemma 5.7. There exists a constant $C_{1}=C_{1}(n, N, \underline{F}, \bar{F}, g, \delta)>0$ such that, for all $x \in S$ and $r \leq 1$, there exist $i, j \in\{0, \ldots, N\}, i \neq j$, and two balls $B_{i}$ and $B_{j}$ with radius $C_{1} r$ such that $B_{i} \subset A_{i} \cap B(x, r)$ and $B_{j} \subset A_{j} \cap B(x, r)$.

Proof. Let $x \in S$ and $r \leq 1$ be fixed. The set $S$ is Ahlfors-regular according to Corollary 5.6 hence Lemma 5.8 , to be proved below, applied with $B=B(x, r / 2)$ gives us a point $y \in B(x, r / 2)$ such that $B(y, \gamma r) \cap S=\emptyset$ for some $\gamma=\gamma(n, \underline{F}, \bar{F}, g, \delta) \leq 1 / 4$. Recalling that $\mathbb{R}^{n}=\left(\cup_{i=0}^{N} A_{i}\right) \cup S$ because $A$ is reduced and that $S$ is, according to Lemma 5.4, the union of the topological boundaries of the open and disjoint sets $A_{i}$, it follows automatically that one can find $i \in\{0, \ldots, N\}$ such that $B(y, \gamma r) \subset A_{i}$. Note that $B(y, \gamma r) \subset B(x, r)$.

Next, since $x \in S$ and $A_{i} \cap S=\emptyset$, we have $\left|B(x, r / 2) \backslash A_{i}\right| \geq C r^{n}$ for some constant $C=C(n, \underline{F}, \bar{F}, g, \delta)>0$, because otherwise Lemma 5.3 would give $x \in A_{i}$. Let us choose $j \in\{0, \ldots, N\} \backslash\{i\}$ such that

$$
\left|B(x, r / 2) \cap A_{j}\right|=\max _{l \in\{0, \ldots, N\} \backslash\{i\}}\left|B(x, r / 2) \cap A_{l}\right|
$$

Then we have

$$
\begin{aligned}
\left|B(x, r / 2) \cap A_{j}\right| & \geq N^{-1} \sum_{\substack{l=0 \\
l \neq i}}^{N}\left|B(x, r / 2) \cap A_{l}\right| \\
& =N^{-1}\left|B(x, r / 2) \backslash A_{i}\right| \geq \beta r^{n}
\end{aligned}
$$

for some $\beta=\beta(n, N, \underline{F}, \bar{F}, g, \delta)>0$. Then, using once again Lemma 5.8 with now $B=B(x, r / 2) \cap A_{j}$, one can find $\gamma^{\prime}=\gamma^{\prime}(n, N, \underline{F}, \bar{F}, g, \delta) \leq 1 / 4$ and $y^{\prime} \in B(x, r / 2) \cap A_{j}$ such that $B\left(y^{\prime}, \gamma^{\prime} r\right) \subset B(x, r)$ does not meet $S$. In particular $B\left(y^{\prime}, \gamma^{\prime} r\right)$ does not meet $\partial A_{j}$ hence $B\left(y^{\prime}, \gamma^{\prime} r\right) \subset A_{j} \cap B(x, r)$. Finally $B_{i}=B\left(y, C_{1} r\right)$ and $B_{j}=B\left(y^{\prime}, C_{1} r\right)$ with $C_{1}=\min \left(\gamma, \gamma^{\prime}\right)$ give the conclusion.

Lemma 5.8. Let $\Sigma \subset \mathbb{R}^{n}$ be an Ahlfors-regular set, let $x \in \Sigma, r \leq 1$ be fixed, and let $B \subset B(x, r / 2)$ be such that $|B| \geq \beta r^{n}$ for some $\beta>0$. Then there exist $\gamma \leq 1 / 4$, depending only on $n, \beta$ and the Ahlfors-regularity constants for $\Sigma$, and $y \in B$ such that $B(y, \gamma r) \cap \Sigma=\emptyset$.

Proof. We argue by contradiction and assume that for any $y \in B$ one can find $z_{y} \in B(y, \gamma r) \cap \Sigma$ with $\gamma \leq 1 / 4$ to be fixed small later. Then let us consider a maximal family $\mathcal{A}$ of points in $B$ at mutual distance greater than or equal to $4 \gamma r$. We have $B \subset \cup_{y \in \mathcal{A}} B(y, 4 \gamma r)$, hence,

$$
\beta r^{n} \leq|B| \leq \sum_{y \in \mathcal{A}}|B(y, 4 \gamma r)| \leq C(\operatorname{card} \mathcal{A}) \gamma^{n} r^{n}
$$

and thus card $\mathcal{A} \geq C \gamma^{-n}$ for some constant $C=C(n, \beta)>0$. Since the balls $B(y, 2 \gamma r), y \in \mathcal{A}$, are pairwise disjoint and $B\left(z_{y}, \gamma r\right) \subset B(y, 2 \gamma r) \subset B(x, r)$, we get from the Ahlfors-regularity of $\Sigma$ that

$$
\begin{aligned}
C r^{n-1} & \geq \mathcal{H}^{n-1}(\Sigma \cap B(x, r)) \\
& \geq \sum_{y \in \mathcal{A}} \mathcal{H}^{n-1}(\Sigma \cap B(y, 2 \gamma r)) \\
& \geq \sum_{y \in \mathcal{A}} \mathcal{H}^{n-1}\left(\Sigma \cap B\left(z_{y}, \gamma r\right)\right) \\
& \geq C^{\prime}(\operatorname{card} \mathcal{A}) \gamma^{n-1} r^{n-1} \geq C^{\prime} \gamma^{-1} r^{n-1}
\end{aligned}
$$

which is impossible if $\gamma$ is small enough, depending only on $n, \beta$, and the Ahlforsregularity constants for $\Sigma$.

Let us now conclude. The Ahlfors-regularity of $S$ is given by Corollary 5.6. Next it is not hard to see that Lemma 5.7 implies condition B stated in Definition 3.3. Indeed the fact that the balls $B_{i}$ and $B_{j}$ given by Lemma 5.7 are contained in two distinct connected components of $\mathbb{R}^{n} \backslash S$ follows from the fact that $A_{i}$ and $A_{j}$ are open and disjoint and, for instance, that $\partial A_{i} \subset S$. Note that we do not know in general whether the components of the partition are connected or not. Hence Lemma 5.7 is slightly stronger than condition B because it says not only that the two balls $B_{i}$ and $B_{j}$ are contained in two distinct connected components of $\mathbb{R}^{n} \backslash S$, but moreover in two distinct components of the partition.

The first part of Theorem 3.7 is given by Lemma 5.4 and it remains to prove that any component with finite Lebesgue measure is bounded. This follows from the Ahlfors-regularity and a covering argument. Let $A_{i}$ be such that $\left|A_{i}\right|<+\infty$ and let $\mathcal{A}$ be a maximal family of points in $\partial A_{i}$ at mutual distance greater than or equal to 1 . The balls $B(x, 1 / 2), x \in \mathcal{A}$, are pairwise disjoint and since $\partial A_{i} \subset S$ and $S$ is Ahlfors-regular, we have

$$
\begin{aligned}
\operatorname{card} \mathcal{A} & \leq C \sum_{x \in \mathcal{A}} \mathcal{H}^{n-1}(S \cap B(x, 1 / 2)) \\
& \leq C \mathcal{H}^{n-1}\left(S \cap \cup_{x \in \mathcal{A}} B(x, 1 / 2)\right) \leq C \mathcal{H}^{n-1}(S)
\end{aligned}
$$

According to (2.2) we have $2 \mathcal{H}^{n-1}(S)=P(A)<+\infty$ hence card $\mathcal{A}<+\infty$. Since $\partial A_{i} \subset \cup_{x \in \mathcal{A}} B(x, 1)$ and $A_{i}$ has finite Lebesgue measure, it follows that $\operatorname{diam}\left(A_{i}\right)=$ $\operatorname{diam}\left(\partial A_{i}\right)<+\infty$. Hence $A_{i}$ is bounded as claimed.
6. Partitioning regular interface coefficients. We consider in this section a particular class of energies similar to that considered in [1] and prove refined properties for quasiminimal partitions. Namely, we show that in that case each topological boundary $\partial A_{i}$ of some component of a reduced quasiminimal partition $A$ is Ahlfors-regular and satisfies condition B (and even a slightly stronger condition, see Lemma 6.5 ) on its own. This is quite stronger than the general Theorem 5.1 which concerns only the set of interfaces.

First we need some definitions. Following [1, Chapter VI] we say that the coefficients $\sigma_{i j}, i, j \in\{0, \ldots, N\}, i \neq j$, are partitioning regular if $\sigma_{i j}>0$ and $\sigma_{i j}=\sigma_{j i}$ for all $i, j \in\{0, \ldots, N\}, i \neq j$, and if, for all $i \in\{0, \ldots, N\}$ and $b=\left(b_{0}, \ldots, b_{N}\right) \in$ $\left(\mathbb{R}^{+}\right)^{N+1}$ such that $b_{l}>0$ for some $l \neq i$, one can find $j \in\{0, \ldots, N\}, j \neq i$, such that

$$
b_{j} \sigma_{i j}>\sum_{k \neq i, j} b_{k}\left(\sigma_{j k}-\sigma_{i k}\right)
$$

Then we set
$\sigma=\inf _{i}\left(\inf \left(\sup _{j, j \neq i}\left(b_{j} \sigma_{i j}-\sum_{k \neq i, j} b_{k}\left(\sigma_{j k}-\sigma_{i k}\right)\right) ; b \in\left(\mathbb{R}^{+}\right)^{N+1}, b_{i}=0,|b|=1\right)\right)$.
We have $\sigma>0$. Next we say that a Borel map $F: \mathbb{R}^{n} \times S^{n-1} \rightarrow \mathbb{R}^{+}$is admissible if $F$ is even in its second variable, $F(x, \nu)=F(x,-\nu)$ for all $x \in \mathbb{R}^{n}, \nu \in S^{n-1}$, and if

$$
F^{-} \leq F(x, \nu) \leq F^{+}
$$

for all $x \in \mathbb{R}^{n}, \nu \in S^{n-1}$, and for some constants $F^{-}$and $F^{+}$with $0<F^{-} \leq$ $F^{+}<+\infty$. Then we say that $E$ is an energy with partitioning regular interface coefficients if $E$ is defined with respect to a family $\left(F_{i j}\right)$ with $F_{i j}=\sigma_{i j} F$ for some partitioning regular coefficients $\sigma_{i j}$ and some admissible function $F$. Heuristically the main point here is that the partitioning regularity of the coefficients $\sigma_{i j}$ guarantees that it can always be advantageous in terms of minimizing the energy $E(A)$ to remove some component $A_{i}$ and add it to some other component $A_{j}$ for some judiciously chosen $j$ (see, e.g., the argument in Lemma 6.2). Note that $E \in \mathcal{E}_{0}\left(\underline{\sigma} F^{-}, \bar{\sigma} F^{+}\right)$ with $\underline{\sigma}=\min _{i, j} \sigma_{i j}$ and $\bar{\sigma}=\max _{i, j} \sigma_{i j}$. Note also that for all $A \in \mathcal{P}$ and $U \subset \mathbb{R}^{n}$ measurable, we have

$$
E(A, U)=\sum_{\substack{i, j \\ i \neq j}} \sigma_{i j} E_{i j}(A, U)
$$

where

$$
E_{i j}(A, U)=\int_{\partial^{*} A_{i} \cap \partial^{*} A_{j}} \mathbb{1}_{U}(x) F\left(x, \nu_{A_{i}}(x)\right) d \mathcal{H}^{n-1}
$$

Since $\nu_{A_{i}}(x)=-\nu_{A_{j}}(x)$ for $\mathcal{H}^{n-1}$-a.e. $x \in \partial^{*} A_{i} \cap \partial^{*} A_{j}$ and all $i \neq j$, we also have $E_{i j}(A, U)=E_{j i}(A, U)$.

The main result reads now as follows.
THEOREM 6.1. Let $E$ be an energy with partitioning regular interface coefficients, let $g:[0,+\infty) \rightarrow[0,+\infty)$ be such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$, and let $\delta>0$ be fixed. Let $A$ be a reduced $(g, \delta)$-quasiminimal partition with respect to $E$. Then, for all $i \in\{0, \ldots, N\}$, we have $\partial^{*} A_{i}=\partial A_{i}$ and $\partial A_{i}$ is an Ahlfors-regular set which satisfies condition B. Moreover, the Ahlfors-regularity and condition $B$ constants can be chosen depending only on $n, F^{-}, F^{+}, \underline{\sigma}, \bar{\sigma}, \sigma, g, \delta$, and $N$.

Of course, assuming moreover that $F$ satisfies (H3) and combining Theorem 6.1 with Theorem 3.6, one gets similar results for quasiminimal partitions with prescribed measure.

We fix for the rest of this section an energy $E$ with partitioning regular interface coefficients, a function $g:[0,+\infty) \rightarrow[0,+\infty)$ such that $\lim _{t \rightarrow 0} t^{(1-n) / n} g(t)=0$, some $\delta<1$, and a reduced $(g, \delta)$-quasiminimal partition $A$ with respect to $E$. The main tool in the proof of Theorem 6.1 is the following analogue of Lemma 5.3 when the proportion of some component $A_{i}$ inside a ball is assumed to be small. Then we prove that one half the ball is entirely contained in the interior of the complement of $A_{i}$.

Lemma 6.2. There exists $\eta_{1}=\eta_{1}\left(n, F^{-}, F^{+}, \sigma, \bar{\sigma}, g, N\right)>0$ such that for all $i \in$ $\{0, \ldots, N\}, x \in \mathbb{R}^{n}$, and $r \leq \delta / 2$, if $\left|B(x, r) \cap A_{i}\right| \leq \eta_{1} r^{n}$, then $B(x, r / 2) \subset \mathbb{R}^{n} \backslash \bar{A}_{i}$.

Proof. Since $A$ is a reduced quasiminimal partition, we know from Lemma 5.4 that $A_{i}$ is open hence it will be sufficient to prove that $\left|B(x, r / 2) \cap A_{i}\right|=0$. Thus let $i \in\{0, \ldots, N\}, x \in \mathbb{R}^{n}$, and $r \leq \delta / 2$ be such that $\left|B(x, r) \cap A_{i}\right| \leq \eta_{1} r^{n}$ for some $\eta_{1}>0$ to be fixed small later and let us set $m(t)=\left|B(x, t) \cap A_{i}\right|$ for all $t>0$. Arguing by contradiction we assume that $m(r / 2)>0$. For $t>0$, we set $b_{k}=E_{i k}(A, B(x, t))$ when $k \neq i$ and $b_{i}=0$, and, using the partitioning regularity of the coefficients, we choose $j \in\{0, \ldots, N\}, j \neq i$, such that

$$
b_{j} \sigma_{i j}-\sum_{k \neq i, j} b_{k}\left(\sigma_{j k}-\sigma_{i k}\right) \geq \sigma|b| .
$$

Then we define $A^{\prime} \in \mathcal{P}$ setting $A_{i}^{\prime}=A_{i} \backslash B(x, t), A_{j}^{\prime}=A_{j} \cup\left(A_{i} \cap B(x, t)\right)$, and $A_{k}^{\prime}=A_{k}$ for $k \neq i, j$. The partitions $A$ and $A^{\prime}$ coincide on the open set $\mathbb{R}^{n} \backslash \bar{B}(x, t)$
and hence have the same energy there. Inside $B(x, t)$ we have $\partial^{*} A_{i}^{\prime} \cap B(x, t)=\emptyset$. On the other hand, we have $\partial^{*} A_{j}^{\prime} \cap B(x, t) \subset\left(\partial^{*} A_{j} \cup \partial^{*} A_{i}\right) \cap B(x, t)$ with $\nu_{A_{j}^{\prime}}=\nu_{A_{j}}$ $\mathcal{H}^{n-1}$-a.e. on $\partial^{*} A_{j}^{\prime} \cap \partial^{*} A_{j} \cap B(x, t), \nu_{A_{j}^{\prime}}=\nu_{A_{i}} \mathcal{H}^{n-1}$-a.e. on $\partial^{*} A_{j}^{\prime} \cap \partial^{*} A_{i} \cap B(x, t)$. Obviously $\partial^{*} A_{k}^{\prime}=\partial^{*} A_{k}$ for all $k \neq i, j$. It follows that for $k \neq i, j$,

$$
\begin{aligned}
E_{j k}\left(A^{\prime}, B(x, t)\right)= & \int_{\partial^{*} A_{j}^{\prime} \cap \partial^{*} A_{k}} \mathbb{1}_{B(x, t)}(y) F\left(y, \nu_{A_{j}^{\prime}}(y)\right) d \mathcal{H}^{n-1} \\
\leq & \int_{\partial^{*} A_{j} \cap \partial^{*} A_{k}} \mathbb{1}_{B(x, t)}(y) F\left(y, \nu_{A_{j}}(y)\right) d \mathcal{H}^{n-1} \\
& +\int_{\partial^{*} A_{i} \cap \partial^{*} A_{k}} \mathbb{1}_{B(x, t)}(y) F\left(y, \nu_{A_{i}}(y)\right) d \mathcal{H}^{n-1} \\
= & E_{j k}(A, B(x, t))+E_{i k}(A, B(x, t))
\end{aligned}
$$

and hence

$$
\begin{aligned}
E\left(A^{\prime}, B(x, t)\right) \leq & \sum_{\substack{k, l \neq i, j \\
k \neq l}} \sigma_{k l} E_{k l}(A, B(x, t)) \\
& +2 \sum_{k \neq i, j} \sigma_{j k} E_{j k}(A, B(x, t))+2 \sum_{k \neq i, j} \sigma_{j k} E_{i k}(A, B(x, t)) \\
\leq & \sum_{\substack{k, l \neq i, j \\
k \neq l}} \sigma_{k l} E_{k l}(A, B(x, t)) \\
& +2 \sum_{k \neq i, j} \sigma_{j k} E_{j k}(A, B(x, t))+2 \sum_{k \neq i, j} \sigma_{i k} E_{i k}(A, B(x, t)) \\
& +2 \sigma_{i j} E_{i j}(A, B(x, t))+2 \sum_{k \neq i, j} b_{k}\left(\sigma_{j k}-\sigma_{i k}\right)-2 b_{j} \sigma_{i j} \\
\leq & E(A, B(x, t))-2 \sigma|b|
\end{aligned}
$$

Next let us estimate $E\left(A^{\prime}, \partial B(x, t)\right)$. We have $\partial^{*} A_{j}^{\prime} \subset \partial^{*} A_{j} \cup \partial^{*}\left(A_{i} \cap B(x, t)\right)$ with $\nu_{A_{j}^{\prime}}=\nu_{A_{j}} \mathcal{H}^{n-1}$-a.e. on $\partial^{*} A_{j}^{\prime} \cap \partial^{*} A_{j}$, hence,

$$
\begin{aligned}
\sum_{k \neq i, j} \sigma_{j k} E_{j k}\left(A^{\prime}, \partial B(x, t)\right) & \leq \sum_{k \neq i, j} \sigma_{j k} E_{j k}(A, \partial B(x, t)) \\
& +F^{+} \bar{\sigma} \sum_{k \neq i, j} \mathcal{H}^{n-1}\left(\partial^{*} A_{k} \cap \partial^{*}\left(A_{i} \cap B(x, t)\right) \cap \partial B(x, t)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma_{i j} E_{i j}\left(A^{\prime}, \partial B(x, t)\right) \leq & F^{+} \bar{\sigma}\left(\mathcal{H}^{n-1}\left(\partial^{*} A_{j} \cap \partial^{*}\left(A_{i} \backslash B(x, t)\right) \cap \partial B(x, t)\right)\right. \\
& \left.+\mathcal{H}^{n-1}\left(\partial^{*}\left(A_{i} \cap B(x, t)\right) \cap \partial^{*}\left(A_{i} \backslash B(x, t)\right) \cap \partial B(x, t)\right)\right) .
\end{aligned}
$$

Similarly we have

$$
\left.\sum_{k \neq i, j} \sigma_{i k} E_{i k}\left(A^{\prime}, \partial B(x, t)\right) \leq F^{+} \bar{\sigma} \sum_{k \neq i, j} \mathcal{H}^{n-1}\left(\partial^{*} A_{k} \cap \partial^{*}\left(A_{i} \backslash B(x, t)\right) \cap \partial B(x, t)\right)\right)
$$

It follows that

$$
\begin{aligned}
E\left(A^{\prime}, \partial B(x, t)\right) \leq & \sum_{\substack{k, l \neq i, j \\
k \neq l}} \sigma_{k l} E_{k l}(A, \partial B(x, t))+2 \sum_{k \neq i, j} \sigma_{j k} E_{j k}(A, \partial B(x, t)) \\
& +2 F^{+} \bar{\sigma} \sum_{k \neq i, j} \mathcal{H}^{n-1}\left(\partial^{*} A_{k} \cap \partial^{*}\left(A_{i} \cap B(x, t)\right) \cap \partial B(x, t)\right) \\
& +2 F^{+} \bar{\sigma} \sum_{k \neq i} \mathcal{H}^{n-1}\left(\partial^{*} A_{k} \cap \partial^{*}\left(A_{i} \backslash B(x, t)\right) \cap \partial B(x, t)\right) \\
& +2 F^{+} \bar{\sigma} \mathcal{H}^{n-1}\left(\partial^{*}\left(A_{i} \cap B(x, t)\right) \cap \partial^{*}\left(A_{i} \backslash B(x, t)\right) \cap \partial B(x, t)\right) .
\end{aligned}
$$

Since $\mathcal{H}^{n-1}$-a.e. point belongs to at most two of the sets $\partial^{*} A_{k}$ (see what follows Definition 2.3), we get

$$
\begin{aligned}
E\left(A^{\prime}, \partial B(x, t)\right) & \leq E(A, \partial B(x, t)) \\
& +F^{+} \bar{\sigma}\left(4 P\left(A_{i} \cap B(x, t), \partial B(x, t)\right)+6 P\left(A_{i} \backslash B(x, t), \partial B(x, t)\right)\right)
\end{aligned}
$$

and thus

$$
E\left(A^{\prime}, \partial B(x, t)\right) \leq E(A, \partial B(x, t))+10 F^{+} \bar{\sigma} m^{\prime}(t)
$$

for a.e. $t>0$. Then we get from the $(g, \delta)$-quasiminimality of $A$ that

$$
2 \sigma|b| \leq 10 F^{+} \bar{\sigma} m^{\prime}(t)+g\left(\left|A^{\prime} \triangle A\right|\right)
$$

On other hand, we have

$$
\begin{aligned}
|b|=\max _{k}\left|b_{k}\right| & \geq N^{-1} \sum_{k \neq i} E_{i k}(A, B(x, t)) \\
& \geq N^{-1} F^{-} \sum_{k \neq i} \mathcal{H}^{n-1}\left(\partial^{*} A_{k} \cap \partial^{*} A_{i} \cap B(x, t)\right) \\
& =N^{-1} F^{-} P\left(A_{i}, B(x, t)\right) \geq C m(t)^{\frac{n-1}{n}}
\end{aligned}
$$

for some constant $C=C\left(n, F^{-}, N\right)>0$ provided $\eta_{1}$ is small enough. We also have $\left|A^{\prime} \triangle A\right|=m(t) \leq \eta_{1} r^{n} \leq \eta_{1}$ hence, if $\eta_{1}$ is small enough,

$$
g\left(\left|A^{\prime} \triangle A\right|\right) \leq C \sigma m(t)^{\frac{n-1}{n}}
$$

where $C$ is the same constant as above. It follows that

$$
m(t)^{\frac{n-1}{n}} \leq C m^{\prime}(t)
$$

for a.e. $t \in(r / 2, r)$ and for some suitable constant $C=C\left(n, F^{-}, F^{+}, \sigma, \bar{\sigma}, N\right)>0$. Then, dividing both sides by $m(t)^{(n-1) / n}$ which does not vanish for $t \geq r / 2$ and integrating on $t \in(r / 2, r)$, we get

$$
r \leq C\left(m(r)^{\frac{1}{n}}-m(r / 2)^{\frac{1}{n}}\right) \leq C m(r)^{\frac{1}{n}} \leq C \eta_{1}^{\frac{1}{n}} r
$$

This is impossible if $\eta_{1}$ is small enough and concludes the proof.

Let $\eta_{2}=\min \left(\eta_{0}, \eta_{1}\right)$ where $\eta_{0}$ and $\eta_{1}$ are given by Lemmas 5.3 and 6.2 , respectively. For all $i \in\{0, \ldots, N\}$, we set

$$
\begin{equation*}
\partial_{i}=\left\{x \in \mathbb{R}^{n} ; \min \left(\left|A_{i} \cap B(x, r)\right|,\left|B(x, r) \backslash A_{i}\right|\right)>\eta_{2} r^{n} \text { for all } r \leq \delta / 2\right\} . \tag{6.1}
\end{equation*}
$$

The first part of Theorem 6.1 is given by the following lemma.
Lemma 6.3. For all $i \in\{0, \ldots, N\}$, we have $\partial_{i}=\partial^{*} A_{i}=\partial A_{i}$.
Proof. First since $A_{i}$ and $\mathbb{R}^{n} \backslash \bar{A}_{i}$ are open (see Lemma 5.4) we have $\partial_{i} \cap\left(A_{i} \cup\right.$ $\left.\mathbb{R}^{n} \backslash \bar{A}_{i}\right)=\emptyset$. Then it follows from Lemmas 5.3 and 6.2 that $\mathbb{R}^{n}$ is the disjoint union of the three sets $A_{i}, \mathbb{R}^{n} \backslash \bar{A}_{i}$, and $\partial_{i}$ and we get in particular that $\partial_{i}=\bar{A}_{i} \backslash A_{i}=\partial A_{i}$. On the other hand, we have $A_{i}=A_{i}(1)$ by definition of a reduced partition hence, to prove that $\partial_{i}=\partial^{*} A_{i}$, we only need to check that $\mathbb{R}^{n} \backslash \bar{A}_{i}=A_{i}(0)$. One always has $\mathbb{R}^{n} \backslash \bar{A}_{i} \subset A_{i}(0)$. Conversely if $x \in A_{i}(0)$, then $\min \left(\left|A_{i} \cap B(x, r)\right|, \mid B(x, r) \backslash\right.$ $\left.A_{i} \mid\right)=\left|B(x, r) \cap A_{i}\right| \leq \eta_{2} r^{n}$ for all $r$ small enough, hence $x \in \mathbb{R}^{n} \backslash \bar{A}_{i}$ according to Lemma 6.2.

Next we prove the Ahlfors-regularity of $\partial A_{i}$. As a convention for the rest of this section, we say that a constant is universal if its value can be chosen depending only on $n, F^{-}, F^{+}, \underline{\sigma}, \bar{\sigma}, \sigma, g, \delta$, and $N$.

Lemma 6.4. For all $i \in\{0, \ldots, N\}, \partial A_{i}$ is an Ahlfors-regular set with Ahlforsregularity constants that can be chosen universal.

Proof. Let $x \in \partial A_{i}$ and $r \leq 1$ be fixed. Since $\partial A_{i} \subset S$ by Lemma 5.4 and $S$ is Ahlfors-regular with universal regularity constants (see Corollary 5.6), we have

$$
\mathcal{H}^{n-1}\left(\partial A_{i} \cap B(x, r)\right) \leq \mathcal{H}^{n-1}(S \cap B(x, r)) \leq C r^{n-1}
$$

for some universal constant $C>0$. On the other hand, the relative isoperimetric inequality for balls together with Lemma 6.3 and (6.1) gives

$$
\eta_{2}^{\frac{n-1}{n}} r^{n-1}<\min \left(\left|A_{i} \cap B(x, r)\right|,\left|B(x, r) \backslash A_{i}\right|\right)^{\frac{n-1}{n}} \leq C \mathcal{H}^{n-1}\left(\partial A_{i} \cap B(x, r)\right)
$$

provided $r \leq \delta / 2$. Finally the lower inequality in the Ahlfors-regularity for all radii $r \leq 1$ follows easily, with a slightly different constant (depending on $\delta$ ).

Lemma 6.5. There exists a universal constant $C_{2}>0$ such that for all $i \in$ $\{0, \ldots, N\}, x \in \partial A_{i}$, and $r \leq 1$, one can find a ball $B_{i}$ with radius $C_{2} r$ such that $B_{i} \subset A_{i} \cap B(x, r)$.

Proof. Let $i \in\{0, \ldots, N\}, x \in \partial A_{i}$, and $r \leq 1$ be fixed and set $B=A_{i} \cap B(x, r / 2)$. It follows from Lemma 6.3 and (6.1) that $|B| \geq \beta r^{n}$ for some universal $\beta>0$ and from Lemma 6.4 that $\partial A_{i}$ is Ahlfors-regular with universal regularity constants. Hence one can apply Lemma 5.8 to find a universal constant $C_{2} \leq 1 / 4$ and a point $y \in A_{i} \cap B(x, r / 2)$ such that $B\left(y, C_{2} r\right) \cap \partial A_{i}=\emptyset$. This implies automatically that $B\left(y, C_{2} r\right) \subset A_{i}$ and since $B\left(y, C_{2} r\right) \subset B(x, r)$ this gives the required conclusion.

This implies easily that $\partial A_{i}$ satisfies condition B. Indeed combining Lemma 6.5 with Lemma 5.7 we get the existence of a universal constant $C_{3}>0$ such that for all $i \in\{0, \ldots, N\}, x \in \partial A_{i}$, and $r \leq 1$, one can find two balls $B$ and $B^{\prime}$ with radius $C_{3} r$ and such that $B \subset A_{i} \cap B(x, r)$ and $B^{\prime} \subset A_{j} \cap B(x, r)$ for some $j \neq i$. In particular we have $B^{\prime} \subset \mathbb{R}^{n} \backslash \bar{A}_{i}$ hence $B$ and $B^{\prime}$ are contained in two distinct connected components of $\mathbb{R}^{n} \backslash \partial A_{i}$. This concludes the proof of Theorem 6.1.
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#### Abstract

Liquid crystals may exhibit two types of behaviors, in comparison with two types of superconductors. We wish to explore type-I behavior of liquid crystals by using the Landaude Gennes model with small Ginzburg-Landau parameter $\kappa$. In this paper, for small $\kappa$, we give an estimate on the critical wave number $Q_{c_{3}}$, at which a liquid crystal undergoes a phase transition from a nematic state to a smectic state. We show that, if $\kappa$ is small, a smectic phase can nucleate only from a special class of nematic states, which depends on the geometry of the domain occupied by the liquid crystal. If the wave number is further lowered, the liquid crystal is in a uniform smectic state, which resembles the perfect superconducting state of type-I superconductors.
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1. Introduction. As predicted by P. G. de Gennes in [dG], smectic liquid crystals can exhibit either type-I or type-II behavior, in comparison with two types of superconductivity. Both behavior types have been reported; see [dGP, p. 512]. Type I superconductivity has been successfully described by the minimizers of the GinzburgLandau functional with small Ginzburg-Landau parameter [GL], and it is natural to expect that the minimizers of the Landau-de Gennes model of liquid crystals with small Ginzburg-Landau parameter exhibit type-I behavior. In this paper, continuing our study in $[\mathrm{P} 1],{ }^{1}$ we shall examine this expectation.

According to de Gennes's theory [dG, dGP], the state of a liquid crystal can be described (at least for a temperature close to the transition point) by a complexvalued function $\Psi$ called order parameter, a real vector field of unit length $\mathbf{n}$ called director field, and a real number $q$ called wave number, which depends on the material and temperature. $\Psi=0$ for a nematic phase, and $\Psi \neq 0$ for a smectic phase. $(\Psi, \mathbf{n})$ is a minimizer of the Landau-de Gennes energy (see [dGP, C, BCLP]):

$$
\mathcal{L}[\Psi, \mathbf{n}]=\int_{\Omega}\left\{c\left|\nabla_{q \mathbf{n}} \Psi\right|^{2}+\mathcal{F}_{A}(|\Psi|)+\mathcal{F}_{N}(\mathbf{n}, \nabla \mathbf{n})\right\} d x
$$

where $\Omega$ is the region occupied by the liquid crystal, $c$ is a real constant, $\nabla_{q \mathbf{n}} \Psi=$ $\nabla \Psi-i q \mathbf{n} \Psi$ with $i=\sqrt{-1}, \mathcal{F}_{A}(|\Psi|)$ and $\mathcal{F}_{N}(\mathbf{n}, \nabla \mathbf{n})$ denote the smectic energy density and the nematic Oseen-Frank energy density, respectively;

$$
\mathcal{F}_{A}(|\Psi|)=r|\Psi|^{2}+\frac{u}{2}|\Psi|^{4},
$$

[^95]where $u>0, r<0$, and $r \sim \alpha\left(T-T_{0}\right)$ as temperature $T$ approaches a critical temperature $T_{0}$; see [dGP, p. 508]. In the case without external electromagnetic fields, the Oseen-Frank energy density is given by
\[

$$
\begin{aligned}
\mathcal{F}_{N}(\mathbf{n}, \nabla \mathbf{n}) & =\mathcal{K}_{1}|\operatorname{div} \mathbf{n}|^{2}+\mathcal{K}_{2}|\mathbf{n} \cdot \operatorname{curl} \mathbf{n}+\tau|^{2}+\mathcal{K}_{3}|\mathbf{n} \wedge \operatorname{curl} \mathbf{n}|^{2} \\
& +\left(\mathcal{K}_{2}+\mathcal{K}_{4}\right)\left[\operatorname{tr}(\nabla \mathbf{n})^{2}-(\operatorname{div} \mathbf{n})^{2}\right]
\end{aligned}
$$
\]

where $\mathcal{K}_{j}, j=1,2,3,4$, called elastic coefficients, are material constants, among them $\mathcal{K}_{1}, \mathcal{K}_{2}$, and $\mathcal{K}_{3}$ are positive; $\tau$ is a real number referring to the chiral pitch in some liquid crystal materials. As explained in [P1], we shall drop the last term in the Oseen-Frank energy density, and assume $\mathcal{K}_{3}=\mathcal{K}_{2}$. After making the rescaling

$$
\Psi=\sqrt{\frac{|r|}{u}} \psi, \quad \kappa=\sqrt{\frac{|r|}{c}}, \quad K_{j}=\frac{u}{c|r|} \mathcal{K}_{j}, \quad j=1,2
$$

and replacing $\mathcal{L}$ by $\frac{u}{c|r|} \mathcal{L}$, we are led to the following functional: ${ }^{2}$

$$
\begin{equation*}
\mathcal{G}[\psi, \mathbf{n}]=\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}+\frac{\kappa^{2}}{2}\left(1-|\psi|^{2}\right)^{2}+K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}+\tau \mathbf{n}|^{2}\right\} d x \tag{1.1}
\end{equation*}
$$

As mentioned in [P1], we believe that the simplified energy functional (1.1) catches the main feature and most difficulties of the Landau-de Gennes model with the full Oseen-Frank energy. Note that in [dGP] the quantity $\xi=\sqrt{\frac{c}{|r|}}$ is called the order parameter coherence length. Hence

$$
\kappa=\frac{1}{\xi}
$$

We prefer keeping the notation $\kappa$ in our model instead of $\xi$, as $\kappa$ corresponds to the Ginzburg-Landau parameter in the Ginzburg-Landau model of superconductivity (when taking the penetration length as unit of length). For convenience, let us call $\kappa$ in (1.1) the Ginzburg-Landau parameter for liquid crystals. ${ }^{3}$ From the analogy between liquid crystals and superconductivity, we expect that liquid crystals exhibit type-I behavior when the Ginzburg-Landau parameter $\kappa$ is small.

As explained in [P1], the natural space for variational problems of (1.1) is

$$
W^{1,2}(\Omega, \mathbb{C}) \times V\left(\Omega, \mathbb{S}^{2}\right)
$$

where ${ }^{4}$

$$
\begin{aligned}
& V\left(\Omega, \mathbb{R}^{3}\right)=\left\{\mathbf{u} \in L^{2}\left(\Omega, \mathbb{R}^{3}\right): \quad \text { div } \mathbf{u} \in L^{2}(\Omega), \quad \text { curl } \mathbf{u} \in L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right\} \\
& V\left(\Omega, \mathbb{S}^{2}\right)=\left\{\mathbf{n} \in V\left(\Omega, \mathbb{R}^{3}\right): \quad|\mathbf{n}(x)|=1 \quad \text { a.e. in } \Omega\right\}
\end{aligned}
$$

$V\left(\Omega, \mathbb{R}^{3}\right)$ is a Hilbert space with the inner product and norm defined by

$$
\begin{aligned}
& (\mathbf{u}, \mathbf{v})_{V}=\int_{\Omega}\{\operatorname{div} \mathbf{u} \operatorname{div} \mathbf{v}+\operatorname{curl} \mathbf{u} \cdot \operatorname{curl} \mathbf{v}+\mathbf{u} \cdot \mathbf{v}\} d x \\
& \|\mathbf{u}\|_{V}=\left\{\|\operatorname{div} \mathbf{u}\|_{L^{2}(\Omega)}^{2}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}^{2}+\|\mathbf{u}\|_{L^{2}(\Omega)}^{2}\right\}^{1 / 2}
\end{aligned}
$$

[^96]Here and throughout, unless specified otherwise, $\|\cdot\|_{L^{2}(\Omega)}$ denotes both the usual $L^{2}$ norm for scalar functions and the $L^{2}$ norm for vector fields. Throughout this paper we assume that
(1.2) $\quad \Omega$ is a bounded, simply connected domain in $\mathbb{R}^{3}$ with smooth boundary.

We concern the global minimizers of $\mathcal{G}$ in $W^{1,2}(\Omega, \mathbb{C}) \times V\left(\Omega, \mathbb{S}^{2}\right)$, without prescribing boundary data of the director fields. Let

$$
\begin{equation*}
C\left(K_{1}, K_{2}, \kappa, \tau, q\right)=\inf _{(\psi, \mathbf{n}) \in W^{1,2}(\Omega, \mathbb{C}) \times V\left(\Omega, \mathbb{S}^{2}\right)} \mathcal{G}[\psi, \mathbf{n}] \tag{1.3}
\end{equation*}
$$

Note that if $(\psi, \mathbf{n})$ is a minimizer of $\mathcal{G}$ with wave number $q$, then $(\psi,-\mathbf{n}),(-\psi, \mathbf{n})$, and $(\bar{\psi}, \mathbf{n})$ are minimizers of $\mathcal{G}$ with wave number $-q$. Therefore in the following we shall always assume $q \geq 0$. The functional $\mathcal{G}$ has many trivial minimizers $(0, \mathbf{n})$ with $\mathbf{n} \in \mathcal{C}(\tau)$, where

$$
\begin{equation*}
\mathcal{C}(\tau)=\left\{\mathbf{n} \in V\left(\Omega, \mathbb{S}^{2}\right): \operatorname{div} \mathbf{n}=0, \operatorname{curl} \mathbf{n}+\tau \mathbf{n}=\mathbf{0} \text { in } \Omega\right\} \tag{1.4}
\end{equation*}
$$

The trivial minimizers correspond to the nematic state. The classification of vector fields in $\mathcal{C}(\tau)$ has been proved in [BCLP].

It is useful to find the regime of parameters that the global minimizers are nontrivial. In [P1], motivated by the analogy between liquid crystals and superconductivity (see [dG, dGP]), we introduced the critical wave number $Q_{c_{3}}$, which is a critical number for $q$ such that if $|q|<Q_{c_{3}}$, then there exist nontrivial minimizers:

$$
\begin{equation*}
Q_{c_{3}}\left(K_{1}, K_{2}, \kappa, \tau\right)=\inf \{q>0: \mathcal{G} \text { has only trivial minimizers }\} \tag{1.5}
\end{equation*}
$$

In [P1] we also gave estimates of $Q_{c_{3}}$ and investigated the behavior of nontrivial minimizers for large $K_{1}, K_{2}$. As we are now concerned with the type-I behavior of liquid crystals, we shall estimate the value of $Q_{c_{3}}$ when the Ginzburg-Landau parameter $\kappa$ is small, with $K_{1}, K_{2}$ fixed; and we shall examine the behavior of the minimizers when the wave number $q$ is less than $Q_{c_{3}}$.

To state the main results of this paper, let us define, for a vector field $\mathbf{u} \in$ $V\left(\Omega, \mathbb{R}^{3}\right),{ }^{5}$

$$
\begin{equation*}
\omega(\mathbf{u}) \equiv \omega(\mathbf{u}, \Omega)=\inf _{\phi \in W^{1,2}(\Omega)} f_{\Omega}|\nabla \phi-\mathbf{u}|^{2} d x \tag{1.6}
\end{equation*}
$$

where $f_{\Omega} \phi d x=\frac{1}{|\Omega|} \int_{\Omega} \phi d x$, and $|\Omega|$ is the volume of $\Omega$. It is easy to show that $\omega(\mathbf{u})$ is achieved by the unique (real-valued) solution $\zeta_{\mathbf{u}}$ of the equation

$$
\begin{cases}\Delta \zeta_{\mathbf{u}}=\operatorname{div} \mathbf{u} & \text { in } \Omega  \tag{1.7}\\ \frac{\partial \zeta_{\mathbf{u}}}{\partial \nu}=\gamma_{\nu} \mathbf{u} & \text { on } \partial \Omega \\ \int_{\Omega} \zeta_{\mathbf{u}} d x=0 & \end{cases}
$$

[^97]where $\gamma_{\nu} \mathbf{u}$ is the trace of $\mathbf{u}$ on $\partial \Omega$, and $\gamma_{\nu} \mathbf{u}$ is the restriction of $\mathbf{u} \cdot \nu$ to $\partial \Omega$ if $\mathbf{u}$ is smooth. Up to an additive constant, the minimizer is unique. We shall call $\zeta_{\mathbf{u}}$ the minimizer of $\omega(\mathbf{u})$. Let
\[

$$
\begin{align*}
& \omega_{*}(\tau)=\inf _{\mathbf{n} \in \mathcal{C}(\tau)} \omega(\mathbf{n})  \tag{1.8}\\
& \mathcal{C}_{*}(\tau)=\left\{\mathbf{n} \in \mathcal{C}(\tau): \omega(\mathbf{n})=\omega_{*}(\tau)\right\}
\end{align*}
$$
\]

We can show that $0<\omega_{*}(\tau)<1$ (see (2.2) in section 2). Note that $\omega(-\mathbf{n})=\omega(\mathbf{n})$. So if $\mathbf{n} \in \mathcal{C}_{*}(\tau)$, then $-\mathbf{n} \in \mathcal{C}_{*}(\tau)$.

Theorem 1.1. Assume condition (1.2), and fix the positive constants $K_{1}, K_{2}$, and $\tau$. For small $\kappa>0$ we have

$$
\begin{equation*}
Q_{c_{3}}\left(K_{1}, K_{2}, \kappa, \tau\right)=\frac{\kappa}{\sqrt{\omega_{*}(\tau)}}+o(\kappa) \tag{1.9}
\end{equation*}
$$

Let $q=a_{\kappa} \kappa$ with $0<a_{\kappa} \kappa<Q_{c_{3}}\left(K_{1}, K_{2}, \kappa, \tau\right)$ and $\lim _{\kappa \rightarrow 0} a_{\kappa}=a_{0}$, where $0<a_{0} \leq$ $\frac{1}{\sqrt{\omega_{*}(\tau)}}$. Then

$$
\begin{equation*}
C\left(K_{1}, K_{2}, \kappa, \tau, a_{\kappa} \kappa\right)=a_{0}^{2} \omega_{*}(\tau)\left[1-\frac{1}{2} a_{0}^{2} \omega_{*}(\tau)\right]|\Omega| \kappa^{2}+o\left(\kappa^{2}\right) \tag{1.10}
\end{equation*}
$$

and for any sequence $\kappa \rightarrow 0$, there exist a subsequence $\kappa_{j} \rightarrow 0$ and $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$, such that the minimizers $\left(\psi_{\kappa_{j}}, \mathbf{n}_{\kappa_{j}}\right)$ of the functional $\mathcal{G}$ have expansions

$$
\begin{align*}
\psi_{\kappa_{j}} & =c_{\kappa_{j}}\left[1+i a_{\kappa_{j}} \kappa_{j}\left(\zeta_{\mathbf{n}_{0}}+\phi_{\kappa_{j}}\right)\right]  \tag{1.11}\\
\mathbf{n}_{\kappa_{j}} & =\mathbf{n}_{0}+\kappa_{j} \mathbf{v}_{\kappa_{j}}
\end{align*}
$$

where $\zeta_{\mathbf{n}_{0}}$ is the minimizer of $\omega\left(\mathbf{n}_{0}\right), c_{\kappa_{j}}$ is a complex number, $\phi_{\kappa_{j}} \in W^{1,2}(\Omega, \mathbb{C})$, $\mathbf{v}_{\kappa_{j}} \in V\left(\Omega, \mathbb{R}^{3}\right)$, and as $\kappa_{j} \rightarrow 0$,

$$
\begin{align*}
& \left|c_{\kappa_{j}}\right| \rightarrow\left[1-a_{0}^{2} \omega_{*}(\tau)\right]^{1 / 2} \\
& \left\|\phi_{\kappa_{j}}\right\|_{W^{1,2}(\Omega, \mathbb{C})} \rightarrow 0  \tag{1.12}\\
& \left\|\operatorname{div}_{\kappa_{j}}\right\|_{L^{2}(\Omega)} \rightarrow 0 \\
& \left\|\operatorname{curlv}_{\kappa_{j}}+\tau \mathbf{v}_{\kappa_{j}}\right\|_{L^{2}(\Omega)} \rightarrow 0
\end{align*}
$$

Remark. (1) When $0<a_{0}<\frac{1}{\sqrt{\omega_{*}(\tau)}}$, the expansion (1.11) shows that the minimizers have the approximation

$$
\left|\psi_{\kappa_{j}}\right| \sim\left[1-a_{0}^{2} \omega_{*}(\tau)\right]^{1 / 2}, \quad \mathbf{n}_{\kappa_{j}} \sim \mathbf{n}_{0} \quad \text { as } \kappa_{j} \rightarrow 0
$$

So we may say that the liquid crystal is in a uniform smectic state when $\kappa$ is small, which resembles the perfect superconducting state of type-I superconductors under an applied magnetic field below the critical field $H_{c}$.
(2) From (1.11) we also see that, when the wave number $q$ decreases from $Q_{c_{3}}$, a smectic phase nucleates from a nematic state $\left(0, \mathbf{n}_{0}\right)$, where $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$. Let

$$
\begin{aligned}
& \mathcal{N}(\tau)=\{(0, \mathbf{n}): \\
& \mathcal{N}_{*}(\tau)=\{(0, \mathbf{n} \in \mathcal{C}(\tau)\} \\
&\left.\mathbf{n} \in \mathcal{C}_{*}(\tau)\right\}
\end{aligned}
$$

Every element in $\mathcal{N}(\tau)$ represents a nematic state; however, only the nematic states in $\mathcal{N}_{*}(\tau)$ allow a smectic state to nucleate. Note that the structure of $\mathcal{N}_{*}(\tau)$ reflects the geometry of the domain $\Omega$.

Theorem 1.1 indicates some similarity between smectic liquid crystals with small Ginzburg-Landau parameter $\kappa$ and type-I superconductors. In fact, the estimate (1.9) for $Q_{c_{3}}$ is similar to the estimate of the critical field $H_{c}$ for type I superconductors obtained in [P2, Theorem 1]; and the expansion (1.11) resembles the expansions of minimizers for type-I superconductivity; see [P2, Theorem 2]. However, there is an important difference between liquid crystals and superconductors. For liquid crystals we require the director field to satisfy the pointwise unit length constraint

$$
\begin{equation*}
|\mathbf{n}(x)|=1 \quad \text { on } \Omega . \tag{1.13}
\end{equation*}
$$

The constraint (1.13) is one of the sources of complications, especially for analysis of high order terms in (1.11). Another source of complications is that the functional $\mathcal{I}$ is not coercive in the orthogonal complement of the kernel, where $\mathcal{I}$ is defined by the last two terms in $\mathcal{G}$ :

$$
\begin{equation*}
\mathcal{I}[\mathbf{v}]=\int_{\Omega}\left\{K_{1}|\operatorname{div} \mathbf{v}|^{2}+K_{2}|\operatorname{curl} \mathbf{v}+\tau \mathbf{v}|\right\} d x . \tag{1.14}
\end{equation*}
$$

The kernel $X(\tau)$ of $\mathcal{I}$ consists of all solutions of the following equations in $V\left(\Omega, \mathbb{R}^{3}\right)$ :

$$
\begin{equation*}
\operatorname{div} \mathbf{u}=0, \quad \operatorname{curl} \mathbf{u}+\tau \mathbf{u}=\mathbf{0} \quad \text { in } \Omega . \tag{1.15}
\end{equation*}
$$

Obviously $X(\tau)$ is a closed subspace of $V\left(\Omega, \mathbb{R}^{3}\right)$, and $\mathcal{C}(\tau)=X(\tau) \cap V\left(\Omega, \mathbb{S}^{2}\right)$. With respect to the inner product $(\cdot, \cdot)_{V}$, the space $V\left(\Omega, \mathbb{R}^{3}\right)$ has orthogonal decomposition

$$
V\left(\Omega, \mathbb{R}^{3}\right)=X(\tau) \oplus X_{V}^{\perp}(\tau) .
$$

Unfortunately, $\mathcal{I}$ is not coercive on $X_{V}^{\perp}(\tau)$, and a sequence satisfying $\mathcal{I}\left[\mathbf{u}_{j}\right] \rightarrow 0$ may exhibit boundary concentrations. Fortunately we are able to classify vector fields that satisfy (1.15) coupled with a pointwise constraint (Lemma 3.1), and obtain an orthogonality property (Proposition 3.3). These results will be useful in sections 4 and 5.

The outline of this paper is as follows. Section 2 contains some preliminary results that will be needed in later sections. In section 3 we classify the solutions of (1.15) coupled with a pointwise constraint. In section 4 we prove the estimate of $Q_{c_{3}}$ for small $\kappa$, and provide an energy upper bound that is better than (1.10). In section 5 we investigate the behavior of nontrivial minimizers as $\kappa \rightarrow 0$.

We would like to mention that the mathematical theory of phase transitions of liquid crystals has been studied extensively by many mathematicians, among others we mention Hardt, Kinderlehrer, and Lin [HKL], Hardt and Kinderlehrer [HK], Brezis [B], Lin [L], and Aviles and Giga [AG]. Following the work by P. G. de Gennes [dG], the investigation on liquid crystals based on the Landau-de Gennes theory has been successfully conducted by many physicists, and the similarity between superconductivity and liquid crystals has been explored; see, for instance, Chen and Lubensky [ChL], Lubensky and Renn [LR], and Renn and Lubensky [RL]. The mathematical theory of the Landau-de Gennes model has been investigated by Calderer [C] and Bauman et al. [BCLP].
2. Preliminaries. Given a vector field $\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right)$, let $\omega(\mathbf{u})$ and $\omega_{*}(\tau)$ be the numbers defined in (1.6) and (1.8), respectively, and let $\zeta_{\mathbf{u}}$ be the minimizer of $\omega(\mathbf{u})$.

Lemma 2.1. For any $\tau>0$ and $\mathbf{n} \in \mathcal{C}(\tau)$ we have

$$
\begin{equation*}
0<\omega(\mathbf{n})<1 . \tag{2.1}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
0<\omega_{*}(\tau)<1 \tag{2.2}
\end{equation*}
$$

Proof. Using (1.7) we have, for any smooth function $\phi$,

$$
\begin{equation*}
\int_{\Omega}\left(\nabla \zeta_{\mathbf{u}}-\mathbf{u}\right) \cdot \nabla \phi d x=0 \tag{2.3}
\end{equation*}
$$

Note that u has canonical decomposition

$$
\begin{equation*}
\mathbf{u}=\mathbf{v}_{\mathbf{u}}+\nabla \zeta_{\mathbf{u}} \tag{2.4}
\end{equation*}
$$

where $\mathbf{v}_{\mathbf{u}}$ satisfies

$$
\begin{cases}\operatorname{div} \mathbf{v}_{\mathbf{u}}=0, \quad \operatorname{curl} \mathbf{v}_{\mathbf{u}}=\operatorname{curl} \mathbf{u} & \text { in } \Omega \\ \gamma_{\nu} \mathbf{v}_{\mathbf{u}}=0 & \text { on } \partial \Omega\end{cases}
$$

Using (2.3) we find

$$
\int_{\Omega}|\mathbf{u}|^{2} d x=\int_{\Omega}\left|\mathbf{v}_{\mathbf{u}}\right|^{2} d x+\int_{\Omega}\left|\nabla \zeta_{\mathbf{u}}\right|^{2} d x
$$

Hence

$$
\omega(\mathbf{u})=f_{\Omega}\left|\mathbf{v}_{\mathbf{u}}\right|^{2} d x=f_{\Omega}\left(|\mathbf{u}|^{2}-\left|\nabla \zeta_{\mathbf{u}}\right|^{2}\right) d x
$$

In particular, for a unit vector field $\mathbf{n} \in V\left(\Omega, \mathbb{S}^{2}\right)$ we have $0 \leq \omega(\mathbf{n}) \leq 1$. If $\mathbf{n}$ has canonical decomposition $\mathbf{n}=\mathbf{v}_{\mathbf{n}}+\nabla \zeta_{\mathbf{n}}$, then

$$
\begin{equation*}
f_{\Omega}\left|\nabla \zeta_{\mathbf{n}}\right|^{2} d x=f_{\Omega}\left(|\mathbf{n}|^{2}-\left|\mathbf{v}_{\mathbf{n}}\right|^{2}\right) d x=1-\omega(\mathbf{n}) \tag{2.5}
\end{equation*}
$$

Moreover, $\omega(\mathbf{n})=0$ if and only if $\mathbf{n}=\nabla \zeta_{\mathbf{n}}$; and $\omega(\mathbf{n})=1$ if and only if $\zeta_{\mathbf{n}}=0$.
Now we assume $\mathbf{n} \in \mathcal{C}(\tau)$. Since curl $\mathbf{n}=-\tau \mathbf{n} \neq \mathbf{0}$, we see that $\mathbf{n} \not \equiv \nabla \zeta_{\mathbf{n}}$. So $\omega(\mathbf{n})>0$. It has been proved in [BCLP] that every $\mathbf{n} \in \mathcal{C}(\tau)$ has the form

$$
\begin{align*}
\mathbf{n} & =Q \mathbf{N}_{\tau}\left(Q^{t} x\right) \\
\text { where } \quad \mathbf{N}_{\tau} & =\left(\cos \left(\tau x_{3}\right), \sin \left(\tau x_{3}\right), 0\right)^{\top}, \quad Q \in S O(3) \tag{2.6}
\end{align*}
$$

Here and thereafter, for a row vector $\mathbf{w}, \mathbf{w}^{\top}$ denotes the corresponding column vector. Note that $\zeta_{\mathbf{n}}$ depends on $Q$ through $\mathbf{n}$. Let $\zeta_{\tau, Q}$ be the solution of

$$
\begin{cases}\Delta \zeta_{\tau, Q}=0 & \text { in } Q^{t} \Omega \\ \frac{\partial \zeta_{\tau, Q}}{\partial \nu}=\mathbf{N}_{\tau} \cdot \nu & \text { on } \partial\left(Q^{t} \Omega\right) \\ \int_{Q^{t} \Omega} \zeta_{\tau, Q} d x=0\end{cases}
$$

Then

$$
\zeta_{\mathbf{n}}(x)=\zeta_{\tau, Q}\left(Q^{t} x\right)
$$

From (2.6) we see that, for any bounded domain $\Omega$ with smooth boundary,

$$
\mathbf{N}_{\tau} \cdot \nu \not \equiv 0 \quad \text { on } \partial\left(Q^{t} \Omega\right)
$$

Hence $\zeta_{\tau, Q} \not \equiv 0$. Thus, $\omega(\mathbf{n})<1$. So (2.1) is true. Note that $\omega_{*}(\tau)$ is achieved by some $\mathbf{n}_{0}$ in $\mathcal{C}_{*}(\tau)$. So (2.2) is true.

From the above discussion we see that

$$
\omega(\mathbf{n}, \Omega)=f_{\Omega}\left|\nabla \zeta_{\mathbf{n}}-\mathbf{n}\right|^{2} d x=f_{Q^{t} \Omega}\left|\nabla \zeta_{\tau, Q}-\mathbf{N}_{\tau}\right|^{2} d x=\omega\left(\mathbf{N}_{\tau}, Q^{t} \Omega\right)
$$

Therefore

$$
\begin{aligned}
\omega_{*}(\tau) & =\inf _{Q \in S O(3)} f_{Q^{t} \Omega}\left|\nabla \zeta_{\tau, Q}-\mathbf{N}_{\tau}\right|^{2} d x \\
& =\inf _{Q \in S O(3)} \inf _{\phi \in W^{1,2}\left(Q^{t} \Omega\right)} f_{Q^{t} \Omega}\left|\nabla \phi-\mathbf{N}_{\tau}\right|^{2} d x .
\end{aligned}
$$

Next we consider an eigenvalue problem. Given a vector field $\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right)$, let $\mu(\varepsilon \mathbf{u})$ be the lowest eigenvalue of the equation

$$
\begin{cases}-\nabla_{\varepsilon \mathbf{u}}^{2} \phi=\mu \phi & \text { in } \Omega  \tag{2.7}\\ \left(\nabla_{\varepsilon \mathbf{u}} \phi\right) \cdot \nu=0 & \text { on } \partial \Omega\end{cases}
$$

Lemma 2.2. For any $\mathbf{n} \in V\left(\Omega, \mathbb{S}^{2}\right)$ we have, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\varepsilon^{2} \omega(\mathbf{n})+O\left(\varepsilon^{3}\right) \leq \mu(\varepsilon \mathbf{n}) \leq \omega(\mathbf{n}) \varepsilon^{2}+\frac{1-\omega(\mathbf{n})}{|\Omega|}\left\|\zeta_{\mathbf{n}}\right\|_{L^{2}(\Omega)}^{2} \varepsilon^{4}+O\left(\varepsilon^{6}\right) \tag{2.8}
\end{equation*}
$$

Proof. The lower bound can be proved as in [P2, Lemma 2.1]. To prove the upper bound, let $\phi=1+i \varepsilon \zeta_{\mathbf{n}}$. Then

$$
\int_{\Omega}\left|\nabla_{\varepsilon \mathbf{n}} \phi\right|^{2} d x=\varepsilon^{2} \int_{\Omega}\left\{\left|\nabla \zeta_{\mathbf{n}}-\mathbf{n}\right|^{2}+\varepsilon^{2}\left|\zeta_{\mathbf{n}} \mathbf{n}\right|^{2}\right\} d x=\varepsilon^{2}|\Omega| \omega(\mathbf{n})+\varepsilon^{4}\left\|\zeta_{\mathbf{n}}\right\|_{L^{2}(\Omega)}^{2}
$$

Here we have used the fact $|\mathbf{n}(x)| \equiv 1$. Then we use the inequality

$$
\mu(\varepsilon \mathbf{n}) \leq \frac{\int_{\Omega}\left|\nabla_{\varepsilon \mathbf{n}} \phi\right|^{2} d x}{\int_{\Omega}|\phi|^{2} d x}
$$

to get the upper bound in (2.8). $\quad \square$
It has been proved in [P1] (see the proof of Lemma 3.2 there) that, for a simply connected domain, a sequence bounded in $V\left(\Omega, \mathbb{R}^{3}\right)$ is bounded in $W_{\text {loc }}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. The proof given in [P1] is based on the canonical decomposition of vector fields. This conclusion is true for general bounded domains, and we include it here for our convenience.

LEmmA 2.3. Let $\Omega$ be a bounded and smooth domain in $\mathbb{R}^{3}$. For any subdomain $D_{1} \Subset D_{2} \subseteq \Omega$, there exists a constant $C\left(D_{1}, D_{2}\right)$ such that for any $\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right)$ we have

$$
\|\mathbf{u}\|_{W^{1,2}\left(D_{1}, \mathbb{R}^{3}\right)} \leq C\left(D_{1}, D_{2}\right)\left\{\|\operatorname{div} \mathbf{u}\|_{L^{2}\left(D_{2}\right)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}\left(D_{2}\right)}+\|\mathbf{u}\|_{L^{2}\left(D_{2}\right)}\right\} .
$$

In particular, every bounded sequence in $V\left(\Omega, \mathbb{R}^{3}\right)$ is bounded in $W_{l o c}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$.
The proof of Lemma 2.3 will be given in Appendix A.
3. Solutions of the equation curl $u+u=0$ under a pointwise constraint. Assume condition (1.2) and let $\tau>0$. For a given $\mathbf{n}_{0} \in \mathcal{C}(\tau)$, we shall classify all the solutions in $V\left(\Omega, \mathbb{R}^{3}\right)$ to (1.15) coupled with a pointwise orthogonality constraint $\mathbf{n}_{0} \cdot \mathbf{u}=0$, that is,

$$
\begin{equation*}
\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right), \quad \operatorname{div} \mathbf{u}=0, \quad \operatorname{curl} \mathbf{u}+\tau \mathbf{u}=\mathbf{0}, \quad \mathbf{n}_{0} \cdot \mathbf{u}=0 \quad \text { in } \Omega \tag{3.1}
\end{equation*}
$$

Lemma 3.1. Let $\mathbf{n}_{0}=Q \mathbf{N}_{\tau}\left(Q^{t} x\right)$ with $Q \in S O(3)$. The solutions of (3.1) are given by

$$
\mathbf{u}(x)=a \mathbf{U}_{1}+b \mathbf{U}_{2}+c \mathbf{U}_{3},
$$

where $a, b, c$ are arbitrary real numbers,

$$
\begin{equation*}
\mathbf{U}_{j}(x)=Q \mathbf{V}_{j}\left(Q^{t} x\right) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathbf{V}_{1}=\left(\tau y_{1} \sin \left(\tau y_{3}\right),-\tau y_{1} \cos \left(\tau y_{3}\right), \cos \left(\tau y_{3}\right)\right)^{\top} \\
& \mathbf{V}_{2}=\left(\tau y_{2} \sin \left(\tau y_{3}\right),-\tau y_{2} \cos \left(\tau y_{3}\right), \sin \left(\tau y_{3}\right)\right)^{\top}  \tag{3.3}\\
& \mathbf{V}_{3}=\left(\tau \sin \left(\tau y_{3}\right),-\tau \cos \left(\tau y_{3}\right), 0\right)^{\top}
\end{align*}
$$

Proof. We prove only the conclusion in the case where $\tau=1$ and

$$
\mathbf{n}_{0}=\mathbf{N}_{1}=\left(\cos x_{3}, \sin x_{3}, 0\right)^{\top}
$$

The conclusion for the general case is obtained by rotation and rescaling. From (3.1) we see that $\mathbf{u}$ is a solution of

$$
\begin{equation*}
\Delta \mathbf{u}+\mathbf{u}=\mathbf{0} \tag{3.4}
\end{equation*}
$$

and hence $\mathbf{u}$ is smooth in the interior of $\Omega$. Let us take a small cube located in the interior of $\Omega$ and restrict ourselves to the cube. From the pointwise orthogonality constraint $\mathbf{u} \cdot \mathbf{N}_{1}=0$ we have

$$
\begin{equation*}
u_{1} \cos x_{3}+u_{2} \sin x_{3}=0 \tag{3.5}
\end{equation*}
$$

Hence $u_{2}=-u_{1} \cot x_{3}$ and

$$
\begin{equation*}
\partial_{x_{3}} u_{2}=-\cot x_{3} \partial_{x_{3}} u_{1}+\frac{u_{1}}{\sin ^{2} x_{3}} . \tag{3.6}
\end{equation*}
$$

Applying the Laplacian operator to (3.5) and using (3.4) we find

$$
\begin{aligned}
0 & =\Delta\left(u_{1} \cos x_{3}+u_{2} \sin x_{3}\right) \\
& =\cos x_{3} \Delta u_{1}+\sin x_{3} \Delta u_{2}-2 \sin x_{3} \partial_{x_{3}} u_{1}+2 \cos x_{3} \partial_{x_{3}} u_{2}-u_{1} \cos x_{3}-u_{2} \sin x_{3} \\
& =-2 \sin x_{3} \partial_{x_{3}} u_{1}+2 \cos x_{3} \partial_{x_{3}} u_{2} .
\end{aligned}
$$

So

$$
\partial_{x_{3}} u_{2}=\tan x_{3} \partial_{x_{3}} u_{1}
$$

Combining this with (3.6) we find

$$
\frac{\partial_{x_{3}} u_{1}}{u_{1}}=\cot x_{3}
$$

So there exists a function $f\left(x_{1}, x_{2}\right)$ such that

$$
u_{1}=f\left(x_{1}, x_{2}\right) \sin x_{3}, \quad u_{2}=-f\left(x_{1}, x_{2}\right) \cos x_{3} .
$$

Now we use the condition $\operatorname{div} \mathbf{u}=0$ to find

$$
\partial_{x_{1}} f\left(x_{1}, x_{2}\right) \sin x_{3}-\partial_{x_{2}} f\left(x_{1}, x_{2}\right) \cos x_{3}+\partial_{x_{3}} u_{3}=0
$$

Hence we can write

$$
u_{3}=\partial_{x_{1}} f\left(x_{1}, x_{2}\right) \cos x_{3}+\partial_{x_{2}} f\left(x_{1}, x_{2}\right) \sin x_{3}+g\left(x_{1}, x_{2}\right)
$$

In order to determine $f$ and $g$, we check each component of the equation curl $\mathbf{u}+\mathbf{u}=\mathbf{0}$ to find

$$
\begin{aligned}
& f_{x_{1} x_{2}}\left(x_{1}, x_{2}\right) \cos x_{3}+f_{x_{2} x_{2}}\left(x_{1}, x_{2}\right) \sin x_{3}+g_{x_{2}}\left(x_{1}, x_{2}\right)=0 \\
& f_{x_{1} x_{1}}\left(x_{1}, x_{2}\right) \cos x_{3}+f_{x_{1} x_{2}}\left(x_{1}, x_{2}\right) \sin x_{3}+g_{x_{1}}\left(x_{1}, x_{2}\right)=0 \\
& g\left(x_{1}, x_{2}\right)=0
\end{aligned}
$$

So $\nabla f$ is a constant vector, and $f\left(x_{1}, x_{2}\right)=a x_{1}+b x_{2}+c$. Hence on the cube we have

$$
\begin{align*}
& u_{1}=\left(a x_{1}+b x_{2}+c\right) \sin x_{3} \\
& u_{2}=-\left(a x_{1}+b x_{2}+c\right) \cos x_{3}  \tag{3.7}\\
& u_{3}=a \cos x_{3}+b \sin x_{3}
\end{align*}
$$

Since $\Omega$ is connected, (3.7) must be true everywhere on $\Omega$.
On the other hand, computation shows that for any constants $a, b, c$, the vector field $\mathbf{u}$ defined by (3.7) satisfies the conditions

$$
\operatorname{div} \mathbf{u}=0, \quad \operatorname{curl} \mathbf{u}+\mathbf{u}=\mathbf{0}, \quad \mathbf{u} \cdot \mathbf{N}_{1}=0
$$

Notation. For $\mathbf{n}_{0} \in \mathcal{C}(\tau)$ and $\tau>0, \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$ denotes the set of all solutions of (3.1).

It follows from Lemma 3.1 that $\mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$ is a linear space of dimension 3. Note that $\mathcal{U}\left(\tau, \mathbf{n}_{0}\right)=\mathcal{U}\left(\tau,-\mathbf{n}_{0}\right)$.

In addition to (3.7), if we further request that $\mathbf{u}$ satisfies the unit length condition $|\mathbf{u}(x)|=1$ on $\Omega$, then

$$
\mathbf{u}= \pm\left(\sin x_{3},-\cos x_{3}, 0\right)^{\top}
$$

Thus we get the following corollary.
Corollary 3.2. Given $\mathbf{n}_{0} \in \mathcal{C}(\tau)$, the set $\mathcal{U}\left(\tau, \mathbf{n}_{0}\right) \cap V\left(\Omega, \mathbb{S}^{2}\right)$ contains exactly two elements.

The following result is useful in sections 4 and 5 .
Proposition 3.3. Let $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$ and $\mathbf{u}_{0} \in \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$. We have

$$
\begin{equation*}
\int_{\Omega} \mathbf{u}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}} d x=0 \tag{3.8}
\end{equation*}
$$

where $\zeta_{\mathbf{n}_{0}}$ is the solution of (1.7) associated with $\mathbf{n}_{0}$.
Proof. We give the proof for $\tau=1$.
Step 1. Let us introduce some notation. For a $3 \times 3$ nonsingular matrix $Q=\left(q_{i j}\right)$ we assign a vector $\mathbf{q}=\left(q_{11}, q_{12}, \ldots, q_{33}\right)^{\top} \in \mathbb{R}^{9}$. Let

$$
\begin{aligned}
\mathcal{A} & =\left\{\mathbf{q}=\left(q_{11}, q_{12}, \ldots, q_{33}\right)^{\top} \in \mathbb{R}^{9}: \operatorname{det}\left(q_{i j}\right)>0\right\}, \\
\mathcal{Q} & =\left\{\mathbf{q}=\left(q_{11}, q_{12}, \ldots, q_{33}\right)^{\top} \in \mathbb{R}^{9}:\left(q_{i j}\right) \in S O(3)\right\} .
\end{aligned}
$$

Then $\mathcal{A}$ is an open set in $\mathbb{R}^{9}$. Let

$$
\mathbf{n}(x, \mathbf{q})=Q \mathbf{N}_{1}\left(Q^{t} x\right), \quad \zeta(x, \mathbf{q})=\zeta_{\mathbf{n}(x, \mathbf{q})} .
$$

Thus

$$
n(x, \mathbf{q})_{k}=q_{k 1} \cos y_{3}+q_{k 2} \sin y_{3}, \text { where } y_{j}=\sum_{i=1}^{3} q_{i j} x_{i}, \quad j=1,2,3 ;
$$

and $\zeta(x, \mathbf{q})$ is the unique solution of the equation

$$
\begin{cases}\Delta \zeta=0 & \text { in } \Omega, \\ \frac{\partial \zeta}{\partial \nu}=Q \mathbf{N}_{1}\left(Q^{t} x\right) \cdot \nu & \text { on } \partial \Omega, \\ \int_{\Omega} \zeta d x=0 . & \end{cases}
$$

If $\Omega$ is a bounded domain with $C^{3+\alpha}$ boundary, then the solution of the equation is $C^{3+\alpha}$ in $x$; see [GT, Theorem 6.3] (also see [ADN, LM]). We can show that $\zeta$ is $C^{2}$ in the parameter $q_{i j}$ for $\mathbf{q}=\left(q_{11}, \ldots, q_{33}\right)^{\top} \in \mathcal{A}$, and $\frac{\partial^{2} \zeta}{\partial q_{i j} \partial q_{l m}}$ is $C^{2}$ in $x$. Of course if $q \in \mathcal{Q}$, then $\mathbf{n} \equiv \mathbf{n}(x, \mathbf{q}) \in \mathcal{C}(\tau)$ and $\zeta(x, \mathbf{q})=\zeta_{\mathbf{n}}$. Let us define a function on $\mathcal{A}$ by

$$
F(\mathbf{q})=\frac{1}{2} \int_{\Omega}|\nabla \zeta(x, \mathbf{q})-\mathbf{n}(x, \mathbf{q})|^{2} d x .
$$

Then $F(\mathbf{q})$ is a $C^{2}$ function in $\mathcal{A}$.
Step 2. Assume $\mathbf{n}_{0}=\left(n_{1}^{0}, n_{2}^{0}, n_{3}^{0}\right)^{\top} \in \mathcal{C}_{*}(1)$, and $\mathbf{n}_{0}=Q_{0} \mathbf{N}_{1}\left(Q_{0}^{t} x\right)$, where $Q_{0}=$ $\left(q_{i j}^{0}\right)$. Then $\mathbf{q}_{0}=\left(q_{11}^{0}, \ldots, q_{33}^{0}\right)$ is a minimizer of the following problem:

Minimize $F(\mathbf{q})$ subjected to the conditions $g_{k}(\mathbf{q})=0, k=1, \ldots, 6$,
where

$$
\begin{array}{ll}
g_{1}(\mathbf{q})=\sum_{j=1}^{3} q_{j 1}^{2}-1, & g_{2}(\mathbf{q})=\sum_{j=1}^{3} q_{j 2}^{2}-1, \\
g_{3}(\mathbf{q})=\sum_{j=1}^{3} q_{j 3}^{2}-1, & g_{4}(\mathbf{q})=\sum_{j=1}^{3} q_{j 1} q_{j 2}, \\
g_{5}(\mathbf{q})=\sum_{j=1}^{3} q_{j 1} q_{j 3}, & g_{6}(\mathbf{q})=\sum_{j=1}^{3} q_{j 2} q_{j 3} .
\end{array}
$$

Thus $\mathbf{q}_{0}$ is a solution of the Euler-Lagrange equations

$$
\frac{\partial F}{\partial q_{i j}}\left(\mathbf{q}_{0}\right)=\sum_{k=1}^{6} \lambda_{k} \frac{\partial g_{k}}{\partial q_{i j}}\left(\mathbf{q}_{0}\right), \quad i, j=1,2,3
$$

where $\lambda_{k}$ 's are constants that may depend on $\mathbf{q}_{0}$. We compute

$$
\frac{\partial F}{\partial q_{i j}}\left(\mathbf{q}_{0}\right)=\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot\left(\nabla \frac{\partial \zeta}{\partial q_{i j}}\left(x, \mathbf{q}_{0}\right)-\frac{\partial \mathbf{n}}{\partial q_{i j}}\left(x, \mathbf{q}_{0}\right)\right) d x
$$

Applying (2.3) for

$$
\mathbf{u}=\mathbf{n}_{0}, \quad \phi=\frac{\partial \zeta}{\partial q_{i j}}\left(x, \mathbf{q}_{0}\right)
$$

we find

$$
\frac{\partial F}{\partial q_{i j}}\left(\mathbf{q}_{0}\right)=-\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \frac{\partial \mathbf{n}}{\partial q_{i j}}\left(x, \mathbf{q}_{0}\right) d x
$$

We compute

$$
\begin{aligned}
& \frac{\partial n_{k}}{\partial q_{i 1}}\left(x, \mathbf{q}_{0}\right)=\delta_{i k} \cos y_{3} \\
& \frac{\partial n_{k}}{\partial q_{i 2}}\left(x, \mathbf{q}_{0}\right)=\delta_{i k} \sin y_{3} \\
& \frac{\partial n_{k}}{\partial q_{i 3}}\left(x, \mathbf{q}_{0}\right)=-x_{i}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right)
\end{aligned}
$$

where $y_{3}=q_{13}^{0} x_{1}+q_{23}^{0} x_{2}+q_{33}^{0} x_{3}$. Thus the Euler-Lagrange equations can be written as

$$
\begin{align*}
& -\int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \cos y_{3} d x=2 \lambda_{1} q_{i 1}^{0}+\lambda_{4} q_{i 2}^{0}+\lambda_{5} q_{i 3}^{0} \\
& -\int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \sin y_{3} d x=2 \lambda_{2} q_{i 2}^{0}+\lambda_{4} q_{i 1}^{0}+\lambda_{6} q_{i 3}^{0}  \tag{3.9}\\
& \sum_{k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right)\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right) x_{i} d x=2 \lambda_{3} q_{i 3}^{0}+\lambda_{5} q_{i 1}^{0}+\lambda_{6} q_{i 2}^{0}
\end{align*}
$$

If we multiply the first equation of (3.9) by $q_{i 3}^{0}$ and take sum over $i$, we get

$$
-\sum_{i=1}^{3} q_{i 3}^{0} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \cos y_{3} d x=\lambda_{5}
$$

The left side of the above equality is equal to

$$
-\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \nabla \sin y_{3} d x
$$

which is zero by (2.3) (letting $\mathbf{u}=\mathbf{n}_{0}$ ). Thus $\lambda_{5}=0$. Similarly, we multiply the second equality in (3.9) by $q_{i 3}^{0}$ and take sum over $i$ to get

$$
\lambda_{6}=-\sum_{i=1}^{3} q_{i 3}^{0} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \sin y_{3} d x=\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \nabla \cos y_{3} d x=0
$$

So we can write (3.9) as

$$
\begin{align*}
& -\int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \cos y_{3} d x=2 \lambda_{1} q_{i 1}^{0}+\lambda_{4} q_{i 2}^{0} \\
& -\int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-\mathbf{n}_{i}^{0}\right) \sin y_{3} d x=2 \lambda_{2} q_{i 2}^{0}+\lambda_{4} q_{i 1}^{0}  \tag{3.10}\\
& \sum_{k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right)\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right) x_{i} d x=2 \lambda_{3} q_{i 3}^{0}
\end{align*}
$$

Step 3. Let $\mathbf{u}_{0} \in \mathcal{U}\left(1, \mathbf{n}_{0}\right)$. From Lemma 3.1,

$$
\mathbf{u}_{0}=\sum_{j=1}^{3} c_{j} \mathbf{U}_{j}
$$

where

$$
\begin{aligned}
& \mathbf{U}_{j}=\left(U_{j 1}, U_{j 2}, U_{j 3}\right)^{\top} \\
& U_{1 k}=y_{1}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right)+q_{k 3}^{0} \cos y_{3} \\
& U_{2 k}=y_{2}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right)+q_{k 3}^{0} \sin y_{3} \\
& U_{3 k}=q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}
\end{aligned}
$$

Recall that $y_{j}=\sum_{i=1}^{3} q_{i j}^{0} x_{i}$ and $\mathbf{U}_{j} \cdot \mathbf{n}_{0}=0$. We use (3.10) to compute

$$
\begin{aligned}
-\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{U}_{1} d x= & -\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{U}_{1} d x \\
= & -\sum_{k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right)\left[y_{1}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right)+q_{k 3}^{0} \cos y_{3}\right] d x \\
= & -\sum_{i, k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) q_{i 1}^{0} x_{i}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right) d x \\
& -\sum_{k=1}^{3} q_{k 3}^{0} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right) \cos y_{3} d x \\
= & -\sum_{i=1}^{3} 2 q_{i 1}^{0} \lambda_{3} q_{i 3}^{0}+\sum_{k=1}^{3} q_{k 3}^{0}\left(2 \lambda_{1} q_{k 1}^{0}+\lambda_{4} q_{k 2}^{0}\right) \\
= & 0 ; \\
-\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{U}_{2} d x= & -\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{U}_{2} d x \\
= & -\sum_{k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right)\left[y_{2}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right)+q_{k 3}^{0} \sin y_{3}\right] d x \\
= & -\sum_{i, k=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) q_{i 2}^{0} x_{i}\left(q_{k 1}^{0} \sin y_{3}-q_{k 2}^{0} \cos y_{3}\right) d x \\
& -\sum_{k=1}^{3} q_{k 3}^{0}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{k}}-n_{k}^{0}\right) \sin y_{3} d x
\end{aligned}
$$

$$
\begin{aligned}
=-\sum_{i=1}^{3} 2 q_{i 2}^{0} \lambda_{3} q_{i 3}^{0}+\sum_{k=1}^{3} q_{k 3}^{0}\left(2 \lambda_{2} q_{k 2}^{0}+\lambda_{4} q_{k 1}^{0}\right) \\
=0 ;
\end{aligned} \quad \begin{aligned}
-\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{U}_{3} d x= & -\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{U}_{3} d x \\
= & -\sum_{i=1}^{3} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right)\left(q_{i 1}^{0} \sin y_{3}-q_{i 2}^{0} \cos y_{3}\right) d x \\
= & -\sum_{i=1}^{2} q_{i 1}^{0} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \sin y_{3} d x \\
& +\sum_{i=1}^{2} q_{i 2}^{0} \int_{\Omega}\left(\frac{\partial \zeta_{\mathbf{n}_{0}}}{\partial x_{i}}-n_{i}^{0}\right) \cos y_{3} d x \\
= & \sum_{i=1}^{3} q_{i 1}^{0}\left(2 \lambda_{2} q_{i 2}^{0}+\lambda_{4} q_{i 1}^{0}\right)-\sum_{i=1}^{3} q_{i 2}^{0}\left(2 \lambda_{1} q_{i 1}^{0}+\lambda_{4} q_{i 2}^{0}\right) \\
= & \lambda_{4}-\lambda_{4}=0
\end{aligned}
$$

Thus, (3.8) is true.
4. Estimates of $c_{3}$ and energy upper bound for small. In this section we shall give an estimate of $Q_{c_{3}}$ for small $\kappa$ and establish an energy upper bound. For simplicity of notation, we write $\kappa=\varepsilon$. Throughout this section we assume that

$$
\begin{equation*}
K_{1}, K_{2}, \text { and } \tau \text { are fixed positive constants, and } \kappa=\varepsilon>0 \text { is small. } \tag{4.1}
\end{equation*}
$$

We write the functional $\mathcal{G}$ as

$$
\mathcal{G}_{\varepsilon}[\psi, \mathbf{n}]=\int_{\Omega}\left\{\left|\nabla_{q \mathbf{n}} \psi\right|^{2}+\frac{\varepsilon^{2}}{2}\left(1-|\psi|^{2}\right)^{2}+K_{1}|\operatorname{div} \mathbf{n}|^{2}+K_{2}|\operatorname{curl} \mathbf{n}+\tau \mathbf{n}|^{2}\right\} d x
$$

Then

$$
C\left(K_{1}, K_{2}, \varepsilon, \tau, q\right)=\inf _{(\psi, \mathbf{n}) \in W^{1,2}(\Omega, \mathbb{C}) \times V\left(\Omega, \mathbb{S}^{2}\right)} \mathcal{G}_{\varepsilon}[\psi, \mathbf{n}] .
$$

The existence of minimizers has been proved in [P1].
Theorem 4.1. Assume that conditions (1.2) and (4.1) hold. We have, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\frac{\varepsilon}{\sqrt{\omega_{*}(\tau)}}-L \varepsilon^{3} \leq Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right)=\frac{\varepsilon}{\sqrt{\omega_{*}(\tau)}}+o(\varepsilon) \tag{4.2}
\end{equation*}
$$

where $\omega_{*}(\tau)$ was defined in (1.8), and $L>0$ depends only on $\Omega$ and $\tau$.
Proof. Step 1. Choose $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$ such that

$$
\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}=\min _{\mathbf{n} \in \mathcal{C}_{*}(\tau)}\left\|\zeta_{\mathbf{n}}\right\|_{L^{2}(\Omega)}
$$

Let

$$
L_{*}=\frac{1-\omega_{*}(\tau)}{2 \omega_{*}(\tau)^{5 / 2}|\Omega|}\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}
$$

Then $L_{*}$ depends only on $\Omega$ and $\tau$. Fix any positive number $L>L_{*}$. We show that there exists $\varepsilon_{0}>0$ depending only on $\Omega, \tau$, and $L$ such that

$$
\begin{equation*}
Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right) \geq \frac{\varepsilon}{\sqrt{\omega_{*}(\tau)}}-L \varepsilon^{3} \quad \text { for all } 0<\varepsilon \leq \varepsilon_{0} \tag{4.3}
\end{equation*}
$$

Let us choose a number $a_{\varepsilon}$ satisfying

$$
\begin{equation*}
0<a_{\varepsilon}<\frac{1}{\sqrt{\omega_{*}(\tau)}}-L \varepsilon^{2} \tag{4.4}
\end{equation*}
$$

For the vector field $\mathbf{n}_{0}$ chosen above, we have $\omega\left(\mathbf{n}_{0}\right)=\omega_{*}(\tau)$, and from Lemma 2.2,

$$
\begin{aligned}
\mu\left(a_{\varepsilon} \varepsilon \mathbf{n}_{0}\right) & \leq \omega_{*}(\tau) a_{\varepsilon}^{2} \varepsilon^{2}+\frac{1-\omega_{*}(\tau)}{|\Omega|}\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2} a_{\varepsilon}^{4} \varepsilon^{4}+O\left(\varepsilon^{6}\right) \\
& \leq \varepsilon^{2}-\left[2 L \sqrt{\omega_{*}(\tau)}-\frac{1-\omega_{*}(\tau)}{\omega_{*}(\tau)^{2}|\Omega|}\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}\right] \varepsilon^{4}+O\left(\varepsilon^{6}\right) \\
& =\varepsilon^{2}-2\left(L-L_{*}\right) \sqrt{\omega_{*}(\tau)} \varepsilon^{4}+O\left(\varepsilon^{6}\right)
\end{aligned}
$$

So

$$
\varepsilon^{2}-\mu\left(a_{\varepsilon} \varepsilon \mathbf{n}_{0}\right) \geq 2\left(L-L_{*}\right) \sqrt{\omega_{*}(\tau)} \varepsilon^{4}+O\left(\varepsilon^{6}\right) \quad \text { for all small } \varepsilon
$$

Let $\phi_{0}$ be the eigenfunction of (2.7) for $\mathbf{u}=\mathbf{n}_{0}$ associated with the lowest eigenvalue $\mu\left(a \varepsilon \mathbf{n}_{0}\right)$. For $q=a_{\varepsilon} \varepsilon$ we take $\psi=t \phi_{0}$ and $\mathbf{n}=\mathbf{n}_{0}$ as test functions for $\mathcal{G}_{\varepsilon}$ and find that, for sufficiently small $t>0$,

$$
\begin{aligned}
\mathcal{G}_{\varepsilon}\left[t \phi_{0}, \mathbf{n}_{0}\right] & =\frac{\varepsilon^{2}|\Omega|}{2}-t^{2} \int_{\Omega}\left\{\left(\varepsilon^{2}-\mu\left(a_{\varepsilon} \varepsilon \mathbf{n}_{0}\right)\right)\left|\phi_{0}\right|^{2}-\frac{t^{2}}{2}\left|\phi_{0}\right|^{4}\right\} d x \\
& <\frac{\varepsilon^{2}|\Omega|}{2}
\end{aligned}
$$

Thus the minimizers are nontrivial, and hence $Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right) \geq a_{\varepsilon} \varepsilon$ for all small $\varepsilon$. So (4.3) is true.

Step 2. Now we prove an upper bound

$$
\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right) \leq \frac{1}{\sqrt{\omega_{*}(\tau)}}
$$

Let us choose $a_{\varepsilon}$ such that

$$
0<a_{\varepsilon}<\frac{1}{\varepsilon} Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right)
$$

We may assume $a_{\varepsilon} \rightarrow a_{0}>0$ as $\varepsilon \rightarrow 0$. Then $\mathcal{G}_{\varepsilon}$ has a nontrivial minimizer $\left(\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right)$ for $q=a_{\varepsilon} \varepsilon$. Recall that $\left(0, \mathbf{N}_{\tau}\right)$ is a trivial critical point of $\mathcal{G}_{\varepsilon}$, and

$$
\mathcal{G}_{\varepsilon}\left[0, \mathbf{N}_{\tau}\right]=\frac{\varepsilon^{2}|\Omega|}{2}
$$

Thus

$$
\begin{align*}
& \int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \psi_{\varepsilon}\right|^{2}+\frac{\varepsilon^{2}}{2}\left(1-\left|\psi_{\varepsilon}\right|^{2}\right)^{2}+K_{1}\left|\operatorname{div} \mathbf{n}_{\varepsilon}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{n}_{\varepsilon}+\tau \mathbf{n}_{\varepsilon}\right|^{2}\right\} d x  \tag{4.5}\\
& <\frac{\varepsilon^{2}|\Omega|}{2}
\end{align*}
$$

Since $\left|\mathbf{n}_{\varepsilon}\right|=1$, from (4.5) we see that $\left\{\mathbf{n}_{\varepsilon}\right\}$ is bounded in $V\left(\Omega, \mathbb{R}^{3}\right)$. Using Lemma 2.3, we find that there exist a subsequence, still denoted by $\mathbf{n}_{\varepsilon}$, and a vector field $\mathbf{n}_{0} \in$ $V\left(\Omega, \mathbb{R}^{3}\right)$ such that, as $\varepsilon \rightarrow 0$,
$\mathbf{n}_{\varepsilon} \rightarrow \mathbf{n}_{0} \quad$ weakly in $L^{p}\left(\Omega, \mathbb{R}^{3}\right)$ for all $1 \leq p<\infty$, weakly in $W_{\text {loc }}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, and strongly in $L_{\text {loc }}^{4}\left(\Omega, \mathbb{R}^{3}\right)$.

Then $\left|\mathbf{n}_{0}(x)\right|=1$ a.e. in $\Omega$. Since $\left|\mathbf{n}_{\varepsilon}\right|=\left|\mathbf{n}_{0}\right|=1$, we see that

$$
\mathbf{n}_{\varepsilon} \rightarrow \mathbf{n}_{0} \quad \text { strongly in } L^{p}\left(\Omega, \mathbb{R}^{3}\right) \text { for all } 1 \leq p<\infty
$$

Using (4.5) again we see that div $\mathbf{n}_{0}=0$ and $\operatorname{curl} \mathbf{n}_{0}+\tau \mathbf{n}_{0}=\mathbf{0}$ a.e. in $\Omega$. Thus $\mathbf{n}_{0} \in \mathcal{C}(\tau)$.

Let $\mathbf{w}_{\varepsilon}=\mathbf{n}_{\varepsilon}-\mathbf{n}_{0}$. Then

$$
\mathbf{w}_{\varepsilon} \rightarrow \mathbf{0} \quad \text { strongly in } L^{p}\left(\Omega, \mathbb{R}^{3}\right) \text { as } \varepsilon \rightarrow 0, \text { for all } 1 \leq p<\infty
$$

Using (4.5) we have

$$
\begin{aligned}
\mathcal{G}_{\varepsilon}\left[\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right]= & \int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \psi_{\varepsilon}\right|^{2}+\frac{\varepsilon^{2}}{2}\left(\left|\psi_{\varepsilon}\right|^{2}-1\right)^{2}\right. \\
& \left.+K_{1}\left|\operatorname{div} \mathbf{w}_{\varepsilon}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{w}_{\varepsilon}+\tau \mathbf{w}_{\varepsilon}\right|^{2}\right\} d x \\
< & \frac{\varepsilon^{2}|\Omega|}{2}
\end{aligned}
$$

In particular,

$$
\int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \psi_{\varepsilon}\right|^{2}-\varepsilon^{2}\left|\psi_{\varepsilon}\right|^{2}\right\} d x<0
$$

So the lowest eigenvalue of $-\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)}^{2}($ see $(2.7))$ is less than $\varepsilon^{2}$ :

$$
\mu\left(a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)\right)<\varepsilon^{2}
$$

Let $\phi^{\varepsilon}$ be the associated eigenfunction such that $\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}=1$. Then

$$
\left\|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}=\mu\left(a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)\right)\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}<\varepsilon^{2}\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}
$$

Using the Sobolev imbedding theorem and Kato's inequality, we have

$$
\begin{align*}
\left\|\phi^{\varepsilon}\right\|_{L^{4}(\Omega)} & \leq C(\Omega)\left\{\left\|\nabla\left|\phi^{\varepsilon}\right|\right\|_{L^{2}(\Omega)}+\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}\right\} \\
& \leq C(\Omega)\left\{\left\|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \phi^{\varepsilon}\right\|_{L^{2}(\Omega)}+\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}\right\}  \tag{4.6}\\
& <C(\Omega)(1+\varepsilon)\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)} .
\end{align*}
$$

So

$$
\begin{aligned}
& \varepsilon^{2} \int_{\Omega}\left|\phi^{\varepsilon}\right|^{2} d x>\mu\left(a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)\right) \int_{\Omega}\left|\phi^{\varepsilon}\right|^{2} d x \\
& =\int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \phi_{\varepsilon}\right|^{2} d x \\
& =\int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{0}} \phi^{\varepsilon}\right|^{2}-2 a_{\varepsilon} \varepsilon \mathbf{w}_{\varepsilon} \Im\left[\bar{\phi}^{\varepsilon} \nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \phi^{\varepsilon}\right]-a_{\varepsilon}^{2} \varepsilon^{2}\left|\mathbf{w}_{\varepsilon} \phi^{\varepsilon}\right|^{2}\right\} d x \\
& \geq \int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{0}} \phi^{\varepsilon}\right|^{2} d x-2 a_{\varepsilon} \varepsilon\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}\left\|\phi^{\varepsilon}\right\|_{L^{4}(\Omega)}\left\|\nabla_{a_{\varepsilon} \varepsilon\left(\mathbf{n}_{0}+\mathbf{w}_{\varepsilon}\right)} \phi^{\varepsilon}\right\|_{L^{2}(\Omega)} \\
& \quad-a_{\varepsilon}^{2} \varepsilon^{2}\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}^{2}\left\|\phi^{\varepsilon}\right\|_{L^{4}(\Omega)}^{2} \\
& \geq \int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{0}} \phi^{\varepsilon}\right|^{2} d x-C a_{\varepsilon} \varepsilon^{2}\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}-C a_{\varepsilon}^{2} \varepsilon^{2}\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}^{2}\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2},
\end{aligned}
$$

where we have used (4.6). As $\varepsilon \rightarrow 0, a_{\varepsilon} \rightarrow a_{0}$, and $\mathbf{w}_{\varepsilon} \rightarrow \mathbf{0}$ in $L^{4}\left(\Omega, \mathbb{R}^{3}\right)$, so

$$
\begin{aligned}
\omega\left(\mathbf{n}_{0}\right) a_{0}^{2} \varepsilon^{2}+o\left(\varepsilon^{2}\right) & \leq \mu\left(a_{\varepsilon} \varepsilon \mathbf{n}_{0}\right) \leq \frac{\int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{0}} \phi^{\varepsilon}\right|^{2} d x}{\left\|\phi^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}} \\
& \leq \varepsilon^{2}+C a_{\varepsilon} \varepsilon^{2}\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}+C a_{\varepsilon}^{2} \varepsilon^{2}\left\|\mathbf{w}_{\varepsilon}\right\|_{L^{4}(\Omega)}^{2} \\
& =\varepsilon^{2}(1+o(1))
\end{aligned}
$$

So $\omega\left(\mathbf{n}_{0}\right) a_{0}^{2} \leq 1$; that is,

$$
0<a_{0} \leq \frac{1}{\sqrt{\omega\left(\mathbf{n}_{0}\right)}} \leq \frac{1}{\sqrt{\omega_{*}(\tau)}}
$$

Thus, the upper bound is true.
Next we look for an energy upper bound of the minimizers. For a vector field $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$ and $a>0$, we define a function of $t$ by

$$
\begin{equation*}
f_{a, \mathbf{n}_{0}}(t)=a^{2} \omega\left(\mathbf{n}_{0}\right) t^{2}+\frac{1}{2}\left(1-t^{2}\right)^{2} \tag{4.7}
\end{equation*}
$$

Obviously,

$$
\min _{t \geq 0} f_{a, \mathbf{n}_{0}}(t)= \begin{cases}\frac{1}{2} & \text { if } a \geq \frac{1}{\sqrt{\omega\left(\mathbf{n}_{0}\right)}} \\ a^{2} \omega\left(\mathbf{n}_{0}\right)\left[1-\frac{1}{2} a^{2} \omega\left(\mathbf{n}_{0}\right)\right] & \text { if } 0<a<\frac{1}{\sqrt{\omega\left(\mathbf{n}_{0}\right)}}\end{cases}
$$

and the minimum is attained at

$$
t=\sqrt{\left[1-a^{2} \omega\left(\mathbf{n}_{0}\right)\right]_{+}}
$$

here we use the notation $a_{+}=\max \{a, 0\}$. Let

$$
\begin{equation*}
d_{0}(\varepsilon)=a_{\varepsilon}^{2} \omega_{*}(\tau)\left[1-\frac{1}{2} a_{\varepsilon}^{2} \omega_{*}(\tau)\right]|\Omega| \tag{4.8}
\end{equation*}
$$

Theorem 4.2. Assume the conditions (1.2) and (4.1). For small $\kappa=\varepsilon>0$ and $q=a_{\varepsilon} \varepsilon$, where $a_{\varepsilon}$ satisfies (4.4), we have

$$
\begin{equation*}
C\left(K_{1}, K_{2}, \varepsilon, \tau, a_{\varepsilon} \varepsilon\right) \leq d_{0}(\varepsilon) \varepsilon^{2}-d(\varepsilon) \varepsilon^{4}+o\left(\varepsilon^{4}\right) \tag{4.9}
\end{equation*}
$$

where $d_{0}(\varepsilon)$ is given in (4.8), and there exists a constant $c>0$ independent of $\varepsilon$ such that $-c \leq d(\varepsilon)<+\infty$.

The proof of (4.9) is lengthy and will be divided into several steps. Note that (4.9) is a rough estimate, and better upper bounds can be obtained; see the discussions below.

Step 1. A general computation. To begin with, we consider test functions in the form

$$
\begin{equation*}
\psi^{\varepsilon}=c^{\varepsilon}\left[1+i \varepsilon a_{\varepsilon}\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right)\right], \quad \mathbf{n}^{\varepsilon}=\mathbf{n}_{0}+\varepsilon \rho \mathbf{u}^{\varepsilon}, \tag{4.10}
\end{equation*}
$$

where $\mathbf{n}_{0} \in \mathcal{C}(\tau), \mathbf{u}^{\varepsilon} \in V\left(\Omega, \mathbb{R}^{3}\right)$, such that

$$
\begin{equation*}
\left|\mathbf{n}_{0}(x)+\varepsilon \rho \mathbf{u}^{\varepsilon}(x)\right|=1 \quad \text { for a.e. } x \in \Omega \tag{4.11}
\end{equation*}
$$

$c^{\varepsilon}$ is a real number, and $\rho$ is a positive number. $\zeta$ and $\varphi^{\varepsilon}$ are complex-valued functions such that

$$
\begin{equation*}
\int_{\Omega} \zeta d x=0, \quad \int_{\Omega} \varphi^{\varepsilon} d x=0 \tag{4.12}
\end{equation*}
$$

$\rho$ and $\zeta$ may depend on $\varepsilon$. Let us define a set $V\left(\mathbf{n}_{0}, b\right)$ by

$$
V\left(\mathbf{n}_{0}, b\right)=\left\{\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right): \mathbf{u}(x) \cdot \mathbf{n}_{0}(x)=-\frac{b}{2}|\mathbf{u}(x)|^{2} \quad \text { a.e. in } \Omega\right\}
$$

From (4.11), $\mathbf{u}^{\varepsilon} \in V\left(\mathbf{n}_{0}, \varepsilon \rho\right)$. We compute

$$
\begin{aligned}
&\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}^{\varepsilon}} \psi^{\varepsilon}\right|^{2}= \varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left|\nabla \zeta-\mathbf{n}_{0}+\varepsilon \rho\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)-i \varepsilon a_{\varepsilon}\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right) \mathbf{n}^{\varepsilon}\right|^{2} \\
&=\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left\{\left|\nabla \zeta-\mathbf{n}_{0}\right|^{2}+2 \varepsilon \rho \Re\left[\left(\nabla \zeta-\mathbf{n}_{0}\right) \cdot\left(\nabla \bar{\varphi}^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)\right]+\varepsilon^{2} \rho^{2}\left|\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right|^{2}\right. \\
&-2 \varepsilon a_{\varepsilon} \Im\left[\bar{\zeta} \mathbf{n}_{0} \cdot\left(\nabla \zeta-\mathbf{n}_{0}\right)\right] \\
&-2 \varepsilon^{2} \rho a_{\varepsilon} \Im\left[\bar{\zeta} \mathbf{n}_{0} \cdot\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)+\left(\nabla \zeta-\mathbf{n}_{0}\right) \cdot\left(\bar{\zeta} \mathbf{u}^{\varepsilon}+\bar{\varphi}^{\varepsilon} \mathbf{n}_{0}\right)\right] \\
&-2 \varepsilon^{3} \rho^{2} a_{\varepsilon} \Im\left[\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right) \cdot\left(\bar{\zeta} \mathbf{u}^{\varepsilon}+\bar{\varphi}^{\varepsilon} \mathbf{n}^{\varepsilon}\right)+\bar{\varphi}^{\varepsilon} \mathbf{u}^{\varepsilon} \cdot\left(\nabla \zeta-\mathbf{n}_{0}\right)\right] \\
&\left.+\varepsilon^{2} a_{\varepsilon}^{2}\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2}\right\}, \\
&\left(1-\left|\psi^{\varepsilon}\right|^{2}\right)^{2}= {\left[1-\left|c^{\varepsilon}\right|^{2}+2 \varepsilon a_{\varepsilon}\left|c^{\varepsilon}\right|^{2} \Im\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right)-\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2}\right]^{2} } \\
&=\left(1-\left|c^{\varepsilon}\right|^{2}\right)^{2}+4 \varepsilon a_{\varepsilon}\left|c^{\varepsilon}\right|^{2}\left(1-\left|c^{\varepsilon}\right|^{2}\right) \Im\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right) \\
&-2 \varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(1-\left|c^{\varepsilon}\right|^{2}\right)\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2} \\
&+\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{4}\left[2 \Im\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right)-\varepsilon a_{\varepsilon}\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2}\right]^{2} .
\end{aligned}
$$

Since $\mathcal{I}\left[\mathbf{n}_{0}\right]=0$, we have

$$
\mathcal{I}\left[\mathbf{n}_{0}+\varepsilon \rho \mathbf{u}^{\varepsilon}\right]=\varepsilon^{2} \rho^{2} \mathcal{I}\left[\mathbf{u}^{\varepsilon}\right] .
$$

So

$$
\begin{align*}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right]  \tag{4.13}\\
& =\int_{\Omega}\left\{a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left|\nabla \zeta-\mathbf{n}_{0}\right|^{2}+\frac{1}{2}\left(1-\left|c^{\varepsilon}\right|^{2}\right)^{2}\right\} d x \\
& +\rho^{2} \mathcal{I}\left[\mathbf{u}^{\varepsilon}\right] \\
& +2 \varepsilon \rho a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \Re \int_{\Omega}\left(\nabla \zeta-\mathbf{n}_{0}\right) \cdot\left(\nabla \bar{\varphi}^{\varepsilon}-\mathbf{u}^{\varepsilon}\right) d x \\
& +2 \varepsilon a_{\varepsilon}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega}\left\{\left(1-\left|c^{\varepsilon}\right|^{2}\right) \zeta-a_{\varepsilon}^{2} \bar{\zeta} \mathbf{n}_{0} \cdot\left(\nabla \zeta-\mathbf{n}_{0}\right)\right\} d x \\
& +\varepsilon^{2} \rho^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left|\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right|^{2} d x \\
& \left.+2 \varepsilon^{2} \rho a_{\varepsilon}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega}\left\{\left(1-\left|c^{\varepsilon}\right|^{2}\right) \varphi^{\varepsilon}-a_{\varepsilon}^{2} \mid \bar{\zeta} \mathbf{n}_{0} \cdot\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)+\left(\nabla \zeta-\mathbf{n}_{0}\right) \cdot\left(\bar{\zeta} \mathbf{u}^{\varepsilon}+\bar{\varphi}^{\varepsilon} \mathbf{n}_{0}\right)\right]\right\} d x \\
& +\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right) \int_{\Omega}\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2} d x \\
& -2 \varepsilon^{3} \rho^{2} a_{\varepsilon}^{3}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega}\left\{\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right) \cdot\left(\bar{\zeta} \mathbf{u}^{\varepsilon}+\bar{\varphi}^{\varepsilon} \mathbf{n}^{\varepsilon}\right)+\bar{\varphi}^{\varepsilon} \mathbf{u}^{\varepsilon} \cdot\left(\nabla \zeta-\mathbf{n}_{0}\right)\right\} d x \\
& +\frac{1}{2} \varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{4} \int_{\Omega}\left[2 \Im\left(\zeta+\varepsilon \rho \varphi^{\varepsilon}\right)-\varepsilon a_{\varepsilon}\left|\zeta+\varepsilon \rho \varphi^{\varepsilon}\right|^{2}\right]^{2} d x
\end{align*}
$$

Checking the first line in the right-hand side of (4.13), we choose

$$
\begin{equation*}
\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau), \quad \zeta=\zeta_{\mathbf{n}_{0}}, \quad c^{\varepsilon}=\sqrt{1-a_{\varepsilon}^{2} \omega_{*}(\tau)} \tag{4.14}
\end{equation*}
$$

where $\zeta_{\mathbf{n}_{0}}$ is determined by (1.7) for $\mathbf{n}_{0}$. Then the first line in the right-hand side of (4.13) becomes

$$
a_{\varepsilon}^{2}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right) \omega_{*}(\tau)|\Omega|+\frac{1}{2}\left(a_{\varepsilon}^{2} \omega_{*}(\tau)\right)^{2}|\Omega|=d_{0}(\varepsilon)
$$

Applying (2.3) for $\mathbf{u}=\mathbf{n}_{0}$ we have

$$
\int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \nabla \bar{\varphi}^{\varepsilon} d x=0
$$

So the third line in the right-hand side of (4.13) becomes

$$
-2 \varepsilon \rho a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{u}^{\varepsilon} d x
$$

Since $\zeta_{\mathbf{n}_{0}}$ is real-valued, the fourth line in the right-hand side of (4.13) vanishes. From (4.12), the sixth line in the right-hand side of (4.13) becomes

$$
-2 \varepsilon^{2} \rho a_{\varepsilon}^{3}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega} \mathbf{n}_{0} \cdot\left(\zeta_{\mathbf{n}_{0}} \nabla \varphi^{\varepsilon}+\bar{\varphi}^{\varepsilon} \nabla \zeta_{\mathbf{n}_{0}}\right) d x
$$

Let us define a functional $T_{\varepsilon, \rho}$ by

$$
\begin{equation*}
T_{\varepsilon, \rho}[\mathbf{u}]=\rho^{2} \mathcal{I}[\mathbf{u}]-2 \varepsilon \rho a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{u} d x \tag{4.15}
\end{equation*}
$$

Then we can rewrite (4.13) as follows:

$$
\begin{align*}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right]-d_{0}(\varepsilon)-T_{\varepsilon, \rho}\left[\mathbf{u}^{\varepsilon}\right]  \tag{4.16}\\
= & \varepsilon^{2} \rho^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left|\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right|^{2} d x \\
& -2 \varepsilon^{2} \rho a_{\varepsilon}^{3}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega} \mathbf{n}_{0} \cdot\left(\zeta_{\mathbf{n}_{0}} \nabla \varphi^{\varepsilon}+\bar{\varphi}^{\varepsilon} \nabla \zeta_{\mathbf{n}_{0}}\right) d x \\
& +\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right) \int_{\Omega}\left|\zeta_{\mathbf{n}_{0}}+\varepsilon \rho \varphi^{\varepsilon}\right|^{2} d x \\
& -2 \varepsilon^{3} \rho^{2} a_{\varepsilon}^{3}\left|c^{\varepsilon}\right|^{2} \Im \int_{\Omega}\left\{\zeta_{\mathbf{n}_{0}} \mathbf{u}^{\varepsilon} \cdot \nabla \varphi^{\varepsilon}+\bar{\varphi}^{\varepsilon}\left[\mathbf{u}^{\varepsilon} \cdot\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right)+\mathbf{n}^{\varepsilon} \cdot\left(\nabla \varphi^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)\right]\right\} d x \\
& +\frac{1}{2} \varepsilon^{4} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{4} \int_{\Omega}\left[2 \rho \Im\left(\varphi^{\varepsilon}\right)-a_{\varepsilon}\left|\zeta_{\mathbf{n}_{0}}+\varepsilon \rho \varphi^{\varepsilon}\right|^{2}\right]^{2} d x
\end{align*}
$$

Step 2. A variational problem in $W\left(\mathbf{n}_{0}\right)$. Equation (4.16) suggests that $\mathbf{u}^{\varepsilon}$ and $\rho$ should be chosen to minimize $T_{\varepsilon, \rho}$ asymptotically; namely,

$$
T_{\varepsilon, \rho}\left[\mathbf{u}^{\varepsilon}\right]=T_{v}(\varepsilon)+o(1) \quad \text { as } \varepsilon \rightarrow 0
$$

where

$$
\begin{equation*}
T_{v}(\varepsilon)=\inf _{0<\rho<+\infty} \inf _{\mathbf{u} \in V\left(\mathbf{n}_{0}, \varepsilon \rho\right)} T_{\varepsilon, \rho}[\mathbf{u}] . \tag{4.17}
\end{equation*}
$$

In order to get an upper bound estimate of $T_{v}(\varepsilon)$, one may first look at the following variational problem, which can be derived as a formal limit of (4.17):

$$
\begin{align*}
& t_{v}(\varepsilon, \rho)=\inf _{\mathbf{u} \in V\left(\mathbf{n}_{0}\right)} T_{\varepsilon, \rho}[\mathbf{u}]  \tag{4.18}\\
& t_{v}(\varepsilon)=\inf _{0<\rho<+\infty} t_{v}(\varepsilon, \rho)
\end{align*}
$$

where

$$
V\left(\mathbf{n}_{0}\right)=\left\{\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right): \mathbf{u}(x) \cdot \mathbf{n}_{0}(x)=0 \quad \text { a.e. in } \Omega\right\}
$$

We may try to use the minimizing sequence of (4.18) to construct test functions for $T_{v}(\varepsilon)$. However, to avoid technical complexity, instead of working on $V\left(\mathbf{n}_{0}\right)$, we consider the variational problem in a subset of the Sobolev space $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ :

$$
W\left(\mathbf{n}_{0}\right)=\left\{\mathbf{u} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right): \mathbf{u}(x) \cdot \mathbf{n}_{0}(x)=0 \quad \text { a.e. in } \Omega\right\}
$$

Define

$$
\begin{align*}
& t_{w}(\varepsilon, \rho)=\inf _{\mathbf{u} \in W\left(\mathbf{n}_{0}\right)} T_{\varepsilon, \rho}[\mathbf{u}],  \tag{4.19}\\
& t_{w}(\varepsilon)=\inf _{0<\rho<+\infty} t_{w}(\varepsilon, \rho)
\end{align*}
$$

On $W\left(\mathbf{n}_{0}\right)$ we can write

$$
T_{\varepsilon, \rho}[\mathbf{u}]=\rho^{2} \mathcal{I}[\mathbf{u}]-2 \varepsilon \rho a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{u} d x
$$

As a subspace of $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, the set $W\left(\mathbf{n}_{0}\right)$ has a decomposition

$$
W\left(\mathbf{n}_{0}\right)=\mathcal{U}\left(\tau, \mathbf{n}_{0}\right) \oplus \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)
$$

where $\mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$ is the orthogonal complement of $\mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$ in $W\left(\mathbf{n}_{0}\right)$. Since $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$, using Proposition 3.3 we see that

$$
T_{\varepsilon, \rho}[\mathbf{u}]=0 \quad \text { for all } \mathbf{u} \in \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)
$$

Thus

$$
t_{w}(\varepsilon, \rho)=\inf _{\mathbf{u} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)} T_{\varepsilon, \rho}[\mathbf{u}] .
$$

It is interesting that the variational problem (4.19) is linked to the following number:

$$
\begin{equation*}
\mu_{w}\left(\mathbf{n}_{0}\right)=\sup _{\mathbf{v} \in W\left(\mathbf{n}_{0}\right), \mathcal{I}[\mathbf{v}]>0} \frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\sqrt{\mathcal{I}[\mathbf{v}]}} \tag{4.20}
\end{equation*}
$$

The advantage of choosing $W\left(\mathbf{n}_{0}\right)$ as the admissible set is that we know $C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ is dense in $W\left(\mathbf{n}_{0}\right)$. Since $\mathcal{I}[\mathbf{v}] \neq 0$ for nonzero elements $\mathbf{v} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$, and using the homogeneity of the ratio, we have

$$
\begin{aligned}
\mu_{w}\left(\mathbf{n}_{0}\right) & =\sup \left\{\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\sqrt{\mathcal{I}[\mathbf{v}]}}: \mathbf{v} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)\right\} \\
& =\sup \left\{\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\sqrt{\mathcal{I}[\mathbf{v}]}}: \mathbf{v} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right),\|\mathbf{v}\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1\right\} .
\end{aligned}
$$

Note that, if $\left\{\mathbf{v}_{j}\right\} \subset W\left(\mathbf{n}_{0}\right)$ is a maximizing sequence of $\mu_{w}\left(\mathbf{n}_{0}\right)$, then for any $\mathbf{u}_{j} \in$ $\mathcal{U}\left(\tau, \mathbf{n}_{0}\right),\left\{\mathbf{u}_{j}+\mathbf{v}_{j}\right\}$ is also a maximizing sequence of $\mu_{w}\left(\mathbf{n}_{0}\right)$ in $W\left(\mathbf{n}_{0}\right)$.

LEMMA 4.3. Let $\tau>0$ and $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$.
(1) $0<\mu_{w}\left(\mathbf{n}_{0}\right) \leq+\infty$.
(2) Assume $\mu_{w}\left(\mathbf{n}_{0}\right)<+\infty$. If $\mu_{w}\left(\mathbf{n}_{0}\right)$ is achieved, we can choose $\rho^{\varepsilon}>0$, $\rho^{\varepsilon}=$ $O(\varepsilon)$ as $\varepsilon \rightarrow 0$, such that

$$
\begin{equation*}
t_{w}(\varepsilon)=t_{w}\left(\varepsilon, \rho^{\varepsilon}\right)=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2} \tag{4.21}
\end{equation*}
$$

If $\mu_{w}\left(\mathbf{n}_{0}\right)$ is not achieved, we can choose $\rho^{\varepsilon}>0, \rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|$ as $\varepsilon \rightarrow 0$, such that

$$
\begin{equation*}
-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2} \leq t_{w}(\varepsilon) \leq t_{w}\left(\varepsilon, \rho^{\varepsilon}\right)=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}+o\left(\varepsilon^{2}\right) \tag{4.22}
\end{equation*}
$$

(3) Assume $\mu_{w}\left(\mathbf{n}_{0}\right)=+\infty$. Then $t_{w}(\varepsilon)=-\infty$ for any $\varepsilon>0$.

Proof of (1). Suppose $\mu_{w}\left(\mathbf{n}_{0}\right)=0$. Then we use Proposition 3.3 to conclude that

$$
\begin{equation*}
\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{u} d x=0 \quad \text { for all } \mathbf{u} \in W\left(\mathbf{n}_{0}\right) \tag{4.23}
\end{equation*}
$$

Let us choose

$$
\mathbf{v}_{0}=\nabla \zeta_{\mathbf{n}_{0}}-\left(\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right) \mathbf{n}_{0}
$$

Then $\mathbf{v}_{0} \in W\left(\mathbf{n}_{0}\right)$, and

$$
\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v}_{0} d x=\int_{\Omega}\left\{\left|\nabla \zeta_{\mathbf{n}_{0}}\right|^{2}-\left(\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right)^{2}\right\} d x
$$

From (4.23), the right side of the above equality is zero. From this and the fact $\left|\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right| \leq\left|\nabla \zeta_{\mathbf{n}_{0}}\right|$, we must have

$$
\nabla \zeta_{\mathbf{n}_{0}}=g \mathbf{n}_{0} \quad \text { on } \Omega
$$

where $g=\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}$. Applying the operator curl to the above equality we get

$$
\mathbf{0}=\operatorname{curl}\left(\nabla \zeta_{\mathbf{n}_{0}}\right)=\operatorname{curl}\left(g \mathbf{n}_{0}\right)=g \operatorname{curl} \mathbf{n}_{0}+\nabla g \times \mathbf{n}_{0}=-\tau g \mathbf{n}_{0}+\nabla g \times \mathbf{n}_{0}
$$

So $\tau g \mathbf{n}_{0}=\nabla g \times \mathbf{n}_{0}$, and hence $g=\frac{1}{\tau} \mathbf{n}_{0} \cdot\left(\nabla g \times \mathbf{n}_{0}\right)=0$. Thus $\nabla \zeta_{\mathbf{n}_{0}}=g \mathbf{n}_{0}=\mathbf{0}$, which is a contradiction.

Proof of (2). Assume $\mu_{w}\left(\mathbf{n}_{0}\right)<+\infty$. For any $\rho>0$, if $\mathbf{u} \in \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$, then $T_{\varepsilon, \rho}[\mathbf{u}]=0$. Now if $\mathbf{u} \in W\left(\mathbf{n}_{0}\right) \backslash \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$, then

$$
\begin{aligned}
T_{\varepsilon, \rho}[\mathbf{u}] & =\rho^{2} \mathcal{I}[\mathbf{u}]-2 a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \varepsilon \rho \int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{u} d x \\
& =\left[\rho \sqrt{\mathcal{I}[\mathbf{u}]}-a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \varepsilon \frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{u} d x}{\sqrt{\mathcal{I}[\mathbf{u}]}}\right]^{2}-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4}\left[\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{u} d x}{\sqrt{\mathcal{I}[\mathbf{u}]}}\right]^{2} \\
& \geq-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2} .
\end{aligned}
$$

Hence

$$
t_{w}(\varepsilon) \geq-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}
$$

Case 1. $\mu_{w}\left(\mathbf{n}_{0}\right)$ is achieved. We fix a maximizer $\mathbf{v}_{0}$ of $\mu_{w}\left(\mathbf{n}_{0}\right)$ with $\left\|\mathbf{v}_{0}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=$ 1, and let

$$
\rho^{\varepsilon}=\frac{\varepsilon a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \mu_{w}\left(\mathbf{n}_{0}\right)}{\mathcal{I}\left[\mathbf{v}_{0}\right]}
$$

We have

$$
T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}_{0}\right]=-a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2} .
$$

From the choice of $a_{\varepsilon}$ and $c^{\varepsilon}$, we have $\rho^{\varepsilon}=O(\varepsilon)$ as $\varepsilon \rightarrow 0$.
Case 2. $\mu_{w}\left(\mathbf{n}_{0}\right)$ is not achieved. We can show that, if $\mu_{w}\left(\mathbf{n}_{0}\right)$ is not achieved, then the following conclusions are true:
(i) if $\left\{\mathbf{v}_{j}\right\} \subset W\left(\mathbf{n}_{0}\right)$ is a maximizing sequence of $\mu_{w}\left(\mathbf{n}_{0}\right)$ and if it is bounded in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$, then

$$
\mathcal{I}\left[\mathbf{v}_{j}\right] \rightarrow 0 \quad \text { as } j \rightarrow \infty ;
$$

(ii) if in addition $\left\{\mathbf{v}_{j}\right\} \subset \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$, then

$$
\mathbf{v}_{j} \rightarrow \mathbf{0} \quad \text { weakly in } W^{1,2}\left(\Omega, \mathbb{R}^{3}\right) \text { as } j \rightarrow \infty
$$

To prove (i) and (ii), let $\left\{\mathbf{v}_{j}\right\} \subset W\left(\mathbf{n}_{0}\right)$ be a maximizing sequence of $\mu_{w}\left(\mathbf{n}_{0}\right)$ that is bounded in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. We pass to a subsequence and assume that $\mathbf{v}_{j} \rightarrow \mathbf{v}_{0}$ weakly
in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$. Since $\mu_{w}\left(\mathbf{n}_{0}\right)$ is not achieved, we have $\mathcal{I}\left[\mathbf{v}_{0}\right]=0$, because otherwise $\mathbf{v}_{0}$ achieves $\mu_{w}\left(\mathbf{n}_{0}\right)$. Hence $\mathcal{I}\left[\mathbf{v}_{j}\right] \rightarrow 0$. Now if $\left\{\mathbf{v}_{j}\right\} \subset \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$, then $\mathbf{v}_{0} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$. Since $\mathcal{I}\left[\mathbf{v}_{0}\right]=0$, we have $\mathbf{v}_{0} \in \mathcal{U}\left(\tau, \mathbf{n}_{0}\right)$. So $\mathbf{v}_{0} \in \mathcal{U}\left(\tau, \mathbf{n}_{0}\right) \cap \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)=\{\mathbf{0}\}$, and $\mathbf{v}_{j} \rightarrow \mathbf{0}$ weakly in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ as $j \rightarrow \infty$.

To finish the proof of (2) of Lemma 4.3 in Case 2, note that we may choose a maximizing sequence in $\mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$ that approaches $\mathbf{0}$ weakly as slowly as possible. So let us choose a maximizing sequence $\left\{\mathbf{v}^{\varepsilon}\right\} \subset \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$ such that $\left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1$, and

$$
\mathcal{I}\left[\mathbf{v}^{\varepsilon}\right] \gg \frac{1}{|\log \varepsilon|} \quad \text { as } \varepsilon \rightarrow 0
$$

Let

$$
\rho^{\varepsilon}=\frac{\varepsilon a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \mu_{w}\left(\mathbf{n}_{0}\right)}{\mathcal{I}\left[\mathbf{v}^{\varepsilon}\right]}
$$

Then $\rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|$ as $\varepsilon \rightarrow 0$, and

$$
T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4}\left[\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v}^{\varepsilon} d x}{\sqrt{\mathcal{I}\left[\mathbf{v}^{\varepsilon}\right]}}\right]^{2}=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}+o\left(\varepsilon^{2}\right)
$$

Hence (2) of Lemma 4.3 is true.
Proof of (3). Assume $\mu_{w}\left(\mathbf{n}_{0}\right)=+\infty$. Choose $\mathbf{v}_{j} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right)$ such that $\left\|\mathbf{v}_{j}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}$ $=1$ and

$$
\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v}_{j} d x}{\sqrt{\mathcal{I}\left[\mathbf{v}_{j}\right]}} \equiv M_{j} \rightarrow+\infty \quad \text { as } j \rightarrow \infty
$$

Fix $\varepsilon>0$ and let

$$
\rho_{j}=\frac{\varepsilon a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} M_{j}}{\mathcal{I}\left[\mathbf{v}_{j}\right]}
$$

Then

$$
t_{v}(\varepsilon) \leq t_{v}\left(\varepsilon, \rho_{j}\right) \leq T_{\varepsilon, \rho_{j}}\left[\mathbf{v}_{j}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} M_{j}^{2} \rightarrow-\infty \quad \text { as } j \rightarrow \infty
$$

Note that, when $\mu_{w}\left(\mathbf{n}_{0}\right)<+\infty$, the estimate on $\rho^{\varepsilon}$ given in Lemma 4.3 (conclusion (2)) is not optimal. In fact, we do not exclude the existence of a sequence $\tilde{\rho}^{\varepsilon}$ such that $t_{w}(\varepsilon)=t_{w}\left(\varepsilon, \tilde{\rho}^{\varepsilon}\right)$ holds but $\tilde{\rho}^{\varepsilon} \nrightarrow 0$ as $\varepsilon \rightarrow 0$.

Step 3. Upper bound of $T_{v}(\varepsilon)$. Now we can prove an upper bound estimate of $T_{v}(\varepsilon)$ using Lemma 4.3. Let us write

$$
\begin{aligned}
& W\left(\mathbf{n}_{0}, b\right)=\left\{\mathbf{u} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right): \mathbf{u}(x) \cdot \mathbf{n}_{0}(x)=-\frac{b}{2}|\mathbf{u}(x)|^{2} \text { a.e. in } \Omega\right\} \\
& W_{1}\left(\mathbf{n}_{0}, \mathbf{v}^{\varepsilon}, b\right)=\left\{\mathbf{w} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right): \mathbf{w}(x) \cdot \mathbf{n}_{0}(x)=-\frac{1}{2}\left|\mathbf{v}^{\varepsilon}(x)+b \mathbf{w}(x)\right|^{2} \text { on } \Omega\right\}
\end{aligned}
$$

Note that $\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w} \in W\left(\mathbf{n}_{0}, \varepsilon \rho^{\varepsilon}\right)$ if and only if $\mathbf{w} \in W_{1}\left(\mathbf{n}_{0}, \mathbf{v}^{\varepsilon}, \varepsilon \rho^{\varepsilon}\right)$.

Lemma 4.4. Let $\tau>0$ and $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$. Assume $\mu_{w}\left(\mathbf{n}_{0}\right)<+\infty$. There exist $\rho^{\varepsilon}>0, \mathbf{v}^{\varepsilon} \in W\left(\mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$, and $\mathbf{w}^{\varepsilon} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ such that

$$
\begin{align*}
& \mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon} \in W\left(\mathbf{n}_{0}, \varepsilon \rho^{\varepsilon}\right), \\
& \rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|  \tag{4.24}\\
& \left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1, \\
& \left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)} \leq C
\end{align*}
$$

and as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
T_{v}(\varepsilon) \leq T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}+o\left(\varepsilon^{2}\right) \tag{4.25}
\end{equation*}
$$

Moreover, if $\mu_{w}\left(\mathbf{n}_{0}\right)$ is achieved, then we can choose $\rho^{\varepsilon}$ such that $\rho^{\varepsilon}=O(\varepsilon)$ as $\varepsilon \rightarrow 0$.
Proof. From the proof of Lemma 4.3 (conclusion (2)) we see that for any $\varepsilon>0$ there exist $\rho^{\varepsilon}>0$ and $\mathbf{v}^{\varepsilon} \in W\left(\mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ such that, as $\varepsilon \rightarrow 0$,

$$
\begin{align*}
& \left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1, \\
& 0<\rho^{\varepsilon} \ll \varepsilon|\log \varepsilon| \\
& \mathcal{I}\left[\mathbf{v}^{\varepsilon}\right] \gg \frac{1}{|\log \varepsilon|},  \tag{4.26}\\
& T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]=t_{w}(\varepsilon)+o\left(\varepsilon^{2}\right)=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}+o\left(\varepsilon^{2}\right) .
\end{align*}
$$

Moreover, if $\mu_{w}\left(\mathbf{n}_{0}\right)$ is achieved, then $\rho^{\varepsilon}$ can be chosen such that $\rho^{\varepsilon}=O(\varepsilon)$. We have

$$
\begin{aligned}
T_{v}(\varepsilon) & \leq \inf _{\mathbf{u} \in V\left(\mathbf{n}_{0}, \varepsilon \rho^{\varepsilon}\right)} T_{\varepsilon, \rho^{\varepsilon}}[\mathbf{u}] \leq \inf _{\mathbf{u} \in W\left(\mathbf{n}_{0}, \varepsilon \rho^{\varepsilon}\right)} T_{\varepsilon, \rho^{\varepsilon}}[\mathbf{u}] \\
& \leq \inf _{\mathbf{w} \in W_{1}\left(\mathbf{n}_{0}, \mathbf{v}^{\varepsilon}, \varepsilon \rho^{\varepsilon}\right)} T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}\right] .
\end{aligned}
$$

Let

$$
\begin{align*}
& \mathbf{w}^{\varepsilon}(x)=-f^{\varepsilon}(x) \mathbf{n}_{0}(x) \\
& \text { where } \quad f^{\varepsilon}(x)=\frac{\left|\mathbf{v}^{\varepsilon}(x)\right|^{2}}{1+\sqrt{1-\left(\varepsilon \rho^{\varepsilon}\right)^{2}\left|\mathbf{v}^{\varepsilon}(x)\right|^{2}}} \tag{4.27}
\end{align*}
$$

It is direct to verify that $\mathbf{w}^{\varepsilon} \in W_{1}\left(\mathbf{n}_{0}, \mathbf{v}^{\varepsilon}, \varepsilon \rho^{\varepsilon}\right)$. Moreover, since $\left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1$, we can show that there exists a constant $C$ such that for all small $\varepsilon$,

$$
\begin{equation*}
\left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)} \leq C \tag{4.28}
\end{equation*}
$$

Now we choose $\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}$ as a test function for $T_{v}(\varepsilon)$. We use (4.28) to compute

$$
\begin{aligned}
& T_{v}(\varepsilon) \leq T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}\right] \\
&= T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+\varepsilon\left(\rho^{\varepsilon}\right)^{3} \int_{\Omega}\left\{K_{1} \operatorname{div} \mathbf{v}^{\varepsilon} \operatorname{div} \mathbf{w}^{\varepsilon}+K_{2}\left(\operatorname{curl} \mathbf{v}^{\varepsilon}+\tau \mathbf{v}^{\varepsilon}\right) \cdot\left(\operatorname{curl} \mathbf{w}^{\varepsilon}+\tau \mathbf{w}^{\varepsilon}\right)\right\} d x \\
&+\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{4} \mathcal{I}\left[\mathbf{w}^{\varepsilon}\right]-2 \varepsilon^{2}\left(\rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right) \cdot \mathbf{w}^{\varepsilon} d x \\
&= T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+O\left(\varepsilon\left(\rho^{\varepsilon}\right)^{3}\left\|\mathbf{v}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)}\left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)}\right)+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{4}\left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)}^{2}\right) \\
&+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{2}\left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)}\right) \\
&= T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+O\left(\varepsilon\left(\rho^{\varepsilon}\right)^{3}\right)+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{4}\right)+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{2}\right) \\
&= T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+O\left(\varepsilon^{4}|\log \varepsilon|^{3}\right) \\
&= T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+o\left(\varepsilon^{3}\right) .
\end{aligned}
$$

Inequality (4.25) follows from this and the last line in (4.26).
Lemma 4.5. Let $\tau>0$ and $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$. Assume that $\mu_{w}\left(\mathbf{n}_{0}\right)=+\infty$. Let $\delta_{\varepsilon}$ satisfy for any $\varepsilon$

$$
\varepsilon^{2} \ll \delta_{\varepsilon} \leq \delta_{0}
$$

where $0<\delta_{0}<1$ is independent of $\varepsilon$. There exist $\rho^{\varepsilon}>0, \mathbf{v}^{\varepsilon} \in W\left(\mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$, and $\mathbf{w}^{\varepsilon} \in W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ such that

$$
\begin{align*}
& \mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon} \in W\left(\mathbf{n}_{0}, \varepsilon \rho^{\varepsilon}\right), \\
& \rho_{\varepsilon} \leq \frac{\delta_{\varepsilon}}{\varepsilon},  \tag{4.29}\\
& \left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1, \\
& \left\|\mathbf{w}^{\varepsilon}\right\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)} \leq C
\end{align*}
$$

and as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
T_{v}(\varepsilon) \leq T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} L^{\varepsilon}+O\left(\frac{\delta_{\varepsilon}^{3}}{\varepsilon^{2}}\right), \tag{4.30}
\end{equation*}
$$

where $L^{\varepsilon} \rightarrow+\infty$.
Proof. Let

$$
W_{\varepsilon}\left(\mathbf{n}_{0}\right)=\left\{\mathbf{v} \in \mathcal{U}_{w}^{\perp}\left(\tau, \mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right): \frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\mathcal{I}[\mathbf{v}]^{3 / 2}} \leq \frac{\delta_{\varepsilon}}{a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \varepsilon^{2}}\right\},
$$

and define

$$
\begin{equation*}
\mu_{\varepsilon}\left(\mathbf{n}_{0}\right)=\sup _{\mathbf{v} \in W_{\varepsilon}\left(\mathbf{n}_{0}\right)} \frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\sqrt{\mathcal{I}[\mathbf{v}]}} . \tag{4.31}
\end{equation*}
$$

We have

$$
\mu_{\varepsilon}\left(\mathbf{n}_{0}\right)=\sup \left\{\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v} d x}{\sqrt{\mathcal{I}[\mathbf{v}]}}: \mathbf{v} \in W_{\varepsilon}\left(\mathbf{n}_{0}\right),\|\mathbf{v}\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1\right\} .
$$

We claim that, if $\mu_{w}\left(\mathbf{n}_{0}\right)=+\infty$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mu_{\varepsilon}\left(\mathbf{n}_{0}\right)=+\infty \tag{4.32}
\end{equation*}
$$

To prove (4.32), let $v_{j}$ and $M_{j}$ be given in the proof of Lemma 4.3 (conclusion (3)). Note that, as $\varepsilon \rightarrow 0, a_{\varepsilon}$ and $\left|c^{\varepsilon}\right|$ remain bounded, and $\delta_{\varepsilon} / \varepsilon^{2} \rightarrow+\infty$. Let us choose $j(\varepsilon)$ such that $j\left(\varepsilon_{2}\right) \geq j\left(\varepsilon_{1}\right)$ if $0<\varepsilon_{2}<\varepsilon_{1}$, and

$$
\frac{M_{j(\varepsilon)}}{\mathcal{I}\left[\mathbf{v}_{j(\varepsilon)}\right]} \leq \frac{\delta_{\varepsilon}}{a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \varepsilon^{2}} .
$$

Then $\mathbf{v}_{j(\varepsilon)} \in W_{\varepsilon}\left(\mathbf{n}_{0}\right)$. Hence

$$
\mu_{\varepsilon}\left(\mathbf{n}_{0}\right) \geq \frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v}_{j(\varepsilon)} d x}{\sqrt{\mathcal{I}}\left[\mathbf{v}_{j(\varepsilon)}\right]}=M_{j(\varepsilon)} \rightarrow+\infty \quad \text { as } \varepsilon \rightarrow 0 .
$$

So (4.32) is true.
Now we choose $\mathbf{v}^{\varepsilon} \in W_{\varepsilon}\left(\mathbf{n}_{0}\right) \cap C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$ such that $\left\|\mathbf{v}^{\varepsilon}\right\|_{C^{1}\left(\bar{\Omega}, \mathbb{R}^{3}\right)}=1$ and

$$
\frac{\int_{\Omega} \nabla \zeta_{\mathbf{n}_{0}} \cdot \mathbf{v}^{\varepsilon} d x}{\sqrt{\mathcal{I}\left[\mathbf{v}^{\varepsilon}\right]}}=\mu_{\varepsilon}\left(\mathbf{n}_{0}\right)+o\left(\frac{\varepsilon^{2}}{\mu_{\varepsilon}\left(\mathbf{n}_{0}\right)}\right) .
$$

Let

$$
\rho^{\varepsilon}=\frac{\varepsilon a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \mu_{\varepsilon}\left(\mathbf{n}_{0}\right)}{\mathcal{I}\left[\mathbf{v}^{\varepsilon}\right]}
$$

Then $\varepsilon \rho^{\varepsilon} \leq \delta_{\varepsilon}$, and

$$
T_{\varepsilon, \rho_{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \mu_{\varepsilon}\left(\mathbf{n}_{0}\right)^{2}+o\left(\varepsilon^{4}\right)
$$

For these $\mathbf{v}^{\varepsilon}$ and $\rho^{\varepsilon}$ we define $\mathbf{w}^{\varepsilon}$ by (4.27). Then $\mathbf{w}^{\varepsilon} \in W_{1}\left(\mathbf{n}_{0}, \mathbf{v}^{\varepsilon}, \varepsilon \rho^{\varepsilon}\right)$ and satisfies (4.28). By computation as in the proof of Lemma 4.4 we have

$$
T_{v}(\varepsilon) \leq T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}\right]=T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}\right]+O\left(\varepsilon\left(\rho^{\varepsilon}\right)^{3}\right)+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{4}\right)+O\left(\varepsilon^{2}\left(\rho^{\varepsilon}\right)^{2}\right)
$$

Since $\rho^{\varepsilon} \leq \delta_{\varepsilon} / \varepsilon$ and $\delta_{\varepsilon} \gg \varepsilon^{2}$, the error terms in the above inequality can be controlled by

$$
O\left(\delta_{\varepsilon}^{2}\right)+O\left(\frac{\delta_{\varepsilon}^{3}}{\varepsilon^{2}}\right)=O\left(\frac{\delta_{\varepsilon}^{3}}{\varepsilon^{2}}\right)
$$

Estimate (4.30) follows from this and the last line in (4.29) if we set $L^{\varepsilon}=$ $\mu_{\varepsilon}\left(\mathbf{n}_{0}\right)^{2}$. $\quad \square$

Note that, in Lemma 4.5 we do not have control on the growth rate of $L^{\varepsilon}$, but we have control on $\rho^{\varepsilon}$ by $\rho^{\varepsilon} \ll \delta_{\varepsilon} / \varepsilon$, which is needed in order to get (4.28). In order to make (4.30) useful, we choose $\delta_{\varepsilon}$ such that

$$
\varepsilon^{2} \ll \delta_{\varepsilon} \ll \varepsilon^{2}|\log \varepsilon|
$$

Hence $\rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|$.
Now we return to the construction of the test functions for $\mathcal{G}_{\varepsilon}$. Let

$$
\begin{equation*}
\mu_{*}(\tau)=\sup _{\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)} \mu_{w}\left(\mathbf{n}_{0}\right) \tag{4.33}
\end{equation*}
$$

Step 4. Constructing test functions for $\mathcal{G}_{\varepsilon}$ when $\mu_{*}(\tau)<+\infty$. When $\mu_{w}\left(\mathbf{n}_{0}\right)<$ $+\infty$, from Lemma 4.4, we can choose $\mathbf{v}^{\varepsilon}, \mathbf{w}^{\varepsilon}$, and $\rho^{\varepsilon}$ satisfying (4.24) such that (4.25) holds. In particular, $\rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|$. Moreover, $\rho^{\varepsilon}=O(\varepsilon)$ if $\mu_{w}\left(\mathbf{n}_{0}\right)$ is achieved. We set

$$
\begin{equation*}
\mathbf{u}^{\varepsilon}=\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}, \quad \rho=\rho^{\varepsilon}, \quad \varphi^{\varepsilon}=\varphi_{1}^{\varepsilon}+\frac{i a_{\varepsilon}}{\rho^{\varepsilon}} f^{\varepsilon} \tag{4.34}
\end{equation*}
$$

where $\varphi_{1}^{\varepsilon}$ and $f_{\varepsilon}$ are real-valued functions bounded in $W^{1,2}(\Omega)$ as $\varepsilon \rightarrow 0$, and

$$
\int_{\Omega} \varphi_{1}^{\varepsilon} d x=0, \quad \int_{\Omega} f^{\varepsilon} d x=0
$$

From (4.16) we have

$$
\begin{align*}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right]-d_{0}(\varepsilon)-T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{u}^{\varepsilon}\right]  \tag{4.35}\\
= & \varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left\{\left|\nabla f^{\varepsilon}\right|^{2}-2 \mathbf{n}_{0} \cdot\left(\zeta_{\mathbf{n}_{0}} \nabla f^{\varepsilon}-f^{\varepsilon} \nabla \zeta_{\mathbf{n}_{0}}\right)\right\} d x \\
& +\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right) \int_{\Omega}\left\{\left|\zeta_{\mathbf{n}_{0}}+\varepsilon \rho^{\varepsilon} \varphi_{1}^{\varepsilon}\right|^{2}+\varepsilon^{2} a_{\varepsilon}^{2}\left|f^{\varepsilon}\right|^{2}\right\} d x \\
& +\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left|\nabla \varphi_{1}^{\varepsilon}-\mathbf{u}^{\varepsilon}\right|^{2} d x \\
& -2 \varepsilon^{3} \rho^{\varepsilon} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left\{\nabla f^{\varepsilon} \cdot\left(\zeta_{\mathbf{n}_{0}} \mathbf{u}^{\varepsilon}+\varphi_{1}^{\varepsilon} \mathbf{n}^{\varepsilon}\right)-f^{\varepsilon}\left[\mathbf{u}^{\varepsilon}\left(\nabla \zeta_{\mathbf{n}_{0}}-\mathbf{n}_{0}\right)+\mathbf{n}^{\varepsilon}\left(\nabla \varphi_{1}^{\varepsilon}-\mathbf{u}^{\varepsilon}\right)\right]\right\} d x \\
& +\frac{1}{2} \varepsilon^{4} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} \int_{\Omega}\left[2 f^{\varepsilon}-\left|\zeta_{\mathbf{n}_{0}}+\varepsilon \rho^{\varepsilon} \varphi_{1}^{\varepsilon}\right|^{2}-\varepsilon^{2} a_{\varepsilon}^{2}\left|f^{\varepsilon}\right|^{2}\right]^{2} d x \\
= & -\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(1-\left|c^{\varepsilon}\right|^{2}\right) \int_{\Omega}\left|\zeta_{\mathbf{n}_{0}}\right|^{2} d x \\
& +\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left\{\left|\nabla f^{\varepsilon}-\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0}\right|^{2}+2\left(\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right) f^{\varepsilon}\right\} d x \\
& +\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left|\nabla \varphi_{1}^{\varepsilon}-\mathbf{u}^{\varepsilon}\right|^{2} d x \\
& +O\left(\varepsilon^{3} \rho^{\varepsilon}\right)+O\left(\varepsilon^{4}\right)
\end{align*}
$$

where we have used the fact that $\mathbf{v}^{\varepsilon}$ and $\mathbf{w}^{\varepsilon}$ are bounded in $W^{1,2}\left(\Omega, \mathbb{R}^{3}\right), \varphi_{1}^{\varepsilon}$ and $f^{\varepsilon}$ are bounded in $W^{1,2}(\Omega)$, and $\rho^{\varepsilon} \ll \varepsilon|\log \varepsilon|$. Write

$$
F_{\mathbf{n}_{0}}[f]=\int_{\Omega}\left\{\left|\nabla f-\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0}\right|^{2}+2\left(\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right) f\right\} d x
$$

Checking the right side of (4.35), we choose $f^{\varepsilon}$ to be the minimizer of the variational problem

$$
\begin{equation*}
\min \left\{F_{\mathbf{n}_{0}}[f]: f \in W^{1,2}(\Omega), \int_{\Omega} f d x=0\right\} \tag{4.36}
\end{equation*}
$$

It is easy to verify that (4.36) has a unique minimizer, which is denoted by $f_{\mathbf{n}_{0}}$; and for any $g \in W^{1,2}(\Omega)$ satisfying $\int_{\Omega} g d x=0$ we have

$$
\begin{equation*}
\int_{\Omega}\left\{\left(\nabla f_{\mathbf{n}_{0}}-\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0}\right) \cdot \nabla g+\left(\mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}\right) g\right\} d x=0 \tag{4.37}
\end{equation*}
$$

Thus $f_{\mathbf{n}_{0}}$ is the solution of the following equation:

$$
\begin{cases}\Delta f_{\mathbf{n}_{0}}=2 \mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}}-l\left(\mathbf{n}_{0}\right) & \text { in } \Omega  \tag{4.38}\\ \frac{\partial f_{\mathbf{n}_{0}}}{\partial \nu}=\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0} \cdot \nu & \text { on } \partial \Omega \\ \int_{\Omega} f_{\mathbf{n}_{0}} d x=0 & \end{cases}
$$

where

$$
l\left(\mathbf{n}_{0}\right)=f_{\Omega}\left|\nabla \zeta_{\mathbf{n}_{0}}\right|^{2} d x=f_{\Omega} \mathbf{n}_{0} \cdot \nabla \zeta_{\mathbf{n}_{0}} d x
$$

Using (4.37) with $g=f_{\mathbf{n}_{0}}$ we find

$$
\begin{align*}
F_{n_{0}}\left[f_{\mathbf{n}_{0}}\right] & =\int_{\Omega}\left\{\left|\nabla f_{\mathbf{n}_{0}}-\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0}\right|^{2}-2\left(\nabla f_{\mathbf{n}_{0}}-\zeta_{\mathbf{n}_{0}} \mathbf{n}_{0}\right) \cdot \nabla f_{\mathbf{n}_{0}}\right\} d x  \tag{4.39}\\
& =\int_{\Omega}\left(\left|\zeta_{\mathbf{n}_{0}}\right|^{2}-\left|\nabla f_{\mathbf{n}_{0}}\right|^{2}\right) d x
\end{align*}
$$

From the above discussion and (4.10), (4.14), and (4.34), the test functions for $\mathcal{G}_{\varepsilon}$ are chosen to be

$$
\begin{align*}
& \psi^{\varepsilon}=c^{\varepsilon}\left\{1+i \varepsilon a_{\varepsilon} \zeta_{\mathbf{n}_{0}}-\varepsilon^{2} a_{\varepsilon}^{2} f_{\mathbf{n}_{0}}+i \varepsilon^{2} \rho^{\varepsilon} a_{\varepsilon} \varphi_{1}^{\varepsilon}\right\} \\
& \mathbf{n}^{\varepsilon}=\mathbf{n}_{0}+\varepsilon \rho^{\varepsilon} \mathbf{u}^{\varepsilon},  \tag{4.40}\\
& \text { where } \quad \mathbf{n}_{0} \in \mathcal{C}_{*}(\tau), \quad \mathbf{u}^{\varepsilon}=\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}, \quad \varphi_{1}^{\varepsilon}=\zeta_{\mathbf{u}^{\varepsilon}}
\end{align*}
$$

where $\zeta_{\mathbf{u}^{\varepsilon}}$ is the solution of (1.7) for $\mathbf{u}=\mathbf{u}^{\varepsilon}$. Now we explain how $\varphi_{1}^{\varepsilon}$ is chosen.
Case 1. $\rho^{\varepsilon}$ satisfies

$$
\begin{equation*}
\varepsilon \ll \rho^{\varepsilon} \ll \varepsilon|\log \varepsilon| \quad \text { as } \varepsilon \rightarrow 0 \tag{4.41}
\end{equation*}
$$

Checking the term of order $O\left(\left(\varepsilon \rho^{\varepsilon}\right)^{2}\right)$ in the right-hand side of (4.35), we naturally choose $\varphi_{1}^{\varepsilon}=\zeta_{\mathbf{u}^{\varepsilon}}$. Then from (4.35) and (4.39) we find

$$
\begin{aligned}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right]-d_{0}(\varepsilon)-T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{u}^{\varepsilon}\right] \\
&=-\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left(1-\left|c^{\varepsilon}\right|^{2}\right) \int_{\Omega}\left|\zeta_{\mathbf{n}_{0}}\right|^{2} d x+\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{2} \int_{\Omega}\left(\left|\zeta_{\mathbf{n}_{0}}\right|^{2}-\left|\nabla f_{\mathbf{n}_{0}}\right|^{2}\right) d x \\
&+\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \omega\left(\mathbf{u}^{\varepsilon}\right)|\Omega|+O\left(\varepsilon^{3} \rho^{\varepsilon}\right) \\
&= \varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left\{\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right)\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}-a_{\varepsilon}^{2}\left\|\nabla f_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}\right\} \\
&+\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \omega\left(\mathbf{u}^{\varepsilon}\right)|\Omega|+O\left(\varepsilon^{3} \rho^{\varepsilon}\right)+O\left(\varepsilon^{4}\right) .
\end{aligned}
$$

From (4.14), (4.25), and (4.40) we have, under the condition (4.41),

$$
\begin{aligned}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right] \\
&= d_{0}(\varepsilon)+T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{u}^{\varepsilon}\right]+\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left\{\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right)\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}-a_{\varepsilon}^{2}\left\|\nabla f_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}\right\} \\
&+\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \omega\left(\mathbf{u}^{\varepsilon}\right)|\Omega|+O\left(\varepsilon^{3} \rho^{\varepsilon}\right) \\
&= d_{0}(\varepsilon)-\varepsilon^{2}\left[a_{\varepsilon}^{4}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right)^{2} \mu_{w}\left(\mathbf{n}_{0}\right)^{2}+d_{1}\left(\varepsilon, \mathbf{n}_{0}\right)\right]+o\left(\varepsilon^{2}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
d_{1}\left(\varepsilon, \mathbf{n}_{0}\right)=a_{\varepsilon}^{4}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right)\left\{\left\|\nabla f_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}-\left(1-\omega_{*}(\tau)\right)\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}\right\} \tag{4.42}
\end{equation*}
$$

Thus, under the condition (4.41) we have

$$
\begin{equation*}
\mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right]=d_{0}(\varepsilon) \varepsilon^{2}-d_{1}(\varepsilon) \varepsilon^{4}+o\left(\varepsilon^{4}\right) \tag{4.43}
\end{equation*}
$$

Case 2. $\rho^{\varepsilon}=O(\varepsilon)$. In this case, (4.43) remains valid if we also choose $\varphi_{1}^{\varepsilon}=\zeta_{\mathbf{u}^{\varepsilon}}$. However, we mention that, if we wish to get a better estimate in the higher order terms, we may compute all the terms of order $O\left(\varepsilon^{4}\right)$ in the right-hand side of (4.35) to determine a better choice of $\varphi_{1}^{\varepsilon}$.

Summarizing the above discussions we have the following proposition.

Proposition 4.6. Assume $\mu_{*}(\tau)<+\infty$. We have the energy upper bound estimate

$$
\begin{equation*}
C\left(K_{1}, K_{2}, \varepsilon, \tau, a_{\varepsilon} \varepsilon\right) \leq d_{0}(\varepsilon) \varepsilon^{2}-\varepsilon^{4}\left[a_{\varepsilon}^{4}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right)^{2} \mu_{*}(\tau)^{2}+d_{1}(\varepsilon)\right]+o\left(\varepsilon^{4}\right) \tag{4.44}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{1}(\varepsilon)=\inf _{\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)} d_{1}\left(\varepsilon, \mathbf{n}_{0}\right) . \tag{4.45}
\end{equation*}
$$

Step 5. Constructing test functions for $\mathcal{G}_{\varepsilon}$ when $\mu_{*}(\tau)=+\infty$. When $\mu_{w}\left(\mathbf{n}_{0}\right)=$ $+\infty$, we use Lemma 4.5 for $\delta_{\varepsilon}=\varepsilon^{2}|\log \varepsilon|$ to find $\mathbf{v}^{\varepsilon}, \mathbf{w}^{\varepsilon}$, and $\rho^{\varepsilon}$ satisfying (4.29) such that (4.30) holds, that is,

$$
T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{v}^{\varepsilon}+\varepsilon \rho^{\varepsilon} \mathbf{w}^{\varepsilon}\right]=-\varepsilon^{2} a_{\varepsilon}^{4}\left|c^{\varepsilon}\right|^{4} L^{\varepsilon}+O\left(\varepsilon^{4}|\log \varepsilon|^{3}\right)
$$

where $L^{\varepsilon} \rightarrow+\infty$. Then we define the test functions $\psi^{\varepsilon}$ and $\mathbf{n}^{\varepsilon}$ by (4.40) with $\varphi_{1}^{\varepsilon}=\zeta_{\mathbf{u}^{\varepsilon}}$. Similar to the computations in Step 5, we have

$$
\begin{aligned}
& \varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi^{\varepsilon}, \mathbf{n}^{\varepsilon}\right] \\
& =d_{0}(\varepsilon)+T_{\varepsilon, \rho^{\varepsilon}}\left[\mathbf{u}^{\varepsilon}\right]+\varepsilon^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2}\left\{\left(a_{\varepsilon}^{2}-1+\left|c^{\varepsilon}\right|^{2}\right)\left\|\zeta_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}-a_{\varepsilon}^{2}\left\|\nabla f_{\mathbf{n}_{0}}\right\|_{L^{2}(\Omega)}^{2}\right\} \\
& \quad+\left(\varepsilon \rho^{\varepsilon}\right)^{2} a_{\varepsilon}^{2}\left|c^{\varepsilon}\right|^{2} \omega\left(\mathbf{u}^{\varepsilon}\right)|\Omega|+O\left(\varepsilon^{3} \rho^{\varepsilon}\right) \\
& \leq \\
& d_{0}(\varepsilon)-\varepsilon^{2} L^{\varepsilon} a_{\varepsilon}^{4}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right)^{2}-\varepsilon^{2} d_{1}\left(\varepsilon, \mathbf{n}_{0}\right)+o\left(\varepsilon^{2}\right)
\end{aligned}
$$

So we have the following proposition.
Proposition 4.7. Assume $\mu_{*}(\tau)=+\infty$. Then we have the energy upper bound estimate

$$
\begin{equation*}
C\left(K_{1}, K_{2}, \varepsilon, \tau, a_{\varepsilon} \varepsilon\right) \leq d_{0}(\varepsilon) \varepsilon^{2}-\varepsilon^{4} L^{\varepsilon} a_{\varepsilon}^{4}\left(1-a_{\varepsilon}^{2} \omega_{*}(\tau)\right)^{2}-\varepsilon^{4} d_{1, \infty}(\varepsilon)+o\left(\varepsilon^{4}\right) \tag{4.46}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{1, \infty}(\varepsilon)=\inf _{\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau), \mu_{w}\left(\mathbf{n}_{0}\right)=+\infty} d_{1}\left(\varepsilon, \mathbf{n}_{0}\right) \tag{4.47}
\end{equation*}
$$

Proof of Theorem 4.2. The proof follows from Propositions 4.6 and 4.7.
5. Asymptotics of minimizers for small . In this section we investigate the behavior of the minimizers for small $\kappa$. We always assume the condition (1.2), and let $\varepsilon$ denote $\kappa$. In the following we write the minimizers of $\mathcal{G}$ by $\left(\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right)$. Note that they depend also on the wave number $q$.

Theorem 5.1. Assume (1.2) and (4.1) hold. For small $\varepsilon>0$, let $q=a_{\varepsilon} \varepsilon$, where

$$
\begin{gather*}
0<a_{\varepsilon}<\frac{1}{\varepsilon} Q_{c_{3}}\left(K_{1}, K_{2}, \varepsilon, \tau\right) \\
\lim _{\varepsilon \rightarrow 0^{+}} a_{\varepsilon}=a_{0} \leq \frac{1}{\sqrt{\omega_{*}(\tau)}} \tag{5.1}
\end{gather*}
$$

We have the following:
(1) $C\left(K_{1}, K_{2}, \varepsilon, \tau, a_{\varepsilon} \varepsilon\right)=m\left(a_{0}\right) \varepsilon^{2}+o\left(\varepsilon^{2}\right)$, where

$$
m\left(a_{0}\right)= \begin{cases}\frac{1}{2}|\Omega| & \text { if } a_{0}=\frac{1}{\sqrt{\omega_{*}(\tau)}} \\ a_{0}^{2} \omega_{*}(\tau)\left[1-\frac{1}{2} a_{0}^{2} \omega_{*}(\tau)\right]|\Omega| & \text { if } 0<a_{0}<\frac{1}{\sqrt{\omega_{*}(\tau)}}\end{cases}
$$

(2) Let $\left(\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right)$ be the minimizers of $\mathcal{G}$ for $q=a_{\varepsilon} \varepsilon$. Then there exist a subsequence and $\mathbf{n}_{0} \in \mathcal{C}_{*}(\tau)$ such that
(5.2) $\mathbf{n}_{\varepsilon} \rightarrow \mathbf{n}_{0}$ weakly in $W_{l o c}^{1,2}\left(\Omega, \mathbb{R}^{3}\right)$ and strongly in $L^{p}\left(\Omega, \mathbb{R}^{3}\right)$ for all $1 \leq p<\infty$.

Moreover, the following expansions hold:

$$
\begin{align*}
\psi_{\varepsilon} & =c_{\varepsilon}\left[1+i a_{\varepsilon} \varepsilon\left(\zeta_{\mathbf{n}_{0}}+\varepsilon \rho_{\varepsilon} \varphi_{\varepsilon}\right)\right]  \tag{5.3}\\
\mathbf{n}_{\varepsilon} & =\mathbf{n}_{0}+\varepsilon \rho_{\varepsilon} \mathbf{u}_{\varepsilon}
\end{align*}
$$

where, as $\varepsilon \rightarrow 0$,
(i) $\rho_{\varepsilon} \geq 0$ and $\varepsilon \rho_{\varepsilon} \rightarrow 0$;
(ii) $\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{2}(\Omega)}=1$ and $\rho_{\varepsilon}^{2} \mathcal{I}\left[\mathbf{u}_{\varepsilon}\right] \rightarrow 0$;
(iii) $\int_{\Omega} \varphi_{\varepsilon} d x=0$ and $\varepsilon \rho_{\varepsilon} \varphi_{\varepsilon} \rightarrow 0$ strongly in $W^{1,2}(\Omega, \mathbb{C})$;
(iv) $c_{\varepsilon}$ is a complex number and

$$
\begin{equation*}
\left|c_{\varepsilon}\right| \rightarrow \sqrt{\left[1-a_{0}^{2} \omega_{*}(\tau)\right]_{+}} \tag{5.4}
\end{equation*}
$$

Proof. The upper bound of energy follows from Theorem 4.2. Now we prove the lower bound. Let $q=a_{\varepsilon} \varepsilon$, where $a_{\varepsilon}$ satisfies (5.1). From (4.9) we find

$$
\begin{align*}
& \int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \psi_{\varepsilon}\right|^{2}+\frac{\varepsilon^{2}}{2}\left(1-\left|\psi_{\varepsilon}\right|^{2}\right)^{2}+K_{1}\left|\operatorname{div} \mathbf{n}_{\varepsilon}\right|^{2}+K_{2}\left|\operatorname{curl} \mathbf{n}_{\varepsilon}+\tau \mathbf{n}_{\varepsilon}\right|^{2}\right\} d x  \tag{5.5}\\
& \leq d_{0}(\varepsilon) \varepsilon^{2}+O\left(\varepsilon^{4}\right)
\end{align*}
$$

As in the proof of Theorem 4.1 (Step 2) we can show that there exists a subsequence, still denoted by $\left(\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right)$, such that (5.2) holds, where $\mathbf{n}_{0} \in \mathcal{C}(\tau)$. From (5.5),

$$
\int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \psi_{\varepsilon}\right|^{2} d x=O\left(\varepsilon^{2}\right)
$$

Since $\left|\psi_{\varepsilon}(x)\right| \leq 1$, we have

$$
\left\|\nabla \psi_{\varepsilon}\right\|_{L^{2}(\Omega)} \leq\left\|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}+a_{\varepsilon} \varepsilon\left\|\mathbf{n}_{\varepsilon} \psi_{\varepsilon}\right\|_{L^{2}(\Omega)}=O(\varepsilon)
$$

and

$$
\psi_{\varepsilon} \rightarrow c_{0} \quad \text { strongly in } W^{1,2}(\Omega, \mathbb{C}) \text { as } \varepsilon \rightarrow 0,
$$

where $c_{0}$ is a constant. Let

$$
c_{\varepsilon}=f_{\Omega} \psi_{\varepsilon} d x
$$

Then $c_{\varepsilon} \rightarrow c_{0}$ as $\varepsilon \rightarrow 0$.
Claim 1. $c_{\varepsilon} \neq 0$ for all small $\varepsilon$.
Suppose Claim 1 were not true. Passing to a subsequence if necessary, we have $c_{\varepsilon}=0$ for all small $\varepsilon$. Then $\psi_{\varepsilon} \rightarrow 0$ in $W^{1,2}(\Omega, \mathbb{C})$ as $\varepsilon \rightarrow 0$. We write

$$
\psi_{\varepsilon}=\varepsilon b_{\varepsilon} \phi_{\varepsilon}
$$

where $\int_{\Omega} \phi_{\varepsilon} d x=0$, and $\left\|\phi_{\varepsilon}\right\|_{L^{2}(\Omega)}=1, b_{\varepsilon}>0$, and $\varepsilon b_{\varepsilon} \rightarrow 0$. Thus

$$
\left\|\nabla \phi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2} \geq \mu_{1}\left\|\phi_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}=\mu_{1}
$$

where

$$
\mu_{1}=\inf \left\{\|\nabla \phi\|_{L^{2}(\Omega)}^{2}: \phi \in W^{1,2}(\Omega),\|\phi\|_{L^{2}(\Omega)}=1, \int_{\Omega} \phi d x=0\right\}
$$

We have

$$
\begin{aligned}
\varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right] & \geq \frac{1}{\varepsilon^{2}} \int_{\Omega}\left\{\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \psi_{\varepsilon}\right|^{2}+\frac{1}{2}\left(1-\varepsilon^{2} b_{\varepsilon}^{2}\left|\phi_{\varepsilon}\right|^{2}\right)^{2}\right\} d x \\
& =\frac{|\Omega|}{2}+b_{\varepsilon}^{2} \int_{\Omega}\left|\nabla_{a_{\varepsilon} \varepsilon \mathbf{n}_{\varepsilon}} \phi_{\varepsilon}\right|^{2} d x+O\left(\varepsilon^{2} b_{\varepsilon}^{2}\right) \\
& =\frac{|\Omega|}{2}+b_{\varepsilon}^{2}\left\{\int_{\Omega}\left|\nabla \phi_{\varepsilon}\right|^{2} d x+O(\varepsilon)\right\} \\
& \geq \frac{|\Omega|}{2}+b_{\varepsilon}^{2}\left(\mu_{1}+O(\varepsilon)\right) \\
& >\frac{|\Omega|}{2}
\end{aligned}
$$

which contradicts the obvious upper bound $\mathcal{G}_{\varepsilon}\left[\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right]<\frac{|\Omega|}{2}$. Thus Claim 1 is true.
Now we write

$$
\psi_{\varepsilon}=c_{\varepsilon}\left(1+i a_{\varepsilon} \varepsilon \phi_{\varepsilon}\right), \quad \mathbf{n}_{\varepsilon}=\mathbf{n}_{0}+\varepsilon \rho_{\varepsilon} \mathbf{u}_{\varepsilon}
$$

where $\int_{\Omega} \phi_{\varepsilon} d x=0$ and $\left\|\mathbf{u}_{\varepsilon}\right\|_{L^{2}(\Omega)}=1$. Since $c_{\varepsilon} \rightarrow c_{0}, \varepsilon \phi_{\varepsilon} \rightarrow 0$ in $W^{1,2}(\Omega, \mathbb{C})$, and $\mathbf{n}_{\varepsilon} \rightarrow \mathbf{n}_{0}$ in $L^{4}\left(\Omega, \mathbb{R}^{3}\right)$ as $\varepsilon \rightarrow 0$, we find

$$
\begin{align*}
\varepsilon^{-2} \mathcal{G}_{\varepsilon}\left[\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right]= & \int_{\Omega}\left\{a_{\varepsilon}^{2}\left|c_{\varepsilon}\right|^{2}\left|\nabla \phi_{\varepsilon}-\mathbf{n}_{\varepsilon}-i a_{\varepsilon} \varepsilon \phi_{\varepsilon} \mathbf{n}_{\varepsilon}\right|^{2}+\frac{1}{2}\left(1-\left|c_{\varepsilon}\right|^{2}\left|1+i a_{\varepsilon} \varepsilon \phi_{\varepsilon}\right|^{2}\right)^{2}\right.  \tag{5.6}\\
& \left.+\rho_{\varepsilon}^{2} K_{1}\left|\operatorname{div} \mathbf{u}_{\varepsilon}\right|^{2}+\rho_{\varepsilon}^{2} K_{2}\left|\operatorname{curl} \mathbf{u}_{\varepsilon}+\tau \mathbf{u}_{\varepsilon}\right|^{2}\right\} d x \\
= & \int_{\Omega}\left\{a_{0}^{2}\left|c_{\varepsilon}\right|^{2}\left|\nabla \phi_{\varepsilon}-\mathbf{n}_{0}\right|^{2}+\frac{1}{2}\left(1-\left|c_{\varepsilon}\right|^{2}\right)^{2}\right\} d x+\rho_{\varepsilon}^{2} \mathcal{I}\left[\mathbf{u}_{\varepsilon}\right]+o(1)
\end{align*}
$$

Let $f_{a_{0}, \mathbf{n}_{0}}(t)$ be the function defined in (4.7). From (2.1), (5.5), and (5.6), we have

$$
\begin{aligned}
d_{0}(\varepsilon)-\rho_{\varepsilon}^{2} \mathcal{I}\left[\mathbf{u}_{\varepsilon}\right]+O\left(\varepsilon^{2}\right) & \geq \int_{\Omega}\left\{a_{0}^{2}\left|c_{\varepsilon}\right|^{2}\left|\nabla \phi_{\varepsilon}-\mathbf{n}_{0}\right|^{2}+\frac{1}{2}\left(1-\left|c_{\varepsilon}\right|^{2}\right)^{2}\right\} d x+o(1) \\
& \geq\left\{a_{0}^{2}\left|c_{\varepsilon}\right|^{2} \omega\left(\mathbf{n}_{0}\right)+\frac{1}{2}\left(1-\left|c_{\varepsilon}\right|^{2}\right)^{2}\right\}|\Omega|+o(1) \\
& =\left\{a_{0}^{2}\left|c_{0}\right|^{2} \omega\left(\mathbf{n}_{0}\right)+\frac{1}{2}\left(1-\left|c_{0}\right|^{2}\right)^{2}\right\}|\Omega|+o(1) \\
& =f_{a_{0}, \mathbf{n}_{0}}\left(\left|c_{0}\right|\right)|\Omega|+o(1) \\
& \geq|\Omega| \min _{\mathbf{n} \in \mathcal{C}(\tau)} \min _{c \geq 0} f_{a_{0}, \mathbf{n}}(c)+o(1) \\
& =m\left(a_{0}\right)+o(1)
\end{aligned}
$$

Note that $d_{0}(\varepsilon)=m_{0}\left(a_{0}\right)+o(1)$. Thus

$$
\begin{align*}
& f_{a_{0}, \mathbf{n}_{\mathbf{0}}}\left(\left|c_{0}\right|\right)=\frac{m\left(a_{0}\right)}{|\Omega|}=\min _{c \geq 0} f_{a_{0}, \mathbf{n}_{0}}(c)=f_{a_{0}, \mathbf{n}_{0}}\left(\sqrt{\left[1-a_{0}^{2} \omega\left(\mathbf{n}_{0}\right)\right]_{+}}\right), \\
& \omega\left(\mathbf{n}_{0}\right)=\omega_{*}(\tau), \\
& \lim _{\varepsilon \rightarrow 0}\left|c_{\varepsilon}\right|=\left|c_{0}\right|=\sqrt{\left[1-a_{0}^{2} \omega\left(\mathbf{n}_{0}\right)\right]_{+}},  \tag{5.7}\\
& f_{\Omega}\left|\nabla \phi_{\varepsilon}-\mathbf{n}_{0}\right|^{2} d x=\omega\left(\mathbf{n}_{0}\right)+o(1) ;
\end{align*}
$$

and

$$
\begin{aligned}
& \mathcal{G}_{\varepsilon}\left[\psi_{\varepsilon}, \mathbf{n}_{\varepsilon}\right]=m\left(a_{0}\right) \varepsilon^{2}+o\left(\varepsilon^{2}\right) \\
& \rho_{\varepsilon}^{2} \mathcal{I}\left[\mathbf{u}_{\varepsilon}\right]=o(1)
\end{aligned}
$$

From the last equality in (5.7) we find that, as $\varepsilon \rightarrow 0$,

$$
\nabla \phi_{\varepsilon}=\nabla \zeta_{\mathbf{n}_{0}}+o(1) \quad \text { in } L^{2}(\Omega)
$$

Since $\int_{\Omega} \phi_{\varepsilon} d x=0$, we have

$$
\phi_{\varepsilon}=\zeta_{\mathbf{n}_{0}}+o(1) \quad \text { in } W^{1,2}(\Omega)
$$

Summarizing the above discussions, we get the conclusions of Theorem 5.1.
Proof of Theorem 1.1. The proof follows from Theorems 4.1 and 5.1.
Appendix A. Proof of Lemma 2.3. We follow the idea of Evans in the proof of the div-curl lemma; see [E, p. 54]. Without loss of generality we assume $D_{2}=\Omega$ and $\mathbf{u} \in V\left(\Omega, \mathbb{R}^{3}\right) \cap C^{2}\left(\bar{\Omega}, \mathbb{R}^{3}\right)$. Let $D$ denote $D_{1}$. Let $\mathbf{w}$ be the solution of

$$
\begin{equation*}
\Delta \mathbf{w}=\mathbf{u} \quad \text { in } \Omega, \quad \mathbf{w}=\mathbf{0} \quad \text { on } \partial \Omega . \tag{A.1}
\end{equation*}
$$

There exists a constant $C_{1}(\Omega)$ such that

$$
\|\mathbf{w}\|_{W^{2,2}\left(\Omega, \mathbb{R}^{3}\right)} \leq C_{1}(\Omega)\|\mathbf{u}\|_{L^{2}(\Omega)}
$$

Let $\xi=\operatorname{div} \mathbf{w}$ and $\mathbf{v}=\mathbf{u}-\nabla \xi=\Delta \mathbf{w}-\nabla \operatorname{div} \mathbf{w}=-\operatorname{curl}{ }^{2} \mathbf{w}$. Then

$$
\mathbf{u}=\mathbf{v}+\nabla \xi
$$

From (A.1), we have

$$
\Delta(\operatorname{curl} \mathbf{w})=\operatorname{curl} \mathbf{u} \quad \text { in } \Omega
$$

Applying the interior elliptic estimate we have

$$
\begin{aligned}
\|\operatorname{curl} \mathbf{w}\|_{W^{2,2}\left(D, \mathbb{R}^{3}\right)} & \leq C_{2}(D, \Omega)\left\{\|\operatorname{curl} \mathbf{w}\|_{W^{1,2}\left(\Omega, \mathbb{R}^{3}\right)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\} \\
& \leq C_{2}(D, \Omega)\left\{\|\mathbf{w}\|_{W^{2,2}\left(\Omega, \mathbb{R}^{3}\right)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\} \\
& \leq C_{3}(D, \Omega)\left\{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\}
\end{aligned}
$$

Thus

$$
\begin{aligned}
\|\mathbf{v}\|_{W^{1,2}\left(D, \mathbb{R}^{3}\right)} & =\left\|\operatorname{curl}^{2} \mathbf{w}\right\|_{W^{1,2}\left(D, \mathbb{R}^{3}\right)} \leq C_{4}\|\operatorname{curl} \mathbf{w}\|_{W^{2,2}\left(D, \mathbb{R}^{3}\right)} \\
& \leq C_{5}(D, \Omega)\left\{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\} .
\end{aligned}
$$

Using (A.1) again, we have

$$
\Delta(\operatorname{div} \mathbf{w})=\operatorname{div} \mathbf{u} \quad \text { in } \Omega
$$

Applying the interior elliptic estimate again, we have

$$
\begin{aligned}
\|\operatorname{div} \mathbf{w}\|_{W^{2,2}(D)} & \leq C_{6}(D, \Omega)\left\{\|\operatorname{div} \mathbf{w}\|_{W^{1,2}(\Omega)}+\|\operatorname{div} \mathbf{u}\|_{L^{2}(\Omega)}\right\} \\
& \leq C_{7}(D, \Omega)\left\{\|\mathbf{w}\|_{W^{2,2}\left(\Omega, \mathbb{R}^{3}\right)}+\|\operatorname{div} \mathbf{u}\|_{L^{2}(\Omega)}\right\} \\
& \leq C_{8}(D, \Omega)\left\{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|\nabla \xi\|_{W^{1,2}(D)} & =\|\nabla(\operatorname{div} \mathbf{w})\|_{W^{1,2}(D)} \leq\|\operatorname{div} \mathbf{w}\|_{W^{2,2}(D)} \\
& \leq C_{8}(D, \Omega)\left\{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\}
\end{aligned}
$$

Now we have

$$
\begin{aligned}
\|\mathbf{u}\|_{W^{1,2}\left(D, \mathbb{R}^{3}\right)} & \leq\|\mathbf{v}\|_{W^{1,2}\left(D, \mathbb{R}^{3}\right)}+\|\nabla \xi\|_{W^{1,2}(D)} \\
& \leq C_{9}(D, \Omega)\left\{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{div} \mathbf{u}\|_{L^{2}(\Omega)}+\|\operatorname{curl} \mathbf{u}\|_{L^{2}(\Omega)}\right\}
\end{aligned}
$$
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#### Abstract

We obtain regularity conditions for solutions of the dissipative quasi-geostrophic equation. The first one imposes on the integrability of the magnitude of the temperature gradient, and corresponds to the Serrin type of condition in the theory of Navier-Stokes equations. The other one incorporates the direction of normals to the level curves and the magnitude of the temperature gradient simultaneously. For the proof of the second result, in particular, we use geometric properties of the nonlinear term as well as the estimates using the Triebel-Lizorkin type of norms.
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1. Introduction. We are concerned with the regularity of the quasi-geostrophic equation with a dissipation term:

$$
\begin{gather*}
\frac{\partial \theta}{\partial t}+(v \cdot \nabla) \theta=-\kappa \Lambda^{\alpha} \theta  \tag{1.1}\\
v(x, t)=-\nabla^{\perp}(-\Delta)^{-\frac{1}{2}} \theta=-\int_{\mathbb{R}^{2}} \frac{\nabla^{\perp} \theta(x+y, t)}{|y|} d y  \tag{1.2}\\
\theta(x, 0)=\theta_{0}(x) \tag{1.3}
\end{gather*}
$$

where $\theta(x, t)$ is a scalar function representing temperature, $v(x, t)$ is the velocity field of the fluid, $\kappa \geq 0$ is the diffusion constant, $\Lambda^{\alpha}=(-\Delta)^{\frac{\alpha}{2}}$, and $\nabla^{\perp}=\left(-\partial_{x_{2}}, \partial_{x_{1}}\right)$. See, e.g., $[5,3,10]$ for the instructive discussions and the physical and mathematical motivations of the study of (1.1)-(1.3), in particular of the inviscid case $(\kappa=0)$. For $\alpha>1$ the global regularity of the solution of (1.1)-(1.3) is well known (see [6]). On the other hand, for $0 \leq \alpha \leq 1$, the question of global regularity/finite time singularity is still a challenging open problem (see, e.g., $[2,4,7,8,9,15,16,17]$ for related studies). In particular, the critical dissipation case $(\alpha=1)$ has similar features to the three-dimensional (3D) Navier-Stokes equations, and could be considered as its model problem. In order to see the similarities to the 3D Navier-Stokes equations (with fractional powers of Laplacian) more apparently we apply the operation $\nabla^{\perp}$ to (1.1) to obtain

$$
\begin{equation*}
\frac{\partial \nabla^{\perp} \theta}{\partial t}+(v \cdot \nabla) \nabla^{\perp} \theta=\left(\nabla^{\perp} \theta \cdot \nabla\right) v-\kappa \Lambda^{\alpha} \nabla^{\perp} \theta . \tag{1.4}
\end{equation*}
$$

[^98]Then, we observe that $\nabla^{\perp} \theta$ has the role of vorticity, and (1.2) corresponds to the BiotSavart law for the 3D Navier-Stokes equations. In this note we are concerned with the sufficient conditions to guarantee regularity of solutions of the quasi-geostrophic equations, which have been studied by many authors for the case of the 3D NavierStokes equations since Prodi [11] and Serrin [12]. To the author's knowledge the only regularity condition available in the literature for (1.1)-(1.3) is the following one obtained by Constantin, Majda, and Tabak [5] (except its refinement in [1]):

$$
\begin{equation*}
\lim \sup _{t \nearrow T}\|\theta(t)\|_{H^{m}}<\infty \quad \text { if and only if } \quad \int_{0}^{T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{\infty}} d t<\infty \tag{1.5}
\end{equation*}
$$

where $m>2$, which holds for solutions of both viscous and inviscid $(\kappa=0)$ equations. Our first theorem generalizes this as follows.

THEOREM 1.1. Let $\theta(x, t)$ be a solution of the quasi-geostrophic equation (1.1)(1.3) with $\alpha \in(0,1], \kappa>0$, and its derivative $\nabla^{\perp} \theta$ satisfies

$$
\begin{equation*}
\nabla^{\perp} \theta \in L^{r}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right) \quad \text { for some } p, r \text { with } \quad \frac{2}{p}+\frac{\alpha}{r} \leq \alpha, \quad \frac{2}{\alpha}<p<\infty \tag{1.6}
\end{equation*}
$$

then there is no singularity up to $T$.
Remark 1.1. We observe that $p=\infty, r=1$ corresponds to (1.5) for any $\alpha \in$ $(0,1]$.

Remark 1.2. We note that the system (1.1)-(1.2) has symmetry under the scaling transform

$$
\theta(x, t) \rightarrow \theta^{\lambda}(x, t)=\lambda^{\alpha-1} \theta\left(\lambda x, \lambda^{\alpha} t\right)
$$

Under this scaling transform we have the invariance of the norms,

$$
\left\|\nabla^{\perp} \theta\right\|_{L^{r}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right)}=\left\|\nabla^{\perp} \theta^{\lambda}\right\|_{L^{r}\left(0, \lambda^{\alpha} T ; L^{p}\left(\mathbb{R}^{2}\right)\right)} \quad \text { if } \quad \frac{2}{p}+\frac{\alpha}{r}=\alpha .
$$

In this sense the condition (1.6) is optimal.
For the statement of our next theorem we introduce a function space. Given $0<\alpha<1,1 \leq p \leq \infty, 1 \leq q \leq \infty$, the function space $\dot{\mathcal{F}}_{p, q}^{s}$ is defined by the seminorm

$$
\|f\|_{\dot{\mathcal{F}}_{p, q}^{s}}=\left\{\begin{array}{cl}
\left\|\left(\int_{\mathbb{R}^{n}} \frac{|f(x+y)-f(x)|^{q}}{|y|^{n+s q}} d y\right)^{\frac{1}{q}}\right\|_{L^{p}\left(\mathbb{R}^{n}, d x\right)} & \text { if } 1 \leq p \leq \infty, 1 \leq q<\infty \\
\| \text { ess } \sup _{|y| \neq 0} \frac{|f(x+y)-f(x)|}{|y|^{s}} \|_{L^{p}\left(\mathbb{R}^{n}, d x\right)} & \text { if } 1 \leq p \leq \infty, q=\infty
\end{array}\right.
$$

Observe that, in particular, $\dot{\mathcal{F}}_{\infty, \infty}^{s} \cong C^{s}$, the usual Hölder seminormed space. In order to compare this space with other more classical function spaces let us introduce the Banach space $\mathcal{F}_{p, q}^{s}$ by defining its norm,

$$
\|f\|_{\mathcal{F}_{p, q}^{s}}=\|f\|_{L^{p}}+\|f\|_{\dot{\mathcal{F}}_{p, q}^{s}}
$$

We note that for $0<s<1,2 \leq p<\infty$, and $q=2, \mathcal{F}_{p, 2}^{s} \cong L_{s}^{p}\left(\mathbb{R}^{n}\right)=(1-\Delta)^{-\frac{s}{2}} L^{p}\left(\mathbb{R}^{n}\right)$, the fractional order Sobolev space (or the Bessel potential space); see [13, p. 163]. On
the other hand, if $\frac{n}{\min \{p, q\}}<s<1, n<p<\infty$, and $n<q \leq \infty$, then $\mathcal{F}_{p, q}^{s}$ coincides with the usual Triebel-Lizorkin space $F_{p, q}^{s}$ (see [14, p. 101]). The following is our second main theorem.

THEOREM 1.2. Let $\theta(x, t)$ be a solution of the dissipative quasi-geostrophic equation (1.1)-(1.3) with $\kappa>0$. Let $\xi(x, t)$ be its direction field, $\xi(x, t)=\nabla^{\perp} \theta(x) /$ $\left|\nabla^{\perp} \theta(x)\right|$ defined for $\nabla^{\perp} \theta(x, t) \neq 0$. Suppose there exist $s \in(0,1), q \in\left(\frac{2}{2-s}, \infty\right]$, $p_{1} \in(1, \infty], p_{2} \in\left(1, \frac{2}{s}\right)$ satisfying $\frac{s}{2}<\frac{1}{p_{1}}+\frac{1}{p_{2}}<\frac{s+\alpha}{2}$, and $r_{1}, r_{2} \in[1, \infty]$ such that the following hold:

$$
\begin{gather*}
\xi(x, t) \in L^{r_{1}}\left(0, T ; \dot{\mathcal{F}}_{p_{1}, q}^{s}\right) \quad \text { and } \quad \nabla^{\perp} \theta(x, t) \in L^{r_{2}}\left(0, T ; L^{p_{2}}\left(\mathbb{R}^{2}\right)\right) \\
\text { with } \quad \frac{2}{p_{1}}+\frac{2}{p_{2}}+\frac{\alpha}{r_{1}}+\frac{\alpha}{r_{2}} \leq \alpha+s . \tag{1.7}
\end{gather*}
$$

Then, the solution $\theta(x, t)$ is regular up to $T$.
Remark 1.3. The condition (1.7) describes quantitatively that by assuming regularity of the direction field $\xi(x, t)$ we can have regularity of solution with assumption of lower integrability of $\left|\nabla^{\perp} \theta(x, t)\right|$ than required by Theorem 1.1.

## 2. Proof of the main theorems.

Proof of Theorem 1.1. We plan to show that our integrability condition for $\nabla^{\perp} \theta$ in Theorem 1.1 implies

$$
\begin{equation*}
\int_{0}^{T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{\infty}} d t<\infty \tag{2.1}
\end{equation*}
$$

thus guaranteeing the desired regularity until $T$ by (1.5). We take $L^{2}\left(\mathbb{R}^{2}\right)$ inner product of (1.4) with $\Delta \nabla^{\perp} \theta$ and integrate it by parts to obtain

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|\Lambda^{2} \theta(t)\right\|_{L^{2}}^{2}+\kappa\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2}=\int_{\mathbb{R}^{2}}(v \cdot \nabla) \nabla^{\perp} \theta \cdot \Delta \nabla^{\perp} \theta d x \\
\quad-\int_{\mathbb{R}^{2}}\left(\nabla^{\perp} \theta \cdot \nabla\right) v \cdot \Delta \nabla^{\perp} \theta d x=I+J \tag{2.2}
\end{gather*}
$$

Integrating by parts, we have

$$
\begin{aligned}
I & =-\int_{\mathbb{R}^{2}} \nabla\left[(v \cdot \nabla) \nabla^{\perp} \theta\right] \cdot \nabla^{\perp} \theta d x \\
& =-\int_{\mathbb{R}^{2}}(\nabla v)\left(\nabla \nabla^{\perp} \theta\right) \cdot \nabla^{\perp} \theta d x-\int_{\mathbb{R}^{2}}(v \cdot \nabla) \nabla \nabla^{\perp} \theta \cdot \nabla \nabla^{\perp} \theta d x \\
& =I_{1}+I_{2} .
\end{aligned}
$$

Integrating by parts again, and using the fact that $\operatorname{div} v=0$, we derive

$$
\begin{equation*}
I_{2}=-\frac{1}{2} \int_{\mathbb{R}^{2}}(v \cdot \nabla)\left|\nabla \nabla^{\perp} \theta\right|^{2} d x=\frac{1}{2} \int_{\mathbb{R}^{2}}(\operatorname{div} v)\left|\nabla \nabla^{\perp} \theta\right|^{2} d x=0 \tag{2.3}
\end{equation*}
$$

In the case $\frac{4}{\alpha} \leq p<\infty$ we estimate

$$
\begin{aligned}
I_{1} & \leq \int_{\mathbb{R}^{2}}\left|\nabla v \| \nabla \nabla^{\perp} \theta\right|^{2} d x \\
& \leq\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{2}}\|\nabla v\|_{L^{p}}\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{p-2}}} \quad \text { (Hölder's inequality) }
\end{aligned}
$$

$$
\begin{align*}
\leq & C\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{2}}\|\nabla v\|_{L^{p}}\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{2}}^{1-\frac{4}{\alpha p}} \\
& \times\left\|\Lambda^{\frac{\alpha}{2}} \nabla \nabla^{\perp} \theta\right\|_{L^{2}}^{\frac{4}{\alpha p}} \quad(\text { Gagliardo-Nirenberg's inequality) } \\
\leq & C\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2-\frac{4}{\alpha}}\left\|\nabla^{\perp} \theta\right\|_{L^{p}}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{\frac{4}{\alpha}} \quad \text { (Calderon-Zygmund's inequality) } \\
\leq & \frac{\kappa}{4}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2}+C\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{\frac{\alpha p}{\alpha p-2}}\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2} \quad \text { (Young's inequality), } \tag{2.4}
\end{align*}
$$

while in the case $\frac{2}{\alpha}<p<\frac{4}{\alpha}$, we estimate

$$
\begin{aligned}
I_{1} & \leq\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{\frac{4}{2-\alpha}}}\|\nabla v\|_{L^{p}}\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{\frac{4 p}{2 p-4+\alpha p}}} \quad \text { (Hölder's inequality) } \\
& \leq C\left\|\Lambda^{\frac{\alpha}{2}} \nabla \nabla^{\perp} \theta\right\|_{L^{2}}\|\nabla v\|_{L^{p}}\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{2}}^{2-\frac{4}{\alpha p}}\left\|\Lambda^{\frac{\alpha}{2}} \nabla \nabla^{\perp} \theta\right\|_{L^{2}}^{\frac{4}{\alpha p}-1}
\end{aligned}
$$

(Sobolev's and Gagliardo-Nirenberg's inequalities)

$$
\begin{aligned}
& \leq C\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2-\frac{4}{\alpha}}\left\|\nabla^{\perp} \theta\right\|_{L^{p}}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{\frac{4}{\alpha}} \quad \text { (Calderon-Zygmund's inequality) } \\
& \leq \frac{\kappa}{4}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2}+C\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{\frac{\alpha p}{\alpha p-2}}\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2} \quad \text { (Young's inequality). }
\end{aligned}
$$

In order to estimate $J$ we first integrate by parts:

$$
\begin{aligned}
J & =\int_{\mathbb{R}^{2}} \nabla\left[\left(\nabla^{\perp} \theta \cdot \nabla\right) v\right] \cdot \nabla^{\perp} \theta d x \\
& =\int_{\mathbb{R}^{2}} \nabla \nabla^{\perp} \theta \cdot \nabla v \cdot \nabla \nabla^{\perp} \theta d x+\int_{\mathbb{R}^{2}}\left(\nabla^{\perp} \theta \cdot \nabla\right) \nabla v \cdot \nabla \nabla^{\perp} \theta d x .
\end{aligned}
$$

Since $\|\nabla \nabla v\|_{L^{q}} \leq C\left\|\nabla \nabla^{\perp} \theta\right\|_{L^{q}}, 1<q<\infty$, due to the Calderon-Zygmund inequality, we observe that the estimate of $J$ is the same as the estimate of $I_{1}$, and we have

$$
\begin{equation*}
J \leq \frac{\kappa}{4}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2}+C\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{\frac{\alpha p}{\alpha p-2}}\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2} \tag{2.6}
\end{equation*}
$$

Combining the estimates (2.3)-(2.6) and absorbing the diffusion term into the lefthand side, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2}+\kappa\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2} \leq C\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{\frac{\alpha p}{\alpha_{p}-2}}\left\|\Lambda^{2} \theta\right\|_{L^{2}}^{2} . \tag{2.7}
\end{equation*}
$$

By Gronwall's lemma,

$$
\left\|\Lambda^{2} \theta(t)\right\|_{L^{2}} \leq\left\|\Lambda^{2} \theta_{0}\right\|_{L^{2}} \exp \left[C \int_{0}^{T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{\frac{\alpha p}{\alpha p-2}} d t\right] \quad \forall t \in[0, T] .
$$

Hence, $\left\|\Lambda^{2} \theta(t)\right\|_{L^{2}} \in L^{\infty}(0, T)$. Integrating (2.7) over $[0, T]$, we have

$$
\begin{aligned}
& \left\|\Lambda^{2} \theta(t)\right\|_{L^{2}}^{2}+\kappa \int_{0}^{T}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta(t)\right\|_{L^{2}}^{2} d t \\
& \quad \leq C \int_{0}^{T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{\frac{\alpha p}{\alpha p-2}} d t \sup _{0 \leq t \leq T}\left\|\Lambda^{2} \theta(t)\right\|_{L^{2}}^{2}+\left\|\Lambda^{2} \theta_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

which implies $\int_{0}^{T}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta(t)\right\|_{L^{2}}^{2} d t<\infty$. Applying the Gagliardo-Nirenberg inequality,

$$
\|\nabla f\|_{L^{\infty}} \leq C\|f\|_{L^{2}}^{\frac{\alpha}{4+\alpha}}\left\|\Lambda^{2+\frac{\alpha}{2}} f\right\|_{L^{2}}^{\frac{4}{4+\alpha}}
$$

in $\mathbb{R}^{2}$, we have

$$
\begin{aligned}
& \int_{0}^{T}\|\nabla \theta(t)\|_{L^{\infty}} d t \leq C \int_{0}^{T}\|\theta(t)\|_{L^{2}}^{\frac{\alpha}{4+\alpha}}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta(t)\right\|_{L^{2}}^{\frac{4}{4+\alpha}} d t \\
& \quad \leq C\left\|\theta_{0}\right\|_{L^{2}}^{\frac{\alpha}{4+\alpha}} T^{\frac{2+\alpha}{4+\alpha}}\left(\int_{0}^{T}\left\|\Lambda^{2+\frac{\alpha}{2}} \theta\right\|_{L^{2}}^{2} d t\right)^{\frac{2}{4+\alpha}}<\infty
\end{aligned}
$$

Hence, (2.1) is proved.
Proof of Theorem 1.2. Let $p$ be an integer of the form $p=2^{m}$, where $m$ is a positive integer, and satisfy

$$
\begin{equation*}
\frac{2}{\alpha} \leq p<\infty \tag{2.8}
\end{equation*}
$$

Taking $L^{2}\left(\mathbb{R}^{2}\right)$ inner product of (1.4) with $\nabla^{\perp} \theta(x, t)\left|\nabla^{\perp} \theta(x, t)\right|^{p-2}$ and substituting $v$ from (1.2) into it, we have after integration by parts

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d t}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{p}+\kappa \int_{\mathbb{R}^{2}}\left(\Lambda^{\alpha} \nabla^{\perp} \theta\right) \cdot \nabla^{\perp} \theta\left|\nabla^{\perp} \theta\right|^{p-2} d x \\
& =\int_{\mathbb{R}^{2}}\left(\nabla^{\perp} \theta \cdot \nabla\right) v \cdot \nabla^{\perp} \theta\left|\nabla^{\perp} \theta\right|^{p-2} d x \\
& =\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}[\nabla \theta(x, t) \cdot \hat{y}]\left[\nabla^{\perp} \theta(x+y, t) \cdot \nabla \theta(x, t)\right] \frac{d y}{|y|^{2}}\left|\nabla^{\perp} \theta(x, t)\right|^{p-2} d x \\
& :=I \tag{2.9}
\end{align*}
$$

where the integral with respect to $y$ in the right-hand side is in the sense of principal value. We start estimating the dissipation term

$$
\begin{gather*}
\kappa \int_{\mathbb{R}^{2}}\left(\nabla^{\perp} \theta \cdot \nabla\right) v \cdot \nabla^{\perp} \theta\left|\nabla^{\perp} \theta\right|^{p-2} d x \\
\geq\left.\left.\frac{\kappa}{p} \int_{\mathbb{R}^{2}}\left|\Lambda^{\frac{\alpha}{2}}\right| \nabla^{\perp} \theta\right|^{\frac{p}{2}}\right|^{2} d x  \tag{2.10}\\
\quad \geq \frac{\kappa C_{\alpha}}{p}\left(\int_{\mathbb{R}^{2}}\left|\nabla^{\perp} \theta\right|^{\frac{2 p}{2-\alpha}} d x\right)^{\frac{2-a}{2}}=\frac{\kappa C_{\alpha}}{p}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p},
\end{gather*}
$$

where we used Lemma 2.4 of [8] for the estimate of the fractional derivative in the first inequality, and the Sobolev imbedding, $L_{\frac{\alpha}{2}}^{2}\left(\mathbb{R}^{2}\right) \hookrightarrow L^{\frac{4}{2-\alpha}}\left(\mathbb{R}^{2}\right)$, in the second inequality. Next, we estimate $I$ as follows:

$$
\begin{align*}
& I=\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}\left(\xi^{\perp}(x, t) \cdot \hat{y}\right)\left[\xi(x+y, t) \cdot \xi^{\perp}(x, t)\right]\left|\nabla^{\perp} \theta(x+y, t)\right| \frac{d y}{|y|^{2}}\left|\nabla^{\perp} \theta(x, t)\right|^{p} d x \\
& =\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}\left(\xi^{\perp}(x, t) \cdot \hat{y}\right)[\xi(x+y, t)-\xi(x, t)] \cdot \xi^{\perp}(x, t)\left|\nabla^{\perp} \theta(x+y, t)\right| \frac{d y}{|y|^{2}}\left|\nabla^{\perp} \theta(x, t)\right|^{p} d x \\
& \leq \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}|\xi(x+y, t)-\xi(x, t)|\left|\nabla^{\perp} \theta(x+y, t)\right| \frac{d y}{|y|^{2}}\left|\nabla^{\perp} \theta(x, t)\right|^{p} d x \\
& \leq \int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}^{2}} \frac{|\xi(x+y, t)-\xi(x, t)|^{q}}{|y|^{2+s q}} d y\right)^{\frac{1}{q}}\left(\int_{\mathbb{R}^{2}} \frac{\left|\nabla^{\perp} \theta(x+y, t)\right|^{q^{\prime}}}{|y|^{2-s q^{\prime}}} d y\right)^{\frac{1}{q^{\prime}}}\left|\nabla^{\perp} \theta\right|^{p} d x \\
& \leq\|\xi\|_{\dot{\mathcal{F}}_{p_{1}, q}^{s}}\left\|\left\{I_{\alpha q^{\prime}}\left(\left|\nabla^{\perp} \theta\right|^{q^{\prime}}\right)\right\}^{\frac{1}{q^{\prime}}}\right\|_{L^{\tilde{p}_{2}}}\left\|\nabla^{\perp} \theta\right\|_{L^{p_{3}}}^{p}, \tag{2.11}
\end{align*}
$$

where we used the fact that $\xi(x, t) \cdot \xi^{\perp}(x, t)=0$ in the second equality, and Hölder's inequality in the second and the third inequalities with the exponents satisfying

$$
\begin{equation*}
\frac{1}{p_{1}}+\frac{1}{\tilde{p}_{2}}+\frac{p}{p_{3}}=1, \quad \frac{1}{q}+\frac{1}{q^{\prime}}=1 \tag{2.12}
\end{equation*}
$$

and $I_{\sigma}(\cdot), 0<\sigma<2$, is the operator defined by the Riesz potential as follows:

$$
I_{\sigma}(f)(x)=\gamma(\sigma) \int_{\mathbb{R}^{2}} \frac{f(x+y)}{|y|^{2-\sigma}} d y, \quad \gamma(\sigma)=2^{\sigma} \pi \frac{\Gamma\left(\frac{\sigma}{2}\right)}{\Gamma\left(\frac{2-\sigma}{2}\right)}
$$

From the well-defined property of the Riesz operator we have the restriction $0<$ $s q^{\prime}<2$, which gives us $q \in\left(\frac{2}{2-s}, \infty\right]$ due to the second equation of (2.12). Using the Hardy-Littlewood-Sobolev inequality [13], we estimate

$$
\begin{align*}
& \left\|\left\{I_{s q^{\prime}}\left(\left|\nabla^{\perp} \theta\right|^{q^{\prime}}\right)\right\}^{\frac{1}{q^{\prime}}}\right\|_{L^{p_{2}}}=\left\|I_{s q^{\prime}}\left(\left|\nabla^{\perp} \theta\right|^{q^{\prime}}\right)\right\|_{L^{\frac{\tilde{p}_{2}}{q^{\prime}}}}^{\frac{1}{q^{\prime}}} \\
& \quad \leq C\left\|\left|\nabla^{\perp} \theta\right|^{q^{\prime}}\right\|_{L^{r}}^{\frac{1}{q^{\prime}}}=C\left\|\nabla^{\perp} \theta\right\|_{L^{r q^{\prime}}}=C\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 \tilde{p}_{2}}{2+s p_{2}}}} \tag{2.13}
\end{align*}
$$

where we used the relation $\frac{1}{r}=\frac{q^{\prime}}{\tilde{p}_{2}}+\frac{s q^{\prime}}{2}$, and hence $r q^{\prime}=\frac{2 \tilde{p}_{2}}{2+s \tilde{p}_{2}}$. On the other hand, using the $L^{p}$ interpolation inequality, we estimate

$$
\begin{align*}
\left\|\nabla^{\perp} \theta\right\|_{L^{p_{3}}}^{p} & \leq\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{p\left(1+\frac{2 p}{\alpha p_{3}}-\frac{2}{\alpha}\right)}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p\left(\frac{2}{\alpha}-\frac{2 p}{\alpha p_{3}}\right)} \\
& =\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{p-\frac{2 p}{\alpha p_{1}}-\frac{2 p}{\alpha \bar{p}_{2}}}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{\frac{2 p}{\alpha p_{1}}+\frac{2 p}{\alpha \bar{p}_{2}}} \tag{2.14}
\end{align*}
$$

Note that use of the interpolation inequality in (2.14) requires that $p<p_{3}<\frac{2 p}{2-\alpha}$, which, in turn, gives us the condition

$$
\begin{equation*}
0<\frac{1}{p_{1}}+\frac{1}{\tilde{p}_{2}}<\frac{\alpha}{2} \tag{2.15}
\end{equation*}
$$

due to the first equation of (2.12). Combining (2.11) with (2.13) and (2.14), we derive

$$
\begin{align*}
I & \leq C\|\xi\|_{\dot{\mathcal{F}}_{p_{1}, q}}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{\bar{p}_{2}}{2+s \bar{s}_{2}}}}\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{p-\frac{2 p}{\alpha p_{1}}-\frac{2 p}{\alpha p_{2}}}\left\|\nabla^{\perp} \theta\right\|_{L^{2}}^{\frac{2 p}{\alpha p_{1}}+\frac{2 p}{2 p_{\alpha}}} \\
& \left.\leq C\left(\|\xi\|_{\dot{\mathcal{F}}_{p_{1}, q}}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 \tilde{p}}{2}}}\right)^{\frac{2 \tilde{p}_{2}}{2+s \bar{p}_{2}}}\right)^{\frac{\alpha p_{1}}{\alpha \bar{p}_{1} \bar{p}_{2}-\tilde{p}_{2}}-p_{1}-2 \bar{p}_{\bar{p}}} \tag{2.16}
\end{align*} \nabla^{\perp} \theta\left\|_{L^{p}}^{p}+\frac{\kappa C_{\alpha}}{2}\right\| \nabla^{\perp} \theta \|_{L^{\frac{2 p}{2-\alpha}}}^{p},
$$

where we used Young's inequality, $a b \leq \frac{a^{u}}{u}+\frac{b^{u^{\prime}}}{u^{\prime}}$, with

$$
a=\|\xi\|_{\dot{\mathcal{F}}_{p_{1}, q}^{s}}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 \tilde{p}_{2}}{2+s \bar{p}_{2}}}}\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{p-\frac{2 p}{\alpha p_{1}}-\frac{2 p}{\alpha \bar{p}_{2}}}, \quad b=\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{\frac{2 p}{\alpha p_{1}}+\frac{2 p}{\alpha \bar{p}_{2}}},
$$

and

$$
u=\frac{\alpha p_{1} \tilde{p}_{2}}{2\left(p_{1}+\tilde{p}_{2}\right)}, \quad u^{\prime}=\frac{\alpha p_{1} \tilde{p}_{2}}{\alpha p_{1} \tilde{p}_{2}-2\left(p_{1}+\tilde{p}_{2}\right)} .
$$

Setting $\frac{2 \tilde{p}_{2}}{2+s \tilde{p}_{2}}=p_{2}$, we have $\tilde{p}_{2}=\frac{2 p_{2}}{2-s p_{2}}$. We observe here that there is the restriction $p_{2}<\frac{2}{s}$ due to positiveness of $\tilde{p}_{2}$. Substituting this value of $\tilde{p}$ into (2.16), we obtain

$$
\begin{equation*}
I \leq C\|\xi\|_{\mathcal{F}_{p_{1}, q}^{s}}^{Q}\left\|\nabla^{\perp} \theta\right\|_{L^{p_{2}}}^{Q}\left\|\nabla^{\perp} \theta\right\|_{L^{p}}^{p}+\frac{\kappa C_{\alpha}}{2}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p} \tag{2.17}
\end{equation*}
$$

where we set

$$
Q=\frac{\alpha p_{1} p_{2}}{(\alpha+s) p_{1} p_{2}-2 p_{1}-2 p_{2}}
$$

We note that the restriction (2.15) becomes

$$
\begin{equation*}
\frac{s}{2}<\frac{1}{p_{1}}+\frac{1}{p_{2}}<\frac{s}{2}+\frac{\alpha}{2} \tag{2.18}
\end{equation*}
$$

in terms of $p_{1}, p_{2}$. We substitute the estimate (2.17) into (2.9), and combine this with (2.10). Then, after absorbing $\frac{\kappa C_{\alpha}}{2}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p}$ to the left-hand side, we obtain

$$
\begin{align*}
& \frac{d}{d t}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{p}+\frac{\kappa C_{\alpha}}{2}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p} \\
& \quad \leq C\|\xi(t)\|_{\dot{\mathcal{F}}_{p_{1}, q}^{s}}^{Q}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p_{2}}}^{Q}\left\|^{\perp} \theta(t)\right\|_{L^{p}}^{p} \tag{2.19}
\end{align*}
$$

Now the inequality condition (1.7) becomes

$$
\frac{1}{r_{1}}+\frac{1}{r_{2}} \leq \frac{1}{Q}
$$

in terms of $Q$. Thanks to the Gronwall lemma and Hölder's inequality we estimate

$$
\begin{align*}
& \left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}} \leq\left\|\nabla^{\perp} \theta_{0}\right\|_{L^{p}} \exp \left[C \int_{0}^{T}\|\xi(t)\|_{\dot{\mathcal{F}}_{p_{1}, q}}^{Q}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p_{2}}}^{Q} d t\right] \\
& \leq\left\|\nabla^{\perp} \theta_{0}\right\|_{L^{p}} \exp \left[C\left(\int_{0}^{T}\|\xi(t)\|_{\dot{\mathcal{F}}_{p_{1}, q}^{s}}^{r_{1}} d t\right)^{\frac{Q}{r_{1}}}\left(\int_{0}^{T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p_{p}}}^{r_{2}} d t\right)^{\frac{Q}{r_{2}}} T^{\left(1-\frac{Q}{r_{1}}-\frac{Q}{r_{2}}\right)}\right] \tag{2.20}
\end{align*}
$$

for all $t \in[0, T]$. Hence, $\nabla^{\perp} \theta \in L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right)$. Integrating (2.19) over $[0, T]$ we have

$$
\begin{aligned}
& \left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{p}+\frac{\kappa C_{\alpha}}{2}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p} \\
& \quad \leq C \int_{0}^{T}\|\xi(t)\|_{\dot{\mathcal{F}}_{p_{1}, q}}^{Q}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p_{2}}}^{Q} d t \sup _{0 \leq t \leq T}\left\|\nabla^{\perp} \theta(t)\right\|_{L^{p}}^{p}+\left\|\nabla^{\perp} \theta_{0}\right\|_{L^{p}}^{p}<\infty
\end{aligned}
$$

for all $t \in[0, T]$, and

$$
\int_{0}^{T}\left\|\nabla^{\perp} \theta\right\|_{L^{\frac{2 p}{2-\alpha}}}^{p} d t<\infty
$$

Since $\nabla^{\perp} \theta \in L^{p}\left(0, T ; L^{\frac{2 p}{2-\alpha}}\left(\mathbb{R}^{2}\right)\right)$, and our choice of $p$ in (2.8) implies

$$
2 \cdot \frac{(2-\alpha)}{2 p}+\frac{\alpha}{p} \leq \alpha
$$

the solution $\theta(x, t)$ is regular on $[0, T]$ by applying Theorem 1.1.
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#### Abstract

We study the $L^{2}$-gradient flow of the nonconvex functional $F_{\phi}(u):=\frac{1}{2} \int_{(0,1)} \phi\left(u_{x}\right) d x$, where $\phi(\xi):=\min \left(\xi^{2}, 1\right)$. We show the existence of a global in time possibly discontinuous solution $u$ starting from a mixed-type initial datum $u_{0}$, i.e., when $u_{0}$ is a piecewise smooth function having derivative taking values both in the region where $\phi^{\prime \prime}>0$ and where $\phi^{\prime \prime}=0$. We show that, in general, the region where the derivative of $u$ takes values where $\phi^{\prime \prime}=0$ progressively disappears while the region where $\phi^{\prime \prime}$ is positive grows. We show this behavior with some numerical experiments.
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1. Introduction. Let $\phi: \mathbb{R} \rightarrow[0,+\infty)$ be the nonconvex continuous function defined as

$$
\phi(\xi):= \begin{cases}\xi^{2} & \text { if }|\xi| \leq 1  \tag{1.1}\\ 1 & \text { otherwise }\end{cases}
$$

In this paper we study the $L^{2}$-gradient flow of the nonconvex functional

$$
\begin{equation*}
F_{\phi}(u):=\frac{1}{2} \int_{(0,1)} \phi\left(u_{x}\right) d x, \quad u \in B V(0,1) \tag{1.2}
\end{equation*}
$$

where $u_{x}$ stands for the absolutely continuous part of the distributional derivative of $u$. Note that $\phi^{* *} \equiv 0$, where $\phi^{* *}$ is the convex envelope of $\phi$; hence the $L^{2}$-lower semicontinuous envelope of $F_{\phi}$ is identically zero. Note also that if the initial datum $u_{0}$ is smooth and such that $u_{0 x}([0,1]) \subset(-1,1)$, it is reasonable to look for a solution of the gradient flow of $F_{\phi}$ which coincides with the usual solution of the heat equation starting from $u_{0}$. In particular, such a solution cannot coincide with the standing solution $u(x, t) \equiv u_{0}(x)$ obtained as the gradient flow of the lower semicontinuous envelope of $F_{\phi}$.

The solution $u(x, t)$ of the formal gradient flow of $F_{\phi}$ should satisfy the following evolution equation:

$$
\begin{cases}u_{t}=u_{x x}, & \text { where }\left|u_{x}\right|<1  \tag{1.3}\\ u_{t}=0, & \text { where }\left|u_{x}\right|>1, \\ u(0)=u_{0}, & \end{cases}
$$

but the behavior of the interface $\left\{\left|u_{x}\right|=1\right\}$ is not apparent.

[^99]While existence and regularity theories for solutions of gradient flow equations originated by convex energies is well established (see, for instance, [12], [31], [4], [2]), very little is known for nonconvex evolution problems. The main difficulty is due to the fact that nonconvexity of the energy density leads in general to ill-posed (i.e., backward-parabolic) problems and, as a consequence, to instabilities in the evolution. The lack of forward parabolicity of the equation shows that even the local in time existence of a solution (in some reasonable class of functions) is not straightforward, as well as uniqueness and regularity. We refer the reader to [30] and to the papers [26], [27], [32], [29], [23], [24], [5], [6] for some results in this direction and for possible regularization techniques. We point out that variational models involving (1.2) have been used in [11] in the context of image segmentation; see also [14]. See also the papers [28], [20], where other backward-forward parabolic equations, such as the Perona-Malik equation corresponding to the choice $\phi_{P M}(\xi):=\log \left(1+\xi^{2}\right)$, have been used to reconstruct a digital image; see [34], [33], [13], [17], [18], [7], [8], [9].

Among nonconvex energy densities, the function $\phi$ in (1.1) is maybe the simplest one (despite the fact that it is not of class $\mathcal{C}^{1}$, there are no points in $\mathbb{R} \backslash\{ \pm 1\}$ where $\phi^{\prime \prime}$ is negative), and this motivates our choice of studying the gradient flow of the associated functional $F_{\phi}$.

The aim of the present paper is to prove the existence of a reasonable notion of (discontinuous) global solution $u$ to the gradient flow of $F_{\phi}$ starting from $u_{0}$; we stress that $u_{0}$ will be allowed to be of mixed type, i.e., to have points where $u_{0 x}$ belongs to the locally convex region $(-1,1)$ of $\phi$ and points where $u_{0 x}$ belongs to the region $\mathbb{R} \backslash[-1,1]$. We show that, in general, the interface $\left\{\left|u_{x}\right|=1\right\}$ has a velocity, and that the region where $u_{x}$ takes values in $(-1,1)$ has the tendency to grow at the expenses of the remaining region, with a well determined speed. Thus we are in the presence of a free boundary problem and, in general,
(a) our solution does not coincide with the standing solution $u(x, t) \equiv u_{0}(x)$;
(b) our solution does not coincide with the solution of (1.3) obtained by keeping the interface $\left\{\left|u_{x}\right|=1\right\}$ fixed and by imposing the condition

$$
\begin{equation*}
\lim _{y \rightarrow x, y \in\left\{\left|u_{x}(\cdot, t)\right|<1\right\}} u_{x}(y, t)=0 \quad \text { for } x \in\left\{\left|u_{x}(\cdot, t)\right|=1\right\} \tag{1.4}
\end{equation*}
$$

i.e., zero Neumann boundary conditions from the side of $\left\{\left|u_{x}\right|<1\right\}$;
(c) these behaviors appear in numerical experiments; see section 7 .

Observe that the lack of forward parabolicity precludes, as far as we know, a direct way to construct global solutions based on the comparison principle, such as viscosity solutions [15] or minimal barriers [10]. Moreover, global solutions obtained by using the usual minimization methods (such as the implicit Euler scheme; see [16]) coincide with the solution $u(x, t) \equiv u_{0}(x)$; this is due to the fact that, in the minimization procedure, the functional $F_{\phi}$ can be equivalently replaced with its lower semicontinuous envelope.

In the present paper we restrict the analysis to periodic boundary conditions, even if the same technique can be adapted to different situations such as Neumann or Dirichlet boundary conditions. We base our approach on the study of the system of ODEs obtained as the gradient flow of the restriction $F_{\phi \mid V_{N}}$ of $F_{\phi}$ to $V_{N}$, the space of continuous piecewise affine functions on a uniformly distributed grid of $[0,1]$ of size $1 / N$. The function $F_{\phi \mid V_{N}}$ turns out to be Lipschitz continuous; nevertheless, it is possible to give a precise notion to the equation $\dot{u}=-\nabla\left(F_{\phi \mid V_{N}}\right)(u)$. After solving the resulting system of ODEs, we pass to the limit as the discretization step goes to
zero $(N \rightarrow+\infty)$, and we identify the limit problem. This sort of regularization is particularly handleable (as a consequence of the special features of $\phi$ in (1.1)) since the interior of the region $\left\{\left|u_{x}\right|>1\right\}$ has zero velocity, so that we can focus the attention only at the free boundary $\left\{\left|u_{x}\right|=1\right\}$. This is a remarkable simplification, for instance in comparison with the Perona-Malik equation where the quick formation of microstructures in the region where $\left|u_{x}\right|>1$ seems to be present.

The plan of the paper is the following. In section 2 we state the main result (Theorem 2.4). We look for a solution in the class of $\phi$-admissible functions in the sense of Definition 2.1. Several comments clarify both the definition and the theorem (see, in particular, Remark 2.3 concerning condition (4) of Definition 2.1). In section 3 we motivate from a variational point of view the evolution law. In section 4 we discretize the problem and introduce the discretized operator $A_{u}$; see Definition 4.4. The rigorous analysis of the discretized scheme is performed in section 5 ; in particular, in Theorem 5.4 we prove the basic estimates and comparisons necessary to pass to the limit as $N \rightarrow+\infty$. In section 6 we prove Theorem 2.4. In Remark 6.16 we discuss in which sense our solution could provide a solution to the gradient flow of the MumfordShah functional in one dimension. In section 7 we implement our scheme and show that the numerical experiments are in agreement with Theorem 2.4. In particular, we show that the free boundary $\left\{\left|u_{x}(\cdot)\right|=1\right\}$ has, in general, nonzero speed.

We conclude this introduction by observing that the analysis of the gradient flow of (1.2) could be considered as a first step toward the understanding of the behavior of the Perona-Malik equation.
2. Statement of the main results. We now state the main results of the paper (Theorem 2.4). To this purpose we need some preparation. $B V(0,1)$ stands for the space of functions with bounded variation in $(0,1)$. If $u \in B V(0,1)$ and $x \in(0,1)$, $u\left(x_{-}\right)$(resp., $u\left(x_{+}\right)$) is the left (resp., right) limit of $u$ at $x$. We always identify the function $u$ with its representative defined pointwise everywhere as the mean value of $u$; i.e., $u(x)=\left(u\left(x_{+}\right)+u\left(x_{-}\right)\right) / 2$ for any $x \in(0,1)$. We set $u(0):=u\left(0_{+}\right) u(1):=u\left(1_{-}\right)$. We denote by $J_{u}$ the jump set of $u$.

We recall that the distributional derivative of $u \in B V(0,1)$ is represented by a measure $D u$, with finite total variation in $(0,1)$ (which we denote by $\|D u\|$ ), and that it splits into the sum of an absolutely continuous part (which we denote by $u_{x}$ or by $u^{\prime}$ ) and a singular part. We refer the reader to [3] for the main properties of $B V$ functions. If $u:[0, T) \rightarrow \mathbb{R}$, we indicate by $\frac{d}{d t^{+}} u$ the right derivative of $u$; i.e., $\frac{d}{d t^{+}} u(t):=\lim _{h \rightarrow 0^{+}} \frac{u(t+h)-u(t)}{h}$ for any $t \in[0, T)$, provided the limit is finite.

If $u$ depends on $(x, t) \in(0,1) \times(0, T)$, we write $u(t)(\cdot)=u(\cdot, t)=u(t)$.
Given $B \subseteq \mathbb{R}$ we denote by $\bar{B}($ resp., $\operatorname{int}(B), \partial B, \#(B),|B|)$ the closure (resp., the interior part, the topological boundary, the number of elements, the Lebesgue measure) of $B$. We denote by $d_{\mathcal{H}}(\cdot, \cdot)$ the Hausdorff distance between sets.

Our analysis is restricted to a subset of $B V(0,1)$ given by the $\phi$-admissible functions, according to the following definition.

Definition 2.1. Let $u \in B V(0,1)$ with $u(0)=u(1)$. We say that $u$ is $\phi$ admissible, and we write $u \in \mathcal{A}_{\phi}(0,1)$, if there exist a natural number $m \geq 0$ and real numbers $0<a_{1} \leq b_{1}<\cdots<a_{m} \leq b_{m}<1$ such that, setting

$$
\begin{equation*}
\sigma_{B}^{\phi}(u):=\bigcup_{j=1}^{m}\left[a_{j}, b_{j}\right] \subset(0,1), \quad \sigma_{G}^{\phi}(u):=[0,1] \backslash \sigma_{B}^{\phi}(u) \tag{2.1}
\end{equation*}
$$

we have


FIG. 2.1. The gray rectangles correspond to the closed intervals of $\sigma_{B}^{\phi}(u)$. The function on the left is $\phi$-admissible. The function on the right is not $\phi$-admissible, because it is not monotone on the closed interval $\left[a_{1}, b_{1}\right]$.
(1) $|u(x)-u(y)| \leq|x-y|$ whenever $[x, y] \subset \sigma_{G}^{\phi}(u)$;
(2) if $a_{j}=b_{j}$ for some $j \in\{1, \ldots, m\}$, then $a_{j} \in J_{u}$;
(3) if $j \in\{1, \ldots, m\}$ and $a_{j}<b_{j}$, then $|u(x)-u(y)|>|x-y|$ whenever $x, y \in$ $\left[a_{j}, b_{j}\right], x \neq y ;$
(4) if $j \in\{1, \ldots, m\}$ and $a_{j}<b_{j}$, then $u$ is monotone on $\left[a_{j}, b_{j}\right]$.

Remark 2.2. Let us clarify Definition 2.1.
(a) Note that $\sigma_{G}^{\phi}(u) \neq \emptyset$ for any $u \in \mathcal{A}_{\phi}(0,1)$. We adopt the convention that there are no points $a_{i}, b_{j}$ if $m=0$; in this case, $\sigma_{B}^{\phi}(u)=\emptyset, \sigma_{G}^{\phi}(u)=(0,1)$ and $u$ is one-Lipschitz in the whole of $(0,1)$. The assumptions $a_{1}>0$ and $b_{m}<1$ are not restrictive, since we can always assume (up to a translation) that a one-periodic function $u \in \mathcal{C}^{1}(\mathbb{R})$ is such that $\left|u_{x}(0)\right|<1$. Due to our periodicity assumption, the point $\{0\}$ is identified with $\{1\}$ and can be considered as belonging to the interior of $\sigma_{G}^{\phi}(u)$.
(b) In each interval $I$ of $\sigma_{G}^{\phi}(u)$ we have that $u$ is one-Lipschitz; hence, at almost every $x \in I$ we have that $u_{x}(x)$ belongs (unless $\left|u_{x}(x)\right|=1$ ) to the set where $\phi$ is twice differentiable and $\phi^{\prime \prime}>0$, i.e., $u_{x}(x) \in(-1,1)$.
(c) In each interval $I$ of $\sigma_{B}^{\phi}(u)$ we have that

$$
D u(A) \geq|A| \quad \forall A \subseteq I \quad \text { or } \quad D u(A) \leq-|A| \quad \forall A \subseteq I,
$$

with the strict inequalities when $|A|>0$, where $A$ is any Borel subset of $I$.
(d) The class $\mathcal{A}_{\phi}(0,1)$ is $L^{2}$-dense in $B V(0,1)$.

The following remark shows some analogy with the entropy condition in hyperbolic conservation laws.

Remark 2.3. Condition (4) in Definition 2.1 is required on the closed intervals $\left[a_{j}, b_{j}\right]$. Hence, since $u(x)=\left(u\left(x_{+}\right)+u\left(x_{-}\right)\right) / 2$ for any $x \in(0,1)$, if $u$ is discontinuous at some $a_{j}$ and $u$ is nondecreasing on $\left[a_{j}, b_{j}\right]$ (resp., $u$ is nonincreasing on $\left[a_{j}, b_{j}\right]$ ), then $u\left(a_{j}\right) \leq u\left(a_{j_{+}}\right)$(resp., $\left.u\left(a_{j}\right) \geq u\left(a_{j_{+}}\right)\right)$. Similarly, it happens if $u$ is discontinuous at some $b_{j}$; see Figure 2.1. Condition (4) is fulfilled at each time by the solution that we are going to construct in Theorem 2.4 and arises naturally as a consequence of the approximation procedure through spatial discretizations. Ultimately, it can be considered as a consequence of the fact that, once a region in $\sigma_{G}^{\phi}\left(u_{N}(t)\right)$ appears for the discretized solutions $u_{N}(t)$ considered in Theorem 5.4 below, it must persist (and possibly increase) with time.

Let us denote by $A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$ the space of absolutely continuous functions $u$ from $[0,+\infty)$ to $L^{2}(0,1)$ such that $u_{t} \in L^{2}((0,+\infty) \times(0,1))$; see, for instance, [2]. Let $V_{N} \subset H^{1}(0,1)$ be the $N$-dimensional vector space of one-periodic continuous functions on $\mathbb{R}$ which are affine on every interval of the form $[i / N,(i+1) / N]$ with
$i=0, \ldots, N-1$. It is clear that $V_{N} \subset \mathcal{A}_{\phi}(0,1)$ and that each function in $V_{N}$ is $N$-Lipschitz.

Let us denote by $A_{u}$ the differential of $F_{\phi \mid V_{N}}$ at $u \in V_{N}$; the linear operator $A_{u}$ is a discrete Laplace operator with zero blocks corresponding to the region $\sigma_{B}^{\phi}(u)$ and zero Neumann boundary conditions on the boundaries; see Remark 4.3 and Definition 4.4 below.

Theorem 2.4. Let $u_{0} \in \mathcal{A}_{\phi}(0,1)$, and write

$$
\sigma_{B}^{\phi}\left(u_{0}\right)=\bigcup_{j=1}^{m}\left[a_{j}^{0}, b_{j}^{0}\right]
$$

Then there exist a sequence of initial data $\left(u_{0}^{N}\right) \subset V_{N}$, a sequence $\left(u^{N}\right)$ of functions taking $[0,+\infty)$ in $V_{N}$, and a function $u:(0,1) \times[0,+\infty) \rightarrow \mathbb{R}$ with the following properties:
(i) There exist numbers $0<a_{1}^{0 N} \leq b_{1}^{0 N}<\cdots<a_{m}^{0 N} \leq b_{m}^{0 N}<1$ such that

$$
\begin{equation*}
\sigma_{B}^{\phi}\left(u_{0}^{N}\right)=\bigcup_{j=1}^{m}\left[a_{j}^{0 N}, b_{j}^{0 N}\right] \tag{2.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{N \rightarrow+\infty}\left\|u_{0}^{N}-u_{0}\right\|_{L^{2}}=0 \\
& \lim _{N \rightarrow+\infty}\left(\left\|u_{0}^{N}\right\|_{B V(0,1)}-\left\|u_{0}\right\|_{B V(0,1)}\right)=0, \\
& \lim _{N \rightarrow+\infty}\left(d_{\mathcal{H}}\left(\sigma_{G}^{\phi}\left(u_{0}^{N}\right), \sigma_{G}^{\phi}\left(u_{0}\right)\right)+d_{\mathcal{H}}\left(\sigma_{B}^{\phi}\left(u_{0}^{N}\right), \sigma_{B}^{\phi}\left(u_{0}\right)\right)\right)=0,  \tag{2.3}\\
& \lim _{N \rightarrow+\infty} F_{\phi}\left(u_{0}^{N}\right)=F_{\phi}\left(u_{0}\right) .
\end{align*}
$$

(ii) $u^{N}:[0,+\infty) \rightarrow V_{N}$ is continuous and right-differentiable, and satisfies

$$
\left\{\begin{array}{l}
\frac{d}{d t^{+}} u^{N}(t)=A_{u^{N}(t)} u^{N}(t), \quad t \in[0,+\infty)  \tag{2.4}\\
u^{N}(0)=u_{0}^{N}
\end{array}\right.
$$

(iii) $u^{N}, u \in L^{\infty}((0,+\infty) ; B V(0,1)) \cap A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$, and $u^{N} \rightharpoonup u$ weakly in $H_{\mathrm{loc}}^{1}\left((0,+\infty) ; L^{2}(0,1)\right)$ and weakly* in $L^{\infty}((0,+\infty) ; B V(0,1))$ as $N \rightarrow$ $+\infty$.
(iv) $u(t) \in \mathcal{A}_{\phi}(0,1)$ for any $t \in[0,+\infty)$.
(v) For any $j \in\{1, \ldots, m\}$ there exist $T_{j} \in(0,+\infty]$ and functions $a_{j}, b_{j}$ : $\left[0, T_{j}\right) \rightarrow(0,1)$ such that
(v1) $a_{j}(0)=a_{j}^{0}, a_{j}$ is continuous and nondecreasing;
(v2) $b_{j}(0)=b_{j}^{0}, b_{j}$ is continuous and nonincreasing;
(v3) $a_{j} \leq b_{j}$ on $\left[0, T_{j}\right)$, and $\lim _{t \rightarrow T_{j_{-}}} a_{j}(t)=\lim _{t \rightarrow T_{j}-} b_{j}(t)$;
(v4) $\overline{\bigcup_{j=1}^{m}\left(a_{j}(t), b_{j}(t)\right)} \subseteq \sigma_{B}^{\phi}(u(t)) \subseteq \bigcup_{j=1}^{m}\left[a_{j}(t), b_{j}(t)\right]$ for any $t \in[0,+\infty)$, where we have set $\left(a_{j}(t), b_{j}(t)\right)=\left[a_{j}(t), b_{j}(t)\right]:=\emptyset$ if $t \geq T_{j}$.
(vi) $u_{x x} \in L^{2}\left(\Gamma_{u}\right)$, where $\Gamma_{u}:=\bigcup_{t \in(0,+\infty)}\left(\sigma_{G}^{\phi}(u(t)) \times\{t\}\right)$, and $u$ is a solution of


Fig. 2.2. Remark 2.6(b). We construct a function $w$ starting from $u_{0}$, such that $w \equiv u_{0}$ in $\left(a_{1}, b_{1}\right)$ and that evolves according to the heat equation in $\left(0, a_{1}\right) \cup\left(b_{1}, 1\right)$ with zero Neumann boundary conditions in $a_{1}, b_{1}$ (dashed curve). Recall that we have periodic boundary conditions. Note that $J_{w(t)}=\left\{a_{1}, b_{1}\right\}$ for $t>0$, and that $w(t) \notin \mathcal{A}_{\phi}(0,1)$ for any $t>0$, since (4) of Definition 2.1 is violated at $a_{1}, b_{1}$.

$$
\begin{cases}u_{t}=u_{x x}, & x \in \sigma_{G}^{\phi}(u(t)), t \in(0,+\infty)  \tag{2.5}\\ u_{t}=0, & x \in \operatorname{int}\left(\sigma_{B}^{\phi}(u(t))\right), t \in(0,+\infty) \\ \lim _{y \rightarrow x, y \in \sigma_{G}^{\phi}(u(t))} u_{x}(y, t)=0, & x \in \partial \sigma_{G}^{\phi}(u(t)) \backslash\{0,1\}, t \in(0,+\infty), \\ u(x, 0)=u_{0}(x), & x \in(0,1) \\ u(0, t)=u(1, t), u_{x}(0, t)=u_{x}(1, t), & t \in(0,+\infty)\end{cases}
$$

(vii) For any $t \in(0,+\infty)$ we have
$\sup _{\sigma_{G}^{\phi}(u(t))}\left|u_{x}(\cdot, t)\right|<1 ;$
$\sup _{[0,1]} u(\cdot, t) \leq \sup _{[0,1]} u_{0}$;
$\inf _{[0,1]} u(\cdot, t) \geq \inf _{[0,1]} u_{0} ;$
$\|D u(\cdot, t)\| \leq\left\|D u_{0}\right\|$.
The proof of Theorem 2.4 is achieved in sections 5 and 6. In particular, (i) is given by Lemma 6.1, (ii) is given by Theorem 5.4, (iii) is the content of Remark 6.5, (iv) is given by Lemma 6.12, (v) is given by Lemma 6.8, Remark 6.6, and Lemma 6.12, and (vi) is the content of Theorem 6.14. Finally, the first inequality in (vii) follows from (vi) and the maximum principle applied to $u_{x}$, while the last three inequalities in (vii) are consequences of (c) and (d) of Theorem 5.4.

Remark 2.5.
(a) In general a function $u$ and intervals $\left(a_{j}, b_{j}\right)$ satisfying (v) and (vi) of Theorem 2.4 are not unique: it is easy to construct a solution $w$ of (2.5) satisfying also the requirement

$$
\begin{equation*}
\sigma_{B}^{\phi}(w(t))=\sigma_{B}^{\phi}\left(u_{0}\right) \quad \forall t \in(0,+\infty) \tag{2.6}
\end{equation*}
$$

and the function $w$ in general cannot coincide with $u$. Indeed, $w(t)=u(t)$ for all times $t$ for which $w(t) \in \mathcal{A}_{\phi}(0,1)$, but the property $w(t) \in \mathcal{A}_{\phi}(0,1)$ for all $t \in(0,+\infty)$ is in general violated; see Figure 2.2. In fact, condition (4) in Definition 2.1 cannot be satisfied for all times by $w$ (cf. Remark 2.3), unless $\sigma_{G}^{\phi}(w(\cdot))$ is allowed to expand, in contrast with (2.6).
(b) If we do not require the functions $a_{j}, b_{j}$ to be monotone (nondecreasing and


Fig. 2.3. The "bouncing" solution discussed in Example 1.
nonincreasing, respectively), several different solutions could be constructed; see Figure 2.4(b).
One can ask whether a function $u$ and intervals ( $a_{j}, b_{j}$ ) satisfying (iv), (v), and (vi) of Theorem 2.4 are unique. This is not the case, as shown by the following example related, in spirit, to the so-called fattening phenomenon in mean curvature flow (see [22] for similar behaviors concerning the evolution of the Mumford-Shah functional in one dimension).

Example 1. Let us construct an initial datum $u_{0} \in \mathcal{A}_{\phi}(0,1)$ as follows:
$u_{0}$ has only one jump point $a_{1}=b_{1}=1 / 2 ;$
$u_{0}=0$ in ( $0,1 / 2$ );
$u_{0}$ is a smooth function in $(1 / 2,1)$ with the following property: $\left|u_{0 x}\right|<1$ and, if we flow $u_{0 \mid(1 / 2,1)}$ by the heat equation with zero Neumann boundary conditions in $\{1 / 2,1\}$, then there is a first time $t_{*}>0$ for which the solution, evaluated at the point $1 / 2$, touches the horizontal axis with zero vertical velocity and then, for $t$ immediately after $t_{*}$, becomes positive at $1 / 2$; see Figure 2.3.

Then we can exhibit two functions $u_{1}, u_{2}$, which coincide for $t \in\left[0, t_{*}\right]$ but differ for $t \in\left(t_{*},+\infty\right)$, and both satisfy (iv), (v), and (vi) of Theorem 2.4. The function $u_{1}$ is defined as follows: $u_{1}=0$ in $(0,1 / 2) \times[0,+\infty) ; u_{1}$ equals, in $(1 / 2,1) \times\left[0, t_{*}\right)$, the solution of the heat equation with zero Neumann boundary conditions in $\{1 / 2,1\}$; $u_{1}$ equals, in $(0,1) \times\left[t_{*},+\infty\right)$, the solution of the heat equation with zero Neumann boundary conditions in $\{0,1\}$ starting from $u_{1}\left(t_{*-}\right)$. Namely, immediately after the time $t_{*}$ when the two graphs of the solution on the left and on the right of $1 / 2$ join, the evolution continues with one graph only, and the jump disappears.

The function $u_{2}$ is defined as follows: $u_{2}=0$ in $(0,1 / 2) \times[0,+\infty) ; u_{2}$ equals, in $(1 / 2,1) \times[0,+\infty)$, the solution of the heat equation with zero Neumann boundary conditions in $\{1 / 2,1\}$. That is, the function $u_{2}$ "bounces" at $1 / 2$ at time $t_{*}$, the evolutions in $(0,1 / 2)$ and in $(1 / 2,1)$ do not "see" each other, and $1 / 2$ becomes again a jump point of $u_{2}(t)$ for $t$ immediately larger than $t_{*}$.

Remark 2.6.
(a) As a consequence of (v) of Theorem 2.4, the set-valued map $t \in[0,+\infty) \rightarrow$ $\sigma_{G}^{\phi}(u(t)) \subseteq(0,1)$ is nondecreasing up to a finite number of points (at most $m$ ), and the number of connected components with nonempty interior of $\sigma_{B}^{\phi}(u(\cdot))$ is nonincreasing. Itmay happen that at some time $\bar{t}_{j} \in\left(0, T_{j}\right)$ the interval $\left[a_{j}\left(\bar{t}_{j}\right), b_{j}\left(\bar{t}_{j}\right)\right]$ is reduced to a point not belonging to $J_{u\left(\bar{t}_{j}\right)}$ (recall conclusion (iv) of Theorem 2.4 and Definition 2.1(2)) but belonging to $J_{u(t)}$ for some $t \in\left(\bar{t}_{j}, T_{j}\right)$ (as it happens for the function $u_{2}$ in Example 1). At time $T_{j}$ at least one of the intervals in $\sigma_{B}^{\phi}(u(\cdot))$ disappears (provided $T_{j}<+\infty$ ).


Fig. 2.4. Remark 2.5(b). For the function $u_{0}$ we have $a_{1}^{0}=b_{1}^{0}$ and $a_{2}^{0}=b_{2}^{0}$. In (a) is displayed the solution $u$ of Theorem 2.4 starting from $u_{0}$ for which $a_{1}(t)=b_{1}(t) \equiv a_{1}^{0}, a_{2}(t)=b_{2}(t) \equiv a_{2}^{0}$, $u$ evolves according to the heat equation in $\left[a_{1}(t), a_{2}(t)\right]$ with zero Neumann boundary conditions (dashed curve), and $u(t) \equiv u_{0}$ in $[0,1] \backslash\left[a_{1}(t), a_{2}(t)\right]$. In (b) we construct a function $w$ with $w(t) \in \mathcal{A}_{\phi}(0,1)$, such that $w$ evolves according to the heat equation in $\left[a_{1}^{0}, \widetilde{a}_{2}(t)\right]$ with zero Neumann boundary conditions, and $\widetilde{a}_{2}(t)$ is decreasing in time, in such a way that the corresponding point $w\left(\widetilde{a}_{2}(t), t\right)$ slides on a line with slope greater than one; hence the function $w$ does not satisfy condition (v1) of Theorem 2.4.
(b) A weak formulation of (2.5) is given by

$$
\begin{equation*}
\int_{(0,1) \times(0,+\infty)} u \psi_{t} d x d t-\int_{\operatorname{int}\left(\Gamma_{u}\right)} u_{x} \psi_{x} d x d t=0 \tag{2.7}
\end{equation*}
$$

for any $\psi \in \mathcal{C}_{c}^{1}([0,1] \times[0,+\infty))$.
(c) Solutions verifying conditions (iv), (v), and (vi) of Theorem 2.4 do not satisfy the comparison principle, in the sense that it is easy to find solutions $u_{1}, u_{2}$ such that $u_{1}(\cdot, 0) \leq u_{2}(\cdot, 0)$ on $(0,1)$, but $u_{1}(\bar{x}, \bar{t})>u_{2}(\bar{x}, \bar{t})$ for some $(\bar{x}, \bar{t}) \in$ $(0,1) \times(0,+\infty)$; see Figure 2.5.
Remark 2.7.
(a) Under sufficient regularity on $u$ we can predict the speed of the free boundary $\partial \sigma_{G}^{\phi}(u(\cdot))$. For instance, assume that $a_{j}$ is of class $\mathcal{C}^{1}$ in a neighborhood $U$ of $\bar{t} \in\left(0, T_{j}\right)$ and that $a_{j}^{\prime}(\bar{t}) \neq 0$. Assume in addition that $u(\cdot, \cdot)$ is twice differentiable in $\bigcup_{t \in U} \sigma_{G}^{\phi}(u(t)) \times\{t\}$ up to the boundary. Then from the equality

$$
u\left(a_{j}(t), t\right)=u_{0}\left(a_{j}(t)\right)
$$



Fig. 2.5. Remark 2.6(c). In general the solution $u$ of Theorem 2.4 cannot satisfy the comparison principle. Indeed, let $u_{0}$ and $v_{0}$ be as in the figure, $u_{0} \leq v_{0}$, where we assume that the function $v_{0}$ is one-Lipschitz, so that $\sigma_{G}^{\phi}\left(v_{0}\right)=(0,1)$. Moreover, $u(t) \equiv u_{0}$ for any $t \in(0,+\infty)$. On the other hand, the solution $v$ starting from $v_{0}$ given by Theorem 2.4 is the usual solution of the heat equation in $(0,1)$ with zero Neumann boundary conditions. Hence, at some time $\bar{t}>0$ and at some $\bar{x} \in(0,1)$ it happens that $v(\bar{x}, \bar{t})<u(\bar{x}, \bar{t})$.
valid in the neighborhood of $\bar{t}$ it follows, using the third equality in (2.5), that

$$
\begin{equation*}
u_{t}\left(a_{j}(t)_{-}, t\right)=\frac{d}{d t} u\left(a_{j}(t), t\right)=u_{0 x}\left(a_{j}(t)_{+}\right) a_{j}^{\prime}(t) \tag{2.8}
\end{equation*}
$$

Hence, using the first equation in (2.5), we get

$$
\begin{equation*}
a_{j}^{\prime}(\bar{t})=\frac{u_{x x}\left(a_{j}(\bar{t})_{-}, \bar{t}\right)}{u_{0 x}\left(a_{j}(\bar{t})_{+}\right)} \tag{2.9}
\end{equation*}
$$

Similarly, under the corresponding regularity assumptions and provided $b_{j}^{\prime}(\bar{t}) \neq 0$, we get

$$
\begin{equation*}
b_{j}^{\prime}(\bar{t})=\frac{u_{x x}\left(b_{j}(\bar{t})_{+}, \bar{t}\right)}{u_{0 x}\left(b_{j}(\bar{t})_{-}\right)} \tag{2.10}
\end{equation*}
$$

(b) We expect that if $u_{0} \in \mathcal{C}^{1,1}\left(\sigma_{G}^{\phi}\left(u_{0}\right)\right)$ and $\lim _{y \rightarrow x, y \in \sigma_{G}^{\phi}\left(u_{0}\right)} u_{0 x}(y)=0$ for any $x \in \partial \sigma_{G}^{\phi}\left(u_{0}\right)$, then

$$
\begin{equation*}
\left\|u_{x x}\right\|_{L^{\infty}\left(\sigma_{G}^{\phi}(u(t))\right)} \leq\left\|u_{0 x x}\right\|_{L^{\infty}\left(\sigma_{G}^{\phi}\left(u_{0}\right)\right)}, \quad t \geq 0 . \tag{2.11}
\end{equation*}
$$

Indeed, assuming we can differentiate $a_{j}, b_{j}$ in $\left(0, T_{j}\right)$ and $u(\cdot, t)$ in $\sigma_{G}^{\phi}(u(t))$ up to the boundary, arguing as in (a) we get

$$
\begin{equation*}
\frac{u_{x x}\left(a_{j}(t)_{-}, t\right) a_{j}^{\prime}(t)}{u_{0 x}\left(a_{j}(t)_{+}\right)} \geq 0, \quad \frac{u_{x x}\left(b_{k}(t)_{+}, t\right) b_{k}^{\prime}(t)}{u_{0 x}\left(b_{k}(t)_{-}\right)} \geq 0 \tag{2.12}
\end{equation*}
$$

for any $t \geq 0$. Differentiating the equalities $u_{x}\left(a_{j}(t)_{-}, t\right)=u_{x}\left(b_{k}(t)_{+}, t\right)=0$
with respect to $t$ and using (2.12), we then get

$$
\begin{align*}
& \frac{u_{x x x}\left(a_{j}(t)_{-}, t\right)}{u_{0 x}\left(a_{j}(t)_{+}\right)}=-\frac{u_{x x}\left(a_{j}(t)_{-}, t\right) a_{j}^{\prime}(t)}{u_{0 x}\left(a_{j}(t)_{+}\right)} \leq 0 \\
& u_{x x x}\left(a_{j}(t)_{-}, t\right)=0 \quad \text { if } \quad \frac{u_{x x}\left(a_{j}(t)_{-}, t\right)}{u_{0 x}\left(a_{j}(t)_{+}\right)}<0  \tag{2.13}\\
& \frac{u_{x x x}\left(b_{k}(t)_{+}, t\right)}{u_{0 x}\left(b_{k}(t)_{-}\right)}=-\frac{u_{x x}\left(b_{k}(t)_{+}, t\right) b_{k}^{\prime}(t)}{u_{0 x}\left(b_{k}(t)_{-}\right)} \leq 0 \\
& u_{x x x}\left(b_{k}(t)_{+}, t\right)=0 \quad \text { if } \quad \frac{u_{x x}\left(b_{k}(t)_{+}, t\right)}{u_{0 x}\left(b_{k}(t)_{-}\right)}>0
\end{align*}
$$

Letting $v:=u_{x x}$ and differentiating (2.5) twice with respect to $x$, we obtain

$$
\begin{cases}v_{t}=v_{x x}, & x \in \sigma_{G}^{\phi}(u(t)), t \in(0,+\infty)  \tag{2.14}\\ v_{t}=0, & x \in \operatorname{int}\left(\sigma_{B}^{\phi}(u(t))\right), t \in(0,+\infty), \\ v(x, 0)=u_{0 x x}(x), & x \in(0,1)\end{cases}
$$

with the boundary conditions on $\partial \sigma_{G}^{\phi}(u(t))$ given by (2.13). Note that, from the third equality in (2.5), for any $t \geq 0$ it follows that

$$
\int_{\sigma_{G}^{\phi}(u(t))} v(x, t) d x=0 \Longrightarrow \frac{\max }{\sigma_{G}^{\phi}(u(t))} v(\cdot, t) \geq 0, \quad \frac{\min }{\sigma_{G}^{\phi}(u(t))} v(\cdot, t) \leq 0
$$

The boundary conditions (2.13) then imply that $v(\cdot, t)$ assumes its maximum and minimum in the interior of $\sigma_{G}^{\phi}(u(t))$; hence (2.11) follows from (2.14) by the maximum principle.
Let us observe that from (2.8) and (2.11) it follows that

$$
\left\|a_{j}^{\prime}\right\|_{L^{\infty}\left(0, T_{j}\right)} \leq\left\|u_{0 x x}\right\|_{L^{\infty}\left(\sigma_{G}^{\phi}\left(u_{0}\right)\right)}, \quad\left\|b_{j}^{\prime}\right\|_{L^{\infty}\left(0, T_{j}\right)} \leq\left\|u_{0 x x}\right\|_{L^{\infty}\left(\sigma_{G}^{\phi}\left(u_{0}\right)\right)}
$$

In particular, we also expect that the functions $a_{j}$ and $b_{j}$ are Lipschitz continuous on $\left[0, T_{j}\right)$.
Remark 2.8. It is clear that Theorem 2.4 holds also for the function

$$
\bar{\phi}(\xi):=\min \left(1, \phi_{P M}(\xi)\right)=\min \left(1, \log \left(1+\xi^{2}\right)\right)
$$

In the present paper, solutions $u$ to the gradient flow of $F_{\bar{\phi}}$ are intended as those functions satisfying (iv), (v), and (vi) (with $u_{t}=u_{x x}$ replaced by $u_{t}=\left(\bar{\phi}^{\prime}\left(u_{x}\right)\right)_{x}$ ) of Theorem 2.4. These solutions could be compared with some notion of weak solutions of the gradient flow of $F_{\phi_{P M}}$; see [29]. We can observe that $u$ is not a $B V$-distributional solution of the Perona-Malik equation in the sense of [29, Definition 1]; see (2.7). However, $u$ turns out to be a Young-varifold solution of the Perona-Malik equation; see [19], [21]. We also observe that if $a=b \in(0,1)$ is a jump point of $u(t)$ and if $u$ is sufficiently smooth in a neighborhood of $a$ (see Remark 2.7), then as a consequence of $(2.9),(2.10)$, we have that $a^{\prime}(t)=0$. This is consistent with [29, formula (3)], in connection with the notion of generalized solution. Finally, observe that $a^{\prime}(t)=0$ is also a consequence of the $A C_{2}\left([0,+\infty) ; L^{2}(0,1)\right)$ regularity of $u$.
3. First variation. In this section we want to identify the $L^{2}$-gradient of the functional $F_{\phi}$ in (1.2) on a suitable dense subspace $X$ of $L^{2}(0,1)$; see Definition 3.3. We begin by computing the first variation of $F_{\phi}$ along functions $\psi \in \operatorname{Lip}(0,1)$.

Proposition 3.1. Let $u \in \mathcal{A}_{\phi}(0,1)$ be such that $\sigma_{B}^{\phi}(u)=\bigcup_{j=1}^{m}\left[a_{j}, b_{j}\right]$, $a_{j}<b_{j}$ for any $j=1, \ldots, m$,

$$
u \in H^{2}\left(\sigma_{G}^{\phi}(u)\right) \quad \text { and } \quad \sup _{\sigma_{G}^{\phi}(u)}\left|u_{x}\right|<1
$$

Then for any $\psi \in \operatorname{Lip}(0,1)$ with $\psi(0)=\psi(1)$ we have

$$
\begin{align*}
\frac{d}{d \lambda} F_{\phi}(u+\lambda \psi)_{\mid \lambda=0}= & \int_{\sigma_{G}^{\phi}(u)} u_{x} \psi_{x} d x \\
= & -\int_{\sigma_{G}^{\phi}(u)} u_{x x} \psi d x  \tag{3.1}\\
& +\sum_{j=1}^{m}\left(u_{x}\left(a_{j-}\right) \psi\left(a_{j}\right)-u_{x}\left(b_{j+}\right) \psi\left(b_{j}\right)\right)
\end{align*}
$$

Proof. Since $\sup _{\sigma_{G}^{\phi}(u)}\left|u_{x}\right|<1$ and $\psi \in \operatorname{Lip}(0,1)$, we have $\sigma_{G}^{\phi}(u+\lambda \psi)=\sigma_{G}^{\phi}(u)$ for $|\lambda|$ small enough. In addition, $\sigma_{B}^{\phi}(u+\lambda \psi)=\sigma_{B}^{\phi}(u)$ for $|\lambda|$ small enough. For such $\lambda$ we have

$$
\begin{aligned}
F_{\phi}(u+\lambda \psi) & =\frac{1}{2} \int_{\sigma_{B}^{\phi}(u+\lambda \psi)} 1 d x+\frac{1}{2} \int_{\sigma_{G}^{\phi}(u+\lambda \psi)}\left(u_{x}+\lambda \psi_{x}\right)^{2} d x \\
& =\frac{\left|\sigma_{B}^{\phi}(u)\right|}{2}+\frac{1}{2} \int_{\sigma_{G}^{\phi}(u)}\left(u_{x}+\lambda \psi_{x}\right)^{2} d x \\
& =\frac{\left|\sigma_{B}^{\phi}(u)\right|}{2}+\frac{1}{2} \int_{\sigma_{G}^{\phi}(u)}\left(u_{x}\right)^{2} d x+\lambda \int_{\sigma_{G}^{\phi}(u)} u_{x} \psi_{x} d x+O\left(\lambda^{2}\right)
\end{aligned}
$$

Then (3.1) follows with an integration by parts, using the assumptions $u \in H^{2}\left(\sigma_{G}^{\phi}(u)\right)$ and $\psi(0)=\psi(1)$

Remark 3.2. Observe that the variations $u \rightarrow u+\lambda \psi$, as in Proposition 3.1, cannot increase the number of singular points of $u \in \mathcal{A}_{\phi}(0,1)$.

If $u$ is as in Proposition 3.1 it follows that

$$
\begin{align*}
& \inf _{\psi \in \operatorname{Lip}(0,1), \psi(0)=\psi(1)}^{\|\psi\|_{L^{2} \leq 1} \leq 1} \frac{d}{d \lambda} F_{\phi}(u+\lambda \psi)_{\mid \lambda=0} \\
& = \begin{cases}-\left\|u_{x x}\right\|_{L^{2}\left(\sigma_{G}^{\phi}(u)\right)} & \text { if } u_{x}\left(a_{j-}\right)=u_{x}\left(b_{j+}\right)=0, \quad 1 \leq j \leq m \\
-\infty & \text { otherwise } .\end{cases} \tag{3.2}
\end{align*}
$$

Definition 3.3. We denote by $X$ the dense subset of $L^{2}(0,1)$ consisting of the functions $u$ as in Proposition 3.1 and satisfying $u_{x}\left(a_{j-}\right)=u_{x}\left(b_{j+}\right)=0$ for any $1 \leq j \leq m$.

Once we fix $u \in X$, the right-hand side of (3.1), if considered as a function of $\psi$, is a linear functional defined on the Lipschitz functions $\psi$ in $(0,1)$ with $\psi(0)=\psi(1)$ (which form a dense subset of $L^{2}(0,1)$ ), which is continuous with respect to the


Fig. 3.1. (a) the function $\phi$ considered in the present paper; (b) the function $\phi_{1}$ of Remark 3.6.
$L^{2}(0,1)$-norm. Therefore it can be extended on the whole of $L^{2}(0,1)$, thus providing a well-defined unique left-hand side of (3.1) for any $\psi \in L^{2}(0,1)$, and

$$
\begin{equation*}
\inf _{\substack{\psi \in \operatorname{Lip}(0,1), \psi(0)=\psi(1) \\\|\psi\|_{L^{2} \leq 1} \leq}} \frac{d}{d \lambda} F_{\phi}(u+\lambda \psi)_{\mid \lambda=0}=\inf _{\substack{\psi \in L^{2}(0,1) \\\|\psi\|_{L^{2}} \leq 1}} \frac{d}{d \lambda} F_{\phi}(u+\lambda \psi)_{\mid \lambda=0} . \tag{3.3}
\end{equation*}
$$

The infimum in (3.3) is attained at $\tilde{\psi} \in L^{2}(0,1)$, where

$$
\tilde{\psi}= \begin{cases}0 & \text { on } \sigma_{B}^{\phi}(u), \\ \left\|u_{x x}\right\|_{L^{2}\left(\sigma_{G}^{\phi}(u)\right)}^{-1} u_{x x} & \text { on } \sigma_{G}^{\phi}(u) .\end{cases}
$$

It follows that the $L^{2}$-gradient flow of $F_{\phi}$ starting from $u_{0} \in X$ is given by the free boundary problem (2.5).

As already observed in the introduction, in general, solutions to problem (2.5) are not unique, since the motion of the free boundary $\partial \sigma_{G}^{\phi}(u)$ is not prescribed. However, among all $\phi$-admissible solutions we can look for those which most decrease the energy $F_{\phi}$. This is expressed by the following proposition, which follows by a direct computation and recalling that $\phi \equiv 1 / 2$ on $\sigma_{B}^{\phi}(u)$.

Proposition 3.4. Let $u$ be a solution of (2.5) satisfying (iv) of Theorem 2.4. Then for almost every $t \in(0,+\infty)$ we have

$$
\begin{equation*}
\frac{d}{d t} F_{\phi}(u(t))=-\frac{1}{2} \frac{d}{d t}\left|\sigma_{G}^{\phi}(u(t))\right|-\int_{\sigma_{G}^{\phi}(u(t))}\left|u_{x x}(x, t)\right|^{2} d x \tag{3.4}
\end{equation*}
$$

Remark 3.5. Proposition 3.4 implies that in order to most decrease the energy $F_{\phi}$, the region $\sigma_{G}^{\phi}(u)$ should expand as fast as possible, compatibly with the $\phi$-admissibility of $u$.

Remark 3.6. Our results can be extended to other integrands. Let us consider, for example, the potential in Figure 3.1(b), i.e.,

$$
\phi_{1}(\xi):= \begin{cases}|\xi-2|^{2} & \text { if } \xi \geq 1  \tag{3.5}\\ |\xi+2|^{2} & \text { if } \xi \leq-1 \\ 1 & \text { otherwise }\end{cases}
$$

which is related to the ones considered in [26], [1], [36], [35]. Then Definition 2.1 still makes sense, provided that we define $\sigma_{B}^{\phi_{1}}(u)$ as the finite union of closed intervals where $|u(x)-u(y)|<|x-y|$, and $\sigma_{G}^{\phi_{1}}(u)=[0,1] \backslash \sigma_{B}^{\phi_{1}}(u)$ as the finite union of intervals where either $u(x)-u(y) \geq x-y$ or $u(x)-u(y) \leq-(x-y)$. Let us denote by
$\sigma_{G,+}^{\phi_{1}}(u)$ (resp., $\left.\sigma_{G,-}^{\phi_{1}}(u)\right)$ the subset of $\sigma_{G}^{\phi_{1}}(u)$ where $u$ is increasing (resp., decreasing). The first variation of $F_{\phi_{1}}$ can be computed as in Proposition 3.1, and the evolution equation corresponding to (2.5) reads as

$$
\begin{cases}u_{t}=u_{x x}, & x \in \sigma_{G}^{\phi_{1}}(u(t)), t \in(0,+\infty)  \tag{3.6}\\ u_{t}=0, & x \in \operatorname{int}\left(\sigma_{B}^{\phi_{1}}(u(t))\right), t \in(0,+\infty) \\ \lim _{y \rightarrow x, y \in \sigma_{G, \pm}^{\phi_{1}}(u(t))} u_{x}(y, t)= \pm 2, & x \in \partial \sigma_{G, \pm}^{\phi_{1}}(u(t)) \backslash\{0,1\}, t \in(0,+\infty) \\ u(x, 0)=u_{0}(x), & x \in(0,1) \\ u(0, t)=u(1, t), u_{x}(0, t)=u_{x}(1, t), & t \in(0,+\infty)\end{cases}
$$

Since equality (3.4) still holds, also in this case the region $\sigma_{G}^{\phi_{1}}(u(\cdot))$ expands as fast as possible, compatibly with (3.6). We finally observe that the analogue of Theorem 2.4 is not expected to hold in this case; cf. Remark 7.1.

Remark 3.7. Let us consider a continuous function $\phi_{2}: \mathbb{R} \rightarrow[0,+\infty)$ of the form $\phi_{2}(\xi)=\xi^{2}$ for $|\xi| \in[0,1]$, and $\phi_{2}(\xi)=\alpha \xi+\beta$ for $|\xi| \in[1,+\infty)$, where $\alpha+\beta=1$ and $\alpha \geq 0$. The computations leading to (3.2) can be repeated for the functional $F_{\phi_{2}}$ and give the following result:

$$
\begin{align*}
& \inf _{\psi \in \operatorname{Lip}(0,1), \psi(0)=\psi(1)}^{\|\psi\|_{L^{2}} \leq 1} \\
& = \begin{cases}-\left\|u_{x x}\right\|_{L^{2}\left(\sigma_{G}^{\phi_{2}}(u)\right)} & \frac{d}{d \lambda} F_{\phi_{2}}(u+\lambda \psi)_{\mid \lambda=0} \\
-\infty & \text { if }\left|u_{x}\left(a_{j-}\right)\right|=\left|u_{x}\left(b_{j+}\right)\right|=\alpha / 2, \quad 1 \leq j \leq m\end{cases}  \tag{3.7}\\
& \text { otherwise },
\end{align*}
$$

where the interior Neumann boundary condition, for example in $a_{j}$, is equal to $\alpha / 2$ (resp., $-\alpha / 2$ ) if $u_{0}$ is increasing (resp., decreasing) in $\left[a_{j}, b_{j}\right]$.

In particular, the resulting PDE arising from (3.7) is different from (2.5) (since the conditions on the free boundary are different) unless $\alpha=0$, i.e., $\phi_{2}=\phi$.
4. Discretization. In this section we define the spatial discretization used to approximate problem (2.5). In particular, in Definition 4.4 we introduce the discretized operator $A_{v}$.

Let $N \in \mathbb{N}$ and $i \in\{1, \ldots, N\}$. To simplify notation, we set $i+1=1$ and $[i, i+1]=[0,1]$ when $i=N$, and $i-1=N$ and $[i-1, i]=[0,1]$ when $i=1$.

For any $i=1, \ldots, N$ we define the hat function $h^{i} \in H^{1}(0,1)$ as

$$
h^{i}(x):= \begin{cases}N x-(i-1) & \text { if } N x \in[i-1, i] \\ i+1-N x & \text { if } N x \in[i, i+1] \\ 0 & \text { otherwise }\end{cases}
$$

We denote by $V_{N}$ the $N$-dimensional vector subspace of $H^{1}(0,1)$ generated by $h^{1}, \ldots, h^{N}$. Each function $v \in V_{N}$ is Lipschitz and is the restriction to $[0,1]$ of an affine continuous periodic function defined on $\mathbb{R}$.

For any $i=1, \ldots, N$ we define the flat function $k^{i} \in L^{2}(0,1)$ as

$$
k^{i}(x):= \begin{cases}1 & \text { if } N x \in(i-1, i] \\ 0 & \text { otherwise }\end{cases}
$$

We denote by $W_{N}$ the $N$-dimensional vector subspace of $L^{2}(0,1)$ generated by $k^{1}, \ldots, k^{N} . W_{N}$ is the space of all piecewise constant functions on the grid.

The spaces $\bigcup_{N} V_{N}$ and $\bigcup_{N} W_{N}$ are dense in $B V(0,1)$ with respect to the weak*topology.

Given $v \in V_{N}$ (resp., $w \in W_{N}$ ) we denote with $v_{1}, \ldots, v_{N}$ the coordinates of $v$ with respect to the basis $\left\{h^{1}, \ldots, h^{N}\right\}$ (resp., $\left\{k^{1}, \ldots, k^{N}\right\}$ ), i.e.,

$$
\begin{gathered}
v=\sum_{i=1}^{N} v_{i} h^{i}, \quad v_{i}=v(i / N) \\
w=\sum_{i=1}^{N} w_{i} k^{i}, \quad w_{i}=w\left(\frac{i-\frac{1}{2}}{N}\right) .
\end{gathered}
$$

We recall that

$$
\int_{(0,1)} u d x=\frac{1}{N} \sum_{i=1}^{N} u_{i}, \quad u \in V_{N} \cup W_{N}
$$

We define the scalar product $\langle\cdot, \cdot\rangle$ on $V_{N}$ and on $W_{N}$ as

$$
\langle v, \bar{v}\rangle=\frac{1}{N} \sum_{i=1}^{N} v_{i} \bar{v}_{i}, \quad\langle w, \bar{w}\rangle=\frac{1}{N} \sum_{i=1}^{N} w_{i} \bar{w}_{i}, \quad v, \bar{v} \in V_{N}, w, \bar{w} \in W_{N}
$$

Recall that

$$
\langle w, \bar{w}\rangle=\int_{(0,1)} w \bar{w} d x=\frac{1}{N} \sum_{i=1}^{N} w_{i} \bar{w}_{i}, \quad w, \bar{w} \in W_{N}
$$

Given $v \in V_{N}$ we define

$$
\begin{aligned}
\|v\|_{L^{\infty}} & :=\max \left\{\left|v_{i}\right|: i=1, \ldots, N\right\} \\
\|v\|_{L^{2}} & :=\langle v, v\rangle^{\frac{1}{2}} \\
\|\nabla v\|_{L^{1}} & :=\sum_{i=1}^{N}\left|v_{i+1}-v_{i}\right|=\int_{(0,1)}\left|v_{x}\right| d x
\end{aligned}
$$

Definition 4.1. We define the linear map $D^{+}: V_{N} \rightarrow W_{N}$ as the restriction of the weak derivative taking $H^{1}(0,1)$ in $L^{2}(0,1)$. In coordinates,

$$
\left(D^{+} v\right)_{i}=N\left(v_{i+1}-v_{i}\right), \quad i \in\{1, \ldots, N\}
$$

We let $D^{-}: W_{N} \rightarrow V_{N}$ be the adjoint operator of $-D^{+}$.
The operator $D^{-}$satisfies $\left\langle D^{-} w, v\right\rangle=-\left\langle w, D^{+} v\right\rangle$ for all $v \in V_{N}$ and $w \in W_{N}$. In coordinates,

$$
\left(D^{-} w\right)_{i}=N\left(w_{i}-w_{i-1}\right), \quad i \in\{1, \ldots, N\}
$$

Definition 4.2. Given $v \in V_{N}$ we define $\Psi_{v} \in W_{N}$ in coordinates by

$$
\left(\Psi_{v}\right)_{i}=\left\{\begin{array}{ll}
1 & \text { if }\left|\left(D^{+} v\right)_{i}\right| \leq 1, \\
0 & \text { otherwise },
\end{array} \quad i \in\{1, \ldots, N\}\right.
$$

If $v$ is $\phi$-admissible, the function $\Psi_{v}:(0,1) \rightarrow \mathbb{R}$ is the characteristic function of the set $\sigma_{G}^{\phi}(v)$.

Note that the restriction of $F_{\phi}$ to $V_{N}$ reads as follows: given $v \in V_{N}$,

$$
\begin{align*}
F_{\phi}(v) & =\frac{1}{2 N} \sum_{i=1}^{N} \min \left(\left(\left(D^{+} v\right)_{i}\right)^{2}, 1\right)  \tag{4.1}\\
& =\frac{1}{2}\left\langle\Psi_{v} D^{+} v, D^{+} v\right\rangle+\frac{1}{2} \int_{(0,1)}\left(1-\Psi_{v}\right) d x
\end{align*}
$$

where

$$
\left\langle\Psi_{v} D^{+} v, D^{+} v\right\rangle=\sum_{i=1}^{N}\left(\Psi_{v}\right)_{i}\left(D^{+} v\right)_{i}\left(D^{+} v\right)_{i}
$$

Remark 4.3. The function $F_{\phi \mid V_{N}}$ is Lipschitz in $V_{N}$ and is of class $\mathcal{C}^{\infty}$ out of the polyhedral hypersurface $H:=\bigcup_{i=1}^{N} H_{i}$, where $H_{i}:=\left\{v \in V_{N}:\left|\left(D^{+} v\right)_{i}\right|=1\right\}$. Assume that $v \in V_{N} \backslash H$. Then, for any $\bar{v} \in V_{N}$, we have

$$
\lim _{\lambda \rightarrow 0} \frac{\Psi_{v+\lambda \bar{v}}-\Psi_{v}}{\lambda}=0 \in V_{N}
$$

Therefore, using also (4.1), we get

$$
\begin{align*}
\lim _{\lambda \rightarrow 0} \frac{F_{\phi}(v+\lambda \bar{v})-F_{\phi}(v)}{\lambda} & =\frac{1}{2}\left\langle\Psi_{v} D^{+} \bar{v}, D^{+} v\right\rangle+\frac{1}{2}\left\langle\Psi_{v} D^{+} v, D^{+} \bar{v}\right\rangle  \tag{4.2}\\
& =-\left\langle D^{-}\left(\Psi_{v} D^{+} v\right), \bar{v}\right\rangle
\end{align*}
$$

More generally, for $v \in V_{N}$ there exists the limit

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0^{+}} \frac{F_{\phi}(v+\lambda \bar{v})-F_{\phi}(v)}{\lambda} \\
& =\sum_{i:\left|\left(D^{+} v\right)_{i}\right|<1}\left(D^{+} v\right)_{i}\left(D^{+} \bar{v}\right)_{i}+\sum_{i:\left|\left(D^{+} v\right)_{i}\right|=1} \min \left(\left(\left(D^{+} v\right)_{i}\left(D^{+} \bar{v}\right)_{i}\right), 0\right) \\
& =-\left\langle D^{-}\left(\Psi_{v} D^{+} v\right), \bar{v}\right\rangle-\sum_{i:\left|\left(D^{+} v\right)_{i}\right|=1} \max \left(\left(\left(D^{+} v\right)_{i}\left(D^{+} \bar{v}\right)_{i}\right), 0\right)  \tag{4.3}\\
& \leq-\left\langle D^{-}\left(\Psi_{v} D^{+} v\right), \bar{v}\right\rangle
\end{align*}
$$

Note that both the limits in (4.2) and (4.3) attain their minimum on $\left\{v \in V_{N}\right.$ : $\left.\|v\|_{L^{2}}=1\right\}$ at

$$
\bar{v}=\frac{D^{-}\left(\Psi_{v} D^{+} v\right)}{\left\|D^{-}\left(\Psi_{v} D^{+} v\right)\right\|_{L^{2}}}
$$

We are now in a position to define the discretized operator.
Definition 4.4. Given any $v \in V_{N}$ we define the linear operator $A_{v}: V_{N} \rightarrow V_{N}$ as follows: for any $\bar{v} \in V_{N}$ we let

$$
A_{v} \bar{v}:=D^{-}\left(\Psi_{v} D^{+} \bar{v}\right)
$$

In coordinates, we have

$$
\left(A_{v} \bar{v}\right)_{i}=\frac{\left(\Psi_{v}\right)_{i}\left[\bar{v}_{i+1}-\bar{v}_{i}\right]-\left(\Psi_{v}\right)_{i-1}\left[\bar{v}_{i}-\bar{v}_{i-1}\right]}{1 / N^{2}}
$$

Remark 4.5. By Remark 4.3, if $v \in V_{N} \backslash H$, then $A_{v}=-\nabla\left(F_{\phi \mid V_{N}}\right)(v)$, where $\nabla$ indicates the gradient of the function $F_{\phi_{\mid V_{N}}}$ defined in the finite-dimensional space $V_{N}$. Note also that the equality holds in the last line of (4.3) if we take $v \in V_{N}$ and $\bar{v}=A_{v} v$.

Remark 4.6. If $v, \bar{v} \in V_{N}$ are such that $\Psi_{v}=\Psi_{\bar{v}}$, then $A_{v}=A_{\bar{v}}$.
5. Discretized evolution. Maximum principles. The aim of this section is to prove Theorem 5.4, which is a key step in the proof of Theorem 2.4. We begin with some elementary lemmata.

LEMMA 5.1. Let $u_{1}, \ldots, u_{n}$ be real continuous right-differentiable functions in an interval $\left[0, t_{1}\right)$. Define $M(t):=\max _{i=1, \ldots, n} u(t)_{i}$. Then $M(t)$ is continuous and right-differentiable in $\left[0, t_{1}\right.$ ) and

$$
\frac{d}{d t^{+}} M(t)=\max _{i=1, \ldots, n}\left\{\frac{d}{d t^{+}} u(t)_{i}: u(t)_{i}=M(t)\right\}, \quad t \in\left[0, t_{1}\right)
$$

Proof. It is enough to prove the lemma when $n=2$. Set $f:=u_{1}, g:=u_{2}$, and let $t \in\left[0, t_{1}\right)$. If $f(t) \neq g(t)$, the claim is trivial since $M(t)$ equals one of the two functions in a neighborhood of $t$. Suppose $f(t)=g(t)=M(t)$. If $\frac{d}{d t^{+}} f(t)>\frac{d}{d t^{+}} g(t)$, then for all $h>0$ sufficiently small $M(t+h)=f(t+h)$; hence $\frac{d}{d t^{+}} M(t)=\frac{d}{d t^{+}} f(t)$. If $\frac{d}{d t^{+}} f(t)=\frac{d}{d t^{+}} g(t)$, then $M(t+h)-M(t)$ belongs to $[f(t+h)-f(t), g(t+h)-g(t)]$ if $f(t+h) \leq g(t+h)$ or to $[g(t+h)-g(t), f(t+h)-f(t)]$ if $f(t+h) \geq g(t+h)$. Hence $\frac{d}{d t^{+}} M(t)=\frac{d}{d t^{+}} f(t)=\frac{d}{d t^{+}} g(t)$.

LEMMA 5.2. Let $u$ be a real continuous right-differentiable function in an interval $\left[0, t_{1}\right)$. If $\frac{d}{d t^{+}} u \leq 0$ on $\left[0, t_{1}\right)$, then $u$ is nonincreasing.

Proof. See, for instance, [25, p. 298].
LEMMA 5.3. Let $u$ be a real continuous right-differentiable function in an interval $\left[0, t_{1}\right)$, and let $g=|u|$. Then $g$ is right-differentiable on $\left[0, t_{1}\right)$ and

$$
\frac{d}{d t^{+}} g(t)=\left\{\begin{array}{ll}
(\operatorname{sign} u(t)) \frac{d}{d t^{+}} u(t) & \text { if } u(t) \neq 0, \\
\left|\frac{d}{d t^{+}} u(t)\right| & \text { if } u(t)=0,
\end{array} \quad t \in\left[0, t_{1}\right)\right.
$$

Proof. If $u(t) \neq 0$, the assertion is trivial, since $g$ is right-differentiable at $t$. Suppose $u(t)=0$. Given $h>0$ we have $\frac{g(t+h)-g(t)}{h}=\left|\frac{u(t+h)}{h}\right|$. Being $u$ rightdifferentiable at $t$ we find that $\frac{d}{d t^{+}} g(t)=\left|\frac{d}{d t^{+}} u(t)\right|$.

Theorem 5.4. Let $N \in \mathbb{N}$ and $u_{0} \in V_{N}$. Then there exists a unique function $u_{N}$ such that
(a) $u_{N}:[0,+\infty) \rightarrow V_{N}$ is continuous and right-differentiable, and satisfies

$$
\left\{\begin{array}{l}
\frac{d}{d t^{+}} u_{N}(t)=A_{u_{N}(t)} u_{N}(t), \quad t \in[0,+\infty)  \tag{5.1}\\
u_{N}(0)=u_{0}
\end{array}\right.
$$

In addition, $u_{N}$ satisfies the following properties:
(b) The set-valued map $t \in[0,+\infty) \rightarrow\left\{\Psi_{u_{N}(t)}=1\right\} \subseteq(0,1)$ is nondecreasing, and the set-valued map $t \in[0,+\infty) \rightarrow \# \partial\left\{\Psi_{u_{N}(t)}=1\right\}$ is nonincreasing. Moreover, for any $t \geq 0$ there exists $\varepsilon>0$ such that $\Psi_{u_{N}(\tau)}$ is constant for any $\tau \in[t, t+\varepsilon]$. In particular, $\frac{d}{d t^{+}} \Psi_{u_{N}(t)}=0$ for any $t \geq 0$.
(c) The function $t \in[0,+\infty) \mapsto \sup _{x \in(0,1)} u_{N}(x, t)$ is nonincreasing, and the function $t \in[0,+\infty) \mapsto \inf _{x \in(0,1)} u_{N}(x, t)$ is nondecreasing.
(d) The function $t \in[0,+\infty) \mapsto\left\|\nabla u_{N}(t)\right\|_{L^{1}}$ is nonincreasing.
(e) The function $t \in[0,+\infty) \mapsto F_{\phi}\left(u_{N}(t)\right)$ is continuous and right-differentiable, and

$$
\begin{equation*}
\frac{d}{d t^{+}} F_{\phi}\left(u_{N}(t)\right)=-\left\|\frac{d}{d t^{+}} u_{N}(t)\right\|_{L^{2}}^{2} \leq 0 \tag{5.2}
\end{equation*}
$$

(f) There exist $M \in \mathbb{N}, M \leq N$, and positive times $t_{1}, \ldots, t_{M}$ such that $u_{N}$ is analytic on each interval of $(0,+\infty) \backslash\left\{t_{1}, \ldots, t_{M}\right\}$, and $\left\{t_{1}, \ldots, t_{M}\right\}$ coincides with the jump set of the function $t \in[0,+\infty) \rightarrow \Psi_{u_{N}(t)}$.
Proof. Let $t_{0}:=0$, and consider the function $u:\left[t_{0},+\infty\right) \rightarrow V_{N}$,

$$
\begin{equation*}
u(t)=u_{0} \exp \left(\left(t-t_{0}\right) A_{u_{0}}\right), \quad t \geq t_{0} \tag{5.3}
\end{equation*}
$$

i.e., the solution of

$$
\left\{\begin{array}{l}
\frac{d}{d t^{+}} u(t)=A_{u_{0}} u(t), \quad t \in\left(t_{0},+\infty\right) \\
u\left(t_{0}\right)=u_{0}
\end{array}\right.
$$

where we view the operator $A_{u_{0}}$ as an $(N \times N)$-matrix.
For any $t \geq t_{0}$ let

$$
\begin{aligned}
& \widetilde{M}(t):=\max \left(0, \max _{i=1, \ldots, N}\left\{\left(D^{+} u(t)\right)_{i}:\left(\Psi_{u_{0}}\right)_{i}=1\right\}\right) \\
& \widetilde{m}(t):=\min \left(0, \min _{i=1, \ldots, N}\left\{\left(D^{+} u(t)\right)_{i}:\left(\Psi_{u_{0}}\right)_{i}=1\right\}\right)
\end{aligned}
$$

Observe that

$$
\begin{equation*}
-1 \leq \widetilde{m}\left(t_{0}\right) \leq \widetilde{M}\left(t_{0}\right) \leq 1 \tag{5.4}
\end{equation*}
$$

In addition, the maps $t \in\left[t_{0},+\infty\right) \rightarrow\left(D^{+} u(t)\right)_{i}$ are continuously differentiable for any $i \in\{1, \ldots, N\}$; hence, by Lemma $5.1, \widetilde{M}(t)$ and $\widetilde{m}(t)$ are right-differentiable for any $t \geq t_{0}$.

Claim 1. For any $t \geq t_{0}$ we have

$$
\begin{equation*}
\frac{d}{d t^{+}} \widetilde{M}(t) \leq 0, \quad \frac{d}{d t^{+}} \widetilde{m}(t) \geq 0 \tag{5.5}
\end{equation*}
$$

Since $D^{+}$is a linear operator, for all $t \geq t_{0}$ we have

$$
\frac{d}{d t^{+}} D^{+} u(t)=D^{+} \frac{d}{d t^{+}} u(t)=D^{+} A_{u_{0}} u(t)=D^{+} D^{-}\left(\Psi_{u_{0}} D^{+} u(t)\right)
$$

Therefore, if $i \in\{1, \ldots, N\}$ is such that $\left(D^{+} u(t)\right)_{i}=\widetilde{M}(t)$, we have

$$
\begin{align*}
\frac{d}{d t^{+}}\left(D^{+} u\right)_{i}= & N\left[\left(D^{-}\left(\Psi_{u_{0}} D^{+} u\right)\right)_{i+1}-\left(D^{-}\left(\Psi_{u_{0}} D^{+} u\right)\right)_{i}\right] \\
= & N^{2}\left[\left(\Psi_{u_{0}}\right)_{i+1}\left(D^{+} u\right)_{i+1}-\left(\Psi_{u_{0}}\right)_{i}\left(D^{+} u\right)_{i}\right] \\
& -N^{2}\left[\left(\Psi_{u_{0}}\right)_{i}\left(D^{+} u\right)_{i}-\left(\Psi_{u_{0}}\right)_{i-1}\left(D^{+} u\right)_{i-1}\right]  \tag{5.6}\\
= & N^{2}\left[\left(\Psi_{u_{0}}\right)_{i+1}\left(D^{+} u\right)_{i+1}-\widetilde{M}(t)\right. \\
& \left.+\left(\Psi_{u_{0}}\right)_{i-1}\left(D^{+} u\right)_{i-1}-\widetilde{M}(t)\right],
\end{align*}
$$

where both sides are evaluated at $t \geq t_{0}$. Since $\left(\Psi_{u_{0}} D^{+} u\right)_{j} \leq \widetilde{M}(t)$ for all $j \in$ $\{1, \ldots, N\}$, from the previous equation we obtain $\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i} \leq 0$ for all $i \in$ $\{1, \ldots, N\}$ such that $\left(\Psi_{u_{0}}\right)_{i}=1$ and $\left(D^{+} u(t)\right)_{i}=\widetilde{M}(t)$. As a consequence we get

$$
0 \geq \max _{i=1, \ldots, N}\left\{\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i}:\left(\Psi_{u_{0}}\right)_{i}=1,\left(D^{+} u(t)\right)_{i}=\widetilde{M}(t)\right\}=\frac{d}{d t^{+}} \widetilde{M}(t)
$$

where the last equality follows from Lemma 5.1. In a similar way we can prove that if $i \in\{1, \ldots, N\}$ is such that $\left(\Psi_{u_{0}}\right)_{i}=1$ and $\left(D^{+} u(t)\right)_{i}=\widetilde{m}(t)$, we have $\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i} \geq 0$; hence $\frac{d}{d t^{+}} \widetilde{m}(t) \geq 0$. This concludes the proof of Claim 1.

Claim 1 and Lemma 5.2 imply that $t \rightarrow \widetilde{M}(t)$ is nonincreasing and that $t \rightarrow \widetilde{m}(t)$ is nondecreasing. Recalling (5.4) we conclude that $-1 \leq \widetilde{m}(t) \leq \widetilde{M}(t) \leq 1$ for any $t \geq t_{0}$. Hence

$$
\Psi_{u(t)}=1 \quad \text { at those nodes where } \quad \Psi_{u_{0}}=1
$$

It follows that the set-valued map $t \in\left[t_{0},+\infty\right) \rightarrow\left\{\left|D^{+} u(t)\right| \leq 1\right\}=\sigma_{G}^{\phi}(u(t)) \subseteq(0,1)$ is nondecreasing.

Let us define

$$
\begin{equation*}
t_{1}:=\sup \left\{t \geq t_{0}: A_{u(s)}=A_{u_{0}} \quad \forall s \in\left[t_{0}, t\right)\right\} \tag{5.7}
\end{equation*}
$$

We want to show that $t_{1}>t_{0}$.
For all $i \in\{1, \ldots, N\}$ such that $\left|\left(D^{+} u_{0}\right)_{i}\right| \leq 1$ we have $\left|\left(D^{+} u(t)\right)_{i}\right| \leq 1$ for all $t \geq t_{0}$. In addition, $t \rightarrow D^{+} u(t)$ being a continuous function, if $\left|\left(D^{+} u_{0}\right)_{i}\right|>1$, then there exists $\varepsilon>0$ independent of $i$ such that $\left|\left(D^{+} u(t)\right)_{i}\right|>1$ for any $t \in\left[t_{0}, t_{0}+\varepsilon\right)$. Hence $\Psi_{u(t)}=\Psi_{u_{0}}$ for any $t \in\left[t_{0}, t_{0}+\varepsilon\right]$. From Remark 4.6 it follows that $A_{u(t)}=A_{u_{0}}$ for any $t \in\left[t_{0}, t_{0}+\varepsilon\right)$, which gives $t_{1} \geq t_{0}+\varepsilon>t_{0}$.

We have proven that the function $u(t)$ in (5.3) satisfies (5.1) for $t \in\left[t_{0}, t_{1}\right)$. We have also proven that either $t_{1}=+\infty$ or $\Psi_{u\left(t_{1}\right)} \geq \Psi_{u\left(t_{0}\right)}$ and $\left(\Psi_{u\left(t_{1}\right)}\right)_{i}>\Psi_{u\left(t_{0}\right)}$ for some $i \in\{1, \ldots, N\}$.

If $t_{1}<+\infty$, repeating the previous construction with $t_{1}$ in place of $t_{0}$ and $u\left(t_{1}\right)$ in place of $u_{0}$, we find a time $t_{2}>t_{1}$ and a solution $u$ of (5.1) defined in $\left[t_{1}, t_{2}\right)$ which satisfies (5.1). Repeating this argument, we can construct an increasing sequence $\left(t_{k}\right)$ of times. Since at step $k$ the number of nodes where $\Psi_{u(t)}=1$ is nondecreasing, we can only have a finite number $M \leq N$ of steps, and in the last step we find that $t_{M}=+\infty$. Gluing together the solutions defined in the intervals $\left[t_{k}, t_{k+1}\right)$ we find a function $u_{N}$ defined for all $t \geq 0$ such that (a), (b), and (f) hold.

Let us prove (c), (d), and (e). Write for notational simplicity $u$ in place of $u_{N}$. Let $t \in[0,+\infty)$. We say that $i \in\{1, \ldots, N\}$ is a relative maximum (resp., minimum) for $u(t)$ if

$$
u(t)_{i} \geq \max \left\{u(t)_{i-1}, u(t)_{i+1}\right\} \quad\left(\text { resp. }, u(t)_{i} \leq \min \left\{u(t)_{i-1}, u(t)_{i+1}\right\}\right)
$$

Claim 2. Let $t \in[0,+\infty)$. If $i$ is a relative maximum (resp., minimum) for $u(t)$, then $\frac{d}{d t^{+}} u(t)_{i} \leq 0$ (resp., $\geq 0$ ).

By (5.1),

$$
\begin{align*}
\frac{d}{d t^{+}} u(t)_{i} & =N\left[\left(\Psi_{u(t)}\right)_{i}\left(D^{+} u(t)\right)_{i}-\left(\Psi_{u(t)}\right)_{i-1}\left(D^{+} u(t)\right)_{i-1}\right]  \tag{5.8}\\
& =N^{2}\left[\left(\Psi_{u(t)}\right)_{i}\left(u(t)_{i+1}-u(t)_{i}\right)-\left(\Psi_{u(t)}\right)_{i-1}\left(u(t)_{i}-u(t)_{i-1}\right)\right]
\end{align*}
$$

Hence, if $i$ is a relative maximum, we have $\frac{d}{d t^{+}} u(t)_{i} \leq 0$ since $u(t)_{i+1}-u(t)_{i} \leq 0$ and $u(t)_{i}-u(t)_{i-1} \geq 0$. Similarly, we can reason when $i$ is a relative minimum, and Claim 2 follows.

Assertion (c) then follows from Claim 2.
Consider now the function

$$
S_{i}(t):= \begin{cases}\operatorname{sign}\left(u(t)_{i+1}-u(t)_{i}\right) & \text { if } u(t)_{i+1} \neq u(t)_{i} \\ \left\lvert\, \frac{d}{d t^{+}}\left(u(t)_{i+1}-u(t)_{i} \mid\right.\right. & \text { if } u(t)_{i+1}=u(t)_{i}\end{cases}
$$

By Lemma 5.3 we have

$$
\begin{aligned}
\frac{d}{d t^{+}}\|\nabla u(t)\|_{L^{1}} & =\sum_{i=1}^{N} \frac{d}{d t^{+}}\left|u(t)_{i+1}-u(t)_{i}\right|=\sum_{i=1}^{N} S_{i}(t)\left(\frac{d}{d t^{+}} u(t)_{i+1}-\frac{d}{d t^{+}} u(t)_{i}\right) \\
& =\sum_{i=1}^{N}\left(S_{i-1}(t)-S_{i}(t)\right) \frac{d}{d t^{+}} u(t)_{i}
\end{aligned}
$$

In order to prove that $\frac{d}{d t^{+}}\|\nabla u(t)\|_{L^{1}} \leq 0$, it is enough to show that

$$
\begin{equation*}
\left(S_{i-1}(t)-S_{i}(t)\right) \frac{d}{d t^{+}} u(t)_{i} \leq 0 \quad \forall i \in\{1, \ldots, N\} \tag{5.9}
\end{equation*}
$$

We divide the proof into four cases. We write for simplicity $u$ in place of $u(t)$ and $S$ in place of $S(t)$.

Case 1: the point $i$ is simultaneously a relative maximum and a relative minimum, i.e., $u_{i-1}=u_{i}=u_{i+1}$. From (5.8) we deduce that $\frac{d}{d t^{+}} u_{i}=0$, and (5.9) is satisfied.

Case 2: the point $i$ is a relative maximum but not a relative minimum. Then either $u_{i}>u_{i-1}$ or $u_{i}>u_{i+1}$. So either $S_{i-1}=1$ or $S_{i}=-1$, and in both cases $S_{i-1}-S_{i} \geq 0$. With $\left(D^{+} u\right)_{i} \leq 0$ and $\left(D^{+} u\right)_{i-1} \geq 0$, from (5.8) we find that $\frac{d}{d t^{+}} u \leq 0$, and (5.9) follows.

Case 3: the point $i$ is a relative minimum but not a relative maximum. Then either $S_{i-1}=-1$ or $S_{i}=1$, while $\frac{d}{d t^{+}} u \geq 0$.

Case 4: the point $i$ is neither a relative maximum nor a relative minimum. Then either $u_{i-1}<u_{i}<u_{i+1}$ or $u_{i-1}>u_{i}>u_{i+1}$. In both cases we have $S_{i-1}=S_{i}$, and hence (5.9) holds.

Then (d) follows from Claim 1 and Lemma 5.2.
Let us now prove (e). Recalling that $\frac{d}{d t^{+}} \Psi_{u}=0$ and using the expression of $F_{\phi}(u)$ as

$$
\begin{equation*}
F_{\phi}(u)=\frac{1}{2} \int_{(0,1)}\left[\Psi_{u}\left(D^{+} u\right)^{2}+\left(1-\Psi_{u}\right)\right] d x \tag{5.10}
\end{equation*}
$$

we have

$$
\begin{aligned}
\frac{d}{d t^{+}} F_{\phi}(u) & =\frac{1}{2} \int_{(0,1)} \Psi_{u} \frac{d}{d t^{+}}\left(D^{+} u\right)^{2} d x=\int_{(0,1)} \Psi_{u} D^{+} u \frac{d}{d t^{+}} D^{+} u d x \\
& =\left\langle D^{+} \frac{d}{d t^{+}} u, \Psi_{u} D^{+} u\right\rangle=-\left\langle\frac{d}{d t^{+}} u, D^{-}\left(\Psi_{u} D^{+} u\right)\right\rangle \\
& =-\left\langle\frac{d}{d t^{+}} u, A_{u} u\right\rangle=-\int_{(0,1)}\left(\frac{d}{d t^{+}} u\right)^{2} d x=-\left\|\frac{d}{d t^{+}} u\right\|_{L^{2}}^{2} \leq 0,
\end{aligned}
$$

which proves (5.2).
For all $t \geq 0$ for which $\Psi_{u(\cdot)}$ is continuous at $t$, the continuity of $F_{\phi}(u(\cdot))$ at $t$ is a consequence of (5.10). On the other hand, if $\left(\Psi_{u(\cdot)}\right)_{i}$ has a discontinuity at $\bar{t} \geq 0$, we know that there exists $\sigma>0$ such that $\left(\Psi_{u}\right)_{i}=0$ in $(\bar{t}-\sigma, \bar{t})$ and $\left(\Psi_{u}\right)_{i}=1$ in $[\bar{t}, \bar{t}+\sigma)$. This implies that $\left|\left(D^{+} u\right)_{i}\right|>1$ in $(\bar{t}-\sigma, \bar{t})$ and $\left|\left(D^{+} u\right)_{i}\right| \leq 1$ in $[\bar{t}, \bar{t}+\sigma)$. Since $\left(D^{+} u(\cdot)\right)_{i}$ is continuous, we deduce that $\left(D^{+} u(\bar{t})\right)_{i}^{2}=1$. As a result,

$$
\lim _{t \rightarrow t^{ \pm}} \Psi_{u(t)}\left(D^{+} u(t)\right)^{2}+\left(1-\Psi_{u(t)}\right)=1
$$

This implies the continuity of the map $t \mapsto F_{\phi}(u(t))$ at $\bar{t}$.
To conclude the proof of the theorem, we need to show that the function $u_{N}$ is unique. The proof is divided into two steps.

Step 1. Let $\underline{u}_{N}:[0,+\infty) \rightarrow V_{N}$ be a continuous right-differentiable function satisfying (5.1). Assume, in addition, that for any $t \geq 0$ there exists $\varepsilon>0$ such that $\Psi_{\underline{u}_{N}(\tau)}$ is constant for any $\tau \in[t, t+\varepsilon]$. Then $\underline{u}_{N}=u_{N}$.

Let $\varepsilon>0$ be such that $\Psi_{u_{N}}$ is constant on $[0, \varepsilon]$. It follows that $\underline{u}_{N}=u_{N}$ in $[0, \varepsilon]$, since the solution of $(5.1)$, in $[0, \varepsilon]$, is uniquely given by (5.3). Without loss of generality, we can assume that

$$
\begin{equation*}
\varepsilon<t_{1} \tag{5.11}
\end{equation*}
$$

where $t_{1}$ is defined in (5.7) and is the first time for which $\Psi_{u_{N}}$ is discontinuous. Recall that, by definition, $\left\{\Psi_{u_{N}(\varepsilon)}=0\right\}=\left\{\left|D^{+} u_{N}(\varepsilon)\right|>1\right\}$.

We claim that

$$
\begin{equation*}
\left\{\Psi_{u_{N}(\varepsilon)}=1\right\}=\left\{\left|D^{+} u_{N}(\varepsilon)\right|<1\right\} . \tag{5.12}
\end{equation*}
$$

Indeed, denote by $I_{j}=(j / N,(j+1) / N)$ the generic interval of the grid and by $\sigma_{j}(t)$ the slope of $u_{N}(t)$ in $I_{j}$. A closer look at the last term in (5.6) reveals that for any $t \in\left[0, t_{1}\right)$, if

$$
\begin{equation*}
\widetilde{M}(t)=\left(D^{+} u(t)\right)_{i}=1, \text { and either } \sigma_{i-1}(t) \neq 1 \text { or } \sigma_{i+1}(t) \neq 1, \tag{5.13}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i}<0 \tag{5.14}
\end{equation*}
$$

where we recall that $u$ stands for $u_{N}$. Similarly, if

$$
\begin{equation*}
\widetilde{m}(t)=\left(D^{+} u(t)\right)_{i}=-1, \text { and either } \sigma_{i-1}(t) \neq-1 \text { or } \sigma_{i+1}(t) \neq-1, \tag{5.15}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i}>0 \tag{5.16}
\end{equation*}
$$

Observe that from (5.13), (5.14), (5.15), and (5.16), we already deduce that if $\left|\sigma_{i}(t)\right|=$ 1 and if either $\left|\sigma_{i-1}(t)\right| \neq 1$ or $\left|\sigma_{i+1}(t)\right| \neq 1$, then $\left|\sigma_{i}(t+\tau)\right|<1$ for any $\tau>0$ small enough. What remains is the most delicate case; namely, we have to consider those intervals $I_{i}$ of the grid where $\left|\sigma_{i}(t)\right|=1$ and also $\left|\sigma_{i-1}(t)\right|=\left|\sigma_{i+1}(t)\right|=1$. The following observation again follows from the expression on the right-hand side of (5.6). For any $t \in\left[0, t_{1}\right)$, if

$$
\begin{equation*}
\widetilde{M}(t)=\left(D^{+} u(t)\right)_{i}=1, \text { and } \sigma_{i-1}(t)=1=\sigma_{i+1}(t) \tag{5.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i}=0 . \tag{5.18}
\end{equation*}
$$

Similarly, if

$$
\begin{equation*}
\widetilde{m}(t)=\left(D^{+} u(t)\right)_{i}=-1, \text { and } \sigma_{i-1}(t)=-1=\sigma_{i+1}(t), \tag{5.19}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d}{d t^{+}}\left(D^{+} u(t)\right)_{i}=0 \tag{5.20}
\end{equation*}
$$

Hence (5.18) and (5.20) do not allow us to conclude that if $\left|\sigma_{i}(t)\right|=1$ and if $\left|\sigma_{i-1}(t)\right|=$ $1=\left|\sigma_{i+1}(t)\right|$, then $\left|\sigma_{i}(t+\tau)\right|<1$ for any $\tau>0$ small enough. However, such an inequality is valid and can be proved as follows. Let us denote by $C$ the connected component of $\left\{\Psi_{u(t)}=1\right\}$ containing $I_{i}$ and by $I_{i^{-}}$(resp., $I_{i^{+}}$) the extremal left (resp., right) interval of the grid belonging to $C$ (note that thanks to the boundary conditions, 0 is not a boundary point of $I_{i^{-}}$and 1 is not a boundary point of $I_{i^{+}}$). By (5.14) and (5.16) it follows that $\left|\sigma_{I_{i}-}(t+\tau)\right|<1$ and $\left|\sigma_{I_{i}+}(t+\tau)\right|<1$ for any $\tau>0$. Using the previous arguments, we deduce that $\left|\sigma_{I_{i-+1}}(t+\tau)\right|<1$ and $\left|\sigma_{I_{i+-1}}(t+\tau)\right|<1$ for any $\tau>0$ small enough. After a finite number of iterations, we deduce that $\left|\sigma_{i}(t+\tau)\right|<1$ for any $\tau>0$ small enough. This concludes the proof of the claim.

We can now repeat the reasoning taking $\varepsilon$ as initial time, and we conclude that $\underline{u}_{N}=u_{N}$ in $\left[0, t_{1}\right]$. Iterating the argument for any $i=1, \ldots, M$ we obtain that $\underline{u}_{N}=u_{N}$ in $[0,+\infty)$.

Step 2. Let $\underline{u}_{N}:[0,+\infty) \rightarrow V_{N}$ be a continuous right-differentiable function satisfying (5.1). Then for any $t \geq 0$ there exists $\varepsilon>0$ such that $\Psi_{\underline{u}_{N}(\tau)}$ is constant for any $\tau \in[t, t+\varepsilon]$.

Let us consider an interval $I_{i}$ where the slope $\underline{\sigma}_{i}(t)$ of $\underline{u}_{N}(t)$ satisfies $\left|\underline{\sigma}_{i}(t)\right|=1$. Arguing as in Step 1, independently of the values of $\left|\underline{\sigma}_{i-1}(t)\right|$ and $\left|\underline{\sigma}_{i+1}(t)\right|$, we deduce that $\left|\underline{\sigma}_{i}(t+\tau)\right|<1$ for any $\tau>0$ sufficiently small. This implies that $\Psi_{\underline{u}_{N}(t)}$ is right continuous and proves Step 2.

Steps 1 and 2 conclude the proof of uniqueness, and hence the proof of the theorem.

Remark 5.5. We have already observed in the introduction that the right-hand side of the ODE's system $\dot{u}=-\nabla\left(F_{\phi_{\mid V_{N}}}\right)$ (see (5.1)) is only a bounded function, since $F_{\phi_{\mid V_{N}}}$ is Lipschitz. Nevertheless, due to the special form of $F_{\phi}$ the solution in the
sense of Theorem 5.4 is unique. This is not the case if we change the notion of solution to (5.1), for instance if we consider solutions to the system (5.1) only for almost all times. This is shown in the following example, which is related to the nonuniqueness example (Example 1 of section 2) and also shows another interesting phenomenon: the solution considered in Theorem 5.4 does not depend continuously on the initial datum.

Example 2. Assume that the initial datum $u_{0}=u_{0 N} \in V_{N}$ (with $N$ even, in such a way that $1 / 2$ is a point of the mesh) is as follows:
$u_{0}=0$ in $(0,1 / 2)$;
$u_{0}$ is increasing in $(1 / 2,1 / 2+1 / N)$ with slope exactly 1 ;
$u_{0}$ is piecewise linear, with slopes (in modulus) strictly less than 1 in $(1 / 2+$ $1 / N, 1)$.
Note that such an initial datum can be obtained from the discretization of solutions considered in the nonuniqueness example (Example 1 of section 2) at a time slightly smaller than $t_{*}$ (and converging to $t_{*}$ as $N \rightarrow+\infty$ ). The (unique) solution $u_{N}$ of Theorem 5.4 is such that the linear part in the interval $(1 / 2,1 / 2+1 / N)$ for small positive times decreases its slope to a value less than 1 . This solution, in the limit $N \rightarrow+\infty$, produces the solution $u_{1}\left(\cdot+t_{*}\right)$ of Example 1 of section 2.

Given $\varepsilon \in(0,1)$ let us consider the functions $u_{0}^{\varepsilon \pm}=u_{0}^{\varepsilon \pm} \in V_{N}$ defined as follows: $u_{0}^{\varepsilon \pm}:=u_{0}$ in $(0,1 / 2), u_{0}^{\varepsilon \pm}:=u_{0} \pm \frac{\varepsilon}{N}$ in $(1 / 2+1 / N, 1)$, and $u_{0}^{\varepsilon \pm}$ is increasing in $(1 / 2,1 / 2+1 / N)$ with slope $1 \pm \varepsilon$. Then, if $u_{N}^{\varepsilon}$ denotes the solution of Theorem 5.4 having $u_{0}^{\varepsilon \pm}$ as initial datum, we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} u_{N}^{\varepsilon-}=u_{N}
$$

while

$$
\lim _{\varepsilon \rightarrow 0^{+}} u_{N}^{\varepsilon}{ }^{+}=\widetilde{u}_{N}
$$

where $\widetilde{u}_{N} \in V_{N}$ satisfies (a) of Theorem 5.4 for any $t>0$ but not for $t=0$, and

$$
\lim _{N \rightarrow+\infty} \widetilde{u}_{N}(\cdot)=u_{2}\left(\cdot+t_{*}\right)
$$

where $u_{2}$ is as in Example 1 of section 2. Hence the solution $u_{N}$ of Theorem 5.4 is not continuous with respect to initial data. We can summarize the above discussion, coupled with the remarks of section 2 , with the following conclusion: solutions to (iv), (v), and (vi) of Theorem 2.4 are not unique thanks to Example 1 of section 2 (which, however, we believe to be nongeneric). On the other hand, solutions of Theorem 5.4 are unique; however, they do not depend in a continuous way on the initial data. It is such an instability at the discrete level (i.e., for fixed $N$ ) which seems to produce nonuniqueness in the limit $N \rightarrow+\infty$.
6. Convergence of the approximating schemes. In this section we prove Theorem 2.4. We begin with the following elementary lemma.

Lemma 6.1. Let $u_{0} \in \mathcal{A}_{\phi}(0,1)$. Then there exists a sequence $\left(u_{0}^{N}\right) \subset V_{N}$ of functions satisfying assertion (i) of Theorem 2.4.

Proof. Define $u_{0}^{N} \in V_{N}$ as $\left(u_{0}^{N}\right)_{i}:=u_{0}(i / N)$. Then $\left\|u_{0}^{N}\right\|_{B V(0,1)} \leq\left\|u_{0}\right\|_{B V(0,1)}$ for any $N \in \mathbb{N},\left(u_{0}^{N}\right)$ converges to $u_{0}$ weakly* in $B V(0,1)$ and strongly in $L^{2}(0,1)$, and $\lim _{N \rightarrow+\infty}\left\|u_{0}^{N}\right\|_{B V(0,1)}=\left\|u_{0}\right\|_{B V(0,1)}$. Note that for any $x \in[0,1]$ such that $\operatorname{dist}\left(x, \sigma_{B}^{\phi}\left(u_{0}\right)\right)>1 / N$ (resp., $\left.\operatorname{dist}\left(x, \sigma_{G}^{\phi}\left(u_{0}\right)\right)>1 / N\right)$, then $x \in \sigma_{G}^{\phi}\left(u_{0}^{N}\right)($ resp., $x \in$
$\left.\sigma_{B}^{\phi}\left(u_{0}^{N}\right)\right)$. It follows that $\lim _{N \rightarrow+\infty} d_{\mathcal{H}}\left(\sigma_{G}^{\phi}\left(u_{0}^{N}\right), \sigma_{G}^{\phi}\left(u_{0}\right)\right)=0$. Since any isolated point in $\sigma_{B}^{\phi}(u)$ belongs to $\sigma_{B}^{\phi}\left(u_{0}^{N}\right)$ for $N$ large enough, we also have $d_{\mathcal{H}}\left(\sigma_{B}^{\phi}\left(u_{0}^{N}\right), \sigma_{B}^{\phi}\left(u_{0}\right)\right) \rightarrow$ 0 as $N \rightarrow+\infty$.

Now let $K \subset \sigma_{G}^{\phi}\left(u_{0}\right)$ be an interval with $\bar{K} \subset(0,1)$. Then $\left\|u_{0}^{N}\right\|_{L^{2}(K)} \leq$ $\left\|u_{0}\right\|_{L^{2}\left(K_{N}\right)}$, where $K_{N}:=\{x \in \mathbb{R}: \operatorname{dist}(x, K)<1 / N\}$ and $N$ is large enough in such a way that $K_{N} \subset(0,1)$. Hence $\left\|u_{0}^{N}\right\|_{L^{2}(K)} \leq\left\|u_{0}\right\|_{L^{2}(K)}+\frac{2}{N},\left(u_{0}^{N}\right)$ weakly converges to $u_{0}$ in $H^{1}(K)$, and $\left\|u_{0}^{N}{ }_{x}\right\|_{L^{2}(K)}$ converges to $\left\|u_{0 x}\right\|_{L^{2}(K)}$. Therefore $\lim _{N \rightarrow+\infty} F_{\phi}\left(u_{0}^{N}\right)=F_{\phi}\left(u_{0}\right)$, and this concludes the proof.

By construction, $u_{0}^{N} \in V_{N} \subset \mathcal{A}_{\phi}(0,1)$; moreover, we can assume that if $N$ is large enough, the number of connected components of $\sigma_{B}^{\phi}\left(u_{0}^{N}\right)$ equals $m$, the number of connected components of $\sigma_{B}^{\phi}\left(u_{0}\right)$, and we can uniquely write $\sigma_{B}^{\phi}\left(u_{0}^{N}\right)$ as in (2.2).

Definition 6.2. Let $u_{0} \in \mathcal{A}_{\phi}(0,1)$, and let ( $u_{0}^{N}$ ) be as in Lemma 6.1. We denote by $u^{N}:[0,+\infty) \rightarrow V_{N}$ the solution of

$$
\left\{\begin{array}{l}
\frac{d}{d t^{+}} u(t)=A_{u(t)} u(t), \quad t \in(0,+\infty),  \tag{6.1}\\
u^{N}(0)=u_{0}^{N}
\end{array}\right.
$$

given by Theorem 5.4 (with $u_{0}$ in (5.1) replaced by $u_{0}^{N}$ ).
Note that all assertions in Theorem 2.4(ii) are satisfied.
Remark 6.3.
(a) For any $j \in\{1, \ldots, m\}$ we define

$$
\begin{aligned}
T_{j}^{N} & :=\sup \left\{t \geq 0: \sigma_{B}^{\phi}\left(u^{N}(t)\right) \cap\left[a_{j}^{N}(0), b_{j}^{N}(0)\right] \neq \emptyset\right\}>0, \\
{\left[a_{j}^{N}(t), b_{j}^{N}(t)\right] } & :=\sigma_{B}^{\phi}\left(u^{N}(t)\right) \cap\left[a_{j}^{N}(0), b_{j}^{N}(0)\right], \quad t \in\left[0, T_{j}^{N}\right) .
\end{aligned}
$$

Then $a_{j}^{N}(0)=a_{j}^{0}, b_{j}^{N}(0)=b_{j}^{0}$, and

$$
\sigma_{B}^{\phi}\left(u^{N}(t)\right)=\bigcup_{j=1}^{m}\left[a_{j}^{N}(t), b_{j}^{N}(t)\right], \quad t \in[0,+\infty),
$$

where we have set

$$
\left[a_{j}^{N}(t), b_{j}^{N}(t)\right]:=\emptyset \quad \text { if } t \geq T_{j}^{N} .
$$

(b) The map $t \in\left[0, T_{j}^{N}\right) \mapsto a_{j}^{N}(t)$ is continuous and nondecreasing, and the map $t \in\left[0, T_{j}^{N}\right) \mapsto b_{j}^{N}(t)$ is continuous and nonincreasing.
(c) Since $u^{N}(\cdot, t)=u_{0}^{N}(\cdot)$ on $\sigma_{B}^{\phi}\left(u^{N}(t)\right)$, for any $j \in\{1, \ldots, m\}$ we have that either $u_{0}^{N}(x, t)>1$ for a.e. $x \in\left[a_{j}^{N}(t), b_{j}^{N}(t)\right]$ or $u_{0}^{N}(x, t)<-1$ for a.e. $x \in\left[a_{j}^{N}(t), b_{j}^{N}(t)\right]$.
Lemma 6.4. There exists a constant $C>0$ depending only on $u_{0}$ such that

$$
\begin{aligned}
\sup _{t>0} \sup _{N \in \mathbb{N}} F_{\phi}\left(u^{N}(t)\right) & \leq C, \\
\sup _{N \in \mathbb{N}}\left\|\frac{d}{d t^{+}} u^{N}\right\|_{L^{2}\left((0,+\infty) ; L^{2}(0,1)\right)} & \leq C, \\
\sup _{N \in \mathbb{N}}\left\|u^{N}\right\|_{L^{\infty}((0,+\infty) ; B V(0,1))} & \leq C,
\end{aligned}
$$

Proof. The first two inequalities follow from (2.3) and (5.2). The last one follows from Theorem 5.4 (c) and (d) and (2.3).

Remark 6.5. Thanks to Lemma 6.4 (and extracting if necessary a not relabelled subsequence) the sequence $\left(u^{N}\right)$ converges weakly in $H_{\text {loc }}^{1}\left((0,+\infty) ; L^{2}(0,1)\right)$ and weakly* in $L^{\infty}((0,+\infty) ; B V(0,1))$ to a function $u$ as $N \rightarrow+\infty$, and this gives assertion (iii) of Theorem 2.4. In particular, for almost every $x \in(0,1)$ the function $t \in[0,+\infty) \rightarrow u(x, t)$ is continuous, and $u^{N}(x, \cdot) \rightarrow u(x, \cdot)$ uniformly on $[0,+\infty)$. As a consequence the function $u(\cdot, t)$ is well defined for all $t \in[0,+\infty)$ and $\|D u(\cdot, t)\| \leq\left\|D u_{0}\right\|$. It also follows that $u^{N}(t) \rightarrow u(t)$ weakly ${ }^{*}$ in $B V(0,1)$ for almost every $t \geq 0$.

Remark 6.6. Possibly extracting a further subsequence, we can assume that for any $j \in\{1, \ldots, m\}, T_{j}^{N} \rightarrow T_{j}$ as $N \rightarrow+\infty$ for some $T_{j} \in[0,+\infty]$. If $T_{j}>0$, since the functions $a_{j}^{N}(\cdot)$ (resp., $\left.b_{j}^{N}(\cdot)\right)$ are nondecreasing (resp., nonincreasing), there exist nondecreasing functions $a_{j}:\left[0, T_{j}\right) \rightarrow[0,1]$ (resp., nonincreasing functions $b_{j}$ : $\left.\left[0, T_{j}\right) \rightarrow[0,1]\right)$ such that $a_{j}^{N} \rightarrow a_{j}$ (resp., $b_{j}^{N} \rightarrow b_{j}$ ) weakly* in $B V\left(0, T_{j}-\varepsilon\right)$ as $N \rightarrow+\infty$ for all $\varepsilon>0$ small enough. Since $a_{j}^{N}(t)<b_{j}^{N}(t)$ for all $t \in\left[0, T_{j}^{N}\right)$, passing to the limit we obtain that $a_{j}(t) \leq b_{j}(t)$ for all $t \in\left[0, T_{j}\right)$. Recall that $a_{j}(0)=a_{j}^{0}$ and $b_{j}(0)=b_{j}^{0}$ for any $j \in\{1, \ldots, m\}$.

In the following, set $\mathcal{J}(0):=\{1, \ldots, m\}$.
Definition 6.7. For any $t \in[0,+\infty)$ we define

$$
\begin{aligned}
\mathcal{J}(t) & :=\left\{j \in\{1, \ldots, m\}: t<T_{j}\right\}, \\
B(t) & :=\bigcup_{j \in \mathcal{J}(t)}\left[a_{j}(t), b_{j}(t)\right], \\
G(t) & :=[0,1] \backslash B(t), \\
\widetilde{B}(t) & :=\bigcup_{j \in \mathcal{J}(t): a_{j}(t)<b_{j}(t)}\left[a_{j}(t), b_{j}(t)\right] \cup \bigcup_{j \in \mathcal{J}(t): a_{j}(t)=b_{j}(t) \in J_{u(t)}}\left\{a_{j}(t)\right\}, \\
\widetilde{G}(t) & :=[0,1] \backslash \widetilde{B}(t) .
\end{aligned}
$$

Note that

$$
\begin{equation*}
\overline{\operatorname{int}(B(t))} \subseteq \widetilde{B}(t) \subseteq B(t) \tag{6.2}
\end{equation*}
$$

Lemma 6.8. For any $j \in\{1, \ldots, m\}$ we have $T_{j}>0$, and the functions $a_{j}$ and $b_{j}$ are continuous on $\left[0, T_{j}\right)$.

Proof. Assume by contradiction that there exists $j \in\{1, \ldots, m\}$ such that $T_{j}=0$. Then $\left[a_{j}^{0}, b_{j}^{0}\right] \in \sigma_{G}^{\phi}(u(s))$ for any $s>0$. Hence $u(s)$ is one-Lipschitz in $\left[a_{j}^{0}, b_{j}^{0}\right]$ for any $s>0$.

Case 1. Assume that $a_{j}^{0}<b_{j}^{0}$. Using the triangular property and $u(0)=u_{0}$, for any $x, x^{\prime} \in\left[a_{j}^{0}, b_{j}^{0}\right], x \neq x^{\prime}$, we have

$$
\begin{aligned}
|u(x, s)-u(x, 0)|+\left|u\left(x^{\prime}, s\right)-u\left(x^{\prime}, 0\right)\right| & \geq\left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right|-\left|u(x, s)-u\left(x^{\prime}, s\right)\right| \\
& \geq\left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right|-\left|x-x^{\prime}\right|>0 .
\end{aligned}
$$

This means that $s \mapsto u(x, s)$ has a discontinuity at $s=0$ for a.e. $x \in\left[a_{j}^{0}, b_{j}^{0}\right]$, and this is in contradiction with $u \in A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$.

Case 2. Assume that $a_{j}^{0}=b_{j}^{0}$. Let $L:=u_{0}\left(a_{j_{+}}^{0}\right)$ and $l:=u_{0}\left(a_{j_{-}}^{0}\right)$. We can assume $l<L$. Let $\delta:=\min \left(\frac{(L-l)}{4}, a_{1}^{0},\left(1-b_{m}^{0}\right), \min _{j=1, \ldots, m-1}\left(a_{j+1}^{0}-b_{j}^{0}\right)\right)>0$, and
define $x^{ \pm}:=a_{j}^{0} \pm \delta$. Note that $u(s)$ is one-Lipschitz in $\left(x^{-}, x^{+}\right)$for any $s>0$. For any $x, x^{\prime} \in\left(x^{-}, x^{+}\right), x \neq x^{\prime}$, we have

$$
\begin{aligned}
|u(x, s)-u(x, 0)|+\left|u\left(x^{\prime}, s\right)-u\left(x^{\prime}, 0\right)\right| \geq & \left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right|-\left|x-x^{\prime}\right| \\
\geq & \left|u_{0}\left(a_{j_{-}}^{0}\right)-u_{0}\left(a_{j_{+}}^{0}\right)\right|-\left|u_{0}(x)-u_{0}\left(a_{j_{-}}^{0}\right)\right| \\
& -\left|u_{0}\left(x^{\prime}\right)-u_{0}\left(a_{j_{+}}^{0}\right)\right|-\left|x-x^{\prime}\right| \\
& \geq L-l-4 \delta>0 .
\end{aligned}
$$

As above, this is in contradiction with $u \in A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$.
Let us now prove that $a_{j}$ and $b_{j}$ are continuous. Assume by contradiction that $a_{j}$ has a discontinuity at $t=\bar{t} \in\left[0, T_{j}\right)$. Since $a_{j}$ is nondecreasing, $\bar{t}$ is a jump point of $a_{j}$. If $\bar{t}=0$, we can argue in analogy to Case 1 . Assume $\bar{t}>0$, and let $x^{-}:=\lim _{t \rightarrow \bar{t}^{-}} a_{j}(t)<x^{+}:=\lim _{t \rightarrow \bar{t}^{+}} a_{j}(t)$. Since $u^{N}(\cdot, t)$ coincides with $u_{0}^{N}(\cdot)$ in $\sigma_{B}^{\phi}\left(u^{N}(t)\right)$, it follows that $u(\cdot, t)$ coincides with $u_{0}(\cdot)$ in each connected component of $\operatorname{int}(B(t))$. In particular, the function $u(t)$ coincides with $u_{0}$ in $\left(x^{-}, x^{+}\right)$for all $t \in[0, \bar{t})$. We then obtain

$$
\left|u(x, t)-u\left(x^{\prime}, t\right)\right|=\left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right|>\left|x-x^{\prime}\right| \quad \forall x, x^{\prime} \in\left(x^{-}, x^{+}\right)
$$

On the other hand, $u(s)$ is one-Lipschitz in $\left(x^{-}, x^{+}\right)$for any $s>\bar{t}$. It follows that, for any $x, x^{\prime} \in\left(x^{-}, x^{+}\right)$,

$$
|u(x, t)-u(x, s)|+\left|u\left(x^{\prime}, t\right)-u\left(x^{\prime}, s\right)\right| \geq\left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right|-\left|x-x^{\prime}\right|>0
$$

which contradicts $u \in A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$. This proves the continuity of $a_{j}$. The continuity of $b_{j}$ follows using a similar argument.

Remark 6.9. Whenever $T_{j}<+\infty$, arguing as in Lemma 6.8 with $\bar{t}=T_{j}$, we get $\lim _{t \rightarrow T_{j}^{-}} a_{j}(t)=\lim _{t \rightarrow T_{j}^{-}} b_{j}(t)$.

Remark 6.10.
(a) Since $u^{N}(\cdot, t)$ is one-Lipschitz in each connected component of $\sigma_{G}^{\phi}\left(u^{N}(t)\right)$, it follows that $u(\cdot, t)$ is one-Lipschitz in each connected component of $\widetilde{G}(t)$.
(b) The function $u(\cdot, t)$ coincides with $u_{0}(\cdot)$ in each connected component of $\operatorname{int}(B(t))$.
Remark 6.11. As a consequence of Lemma 6.8 the sequence $\left(a_{j}^{N}\right)$ (resp., $\left(b_{j}^{N}\right)$ ) converges to $a_{j}$ (resp., to $b_{j}$ ) uniformly in $\left[0, T_{j}-\varepsilon\right.$ ) as $N \rightarrow+\infty$ for any $\varepsilon>0$ small enough. In particular, for any connected component $I$ of $B(t)$ there exists a connected component $I_{N}$ of $\sigma_{B}^{\phi}\left(u^{N}(t)\right)$ such that

$$
\lim _{N \rightarrow+\infty} d_{\mathcal{H}}\left(I_{N}, I\right)=0
$$

Lemma 6.12. The function $u(t)$ is $\phi$-admissible for any $t \geq 0$ and

$$
\begin{equation*}
\overline{\operatorname{int}(B(t))} \subseteq \sigma_{B}^{\phi}(u(t)) \subseteq B(t) \quad \forall t \in[0,+\infty) \tag{6.3}
\end{equation*}
$$

Proof. Recalling Remark 6.5, let us fix $t \geq 0$ such that $u^{N}(t) \rightarrow u(t)$ weakly* in $B V(0,1)$. From Remark $6.10(\mathrm{a})$ it follows that $u(t)$ is one-Lipschitz in each connected component of $\widetilde{G}(t)$; hence

$$
\widetilde{G}(t) \subseteq \sigma_{G}^{\phi}(u(t))
$$

Moreover, from Remarks 6.3(c) and 6.11 it follows that the assertion in Remark 2.2(c) holds with $u$ replaced by $u(t)$ for any connected component $I$ of $\widetilde{B}(t)$ and any Borel set $A \subseteq I$. Indeed, if $A$ is compactly contained in $I$, then $D u^{N}(A)=D u_{0}^{N}(A)$ for $N \in \mathbb{N}$ large enough, and by construction (see Lemma 6.1) in the first case $|A|<\lim _{N \rightarrow+\infty} D u_{0}^{N}(A)=D u(A)$ or in the second case $-|A|>\lim _{N \rightarrow+\infty} D u_{0}^{N}(A)=$ $D u(A)$. If $A$ is a boundary point of $I$, then (using Remarks 6.11 and 6.10(a)) in the first case $0 \leq \lim _{N \rightarrow+\infty} D u^{N}(A)=D u(A)$ or in the second case $0 \leq \lim _{N \rightarrow+\infty}$ $D u^{N}(A)=D u(A)$. To obtain the desired inequalities when $A$ is a generic Borel set in $I$, it is enough to write $A=(A \cap \operatorname{int}(I)) \cup(A \cap \partial I)$, to approximate $A \cap \operatorname{int}(I)$ with a sequence of subsets of $A$ compactly contained in $I$, and to use the previous arguments. It follows that

$$
\widetilde{B}(t) \subseteq \sigma_{B}^{\phi}(u(t))
$$

In particular, for almost every $t \geq 0, u(t)$ is $\phi$-admissible, $\sigma_{B}^{\phi}(u(t))=\widetilde{B}(t)$, and (6.3) follows from (6.2).

Assume now that $t \geq 0$ is generic, and pick a sequence $\left(t_{n}\right) \subset(0,+\infty)$ converging to $t$ as $n \rightarrow+\infty$ such that $u\left(t_{n}\right) \in \mathcal{A}_{\phi}(0,1)$ and for which (6.3) holds with $t_{n}$ in place of $t$. Since $u \in A C^{2}\left([0,+\infty) ; L^{2}(0,1)\right)$ and $u(t) \in B V(0,1)$, we have $u\left(t_{n}\right) \rightarrow u(t)$ weakly* in $B V(0,1)$ as $n \rightarrow+\infty$. It is then enough to repeat the previous arguments, and the assertion follows.

Remark 6.13.
(a) We have $\lim _{N \rightarrow+\infty} d_{\mathcal{H}}\left(\Gamma_{u^{N}}, \Gamma_{u}\right)=0$, where $\Gamma_{u^{N}}:=\bigcup_{t \in(0,+\infty)}\left(\sigma_{G}^{\phi}\left(u^{N}(t)\right) \times\right.$ $\{t\})$. In particular, by Lemma 6.8 , for all $t \in[0,+\infty)$ we have

$$
\begin{align*}
\lim _{N \rightarrow+\infty} d_{\mathcal{H}}\left(\sigma_{G}^{\phi}\left(u^{N}(t)\right), \sigma_{G}^{\phi}(u(t))\right) & =0 \\
\lim _{N \rightarrow+\infty} d_{\mathcal{H}}\left(\operatorname{int}\left(\sigma_{B}^{\phi}\left(u^{N}(t)\right)\right), \operatorname{int}\left(\sigma_{B}^{\phi}(u(t))\right)\right) & =0 \tag{6.4}
\end{align*}
$$

(b) Since $u^{N} \rightharpoonup u$ weakly* in $L^{\infty}([0,+\infty) ; B V(0,1))$ and $u^{N} \equiv u_{0}^{N}$ in $[\underline{0,1] \times}$ $[0,+\infty) \backslash \overline{\Gamma_{u^{N}}}$ by Remark $6.3(\mathrm{c})$, we have $u \equiv u_{0}$ in $[0,1] \times[0,+\infty) \backslash \overline{\Gamma_{u}}$.
THEOREM 6.14. The function $u$ satisfies $u_{x x} \in L^{2}\left(\Gamma_{u}\right)$ and is a solution of

$$
\begin{cases}u_{t}=u_{x x}, & x \in \sigma_{G}^{\phi}(u(t)), t \in(0,+\infty)  \tag{6.5}\\ u_{t}=0, & x \in \operatorname{int}\left(\sigma_{B}^{\phi}(u(t))\right), t \in(0,+\infty) \\ \quad \lim _{y \rightarrow x, y \in \sigma_{G}^{\phi}(u(t))} u_{x}(y, t)=0, & x \in \partial \sigma_{G}^{\phi}(u(t)) \backslash\{0,1\}, t \in(0,+\infty), \\ u(x, 0)=u_{0}(x), & x \in(0,1) \\ u(0, t)=u(1, t), u_{x}(0, t)=u_{x}(1, t), & t \in(0,+\infty)\end{cases}
$$

Proof. Let $\psi \in \mathcal{C}_{c}^{1}([0,+\infty) \times[0,1])$, and let $\psi^{N}:[0,+\infty) \rightarrow V_{N}, \psi^{N} \in$ $\operatorname{Lip}_{c}([0,+\infty) \times[0,1])$, be such that $\psi^{N}(t) \rightarrow \psi(t)$ in $H^{1}(0,1)$ for any $t \geq 0$. We
have

$$
\begin{align*}
\mathrm{I}_{N}(t):=\int_{\sigma_{G}^{\phi}\left(u^{N}(t)\right)} u_{x}^{N}(t) \psi_{x}^{N}(t) d x & =\sum_{i:\left(\Psi_{u^{N}(t)}\right)_{i}=1} \frac{D^{+} u_{i}^{N}(t) D^{+} \psi_{i}^{N}(t)}{N} \\
& =-\int_{(0,1)} D^{-}\left(\Psi_{u^{N}(t)} D^{+} u^{N}(t)\right) \psi^{N}(t) d x  \tag{6.6}\\
& =-\int_{(0,1)} A_{u^{N}(t)} u^{N}(t) \psi^{N}(t) d x \\
& =-\int_{(0,1)} \frac{d}{d t^{+}} u^{N}(t) \psi^{N}(t) d x=: \mathrm{II}_{N}(t)
\end{align*}
$$

From (6.4) (which is valid for any $t \geq 0$ thanks to Lemma 6.8) and from the weak $H_{\text {loc }}^{1}\left(\operatorname{int}\left(\Gamma_{u}\right)\right)$-convergence of $\left(u^{N}\right)$ to $u$, using (6.3) it follows that

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \mathrm{I}_{N}(t)=\int_{\sigma_{G}^{\phi}(u(t))} u_{x}(t) \psi_{x}(t) d x \quad \text { for a.e. } t \geq 0 \tag{6.7}
\end{equation*}
$$

On the other hand, $\frac{d}{d t^{+}} u^{N} \longrightarrow \frac{d}{d t^{+}} u$ in $L^{2}((0,1) \times(0,+\infty))$ as $N \rightarrow+\infty$; hence

$$
\begin{equation*}
\lim _{N \rightarrow+\infty} \mathrm{II}_{N}(t)=\int_{(0,1)} \frac{d}{d t^{+}} u(t) \psi(t) d x \quad \text { for a.e. } t \geq 0 \tag{6.8}
\end{equation*}
$$

Recalling also Remark 6.13 (b), equalities (6.7), (6.8) coupled with (6.6) imply that $u$ solves the problem

$$
\begin{cases}u_{t}=u_{x x} & \text { in } \operatorname{int}\left(\Gamma_{u}\right)  \tag{6.9}\\ u_{t}=0 & \text { in }[0,1] \times[0,+\infty) \backslash \overline{\Gamma_{u}} \\ u(0)=u_{0} & \text { in }[0,1] \times\{0\}\end{cases}
$$

In particular, we have $u \in \mathcal{C}^{\infty}\left(\operatorname{int}\left(\Gamma_{u}\right)\right)$. Moreover, since $u_{t} \in L^{2}((0,1) \times(0,+\infty))$, we also get $u_{x x} \in L^{2}\left(\Gamma_{u}\right)$. It then follows that there exists the limit

$$
\begin{equation*}
\lim _{x \rightarrow \bar{x}, x \in \sigma_{G}^{\phi}(u(t))} u_{x}(x, t)=0 \quad \text { for a.e. } t \geq 0, \bar{x} \in \partial \sigma_{G}^{\phi}(u(t)) \tag{6.10}
\end{equation*}
$$

i.e., $\left.u\right|_{\operatorname{int}\left(\Gamma_{u}\right)}$ satisfies zero Neumann boundary conditions on $\partial \Gamma_{u}$. Problem (6.9), together with the boundary condition (6.10), is equivalent to problem (6.5).

The periodic boundary conditions are a consequence of $u$ being $\phi$-admissible.
Remark 6.15. The same results of Theorem 2.4 hold if we replace in the definition (1.1) of $\phi$ the function $\xi^{2}$ with a function $f \in \mathcal{C}^{\infty}(\mathbb{R})$ which satisfies $f(0)=0, f(1)=1$, $f(\xi)=f(-\xi)$, and $f^{\prime \prime}(\xi)>0$ for all $\xi \in(-1,1)$. It is clear that the equation $u_{t}=u_{x x}$ in (2.5) is replaced by $u_{t}=\frac{1}{2} f^{\prime \prime}\left(u_{x}\right) u_{x x}$.

Remark 6.16. Let $N \in \mathbb{N}$, and set $\phi^{N}(\xi):=\min \left(\xi^{2}, N\right)$ for any $\xi \in \mathbb{R}$. Define the functional $F_{\phi^{N}, N}: L^{1}(0,1) \rightarrow[0,+\infty]$ as

$$
F_{\phi^{N}, N}(v):=\frac{1}{2 N} \sum_{i=1}^{N} \min \left(\left(\left(D^{+} v\right)_{i}\right)^{2}, N\right), \quad v \in V_{N}
$$

(and extended to $+\infty$ elsewhere). In [14] it is proved that the sequence $\left(F_{\phi^{N}, N}\right)$ $\Gamma$-converges, as $N \rightarrow+\infty$, to the Mumford-Shah functional. Let $\bar{u} \in B V(0,1)$, with
$\bar{u}(0)=\bar{u}(1)$, having a finite set $\bar{x}_{1}, \ldots, \bar{x}_{n}$ of jump points in $(0,1)$, and of class $\mathcal{C}^{1}(\bar{I})$, for any interval $I \subset(0,1) \backslash\left\{\bar{x}_{1}, \ldots, \bar{x}_{n}\right\}$. Then $\bar{u}$ is $\phi^{N}$-admissible for $N$ large enough; i.e., $\bar{u}$ satisfies Definition 2.1, where (1) is replaced by $|\bar{u}(x)-\bar{u}(y)| \leq \sqrt{N}|x-y|$ whenever $[x, y] \subset \sigma_{G}^{\phi^{N}}(\bar{u})$, and where the inequality involving $u$ in (3) is replaced by $|\bar{u}(x)-\bar{u}(y)|>\sqrt{N}|x-y|$. Let us consider the solutions $\omega^{N}$ to the rescaled gradient flow system of ODEs

$$
\left\{\begin{array}{l}
\omega_{t}^{N}=-N \nabla\left(F_{\phi^{N}, N \mid V_{N}}\right)\left(\omega^{N}\right),  \tag{6.11}\\
\omega^{N}(0)=\bar{u}^{N},
\end{array}\right.
$$

$\bar{u}^{N}$ as in Lemma 6.1. Reasoning as in Theorem 2.4 we get that, as $N \rightarrow+\infty$, the sequence $\left(\omega^{N}\right)$ converges, up to a subsequence, to a function $\omega$ which satisfies the heat equation with zero Neumann interior conditions on each interval of $(0,1) \backslash$ $\left\{\bar{x}_{1}, \ldots, \bar{x}_{n}\right\}$ (except in $\{0,1\}$ ), has periodic conditions in $\{0,1\}$, and keeps the points $\bar{x}_{1}, \ldots, \bar{x}_{n}$ fixed in time ( $\bar{x}_{j}$ may disappear at time $\bar{t}_{j}<+\infty$ if $\lim _{x \rightarrow \bar{x}_{j}} \omega\left(x, \bar{t}_{j}\right)=$ $\left.\lim _{x \rightarrow \bar{x}_{j}} \omega\left(x, \bar{t}_{j}\right)\right)$. Therefore $\omega$ can be considered as a reasonable global solution to the gradient flow of the Mumford-Shah functional in one dimension starting from $\bar{u}$ (compare [22], [20]).
7. Numerical simulations. In this section we show a numerical simulation which confirms the behaviors predicted by Theorem 2.4. Let $u_{0} \in \mathcal{A}_{\phi}(0,1)$ be the upper graph in Figure 7.2; see also Figure 7.1. We have

$$
\sigma_{B}^{\phi}\left(u_{0}\right)=\left[a_{1}^{0}, b_{1}^{0}\right] \cup\left[a_{2}^{0}, b_{2}^{0}\right] \cup\left[a_{3}^{0}, b_{3}^{0}\right],
$$

where $a_{1}^{0}=0.05, b_{1}^{0}=0.2, a_{2}^{0}=b_{2}^{0}=0.6, a_{3}^{0}=0.9$, and $b_{3}^{0}=0.99$. Note that $J_{u_{0}}=\left\{a_{2}^{0}, a_{3}^{0}\right\}$.

The sequence of graphs displayed in Figures 7.1 and 7.2 presents the solution $u$ starting from $u_{0}$ at subsequent times. The computation solves the discrete evolution presented in section 5 with space discretization $\Delta x=1 / N$ with $N=500$. The algorithm used is a forward Euler scheme with time step $\Delta t=(\Delta x)^{2} / 10$. Let us list the main features of the computed evolution $u$, all of which are in accordance with Theorem 2.4.
(1) We have $a_{1}(t) \equiv a_{1}^{0}$ for all $t>0$, and on the interval $\left(0, a_{1}(t)\right)$ the solution $u$ evolves according to the heat equation with zero Neumann boundary condition at $a_{1}(t)$. In addition,

$$
a_{1}(t) \in J_{u(t)} \quad \forall t>0
$$

Since $a_{1}^{0} \notin J_{u_{0}}, a_{1}(t)$ "instantly" becomes a discontinuity point of the solution; see also Figure 7.1.
(2) The function $t \rightarrow b_{1}(t)$ is decreasing for positive times. The interval $\left[a_{1}(t), b_{1}(t)\right]$ is gradually eroded, from the right, by the interval $\left[b_{1}(t), a_{2}(t)\right]$, where the solution evolves according to the heat equation, with zero Neumann boundary conditions.
(3) There exists $T_{2}>0$ such that $a_{2}(t) \equiv a_{2}^{0}$ and $a_{2}^{0} \in J_{u(t)}$ for $t \in\left[0, T_{2}\right)$, and then $a_{2}^{0}$ becomes a continuity point of $u(t)$ for $t \geq T_{2}$. In the region $\left[b_{2}^{0}, a_{3}(t)\right]$, for all times $t \in\left(0, T_{2}\right)$, the solution evolves according to the heat equation with zero Neumann boundary conditions at $b_{2}^{0}$ and $a_{3}(t)$. Note that

$$
\sigma_{B}^{\phi}(u(t))=\left[a_{1}(t), b_{1}(t)\right] \cup\left[a_{3}(t), b_{3}(t)\right], \quad t \geq T_{2}
$$



FIG. 7.1. A simulation of the discretized evolution. The function is plotted in black for some relevant time values. The initial datum $u_{0}$ is plotted thick. The gray regions represent the intervals $\left[a_{j}(t), b_{j}(t)\right]$.


Fig. 7.2. A vertical translation has been added to the evolution to distinguish the functions.
and $u$ evolves accordingly to the heat equation in the interval $\left(b_{1}(t), a_{3}(t)\right)$ with zero Neumann boundary conditions.
(4) There exist two positive times $0<\tau_{1}<\tau_{2}$ such that $a_{3}(t) \equiv a_{3}^{0} \in J_{u(t)}$ for $t \in\left[0, \tau_{1}\right)$, the point $a_{3}(t)$ becomes a continuity point of $u$ for $t \in\left[\tau_{1}, \tau_{2}\right]$, and the function $t \rightarrow a_{3}(t)$ is strictly increasing in that interval, $a_{3}(t) \equiv a_{3}\left(\tau_{2}\right) \in$ $J_{u(t)}$ for all $t>\tau_{2}$. The function $t \rightarrow b_{3}(t)$ is strictly decreasing.
(5) On the interval $\left(b_{3}(t), 1\right)$ the solution $u$ evolves according to the heat equation with zero Neumann boundary conditions for all $t>0$.
Remark 7.1. We conclude the paper by observing that, for energy densities different from (1.1), in particular for the function $\phi_{1}$ considered in Figure 3.1 (the nonconvex region of which is bounded), the discrete approximation scheme discussed in sections 5 and 6 , which keeps fixed in time the nodes of the mesh in $(0,1)$, could converge to functions $\widetilde{u}$ which are not solutions to (3.6). In particular, the functions $\widetilde{u}$ might not satisfy the condition $\widetilde{u}_{t}=0 \operatorname{in} \operatorname{int}\left(\sigma_{B}^{\phi_{1}}(\widetilde{u}(t))\right)$; see also the comments in [21, p. 590]. This behavior of $\widetilde{u}$, which is related to the interactions of the nonconvex region of $\phi_{1}$ with the numerical scheme with fixed nodes, deserves further investigation.

Acknowledgments. The authors gratefully acknowledge the hospitality and the support of the Centro De Giorgi of the Scuola Normale Superiore di Pisa, where this paper was partially written, and of the Max Planck Institute in the Sciences in Leipzig, where this paper was concluded. The authors are also grateful to the referees for several interesting comments.

## REFERENCES

[1] G. Alberti and S. Müller, A new approach to variational problems with multiple scales, Comm. Pure Appl. Math., 54 (2001), pp. 761-825.
[2] L. Ambrosio, N. Gigli, and G. Savaré, Gradient Flows in Metric Spaces and in the Space of Probability Measures, Lectures Math. ETH Zurich, Birkhäuser Verlag, Basel, 2005.
[3] L. Ambrosio, N. Fusco, and D. Pallara, Functions of Bounded Variation and Free Discontinuity Problems, Clarendon Press, Oxford, UK, 2000.
[4] F. Andreu-Vaillo, V. Caselles, and J. M. Mazón, Parabolic Quasilinear Equations Minimizing Linear Growth Functionals, Birkhäuser Verlag, Basel, 2004.
[5] G. I. Barenblatt, M. Bertsch, R. Dal Passo, and M. Ughi, A degenerate pseudoparabolic regularization of a nonlinear forward-backward heat equation arising in the theory of heat and mass exchange in stably stratified turbulent shear flow, SIAM J. Math. Anal., 24 (1993), pp. 1414-1439.
[6] G. I. Barenblatt, M. Bertsch, R. Dal Passo, V. M. Prostokishin, and M. Ughi, A mathematical model of turbulent heat and mass transfer in stably stratified shear flow, J. Fluid Mech., 253 (1993), pp. 341-358.
[7] G. Bellettini and G. Fusco, A regularized Perona-Malik functional: Some aspects of the gradient dynamics, in Proceedings of the International Conference on Differential Equations, Hasselt, Belgium, 2003, pp. 639-644.
[8] G. Bellettini and G. Fusco, The $\Gamma$-Limit and the Related Gradient Flow for Singular Perturbation Functionals of Perona-Malik Type, Preprint Centro De Giorgi, Scuola Normale Superiore di Pisa, Pisa, Italy, 2004, submitted.
[9] G. Bellettini, G. Fusco, and N. Guglielmi, A Concept of Solution for Forward-Backward Equations of the Form $u_{t}=\frac{1}{2}\left(\phi^{\prime}\left(u_{x}\right)\right)_{x}$ and Numerical Experiments for the Singular Perturbation $u_{t}=-\varepsilon^{2} u_{x x x x}+\frac{1}{2}\left(\phi^{\prime}\left(u_{x}\right)\right)_{x}$, Preprint Centro De Giorgi, Scuola Normale Superiore di Pisa, Pisa, Italy, 2005, submitted.
[10] G. Bellettini and M. Novaga, Minimal barriers for geometric evolutions, J. Differential Equations, 139 (1997), pp. 76-103.
[11] A. Blake and A. Zisserman, Visual Reconstruction, MIT Press, Cambridge, MA, 1987.
[12] H. Brezis, Operateurs Maximaux Monotones, North-Holland, Amsterdam, Elsevier, New York, 1973.
[13] F. Catté, P.-L. Lions, J.-M. Morel, and T. Coll, Image selective smoothing and edge detection by nonlinear diffusion, SIAM J. Numer. Anal., 29 (1992), pp. 182-193.
[14] A. Chambolle, Image segmentation by variational methods: Mumford-Shah functional and the discrete approximations, SIAM J. Appl. Math., 55 (1995), pp. 827-863.
[15] M. G. Crandall, H. Ishir, and P. L. Lions, User's guide to viscosity solutions of second order partial differential equations, Bull Amer. Math. Soc. (N.S.), 27 (1992), pp. 1-67.
[16] E. De Giorgi, New problems on minimizing movements, in Boundary Value Problems for Partial Differential Equations and Applications, RMA Res. Notes Appl. Math. 29, C. Baiocchi and J. L. Lions, eds., Masson, Paris, 1993, pp. 81-98.
[17] E. De Giorgi, Su alcuni problemi instabili legati alla teoria della visione, in Atti del Convegno in onore di Carlo Ciliberto (Napoli, 1995), T. Bruno, P. Buonocore, L. Carbone, and V. Esposito, eds., La Città del Sole, Napoli, Italy, 1997, pp. 91-98.
[18] E. De Giorgi, Congetture riguardanti alcuni problemi di evoluzione, Duke Math. J., 81 (1995), pp. 255-268.
[19] S. Demoulini, Young measure solutions for a nonlinear parabolic equation of forward-backward type, SIAM J. Math. Anal., 27 (1996), pp. 376-403.
[20] S. Esedoglu, An analysis of the Perona-Malik scheme, Comm. Pure Appl. Math., 54 (2001), pp. 1442-1487.
[21] F. Fierro, R. Goglione, and M. Paolini, Numerical simulations of mean curvature flow in presence of a nonconvex anisotropy, Math. Models Methods Appl. Sci., 8 (1998), pp. 573-601.
[22] M. Gobbino, Gradient flow for the one-dimensional Mumford-Shah functional, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 27 (1998), pp. 145-193.
[23] M. Gobbino, Entire Solutions of the One-Dimensional Perona-Malik Equation, preprint, 2003.
[24] M. E. Gurtin, H.-M. Soner, and P. E. Souganidis, Anisotropic motion of an interface relaxed by the formation of infinitesimal wrinkles, J. Differential Equations, 119 (1995), pp. 54-108.
[25] E. Hewitt and K. Stromberg, Real and Abstract Analysis. A Modern Treatment of the Theory of Functions of a Real Variable, Springer-Verlag, New York, Berlin, 1969.
[26] K. HöLlig, Existence of infinitely many solutions for a forward-backward heat equation, Trans. Amer. Math. Soc., 278 (1983), pp. 299-316.
[27] K. Höllig and J. A. Nohel, A diffusion equation with a nonmonotone constitutive function, in Systems of Nonlinear Differential Equations, J. Ball, ed., D. Reidel, Boston, MA, 1983, pp. 409-422.
[28] B. Kawohl and N. Kutev, Maximum and comparison principle for one-dimensional anisotropic diffusion, Math. Ann., 311 (1998), pp. 107-123.
[29] S. Kichenassamy, The Perona-Malik paradox, SIAM J. Appl. Math., 57 (1997), pp. 1328-1342.
[30] M. M. Lavrent'ev, V G. Romanov, and S. P. Shishat•skǐ̌, Ill-Posed Problems of Mathematical Physics and Analysis, Transl. Math. Monogr. 64, AMS, Providence, RI, 1980.
[31] G. M. Lieberman, Second Order Parabolic Differential Equations, World Scientific, Singapore, 1996.
[32] N. E. Muler, An $L^{\infty}$ bound for a time-discrete regularization of a forward-backward parabolic equation, Indiana Univ. Math. J., 45 (1996), pp. 683-693.
[33] M. Nitzberg, D. Mumford, and T. Shiota, Filtering, Segmentation and Depth, Lecture Notes in Comput. Sci. 662, Springer-Verlag, Berlin, 1993.
[34] P. Perona and J. Malik, Scale space and edge detection using anisotropic diffusion, IEEE Trans. Pattern Anal. Mach. Intell., 12 (1990), pp. 629-639.
[35] P. I. Plotnikov, Passage to the limit with respect to viscosity in an equation with variable parabolicity direction, Differential Equations, 30 (1994), pp. 614-622.
[36] M. Slemrod, Dynamics of measured valued solutions to a backward-forward heat equation, J. Dynam. Differential Equations, 3 (1991), pp. 614-622.

# DYNAMICS OF A STAGE-STRUCTURED POPULATION MODEL ON AN ISOLATED FINITE LATTICE* 

Y. KYRYCHKO ${ }^{\dagger}$, S. A. GOURLEY ${ }^{\dagger}$, AND M. V. BARTUCCELLI ${ }^{\dagger}$


#### Abstract

In this paper we derive a stage-structured model for a single species on a finite onedimensional lattice. There is no migration into or from the lattice. The resulting system of equations, to be solved for the total adult population on each patch, is a system of delay equations involving the maturation delay for the species, and the delay term is nonlocal involving the population on all patches. We prove that the model has a positivity preserving property. The main theorems of the paper are comparison principles for the cases when the birth function is increasing and when the birth function is a nonmonotone function. Using these theorems we prove results on the global stability of a positive equilibrium.
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1. Background. There has recently been some interest in the study of stagestructured population models on lattices. The following model, which is of particular relevance to the present paper, was derived and studied by Weng, Huang, and Wu [8]:

$$
\begin{align*}
\frac{d w_{j}(t)}{d t}= & \frac{\mu}{2 \pi} \sum_{k=-\infty}^{\infty} \mathcal{B}_{\alpha}(j-k) b\left(w_{k}(t-r)\right)+D_{m}\left[w_{j+1}(t)+w_{j-1}(t)-2 w_{j}(t)\right] \\
& -d_{m} w_{j}(t), \quad t>0, \quad j \in \mathbf{Z} \tag{1.1}
\end{align*}
$$

where $j \in \mathbf{Z}:=\{0, \pm 1, \pm 2, \ldots\}$ are the integer nodes of an infinite one-dimensional lattice. The $r$-dependent parameters $\mu$ and $\alpha$ are given by

$$
\begin{equation*}
\mu=\exp \left(-\int_{0}^{r} d(a) d a\right), \quad \alpha=\int_{0}^{r} D(a) d a \tag{1.2}
\end{equation*}
$$

with $d(a), D(a)$, and $r$ defined below, and the function $\mathcal{B}_{\alpha}(l)$ in (1.1), which we shall sometimes refer to as the kernel, is given by

$$
\begin{equation*}
\mathcal{B}_{\alpha}(l)=2 e^{-2 \alpha} \int_{0}^{\pi} \cos (l \omega) e^{2 \alpha \cos \omega} d \omega \tag{1.3}
\end{equation*}
$$

In their paper, Weng, Huang, and Wu [8] actually used the symbol $\beta$ for their kernel. However, it is important that their kernel should not be confused with the corresponding kernel for a finite lattice (which we are calling $\beta$ in this paper); thus we shall refer to the infinite lattice kernel of Weng, Huang, and Wu as $\mathcal{B}$.

In (1.1) the parameter $r$ measures the time from birth until reaching maturity and $w_{j}(t)$ denotes the total number of adults (i.e., the total number of age at least $r$ ) in the $j$ th patch. The function $b(\cdot)$, which always satisfies $b(0)=0$, is the birth function

[^100]and the constants $D_{m}$ and $d_{m}$ are, respectively, the diffusion coefficient and death rate for the mature population.

In (1.2), the functions $D(a)$ and $d(a)$ are the diffusion coefficient and death rate for the immature population. For the immature population these rates can depend on age $a$, but for the mature population the diffusion coefficient and death rate must be independent of age and they are taken as $D_{m}$ and $d_{m}$.

Weng, Huang, and $\mathrm{Wu}[8]$ derived their model from the following von Foerster type of equation:

$$
\begin{equation*}
\frac{\partial u_{j}}{\partial t}+\frac{\partial u_{j}}{\partial a}=D(a)\left[u_{j+1}(t, a)+u_{j-1}(t, a)-2 u_{j}(t, a)\right]-d(a) u_{j}(t, a) \tag{1.4}
\end{equation*}
$$

with $D(a)=D_{m}$ and $d(a)=d_{m}$ for $a \geq r$. Equation (1.4) incorporates a discrete representation of diffusion. Von Foerster equations for the case of continuous space have been considered also, in which case the Laplacian operator can be used to model Fickian diffusion (see [4]). In (1.4), $u_{j}(t, a)$ is the density of age $a$ at time $t$ in the $j$ th patch. Furthermore

$$
w_{j}(t)=\int_{r}^{\infty} u_{j}(t, a) d a
$$

In [8] the interest is mainly in the existence of travelling front solutions connecting two distinct equilibria. The highly nontrivial matter of the stability of these fronts is also investigated. Gourley and Wu [3] continued the study in [8] by providing conditions under which the population will go extinct, and conditions for the existence of periodic travelling waves.

The aim of the present paper is to derive and study an equation analogous to (1.1) for the case when the lattice is finite, with the nodes being given by $j=1,2, \ldots, N$. As we shall see, the model changes in two main respects. The first is that the discrete representation of diffusion will only be $w_{j+1}(t)+w_{j-1}(t)-2 w_{j}(t)$ at "interior" points of the lattice (i.e., the nodes $j=2,3, \ldots, N-1$ ) with a different expression for the nodes $j=1$ and $j=N$. We shall use the expression appropriate for an isolated lattice which individuals cannot escape from or enter into; this is the analogy of the homogeneous Neumann problem (i.e., no flux at boundaries) in the case of continuous space. The second and more complicated difference between the model of the present paper and (1.1) is that the term with the time delay assumes a rather different appearance. The function $\mathcal{B}_{\alpha}(l)$ given by (1.3) is completely inappropriate for the case of a finite lattice. Additionally, as we shall see, in the case of a finite lattice the time delay term no longer assumes a "convolution" structure (i.e., depending on the lattice index through the variables $j-k$ and $k$ with summation over $k$ ). This convolution formulation cannot allow for interactions with the endpoints of a finite lattice and therefore is strictly for infinite lattices only.

The derivation in [8] relies heavily on the fact that their lattice was infinite (their derivation utilizes a discrete Fourier transform technique). For a finite lattice a different model derivation is required and this will be the subject of the next section.

A model on a finite lattice similar to the one we propose in this paper was considered in Smith and Thieme [7]. Their model has $n$ patches each of which offers a different quality of life (the per capita reproduction rates, mortality rates, and maturation delays can vary from patch to patch). Additionally their model permits individuals to migrate from any one patch directly to any other. Their model assumes
the form

$$
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial a}\right) u_{j}(t, a)=\sum_{k=1}^{n} \gamma_{j k} u_{k}(t, a)-\left(\sum_{k=1}^{n} \gamma_{k j}+\mu_{j}\right) u_{j}(t, a)
$$

with birth law

$$
u_{j}(t, 0)=g_{j}\left(\int_{\tau_{j}}^{\infty} u_{j}(t, a) d a\right)
$$

where each $g_{j}$ is a bounded function. In some respects this model is more general than the one we propose in this paper, particularly with regard to the migration terms ( $\gamma_{j k}$ is the per capita migration rate from node $k$ to node $j$ ). Their key assumption on the migration terms is that the matrix $\left(\gamma_{j k}\right)$ be irreducible. Our model in this paper considers migration only on a nearest neighbor basis, but we study our model in somewhat more detail.

Our approach is to start with an age-structured model (the "original problem") given by system (2.1) below, and derive from it a delay differential equation system (the "reduced problem") for $w_{j}(t)$, the total mature population at the $j$ th patch. As we shall discover, the reduced system (system (2.10) below) is valid only after a transient period of length $r$. For $0<t<r$ the variable $w_{j}(t)$ is governed by some different nonautonomous equations that involve the initial data $\mathbf{u}_{0}(a)$ for the original problem (2.1). We shall not be concerned in this paper with these other nonautonomous equations but will effectively neglect the transient phase and study the reduced problem independently (i.e., we study system (2.10) below for $t>0$, subject to $(2.11)$ ). However, there are delicate issues regarding initial data and positivity which will be discussed later in this paper and which are treated in more detail in Bocharov and Hadeler [2] for problems without diffusion. For example, only certain initial data for the reduced problem with delay are related to the original problem. Also, while positive solutions of the original problem lead to positive solutions of the reduced problem, the cone of positive solutions of the reduced problem is larger in general, since we study the reduced problem for arbitrary nonnegative initial data, and not just those initial data that are related to the original problem. These issues will be discussed further as they arise.
2. Finite lattice: Model derivation. Let $u_{j}(t, a)$ denote the density of the population of the species at the $j$ th patch at time $t \geq 0$ and age $a \geq 0$. Let $D(a)$ and $d(a)$ denote the diffusion and death rates of the population at age $a$. Assume that the patches are located at the integer nodes $j=1,2, \ldots, N$ of a one-dimensional lattice and that spatial diffusion occurs only at the nearest neighborhood and is proportional to the difference of the densities of the population at adjacent patches. These assumptions lead to the model

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial a}\right) \mathbf{u}(t, a)=D(a) A \mathbf{u}(t, a)-d(a) \mathbf{u}(t, a) \tag{2.1}
\end{equation*}
$$

for $t>0$, where

$$
\mathbf{u}(t, a)=\left(u_{1}(t, a), \ldots, u_{N}(t, a)\right)^{T}
$$

and

$$
A=\left(\begin{array}{ccccccc}
-1 & 1 & 0 & \cdots & 0 & 0 & 0  \tag{2.2}\\
1 & -2 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -2 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & -1
\end{array}\right)
$$

subject to

$$
\begin{equation*}
u_{j}(t, 0)=b\left(w_{j}(t)\right) \tag{2.3}
\end{equation*}
$$

where $w_{j}(t)$ is the total mature population at the $j$ th patch, given by

$$
\begin{equation*}
w_{j}(t)=\int_{r}^{\infty} u_{j}(t, a) d a \tag{2.4}
\end{equation*}
$$

and $b(\cdot)$ is the birth function, which satisfies $b(0)=0$. Furthermore, it is natural to assume that

$$
u_{j}(t, \infty)=0, \quad t \geq 0, \quad j=1, \ldots, N
$$

The initial data for (2.1) has the form

$$
\begin{equation*}
\mathbf{u}(0, a)=\mathbf{u}_{0}(a), \quad 0 \leq a<\infty \tag{2.5}
\end{equation*}
$$

with $\mathbf{u}_{0}(a)$ prescribed.
Note that, at the node $j=1$, the diffusion term is $D(a)\left(u_{2}-u_{1}\right)$ with a similar expression for the other "end" node $j=N$. In this way the model (2.1) has been set up so as to be the discrete analogue of what is commonly called the homogeneous Neumann problem in the continuous case, in which no-flux boundary conditions are applied. For the heat equation $u_{t}=\Delta u$ on a finite domain $\Omega$ with homogeneous Neumann boundary conditions $\partial u / \partial n=0$ on $\partial \Omega$, it is well known that $\int_{\Omega} u(t, x) d x$ is constant. An analogous result holds for (2.1) in the case when there are no births or deaths (i.e., $b(\cdot)=d(\cdot)=0$ ). Indeed, in this case,

$$
\begin{aligned}
& \frac{d}{d t} \underbrace{\sum_{j=1}^{N} \int_{0}^{\infty} u_{j}(t, a) d a}_{\text {total population }}=\sum_{j=1}^{N} \int_{0}^{\infty} \frac{\partial u_{j}(t, a)}{\partial t} d a=-\sum_{j=1}^{N} \int_{0}^{\infty} \frac{\partial u_{j}(t, a)}{\partial a} d a \\
+ & \sum_{j=2}^{N-1} \int_{0}^{\infty} D(a)\left(u_{j-1}(t, a)-2 u_{j}(t, a)+u_{j+1}(t, a)\right) d a \\
+ & \int_{0}^{\infty} D(a)\left(-u_{1}(t, a)+u_{2}(t, a)\right) d a+\int_{0}^{\infty} D(a)\left(u_{N-1}(t, a)-u_{N}(t, a)\right) d a \\
& =-\sum_{j=1}^{N} \underbrace{\left(u_{j}(t, \infty)\right.}_{=0}-\underbrace{b\left(w_{j}(t)\right)}_{=0 \text { if no births }})=0 .
\end{aligned}
$$

Our intention is to derive from $(2.1),(2.3)$ a system of equations satisfied by the total matured population $w_{j}(t), j=1,2, \ldots, N$. Before doing so, let us introduce the
function $\beta(t, k, j)$ defined by

$$
\begin{equation*}
\beta(t, k, j)=\frac{1}{N}+\frac{2}{N} \sum_{l=1}^{N} e^{-4 \sin ^{2}\left(\frac{l \pi}{2 N}\right) t} \cos \left[(2 j-1) \frac{l \pi}{2 N}\right] \cos \left[(2 k-1) \frac{l \pi}{2 N}\right] \tag{2.6}
\end{equation*}
$$

We will prove the following result which is useful for later calculations.
Proposition 2.1. The function $\beta(t, k, j)$ defined by (2.6) has the following properties:
(i) it satisfies
(2.7) $\frac{d}{d t}\left(\begin{array}{c}\beta(t, k, 1) \\ \vdots \\ \beta(t, k, N)\end{array}\right)=\left(\begin{array}{ccccccc}-1 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 1 & -2 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & -2 & 1 \\ 0 & 0 & 0 & \cdots & 0 & 1 & -1\end{array}\right)\left(\begin{array}{c}\beta(t, k, 1) \\ \vdots \\ \beta(t, k, N)\end{array}\right)$,
(ii) $\beta(0, k, j)$ is the Kronecker delta:

$$
\beta(0, k, j)= \begin{cases}1 & \text { if } j=k  \tag{2.8}\\ 0 & \text { if } j \neq k\end{cases}
$$

(iii) $\sum_{k=1}^{N} \beta(t, k, j)=1$ for each $j=1,2, \ldots, N$ and all $t \geq 0$;
(iv) $\beta(t, k, j)>0$ for all $t>0$ and all $1 \leq k, j \leq N$.

Proof. Property (i) is straightforward. Property (ii) is fairly easily seen. Indeed,

$$
\begin{aligned}
\beta(0, k, k) & =\frac{1}{N}+\frac{2}{N} \sum_{l=1}^{N} \cos ^{2}(2 k-1) \frac{l \pi}{2 N}=\frac{1}{N}+\frac{1}{N} \sum_{l=1}^{N}\left(1+\cos (2 k-1) \frac{l \pi}{N}\right) \\
& =\frac{1}{N}+1+\frac{1}{N} \operatorname{Re}\left(\sum_{l=1}^{N} e^{i(2 k-1) \frac{l \pi}{N}}\right) \\
& =\frac{1}{N}+1+\frac{2}{N} \operatorname{Re}\left(\frac{e^{i(2 k-1) \frac{\pi}{N}}}{1-e^{i(2 k-1) \frac{\pi}{N}}}\right) \\
& =1
\end{aligned}
$$

after some algebra. Similarly, $\beta(0, k, j)=0$ for $j \neq k$.
To show statement (iii) it is clearly sufficient to prove that

$$
\sum_{k=1}^{N} \cos (2 k-1) \frac{l \pi}{2 N}=0
$$

and this is easily shown.
Finally we prove (iv), that $\beta(t, k, j)>0$ for all $t>0$. We have already noted that the function $\beta(t, k, j)$ defined by (2.6) satisfies the system of differential equations (2.7) with the initial condition (2.8). Here, $j$ is thought of as the spatial coordinate and $k \in\{1,2, \ldots, N\}$ as fixed. Certain theorems in the theory of matrices (Berman and Plemmons [1]) are useful here. The matrix $\beta(t)=[\beta(t, k, j)]_{N \times N}$ is the solution of the linear system $\dot{\beta}=A \beta$, where $A$ is the matrix defined by (2.2), subject to $\beta(0)=I$. Thus

$$
\beta(t)=e^{A t}=e^{-3 t} e^{(3 I+A) t}=e^{-3 t} \sum_{i=0}^{\infty} \frac{t^{i}(3 I+A)^{i}}{i!}
$$

It is easily checked that $3 I+A$ is a positive and irreducible matrix. Therefore, it follows [1] that $(3 I+A)^{i}$ is a strictly positive matrix for all $i \geq N+1$. Therefore, for any $t>0$ the infinite sum above furnishes a matrix all of whose elements are strictly positive. Therefore, $\beta(t, k, j)>0$ for all $t>0$. The proof of Proposition 2.1 is complete.

We will now prove the following theorem.
Theorem 2.2. Assume that the diffusion and death rates of the mature population are age-independent, i.e.,

$$
D(a)=D_{m}, \quad d(a)=d_{m} \quad \text { for } a \in[r, \infty)
$$

where $D_{m}>0$ and $d_{m}>0$ are constants. Let the function $\beta(t, k, j)$ be defined by (2.6) and let

$$
\begin{equation*}
\mu=e^{-\int_{0}^{r} d(z) d z}, \quad \alpha=\int_{0}^{r} D(z) d z \tag{2.9}
\end{equation*}
$$

Then for $t \geq r$ the total matured population $w_{j}(t)$ defined by (2.4) satisfies

$$
\begin{gathered}
\frac{d}{d t}\left(\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
\vdots \\
w_{N-1}(t) \\
w_{N}(t)
\end{array}\right)=\mu \sum_{k=1}^{N} b\left(w_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \\
+D_{m}\left(\begin{array}{ccccccc}
-1 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & -2 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -2 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & -1
\end{array}\right)\left(\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
\vdots \\
w_{N-1}(t) \\
w_{N}(t)
\end{array}\right)-d_{m}\left(\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
\vdots \\
w_{N-1}(t) \\
w_{N}(t)
\end{array}\right)
\end{gathered}
$$

Remark 1. For $0<t<r$ the variable $w_{j}(t)$ does not obey system (2.10) but is governed instead by some different (nonautonomous) equations that still contain information about the initial data of the system (2.1). This issue is discussed in detail in Bocharov and Hadeler [2] for systems without diffusion. However, in this paper we shall concentrate on the problem consisting of system (2.10) for $t>0$, subject to the initial conditions

$$
\begin{equation*}
w_{j}(s)=w_{j}^{0}(s) \geq 0, \quad j=1,2, \ldots, N, \quad s \in[-r, 0] \tag{2.11}
\end{equation*}
$$

with $w_{j}^{0}(s)$ prescribed.
Remark 2. Related to the above point, is the issue of initial data. If we solve (2.10) for $t>0$ an important question arises: does an arbitrary nonnegative initial function $w_{j}^{0}(s), s \in[-r, 0]$, necessarily result, in any sense, from an initial datum $\mathbf{u}_{0}(a)$ for system (2.1)? The answer is, not necessarily. Given an initial datum $\mathbf{u}_{0}(a)$ for system (2.1), one should first evolve the variable $w_{j}(t)$ until time $r$ according to the nonautonomous equations which govern $w_{j}(t)$ for $0<t<r$, and then evolve $w_{j}(t)$ for $t>r$ according to (2.10) with initial time $r$, using as initial data the values of $w_{j}(t), t \in[0, r]$, found by solving the nonautonomous equations. Those functions $w_{j}(t), t \in[0, r]$, which arise in this way are, once translated $r$ units back in time, those
functions which are admissible in (2.11) as initial data for system (2.10) with initial time 0 . For a class of systems without diffusion, Bocharov and Hadeler [2] characterize completely those initial data for their delay equation starting at time $r$, which result from a positive initial datum of their analogy to our system (2.1). In this paper we shall not develop this issue further but will consider (2.10) for $t>0$ subject only to (2.11) (i.e., as though the system had not been derived from a structured population model).

Proof of Theorem 2.2. Letting

$$
\mathbf{w}(t)=\left(w_{1}(t), \ldots, w_{N}(t)\right)^{T}
$$

we have

$$
\begin{equation*}
\frac{d \mathbf{w}(t)}{d t}=\int_{r}^{\infty} \frac{\partial}{\partial t} \mathbf{u}(t, a) d a=\int_{r}^{\infty}\left[-\frac{\partial}{\partial a} \mathbf{u}(t, a)+D(a) A \mathbf{u}(t, a)-d(a) \mathbf{u}(t, a)\right] d a \tag{2.12}
\end{equation*}
$$

We obtain from (2.1) and (2.12) that

$$
\begin{equation*}
\frac{d \mathbf{w}(t)}{d t}=\mathbf{u}(t, r)+D_{m} A \mathbf{w}(t)-d_{m} \mathbf{w}(t) \quad \text { for } t>0 \tag{2.13}
\end{equation*}
$$

In order to have a complete system for $w_{j}(t)$ we need to calculate $u_{j}(t, r), j=$ $1,2, \ldots, N$. For fixed $s \geq 0$ let $\mathbf{V}^{s}(t)=\left(V_{1}^{s}(t), \ldots, V_{N}^{s}(t)\right)^{T}$, where

$$
\begin{equation*}
V_{j}^{s}(t)=u_{j}(t, t-s) \quad \text { for } s \leq t \leq s+r \tag{2.14}
\end{equation*}
$$

Since only the mature population can reproduce, we have

$$
\begin{equation*}
V_{j}^{s}(s)=u_{j}(s, 0)=b\left(w_{j}(s)\right) \tag{2.15}
\end{equation*}
$$

where $b: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is the birth function. From (2.1), we have

$$
\begin{equation*}
\frac{d}{d t} \mathbf{V}^{s}(t)=\left.\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial a}\right) \mathbf{u}(t, a)\right|_{a=t-s}=D(t-s) A \mathbf{V}^{s}(t)-d(t-s) \mathbf{V}^{s}(t) \tag{2.16}
\end{equation*}
$$

We want to solve (2.16) subject to (2.15). First, let

$$
V_{j}^{s}(t)=\tilde{V}_{j}^{s}(t) e^{-\int_{0}^{t-s} d(z) d z}
$$

and $\tilde{\mathbf{V}}^{s}(t)=\left(\tilde{V}_{1}^{s}(t), \ldots, \tilde{V}_{N}^{s}(t)\right)^{T}$; then system (2.16) becomes

$$
\frac{d}{d t} \tilde{\mathbf{V}}^{s}(t)=D(t-s) A \tilde{\mathbf{V}}^{s}(t)
$$

Making a further transformation of time $t$ as

$$
\tilde{t}=\int_{0}^{t-s} D(z) d z
$$

so that $d \tilde{t} / d t=D(t-s)$, we obtain

$$
\begin{equation*}
\frac{d}{d \tilde{t}} \tilde{\mathbf{V}}^{s}(\tilde{t})=A \tilde{\mathbf{V}}^{s}(\tilde{t}) \tag{2.17}
\end{equation*}
$$

which has to be solved subject to the initial condition (2.15) in the form

$$
\begin{equation*}
\tilde{V}_{j}^{s}(0)=b\left(w_{j}(s)\right), \quad j=1,2, \ldots, N \tag{2.18}
\end{equation*}
$$

We look for a solution of (2.17) in the form

$$
\tilde{V}_{j}^{s}(\tilde{t})=\sum_{k=1}^{N} c_{k} \beta(\tilde{t}, k, j)
$$

where the function $\beta(t, k, j)$ is defined in (2.6) and $c_{k}$ are unknown constants to be found using the initial condition (2.18). That is, with $\tilde{t}=0$ one gets

$$
\tilde{V}_{j}^{s}(0)=\sum_{k=1}^{N} c_{k} \beta(0, k, j)=c_{j}
$$

by (ii) of Proposition 2.1. Consequently,

$$
c_{j}=b\left(w_{j}(s)\right)
$$

and the solution of the system (2.17) is given as follows:

$$
\tilde{V}_{j}^{s}(\tilde{t})=\sum_{k=1}^{N} b\left(w_{k}(s)\right) \beta(\tilde{t}, k, j)
$$

or, in terms of $t$,

$$
\tilde{V}_{j}^{s}(t)=\sum_{k=1}^{N} b\left(w_{k}(s)\right) \beta\left(\int_{0}^{t-s} D(z) d z, k, j\right)
$$

Hence,

$$
u_{j}(t, t-s)=V_{j}^{s}(t)=e^{-\int_{0}^{t-s} d(z) d z} \sum_{k=1}^{N} b\left(w_{k}(s)\right) \beta\left(\int_{0}^{t-s} D(z) d z, k, j\right)
$$

Recalling that $s \geq 0$ we deduce that, for $t \geq r$,

$$
\begin{equation*}
u_{j}(t, r)=\mu \sum_{k=1}^{N} b\left(w_{k}(t-r)\right) \beta(\alpha, k, j) \tag{2.19}
\end{equation*}
$$

where $b\left(w_{k}(t)\right)$ is the birth function introduced above, and $\mu$ and $\alpha$ are given by (2.9). Thus, the system for $w_{j}$ has the form (2.10) for $t \geq r$.
3. Positivity of solutions. In the previous sections we derived the reduced model for $w_{j}(t)$ and proved various properties of $\beta(t, k, j)$. Using the fact that $\beta(t, k, j)>0$ for all $t>0$ we shall now prove a positivity-preserving property for system (2.10).

The result which we shall prove in this section is for the system consisting of the differential equations (2.10) for $t>0$, supplemented by the initial data (2.11). As noted previously, the reduced system (2.10) is actually only valid for $t \geq r$. For $0<t<r$ another nonautonomous system applies and governs $w_{j}(t)$. Thus there
is a subtle relationship between the original problem (2.1) and the reduced problem (2.10) as regards positivity. This issue is discussed in detail in [2] for systems without diffusion, and the issues concerning positivity are basically the same for systems with and without diffusion.

First, we consider the initial value problem

$$
\begin{equation*}
\frac{d \mathbf{v}(t)}{d t}=D A \mathbf{v}(t)-d \mathbf{v}(t)+\mathbf{h}(t) \tag{3.1}
\end{equation*}
$$

where $\mathbf{v}(t)=\left(v_{1}(t), \ldots, v_{N}(t)\right)^{T}$ and $\mathbf{h}(t)=\left(h_{1}(t), \ldots, h_{N}(t)\right)^{T}$, subject to

$$
v_{j}(0)=c_{j}, c_{j} \in \mathbb{R}, j=1, \ldots, N
$$

From the definition of $\beta(t, k, j)$ it is easy to check that the solution to this problem is
$v_{j}(t)=e^{-d t} \sum_{k=1}^{N} \beta(D t, k, j) c_{k}+\sum_{k=1}^{N} \int_{0}^{t} e^{-d(t-s)} \beta(D(t-s), k, j) h_{k}(s) d s, j=1, \ldots, N$.
Therefore if $c_{j} \geq 0$ and $h_{j}(t) \geq 0$ for all $t \geq 0$ and $j=1, \ldots, N$, then, since $\beta(t, k, j) \geq$ 0 , we have $v_{j}(t) \geq 0$ for all $j=1, \ldots, N$ and $t \geq 0$. We shall now prove that the solutions of (2.10) enjoy positivity-preserving properties analogous to results that can be proved using the strong maximum principle in the case of continuous space.

ThEOREM 3.1. Let $b(0)=0$ and $b(w)>0$ when $w>0$, and let $\left\{w_{j}\right\}$ be the solution of system (2.10), $t>0$, corresponding to the initial data $w_{j}(s)=w_{j}^{0}(s)$, $s \in[-r, 0]$. If $w_{j}^{0}(s) \geq 0$ for all $j=1, \ldots, N$ and $s \in[-r, 0]$, then $w_{j}(t) \geq 0$ for all $j=1, \ldots, N$ and $t \geq 0$.

Also, if $w_{j}^{0}(s) \not \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$, then $w_{j}(t)>0$ for all $j=1, \ldots, N$ and $t \geq r$.

Proof. We first prove the nonnegativity property $w_{j}(t) \geq 0$. This is achieved in steps; we first prove the result for $t \in[0, r]$. Applying (3.2) to system (2.10) with

$$
h_{j}(t)=\mu \sum_{k=1}^{N} \beta(\alpha, k, j) b\left(w_{k}(t-r)\right)
$$

gives, for $t \in[0, r]$,

$$
\begin{align*}
w_{j}(t)= & e^{-d_{m} t} \sum_{k=1}^{N} \beta\left(D_{m} t, k, j\right) w_{k}(0)  \tag{3.3}\\
& +\mu \sum_{k=1}^{N} \int_{0}^{t} e^{-d_{m}(t-s)} \beta\left(D_{m}(t-s), k, j\right) \sum_{l=1}^{N} \beta(\alpha, l, k) b\left(w_{l}(s-r)\right) d s
\end{align*}
$$

Now $t \in[0, r]$ so the right-hand side of the above expression refers only to the initial data for $w_{j}(t)$, which is nonnegative by hypothesis. Since $\beta$ is nonnegative also, we conclude that $w_{j}(t) \geq 0$ for $t \in[0, r]$. On the interval $t \in[r, 2 r]$ an expression analogous to (3.3) can easily be found, referring in its right-hand side to $w_{j}(\cdot)$ only at times between 0 and $r$, on which interval we have just shown nonnegativity. Therefore, $w_{j}(t) \geq 0$ for $t \in[r, 2 r]$. This argument can be continued indefinitely, and so we have shown $w_{j}(t) \geq 0$ for all $t \geq 0$.

We now prove the second part of the theorem: strict positivity of $w_{j}(t)$ for all $t \geq r$, provided the initial data is not identically zero. From (3.3) we can infer that

$$
w_{j}(r)>0 \quad \text { for all } j=1, \ldots, N
$$

Indeed, if we had $w_{j}(r)=0$, then, since $\beta(t, k, j)>0$ for $t>0$ and since $b(\cdot)$ is positive definite, it would follow that $w_{j}(s) \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$, contrary to hypothesis. For $t \geq r$ an expression for $w_{j}(t)$ similar to (3.3) can be found, and from this expression we can infer that, for $t \geq r$,

$$
w_{j}(t) \geq e^{-d_{m}(t-r)} \sum_{k=1}^{N} \beta\left(D_{m}(t-r), k, j\right) w_{k}(r)>0
$$

for all $j=1, \ldots, N$. The proof of the theorem is complete.
4. Comparison principle: Monotone birth functions. In this section we shall prove a comparison theorem for system (2.10) for the case when the birth function is increasing, and we shall use it to prove that in this case if a positive uniform equilibrium solution exists, then it is globally stable. Theorem 4.1 below can also be established using results in Chapter 5 of Smith [6] (indeed, for increasing birth functions system (2.10) satisfies the quasimonotone condition on page 78 of [6], and (2.10) constitutes a cooperative and irreducible system of functional differential equations). However, we will include a self-contained proof of our Theorem 4.1 here because, as will become clear later, a detailed understanding of the monotone case throws much light on how one can approach the case of a nonmonotone birth function which we do later in Theorem 5.1.

THEOREM 4.1. Let the birth function $b(w)$ be increasing and differentiable for all $w \geq 0$ and let $\beta(t, k, j)$ be given by (2.6). Let $\overline{\mathbf{w}}(t)=\left(\bar{w}_{1}(t), \ldots, \bar{w}_{N}(t)\right)^{T}$ and $\hat{\mathbf{w}}(t)=\left(\hat{w}_{1}(t), \ldots, \hat{w}_{N}(t)\right)^{T}$ be such that

$$
\begin{align*}
& \frac{d \overline{\mathbf{w}}(t)}{d t}-D_{m} A \overline{\mathbf{w}}(t)+d_{m} \overline{\mathbf{w}}(t)-\mu \sum_{k=1}^{N} b\left(\bar{w}_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \\
& \geq \frac{d \hat{\mathbf{w}}(t)}{d t}-D_{m} A \hat{\mathbf{w}}(t)+d_{m} \hat{\mathbf{w}}(t)-\mu \sum_{k=1}^{N} b\left(\hat{w}_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \tag{4.1}
\end{align*}
$$

for $t>0$ and

$$
\bar{w}_{j}(s) \geq \hat{w}_{j}(s), \quad j=1, \ldots, N, \quad s \in[-r, 0] .
$$

Then $\bar{w}_{j}(t) \geq \hat{w}_{j}(t)$ for all $t>0$ and $j=1, \ldots, N$.

Proof. Let $\mathbf{W}(t)$ be the vector with components $W_{j}(t):=\bar{w}_{j}(t)-\hat{w}_{j}(t)$. Then (4.1) can be rewritten as

$$
\begin{aligned}
& \frac{d \mathbf{W}(t)}{d t}-D_{m} A \mathbf{W}(t)+d_{m} \mathbf{W}(t) \\
& \quad-\mu \sum_{k=1}^{N}\left[b\left(\bar{w}_{k}(t-r)\right)-b\left(\hat{w}_{k}(t-r)\right)\right]\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \geq 0 .
\end{aligned}
$$

Applying the mean value theorem to the last term in the left-hand side of the above inequality we obtain
$\frac{d \mathbf{W}(t)}{d t}-D_{m} A \mathbf{W}(t)+d_{m} \mathbf{W}(t)-\mu \sum_{k=1}^{N} b^{\prime}\left(\theta_{k}(t-r)\right) W_{k}(t-r)\left(\begin{array}{l}\beta(\alpha, k, 1) \\ \beta(\alpha, k, 2) \\ \vdots \\ \beta(\alpha, k, N-1) \\ \beta(\alpha, k, N)\end{array}\right) \geq 0$,
where $\theta_{k}(t)$ is between $\bar{w}_{k}(t)$ and $\hat{w}_{k}(t), k=1, \ldots, N$. By hypothesis $\bar{w}_{j}(s) \geq \hat{w}_{j}(s)$ for $s \in[-r, 0]$, so $W_{j}(s) \geq 0$ for $s \in[-r, 0]$. To prove the theorem we need to show that $W_{j}(t) \geq 0$ for all $t>0$, and as a first step we shall prove this fact for $t \in(0, r]$. For $t \in(0, r]$,

$$
f_{j}(t):=\mu \sum_{k=1}^{N} b^{\prime}\left(\theta_{k}(t-r)\right) W_{k}(t-r) \beta(\alpha, k, j) \geq 0
$$

Inequality (4.2) becomes

$$
\begin{equation*}
\frac{d \mathbf{W}(t)}{d t}-D_{m} A \mathbf{W}(t)+d_{m} \mathbf{W}(t) \geq \mathbf{f}(t) \tag{4.3}
\end{equation*}
$$

where $\mathbf{f}(t)=\left(f_{1}(t), \ldots, f_{N}(t)\right)^{T}$. We claim that $W_{j}(t) \geq 0$ for all $j=1, \ldots, N$ and $t \in[0, r]$. Suppose this is false, i.e., that $W_{j}(t)$ goes negative. Then $W_{j}(t)$ must attain a negative minimum on the set $(t, j) \in[0, r] \times\{1,2, \ldots, N\}$. Let this happen at time $t^{*}$ and at the node $j^{*}$. Since $W_{j}(0) \geq 0$ we must have $t^{*}>0$, but it is possible that $t^{*}=r$. In any case,

$$
\frac{d W_{j^{*}}\left(t^{*}\right)}{d t} \leq 0
$$

and, of course, $W_{j^{*}}\left(t^{*}\right)<0$. Also, if $j^{*}$ is an "interior" node, then

$$
W_{j^{*}-1}\left(t^{*}\right)-2 W_{j^{*}}\left(t^{*}\right)+W_{j^{*}+1}\left(t^{*}\right) \geq 0
$$

while if $j^{*}=1$, then $-W_{1}\left(t^{*}\right)+W_{2}\left(t^{*}\right) \geq 0$ and similarly if $j^{*}=N$. Extracting the $j^{*}$ th component of (4.3) and evaluating it at time $t^{*}$ gives

$$
\underbrace{\frac{d W_{j^{*}}\left(t^{*}\right)}{d t}-\left(j^{*} \text { th component of } D_{m} \text { term }\right)}_{\leq 0}+\underbrace{d_{m} W_{j^{*}}\left(t^{*}\right)}_{<0} \geq \underbrace{f_{j^{*}}\left(t^{*}\right)}_{\geq 0}
$$

which is a contradiction. Thus $W_{j}(t) \geq 0$ for all $j=1, \ldots, N$ and $t \in[0, r]$. Repeating this argument establishes that $W_{j}(t) \geq 0$ for $t \in[r, 2 r]$ and the argument can be continued to include all positive times. The proof of the theorem is complete.
4.1. Convergence to equilibrium. In this section we will prove that if the birth function $b(w)$ is increasing and is such that there exists a uniform equilibrium solution $w^{*}$ (independent of both $j$ and $t$ ) to system (2.10) and is biologically realistic, then solutions of (2.10) approach the equilibrium $w^{*}$. Note first that a uniform equilibrium state $w^{*}$ must necessarily satisfy

$$
\begin{equation*}
\mu b\left(w^{*}\right)=d_{m} w^{*} \tag{4.4}
\end{equation*}
$$

We will prove the following theorem.
THEOREM 4.2. In system (2.10) let the birth function $b(w)$ satisfy $b(0)=0$ and be an increasing differentiable function for all $w \geq 0$. Assume there exists $w^{*}>0$ such that $\mu b(w)>d_{m} w$ when $0<w<w^{*}$ and $\mu b(w)<d_{m} w$ when $w>w^{*}$. Assume further that, in $(2.11), w_{j}^{0}(s) \not \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$. Then the solution $w_{j}(t)$ of (2.10) for $t>0$, subject to (2.11), satisfies $w_{j}(t) \rightarrow w^{*}$ as $t \rightarrow \infty$, for each $j=1,2, \ldots, N$.

Proof. To prove this theorem we shall use Theorem 4.1. More specifically, we shall show using Theorem 4.1 that the solution $w_{j}(t)$ of (2.10) subject to (2.11) can be bounded above and below by solutions of (2.10) that are functions of $t$ only.

Indeed, if we denote by $w(t)$ any solution of the scalar equation

$$
\begin{equation*}
\frac{d w(t)}{d t}=\mu b(w(t-r))-d_{m} w(t) \tag{4.5}
\end{equation*}
$$

then the function

$$
\left(w_{1}(t), w_{2}(t), \ldots, w_{N}(t)\right):=(w(t), w(t), \ldots, w(t))
$$

satisfies (2.10). Two applications of Theorem 4.1 are required. In the first, we choose $\hat{w}_{j}(t)$ to be the solution $w_{j}(t)$ of (2.10) subject to (2.11) and $\bar{w}_{j}(t)=\bar{w}(t)$ for each $j$, where $\bar{w}(t)$ satisfies

$$
\begin{align*}
& \frac{d \bar{w}(t)}{d t}=\mu b(\bar{w}(t-r))-d_{m} \bar{w}(t)  \tag{4.6}\\
& \bar{w}(s)=\max \left\{w_{j}^{0}(s), j=1,2, \ldots, N\right\} \quad \text { for } s \in[-r, 0]
\end{align*}
$$

Then Theorem 4.1 yields

$$
w_{j}(t) \leq \bar{w}(t), \quad t>0, \quad j=1,2, \ldots, N
$$

For the second application of Theorem 4.1 the most obvious choices are to take $\bar{w}_{j}(t)$ as the solution $w_{j}(t)$ of (2.10) subject to (2.11) and, for each $j, \hat{w}_{j}(t)=\hat{w}(t)$ where $\hat{w}(t)$ satisfies

$$
\begin{align*}
& \frac{d \hat{w}(t)}{d t}=\mu b(\hat{w}(t-r))-d_{m} \hat{w}(t)  \tag{4.7}\\
& \hat{w}(s)=\min \left\{w_{j}^{0}(s), j=1,2, \ldots, N\right\} \quad \text { for } s \in[-r, 0]
\end{align*}
$$

so that

$$
w_{j}(t) \geq \hat{w}(t), \quad t>0, \quad j=1,2, \ldots, N
$$

but this presents a possible problem in that $\hat{w}(s)$ could be zero on all of $s \in[-r, 0]$ without violating the assumption $w_{j}^{0}(s) \not \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$ (e.g., if $w_{j}^{0}(s)$ were zero for all $s$ on one particular node) in which case $\hat{w}(t)$ would be zero for all $t>0$, which is not helpful for us. The way round this difficulty is to remember that we showed earlier (Theorem 3.1) that $w_{j}(t)>0$ for all $t \geq r$. Consider the initial value problem starting at time $t=2 r$ and consisting of equation (2.10) for $t>2 r$, with initial data taken to be the solution $w_{j}(t), t \in[r, 2 r]$, of the original problem. The solution of this new initial value problem for $t>2 r$ is clearly the same as the solution $w_{j}(t)$ of the original problem, but the new problem has strictly positive initial data. This means that, without loss of generality, the minimum in (4.7) can be assumed to be strictly positive for all $s \in[-r, 0]$.

To complete the proof of Theorem 4.2 it therefore suffices to prove that every solution of the scalar ODE (4.5) such that $w(s)>0$ for all $s \in[-r, 0]$ will satisfy $w(t) \rightarrow w^{*}$, if the hypotheses on the parameters and the function $b(w)$ are satisfied. This follows immediately from Theorem 9.1 on page 159 of the book by Kuang [9]. Therefore, the proof of Theorem 4.2 is complete.
5. Nonmonotone birth functions. Of considerable interest to ecologists, is the case of a birth function $b(w)$ which is increasing up to a certain value of $w$ and decreasing thereafter (for example, a function qualitatively resembling $b(w)=P w e^{-A w}$ ). Such birth functions are important in modelling certain insect populations in which the birth rate is observed to be roughly proportional to the number of adults if the number of adults is small, but effectively zero if the number of adults is large, since competition for resources then becomes so intense that the adults require all their resources for their own maintenance. The aims of this section are to establish a comparison principle that works for very general birth functions, and then to use the comparison principle to prove convergence theorems in the case when the birth function qualitatively resembles $b(w)=P w e^{-A w}$.

THEOREM 5.1. Let the birth function $b(w)$ be a differentiable function for all $w \geq 0$ and satisfy $b(0)=0, b(w)>0$ when $w>0$. Let $\hat{w}$ and $\bar{w}$ be a pair of sub- and supersolutions for (2.10), (2.11), i.e., a pair of functions satisfying
(i) $\hat{w}_{j}(t) \leq \bar{w}_{j}(t)$ for all $t \in[-r, \infty), j=1,2, \ldots, N$;
(ii) letting $\overline{\mathbf{w}}(t)=\left(\bar{w}_{1}(t), \ldots, \bar{w}_{N}(t)\right)^{T}$ and $\hat{\mathbf{w}}(t)=\left(\hat{w}_{1}(t), \ldots, \hat{w}_{N}(t)\right)^{T}$ for $t>0$ and $j=1,2, \ldots, N$,

$$
\frac{d \hat{\mathbf{w}}(t)}{d t} \leq D_{m} A \hat{\mathbf{w}}(t)-d_{m} \hat{\mathbf{w}}(t)+\mu \sum_{k=1}^{N} b\left(\varphi_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1)  \tag{5.1}\\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right)
$$

and

$$
\frac{d \overline{\mathbf{w}}(t)}{d t} \geq D_{m} A \overline{\mathbf{w}}(t)-d_{m} \overline{\mathbf{w}}(t)+\mu \sum_{k=1}^{N} b\left(\varphi_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1)  \tag{5.2}\\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right)
$$

for all functions $\varphi_{j}(t)$ such that $\hat{w}_{j}(t) \leq \varphi_{j}(t) \leq \bar{w}_{j}(t), t \in[-r, \infty), j=$ $1,2, \ldots, N$;
(iii) $\hat{w}_{j}(s) \leq w_{j}^{0}(s) \leq \bar{w}_{j}(s), s \in[-r, 0], j=1,2, \ldots, N$, where $w_{j}^{0}(s)$ is the initial data for (2.10).
Then the solution $w_{j}(t)$ of $(2.10),(2.11)$ satisfies

$$
\hat{w}_{j}(t) \leq w_{j}(t) \leq \bar{w}_{j}(t) \quad \text { for all } t>0, j=1,2, \ldots, N
$$

Proof. Using (2.10), inequality (5.1) can be rewritten as

$$
\begin{aligned}
& \frac{d \hat{\mathbf{w}}(t)}{d t}-D_{m} A \hat{\mathbf{w}}(t)+d_{m} \hat{\mathbf{w}}(t)-\mu \sum_{k=1}^{N} b\left(\varphi_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \\
& \leq \frac{d \mathbf{w}(t)}{d t}-D_{m} A \mathbf{w}(t)+d_{m} \mathbf{w}(t)-\mu \sum_{k=1}^{N} b\left(w_{k}(t-r)\right)\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right)
\end{aligned}
$$

Define $W_{j}(t)=w_{j}(t)-\hat{w}_{j}(t)$ and $\mathbf{W}(t)$ to be the vector with components $W_{j}(t)$. Then (5.3) becomes

$$
\begin{align*}
\frac{d \mathbf{W}(t)}{d t}-D_{m} A \mathbf{W}(t)+ & d_{m} \mathbf{W}(t)-\mu \sum_{k=1}^{N}\left[b\left(w_{k}(t-r)\right)\right. \\
& \left.-b\left(\varphi_{k}(t-r)\right)\right]\left(\begin{array}{l}
\beta(\alpha, k, 1) \\
\beta(\alpha, k, 2) \\
\vdots \\
\beta(\alpha, k, N-1) \\
\beta(\alpha, k, N)
\end{array}\right) \geq 0 \tag{5.4}
\end{align*}
$$

and by hypothesis this holds for all $\varphi_{j}(t)$ such that $\hat{w}_{j}(t) \leq \varphi_{j}(t) \leq \bar{w}_{j}(t), t \in[-r, \infty)$, $j=1,2, \ldots, N$.

We need to prove that $W_{j}(t) \geq 0$ for all $t>0$ and all $j$, and we shall first prove this conclusion for $t \in(0, r]$. In inequality (5.4), for each $j$ choose $\varphi_{j}(t)$ to be any function between $\hat{w}_{j}(t)$ and $\bar{w}_{j}(t), t \in[-r, \infty)$, which is such that $\varphi_{j}(s)=w_{j}^{0}(s)$ when $s \in[-r, 0]$. From this choice for $\varphi_{j}(t)$ we infer that, for $t \in(0, r]$ only, the last term in the left-hand side of inequality (5.4) is zero, so that the inequality holds for $t \in(0, r]$ with just the first three terms in the left-hand side. The proof that $W_{j}(t) \geq 0$ for $t \in(0, r]$ then proceeds the same way as in the proof of Theorem 4.1 because our inequality is the same as (4.3) in the case when the functions $f_{i}(t)$ of the latter are zero.

Proving that $w_{j}(t) \leq \bar{w}_{j}(t)$ for $t \in(0, r]$ and all $j$ is similar. Thus

$$
\begin{equation*}
\hat{w}_{j}(t) \leq w_{j}(t) \leq \bar{w}_{j}(t) \quad \text { for } t \in(0, r], j=1,2, \ldots, N \tag{5.5}
\end{equation*}
$$



FIG. 1. Graphical depiction of the situation in which Theorem 5.2 holds. In particular, the equilibrium $w^{*}$ has to satisfy $0<w^{*}<w_{\max }$.

Proving that $W_{j}(t)=w_{j}(t)-\hat{w}_{j}(t) \geq 0$ for $t \in(r, 2 r]$ is similar. Inequality (5.4) still holds for all $t>0$ and in particular for $t \in(r, 2 r]$. This time, we choose $\varphi_{j}(t)$ to be any function between $\hat{w}_{j}(t)$ and $\bar{w}_{j}(t), t \in[-r, \infty)$, which is such that $\varphi_{j}(t)=w_{j}(t)$ when $t \in[0, r]$. This choice furnishes for us inequality (5.4), on $t \in(r, 2 r]$ only, but without the term involving summation. We thus conclude that $W_{j}(t) \geq 0$ for $t \in(r, 2 r]$ and it is clear how to continue the proof.

Remark. A comparison theorem similar to Theorem 5.1 was proved for the case of continuous space by Redlinger [5].
5.1. Convergence to equilibrium when * max. We will use Theorem 5.1 to establish, essentially, that if $b(w)$ qualitatively resembles $P w e^{-A w}$ and if a nonzero equilibrium of (2.10) exists, is unique, and is in the interval of $w$ for which $b(w)$ is increasing, then the equilibrium is globally stable as a solution of (2.10).

Theorem 5.2. In system (2.10) let the birth function $b(w)$ satisfy $b(0)=0$ and $b(w)>0$ when $w>0$. Also, let $b(w)$ be increasing for $0<w<w_{\max }$, with $b^{\prime}\left(w_{\max }\right)=0$, and decreasing for $w>w_{\max }$. Assume further that there exists $w^{*}>0$ such that $\mu b(w)>d_{m} w$ when $0<w<w^{*}$ and $\mu b(w)<d_{m} w$ when $w>w^{*}$, and assume that $w^{*}<w_{\max }$.

Then, if $w_{j}^{0}(s) \not \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$, the solution $w_{j}(t)$ of (2.10) for $t>0$, subject to (2.11), satisfies $w_{j}(t) \rightarrow w^{*}$ as $t \rightarrow \infty$, for each $j=1,2, \ldots, N$.

Remark. The situation we have in mind is shown in Figure 1.
Proof of Theorem 5.2. Let $\hat{w}_{j}(t)=0$ and $\bar{w}_{j}(t)=v(t)$ for each $j=1,2, \ldots, N$, where $v(t)$ is the solution of

$$
\frac{d v(t)}{d t}=\mu b\left(w_{\max }\right)-d_{m} v(t)
$$

$$
v(s)=\max \left\{w_{j}^{0}(s), j=1,2, \ldots, N\right\}, \quad s \in[-r, 0]
$$

It is easily seen that $\hat{w}_{j}(t)$ and $\bar{w}_{j}(t)$ are a pair of sub- and supersolutions. Thus, by Theorem 5.1,

$$
0 \leq w_{j}(t) \leq v(t) \quad \text { for all } t>0, j=1, \ldots, N
$$

Thus

$$
\limsup _{t \rightarrow \infty} \max _{j \in\{1,2, \ldots, N\}} w_{j}(t) \leq \lim _{t \rightarrow \infty} v(t)=\frac{\mu b\left(w_{\max }\right)}{d_{m}}
$$

Under the hypotheses it can be shown that

$$
w^{*}<\frac{\mu b\left(w_{\max }\right)}{d_{m}}<w_{\max }
$$

Choose $\epsilon>0$ sufficiently small such that

$$
\frac{\mu b\left(w_{\max }\right)}{d_{m}}+\epsilon<w_{\max }
$$

There exists a time $T>0$ such that, for all $t>T$ and all $j$,

$$
w_{j}(t) \leq \frac{\mu b\left(w_{\max }\right)}{d_{m}}+\epsilon<w_{\max }
$$

Then as soon as $t$ exceeds $T+r$ there is effectively no record, as far as system (2.10) is concerned, of the solution $w_{j}(t)$ ever having taken values outside the interval [ $0, w_{\text {max }}$ ]. From this point on the analysis proceeds as if the birth function were increasing for all $w$, and therefore it follows from Theorem 4.2 that the solution converges to $w^{*}$. The proof is complete.
5.2. Convergence to equilibrium when ${ }^{*} \quad \max$. This section will show that if $w^{*}>w_{\max }$, then solutions of $(2.10),(2.11)$ will still converge to $w^{*}$ if additional conditions hold. These additional conditions will hold if $w^{*}$ is not too much larger than $w_{\text {max }}$.

Theorem 5.3. In system (2.10) let the birth function $b(w)$ satisfy $b(0)=0$ and $b(w)>0$ when $w>0$. Also, let $b(w)$ be increasing for $0<w<w_{\max }$, with $b^{\prime}\left(w_{\max }\right)=0$, and decreasing for $w>w_{\max }$. Assume further that there exists $w^{*}>0$ such that $\mu b(w)>d_{m} w$ when $0<w<w^{*}$ and $\mu b(w)<d_{m} w$ when $w>w^{*}$. Assume that $w^{*}>w_{\max }$ and that

$$
\begin{equation*}
\frac{1}{d_{m}} \mu b\left(\frac{\mu b\left(w_{\max }\right)}{d_{m}}\right)>w_{\max } \tag{5.6}
\end{equation*}
$$

Furthermore, we assume that

$$
\begin{equation*}
\left(d_{m}+\bar{f}\right) r<1 \tag{5.7}
\end{equation*}
$$

where

$$
\bar{f}=\mu \max \left\{\left|b^{\prime}(w)\right|, \quad w \in[\underline{w}, \bar{w}]\right\}
$$

with $\bar{w}=\left(\mu / d_{m}\right) b\left(w_{\max }\right)$ and $\underline{w}=\left.b^{-1}\left(b\left(w^{*}\right)\right)\right|_{\left[0, w_{\max }\right]}$. Assume further that

$$
\begin{equation*}
\frac{\mu}{d_{m}} b^{\prime}\left(w^{*}\right)>-1 . \tag{5.8}
\end{equation*}
$$



Fig. 2. Graphical depiction of the situation in which Theorem 5.3 holds. In particular, the equilibrium $w^{*}$ has to satisfy $w^{*}>w_{\max }$.

Then, if $w_{j}^{0}(s) \not \equiv 0$ on $(s, j) \in[-r, 0] \times\{1,2, \ldots, N\}$, the solution $w_{j}(t)$ of (2.10) for $t>0$, subject to (2.11) satisfies $w_{j}(t) \rightarrow w^{*}$ as $t \rightarrow \infty$, for each $j=1,2, \ldots, N$.

Remarks. It is natural to question whether these hypotheses can be satisfied. The graph shown in Figure 2 shows that they can, and also suggests that the hypotheses are likely to be satisfied only when $w^{*}$ is not too much greater than $w_{\text {max }}$.

The notation $\left.b^{-1}\left(b\left(w^{*}\right)\right)\right|_{\left[0, w_{\max }\right]}$ requires some explaining. Under the assumptions on $b(w), b^{-1}(w)$ will, if defined, have in general two values. Thus $b^{-1}\left(b\left(w^{*}\right)\right)$ is either $w^{*}$ or a value in $\left[0, w_{\max }\right]$ and $\left.b^{-1}\left(b\left(w^{*}\right)\right)\right|_{\left[0, w_{\max }\right]}$ means the latter value.

Proof of Theorem 5.3. Let us define

$$
\begin{aligned}
& w_{\max }^{0}=\max \left\{w^{*}, \max \left\{w_{j}^{0}(s), j=1,2, \ldots, N, \quad s \in[-r, 0]\right\}\right\}, \\
& w_{\min }^{0}=\min \left\{w^{*}, \min \left\{w_{j}^{0}(s), j=1,2, \ldots, N, \quad s \in[-r, 0]\right\}\right\} .
\end{aligned}
$$

We can assume without loss of generality that $w_{\min }^{0}>0$ (this can be justified similarly to the proof of Theorem 4.2).

The proof begins with the observation that $\left(\hat{w}_{j}(t), \bar{w}_{j}(t)\right)=\left(0, V_{1}(t)\right)$ is a sub/ supersolution pair for $(2.10),(2.11)$, where $V_{1}(t)$ satisfies

$$
\begin{aligned}
& \frac{d V_{1}(t)}{d t}=\mu b\left(w_{\max }\right)-d_{m} V_{1}(t) \\
& V_{1}(s)=w_{\max }^{0}, s \in[-r, 0]
\end{aligned}
$$

Therefore,

$$
\limsup _{t \rightarrow \infty} \max _{j \in\{1,2, \ldots, N\}} w_{j}(t) \leq \lim _{t \rightarrow \infty} V_{1}(t)=\frac{\mu b\left(w_{\max }\right)}{d_{m}}
$$

Next it is easy to see that $\left(v_{1}, V_{1}\right)$ is a sub/supersolution pair, where $V_{1}$ is the above
function and $v_{1}$ satisfies

$$
\begin{align*}
& \frac{d v_{1}}{d t}=\mu \min \left\{b\left(v_{1}(t-r)\right), b\left(V_{1}(t-r)\right)\right\}-d_{m} v_{1}(t)  \tag{5.9}\\
& v_{1}(s)=w_{\min }^{0}, s \in[-r, 0]
\end{align*}
$$

Inequality (5.7) assures us that the solution of

$$
\frac{d v}{d t}=\mu b(v(t-r))-d_{m} v(t)
$$

with positive initial data satisfies $\lim _{t \rightarrow \infty} v(t)=w^{*}$. This follows from Theorem 9.5 in Kuang (see [9, page 165]). On the other hand, any solution of

$$
\frac{d v}{d t}=\mu b\left(V_{1}(t-r)\right)-d_{m} v(t)
$$

satisfies

$$
\lim _{t \rightarrow \infty} v(t)=\frac{\mu}{d_{m}} b\left(\frac{\mu b\left(w_{\max }\right)}{d_{m}}\right) .
$$

Therefore the solution $v_{1}(t)$ of (5.9) tends, as $t \rightarrow \infty$, to either $w^{*}$ or $\frac{\mu}{d_{m}} b\left(\frac{\mu b\left(w_{\max }\right)}{d_{m}}\right)$ and so our proof proceeds by considering two cases.

Case 1. $\lim _{t \rightarrow \infty} v_{1}(t)=w^{*}$. In this case we obtain immediately that

$$
\liminf _{t \rightarrow \infty} \min _{j \in\{1,2, \ldots, N\}} w_{j}(t) \geq w^{*}
$$

It can be shown similarly that

$$
\limsup _{t \rightarrow \infty} \max _{j \in\{1,2, \ldots, N\}} w_{j}(t) \leq w^{*}
$$

completing the proof of the theorem for Case 1.
Case 2. $\lim _{t \rightarrow \infty} v_{1}(t)=\frac{\mu}{d_{m}} b\left(\frac{\mu b\left(w_{\max }\right)}{d_{m}}\right)$. What we initially get in this case is

$$
\liminf _{t \rightarrow \infty} \min _{j \in\{1,2, \ldots, N\}} w_{j}(t) \geq \frac{\mu}{d_{m}} b\left(\frac{\mu b\left(w_{\max }\right)}{d_{m}}\right)
$$

which, by (5.6), strictly exceeds $w_{\max }$. Therefore, for $t$ sufficiently large, $w_{j}(t)>w_{\max }$. Since the problem has finite delay, this further means that for $t$ sufficiently large there is no history of $w_{j}(t)$ ever having assumed values below $w_{\max }$, so that for the remainder of the proof $b(w)$ can be treated as decreasing in $w$. In fact we may shift the origin of time such as to assume, without loss of generality, that $w_{\min }^{0}>w_{\max }$. With this fact in mind, our proof now proceeds by successive refinement of pairs of sub/supersolutions.

In general, for each $n=2,3, \ldots$, let $\left(v_{n}, V_{n}\right)$ be defined by

$$
\begin{align*}
& \frac{d v_{n}}{d t}=\mu b\left(V_{n-1}(t-r)\right)-d_{m} v_{n}  \tag{5.10}\\
& \frac{d V_{n}}{d t}=\mu b\left(v_{n-1}(t-r)\right)-d_{m} V_{n}
\end{align*}
$$

with the initial conditions $V_{n}(s)=w_{\max }^{0}, s \in[-r, 0]$, and $v_{n}(s)=w_{\min }^{0}, s \in[-r, 0]$. We will show that $\left(v_{n}, V_{n}\right)$ is a sub/supersolution pair for each $n=2,3, \ldots$ According to Theorem 5.1, what we need to show is that

$$
b\left(V_{n-1}(t-r)\right) \leq \sum_{k=1}^{N} b\left(\varphi_{k}(t-r)\right) \beta(\alpha, k, j)
$$

whenever $\varphi_{j}(t)$ is such that $v_{n}(t) \leq \varphi_{j}(t) \leq V_{n}(t)$ for $j=1,2, \ldots, N$ and $t \in[-r, \infty)$. Since we are now working in an interval of $w$ in which $b(w)$ is decreasing, it is enough to establish that

$$
b\left(V_{n-1}(t-r)\right) \leq \sum_{k=1}^{N} b\left(V_{n}(t-r)\right) \beta(\alpha, k, j)=b\left(V_{n}(t-r)\right)
$$

and the latter is true if $V_{n}(t) \leq V_{n-1}(t)$ for each $n=2,3, \ldots$ Similarly, we need to show that $v_{n}(t) \geq v_{n-1}(t)$ for each $n$. In fact, we shall show by induction that

$$
\begin{equation*}
v_{1}(t) \leq \cdots \leq v_{n-1}(t) \leq v_{n}(t)<w^{*}<V_{n}(t) \leq V_{n-1}(t) \leq \cdots \leq V_{1}(t) \tag{5.11}
\end{equation*}
$$

To achieve this we assume (5.11) and prove that

$$
\begin{equation*}
w^{*}<V_{n+1}(t) \leq V_{n}(t) \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
w^{*}>v_{n+1}(t) \geq v_{n}(t) \tag{5.13}
\end{equation*}
$$

We will prove only (5.12). Now

$$
\begin{aligned}
\frac{d V_{n+1}(t)}{d t} & =\mu b\left(v_{n}(t-r)\right)-d_{m} V_{n+1}(t) \\
& \leq \mu b\left(v_{n-1}(t-r)\right)-d_{m} V_{n+1}(t)
\end{aligned}
$$

Therefore

$$
\frac{d V_{n+1}(t)}{d t}+d_{m} V_{n+1}(t) \leq \frac{d V_{n}(t)}{d t}+d_{m} V_{n}(t)
$$

or, equivalently,

$$
\frac{d}{d t}\left(V_{n+1}-V_{n}\right)(t)+d_{m}\left(V_{n+1}-V_{n}\right)(t) \leq 0
$$

Therefore

$$
V_{n+1}(t)-V_{n}(t) \leq \underbrace{\left(V_{n+1}(0)-V_{n}(0)\right)}_{=0} e^{-d_{m} t}
$$

and so

$$
V_{n+1}(t) \leq V_{n}(t)
$$

Also

$$
\begin{aligned}
\frac{d V_{n+1}(t)}{d t} & =\mu b\left(v_{n}(t-r)\right)-d_{m} V_{n+1}(t) \\
& \geq \mu b\left(w^{*}\right)-d_{m} V_{n+1}(t) \\
& =d_{m}\left(w^{*}-V_{n+1}\right)
\end{aligned}
$$

so that

$$
\frac{d}{d t}\left(V_{n+1}-w^{*}\right) \geq-d_{m}\left(V_{n+1}-w^{*}\right)
$$

Therefore,

$$
V_{n+1}(t)-w^{*} \geq \underbrace{\left(V_{n+1}(0)-w^{*}\right)}_{\geq 0} e^{-d_{m} t} \geq 0
$$

and so

$$
V_{n+1}(t) \geq w^{*}
$$

which establishes (5.12).
Denote $V_{n}^{*}=\lim _{t \rightarrow \infty} V_{n}(t)$ and $v_{n}^{*}=\lim _{t \rightarrow \infty} v_{n}(t)$. That these limits exist follows from (5.10) and an inductive argument. We know $v_{1}(t)$ and $V_{1}(t)$ approach limits as $t \rightarrow \infty$. There are theories of asymptotically autonomous differential equations which allow us to let $t \rightarrow \infty$ in system (5.10), with $n=2$, giving an autonomous system of differential equations from which it becomes clear that $v_{2}(t)$ and $V_{2}(t)$ approach limits as $t \rightarrow \infty$. The argument can be continued and we thus conclude the existence of the limits as $t \rightarrow \infty$ for each $n$. From (5.10) these limits satisfy

$$
\begin{align*}
& \mu b\left(V_{n-1}^{*}\right)=d_{m} v_{n}^{*}  \tag{5.14}\\
& \mu b\left(v_{n-1}^{*}\right)=d_{m} V_{n}^{*}
\end{align*}
$$

We define $V^{*}=\lim _{n \rightarrow \infty} V_{n}^{*}$ and $v^{*}=\lim _{n \rightarrow \infty} v_{n}^{*}$; then (5.14) reduces to a limiting system

$$
\begin{align*}
& \mu b\left(V^{*}\right)=d_{m} v^{*} \\
& \mu b\left(v^{*}\right)=d_{m} V^{*} \tag{5.15}
\end{align*}
$$

These equations imply that $V^{*}=v^{*}=w^{*}$ (condition (5.8) assures us that they have no other solutions). Therefore, $\lim _{t \rightarrow \infty} w_{j}(t)=w^{*}$ and the proof of the theorem is complete.
6. Discussion. The main results in this paper are, first, the derivation of the model (2.10) itself, which is nontrivial and substantially different from the case of an infinite lattice considered previously in [8]. Second, the positivity-preservation properties of solutions which turn out to be analogous to results that can be proved using the strong maximum principle in the case of continuous space. Third, the comparison principle of section 4 for the case of increasing birth functions. Fourth, the use of this comparison principle to prove that the positive equilibrium of system (2.10), if feasible, is globally asymptotically stable for increasing birth functions. Fifth, in section 5 , the comparison principle for the case of nonmonotone birth functions is proved. With the help of this principle we have shown that the nontrivial equilibrium is globally asymptotically stable if it is in the interval of $w$ for which the birth function $b(w)$ is increasing, and that it can remain globally stable if it is larger, but not too much larger, than the value of $w$ at which $b(w)$ attains its maximum, assuming additionally the delay is not too large.
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#### Abstract

We present new Lyapunov functionals and $L^{1}$-stability for the Vlasov-Poisson system with a self-consistent electrostatic force in a small initial data case. Lyapunov functionals measure possible future crossings of projected particle trajectories in the physical space, and they are nonincreasing along smooth solutions when the initial datum is smooth and decays fast enough at infinity in the phase space. For sufficiently large physical dimensions, we also show that smooth solutions are uniformly $L^{1}$-stable.
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1. Introduction. Consider a collisionless plasma consisting of $M$ distinct species under the effect of an electromagnetic field. The issue can be understood by the Vlasov-Maxwell system. When the speed of light is taken to be infinity and a magnetic field is ignored, the Vlasov-Poisson system with a self-consistent electrostatic field is addressed. Suppose there are $M$ species of particles with mass $m_{\alpha}$, charge $q_{\alpha}$, and density in the phase space $f_{\alpha}(x, v, t)$ for $\alpha=1, \ldots, M$. Here $(x, v) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ denotes position and velocity, respectively. The self-consistent electric field is denoted by $E=-\nabla_{x} \phi$ and the total charge density $\rho$ is

$$
\rho(x, t)=\sum_{\alpha=1}^{M} q_{\alpha} \int_{\mathbb{R}^{N}} f_{\alpha}(x, v, t) d v .
$$

In this case, the Vlasov-Poisson system reads

$$
\left\{\begin{array}{l}
\partial_{t} f_{\alpha}+v \cdot \nabla_{x} f_{\alpha}+\frac{q_{\alpha}}{m_{\alpha}} \nabla_{x} \phi \cdot \nabla_{v} f_{\alpha}=0 \quad \text { in } \quad \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}_{+}  \tag{1.1}\\
-\Delta_{x} \phi=N(N-2) \omega_{N} \rho
\end{array}\right.
$$

with the prescribed initial datum

$$
\begin{equation*}
f_{\alpha}(x, v, 0)=f_{\alpha, 0}(x, v) \quad \text { in } \quad \mathbb{R}^{N} \times \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

where $\omega_{N}$ is the volume of the unit ball in $\mathbb{R}^{N}$.
The Vlasov-Poisson system has many applications in the modeling of an electron gun, plasma sheath, and galaxies as a large ensemble of stars in plasma physics and astrophysics, respectively. The global existence of a smooth solution in one space variable has been proved by Iordanskii [25] and that of two space variables by Ukai

[^101]and Okabe [36]. On the other hand, for the three-dimensional case, Batt [3] and Horst [21, 22, 23] established the global existence for spherical and cylindrically symmetric data, respectively. For general but small data, Bardos and Degond [2] obtained global existence, and finally Pfaffelmoser [30] proved the global existence of a smooth solution with large data, and simpler proofs were provided by Schaeffer [33] and Lions and Perthame [27]. For other issues such as weak solutions, relativistic effects, stability, and dispersion estimates, we refer the reader to $[1,4,12,23,28,29,31,34,35,38,40]$.

The aim of this paper is twofold. First, we present Lyapunov functionals for the repulsive Vlasov-Poisson system when the dimension of the physical space $N \neq 2$. These functionals measure the future collisions between charged particles, although the Vlasov-Poisson system does not register them. As in the Boltzmann equation [19, 20], these functionals might be useful to establish $L^{1}$-scattering-type results for the Vlasov-Poisson-Boltzmann equation near vacuum [18]. Second, we study the $L^{1}$-stability of smooth $C^{2}$-solutions to (1.1) using Gronwall-type estimates when the dimension of the physical space is sufficiently large, and the initial data are smooth and decay fast enough in the phase space. Throughout this paper, we denote by $C$ a universal positive constant independent of time $t$.

The above two main results of this paper are subject to the following estimates on the time-decay of the electric field and the velocity variation of the density function $f_{\alpha}$ (see section 2).
(E1) The electric field $E(x, t)$ decays, and it is integrable in $t$ :

$$
\int_{0}^{\infty}\|E(t)\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} d t<\infty
$$

(E2) For fixed $(x, t) \in \mathbb{R}^{N} \times \mathbb{R}_{+}$and $\alpha \in\{1, \ldots, M\}$,

$$
\begin{aligned}
&\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(t)\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \leq \frac{C}{(1+t)^{N-1}} \\
&\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(t)\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)} \leq C(1+t)
\end{aligned}
$$

Based on the time-integrable decay of the electric field $E$, we first construct an interaction potential $\mathcal{D}\left(f_{\alpha}\right)$ which is nonincreasing along smooth solutions to (1.1) with $N \geq 3$, and which satisfies a Lyapunov estimate: for $\alpha \in\{1, \ldots, M\}$,

$$
\mathcal{D}\left(f_{\alpha}(t)\right)+\int_{0}^{t} \Lambda\left(f_{\alpha}(s)\right) d s=\mathcal{D}\left(f_{\alpha, 0}\right), \quad t \geq 0
$$

where $\Lambda\left(f_{\alpha}(s)\right) \geq 0$ is an interaction production functional

$$
\Lambda\left(f_{\alpha}(t)\right):=\iiint_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(x, v, t) f_{\alpha}\left(x, v_{*}, t\right) d v_{*} d v d x
$$

The above functional measures the possible crossings of the projected particle trajectories in the physical space, and hence it can be regarded as a kinetic counterpart of Glimm's interaction potential [17] in hyperbolic conservation laws in one-space dimension. Due to the strong dispersive effect of the free transport part, the crossings of projected trajectories in the physical space will tend to be nonincreasing in time $t$. In fact, in the absence of external forces, such interaction potentials have been constructed for the full Boltzmann equation in $[6,19,20]$ based on the free transport
equation $\partial_{t} f+v \cdot \nabla_{x} f=0$ with small initial data. Unlike the Boltzmann equation, where the interaction potential is constructed based on the free transport part, the external force term $\nabla_{x} \phi \cdot \nabla_{v} f_{\alpha}$ produces error terms which cannot be controlled by the interaction production functional $\Lambda\left(f_{\alpha}(t)\right)$. We overcome this difficulty by devising a new functional capturing the nonlinear feature of the system, and by essentially using time-integrable decay of the electric field; thus small initial data are assumed.

Second, we establish the uniform $L^{1}$-stability for (1.1) with $N \geq 4$ :

$$
\begin{equation*}
\sup _{0 \leq t<\infty}\|f(t)-\bar{f}(t)\|_{L^{1}} \leq G\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}} \tag{1.3}
\end{equation*}
$$

where $G$ is a positive constant independent of $t$, and a simplified notation for $L^{1}$-norm is used:

$$
\|f(t)-\bar{f}(t)\|_{L^{1}}:=\sum_{\alpha=1}^{M}\left\|f_{\alpha}(\cdot, \cdot, t)-\bar{f}_{\alpha}(\cdot, \cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)} .
$$

Unlike the Boltzmann equation [19, 20], the nonlinear functional approach incorporating the Lyapunov functional $\mathcal{D}\left(f_{\alpha}\right)$ cannot be applied to $L^{1}$-stability estimates for (1.1). By direct calculation, $\left|f_{\alpha}-\bar{f}_{\alpha}\right|$ satisfies

$$
\begin{equation*}
\partial_{t}\left|f_{\alpha}-\bar{f}_{\alpha}\right|+v \cdot \nabla_{x}\left|f_{\alpha}-\bar{f}_{\alpha}\right|+E(f) \cdot \nabla_{v}\left|f_{\alpha}-\bar{f}_{\alpha}\right| \leq|E(\bar{f})-E(f)|\left|\nabla_{v} \bar{f}_{\alpha}\right| \tag{1.4}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{d}{d t}\left\|f_{\alpha}(t)-\bar{f}_{\alpha}(t)\right\|_{L^{1}} \leq \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}}|E(\bar{f})-E(f)|\left|\nabla_{v} \bar{f}_{\alpha}\right| d v d x \tag{1.5}
\end{equation*}
$$

In contrast, the time-derivative of $\mathcal{D}\left(\left|f_{\alpha}-\bar{f}_{\alpha}\right|\right)$ based on the left-hand sides of (1.1) and (1.4) yields good decay terms:

$$
-\iiint_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N}}\left|f_{\alpha}-\bar{f}_{\alpha}\right|(x, v, t) f_{\alpha}\left(x, v_{*}, t\right) d v_{*} d v d x
$$

however, these terms cannot control the right-hand side of (1.5). In fact these good terms can be used to control the error terms due to the difference $Q(f, f)-Q(\bar{f}, \bar{f})$ in the $L^{1}$-stability estimates of the Vlasov-Poisson-Boltzmann system (see [19, 20] for the related issue of the Boltzmann equation); hence instead of using the nonlinear functional approach for (1.3), we employ Gronwall-type estimates incorporating (E2) in Theorem 1.2 (see section 4):

$$
\|f(t)-\bar{f}(t)\|_{L^{1}} \leq\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}}+C \int_{0}^{t}(1+s)^{-(N-2)}\|f(s)-\bar{f}(s)\|_{L^{1}} d s
$$

Since

$$
\int_{0}^{t}(1+s)^{-(N-2)}<C \quad \text { for } \quad N \geq 4
$$

we can establish the uniform $L^{1}$-stability (1.3) for the physical space dimension $N \geq 4$.
The main hypotheses (H) employed in this paper are as follows:
(H1) The initial data $f_{\alpha, 0}(\alpha=1, \ldots, M)$ are twice continuously differentiable:

$$
f_{\alpha, 0} \in C^{2}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)
$$

(H2) The initial data are small and decay at infinity in the phase space:

$$
\max _{\alpha=1}^{M} \sum_{0 \leq i, j \leq 2} \sup _{x, v}\left(1+|x|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|v|^{2}\right)^{\frac{\mu_{2}}{2}}\left|\nabla_{x}^{i} \nabla_{v}^{j} f_{\alpha, 0}(x, v)\right| \leq \varepsilon_{0},
$$

where $\mu_{1}>N+2, \mu_{2}>N+1$, and $0<\varepsilon_{0} \ll 1$.
Our first main result shows that the system (1.1) with $N \geq 3$ admits an interaction potential.

Theorem 1.1. Suppose the main hypotheses (H) with $N \geq 3$ hold, and let $f_{\alpha}$ $(1 \leq \alpha \leq M)$ be a smooth solution to (1.1) corresponding to the initial datum $f_{\alpha, 0}$. Then there exists an interaction potential $\mathcal{D}\left(f_{\alpha}\right)$ satisfying a Lyapunov estimate:

$$
\mathcal{D}\left(f_{\alpha}(t)\right)+\int_{0}^{t} \Lambda\left(f_{\alpha}(s)\right) d s=\mathcal{D}\left(f_{\alpha, 0}\right), \quad t \geq 0
$$

Remark 1.1. (1) Following the arguments in [2], the global existence of smooth $C^{2}$-solutions satisfying the main estimates (E1)-(E2) can be shown.
(2) For $N=1$, we can construct a similar Lyapunov functional under the monotonicity assumption of the electric field (see section 3.1).

Our second main theorem is concerned with the uniform $L^{1}$-stability.
Theorem 1.2. Suppose the main hypotheses $(\mathrm{H})$ with $N \geq 4$ hold, and let $f_{\alpha}$ and $\bar{f}_{\alpha}$ be smooth solutions to (1.1) corresponding to the initial data $f_{\alpha, 0}$ and $\bar{f}_{\alpha, 0}$, respectively. Then smooth solutions are uniformly $L^{1}$-stable with respect to the initial data:

$$
\sup _{0 \leq t<\infty}\|f(t)-\bar{f}(t)\|_{L^{1}} \leq G\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}},
$$

where $G$ is a positive constant independent of time $t$.
The rest of this paper is organized as follows. In section 2 , we review basic a priori estimates for the Vlasov-Poisson system, and in section 3 we construct kinetic Glimm-type interaction potentials for the one-dimensional (1D) and multidimensional cases, respectively. In section 4, we study the uniform $L^{1}$-stability estimate. Finally, in the appendix, we briefly discuss an interaction potential for the relativistic VlasovMaxwell system with small data.
2. Preliminaries. We briefly review dispersion estimates for the local charge density, the electric force, and the velocity variation of the density function, and we study the strict separation property of backward particle trajectories. The details can be found in $[2,7]$.
2.1. Time-decay estimate of the electric field. In this part, we review the dispersion estimates studied in [2]. Consider $C^{2}$-initial data for the system (1.1) satisfying

$$
\max _{\alpha=1}^{M} \sum_{0 \leq i, j \leq 2} \sup _{x, v}\left(1+|x|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|v|^{2}\right)^{\frac{\mu_{2}}{2}}\left|\nabla_{x}^{i} \nabla_{v}^{j} f_{\alpha, 0}(x, v)\right| \leq \varepsilon_{0},
$$

where $\mu_{1}>N+2, \mu_{2}>N+1$, and $0<\varepsilon_{0} \ll 1$.
Let $h \in C\left(\mathbb{R}_{+} ;\left(L^{1} \cap W^{1, \infty}\right)\left(\mathbb{R}^{N}\right)\right)$ be given, and define a Newtonian potential $\mathcal{P}$ by the representation formula

$$
\begin{equation*}
\mathcal{P}(h)(x, t):=\int_{\mathbb{R}^{N}} \frac{h(y, t)}{|x-y|^{N-2}} d y . \tag{2.1}
\end{equation*}
$$

The following lemmas can be found in [2] for $N=3$, and their proofs are exactly the same as those for $N>3$; hence we omit its proof.

Lemma 2.1. Suppose that a function $h(\cdot, t) \in\left(L^{1} \cap W^{1, \infty}\right)\left(\mathbb{R}^{N}\right)$ for all $t \in \mathbb{R}^{+}$. Then we have
(1) $\|\mathcal{P}(h)(t)\|_{L^{\infty}} \leq C(N)\|h(t)\|_{L^{1}}^{\frac{2}{N}}\|h(t)\|_{L^{\infty}}^{\frac{N-2}{N}}$.
(2) $\left\|\nabla_{x} \mathcal{P}(h)(t)\right\|_{L^{\infty}} \leq C(N)\|h(t)\|_{L^{1}}^{\frac{1}{N}}\|h(t)\|_{L^{\infty}}^{\frac{N-1}{N}}$.
(3) $\left\|\nabla_{x}^{2} \mathcal{P}(h)(t)\right\|_{L^{\infty}} \leq C(N, \kappa)\|h(t)\|_{L^{1}}^{\frac{\kappa}{\kappa+N}}\|h(t)\|_{L^{\infty}}^{\frac{N(1-\kappa)}{N+\kappa}}\left\|\nabla_{x} h(t)\right\|_{L^{\infty}}^{\frac{N \kappa}{N+\kappa}}$ for $\kappa \in(0,1)$.

A direct modification of the proof given in [2] for $N=3$ and Lemma 2.1 give the global existence of smooth $C^{2}$-solutions under the main hypotheses (H).

Theorem 2.2 (see [2]). Suppose the main hypotheses (H) hold. Then the VlasovPoisson system (1.1) has a unique global in time solution such that $f_{\alpha} \in C^{1}\left(\mathbb{R}^{N} \times\right.$ $\mathbb{R}^{N} \times \mathbb{R}_{+}$) satisfies the following uniform estimate:

$$
\begin{aligned}
& \|f(t)\|_{L^{\infty}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)} \leq \varepsilon_{0}, \quad\|f(t)\|_{L^{1}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)} \leq C \varepsilon_{0} \\
& \left\|\int f(t) d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \leq \frac{C \varepsilon_{0}}{(1+t)^{N}}
\end{aligned}
$$

Moreover, we have for any $\kappa \in(0,1)$,

$$
\max _{1 \leq k \leq 2}\left\|\nabla_{x}^{k} E(\cdot, t)\right\|_{L^{\infty}} \leq \frac{C \varepsilon_{0}}{(1+t)^{\frac{N^{2}}{N+\kappa}}}
$$

REMARK 2.1. The time-decay rate $\frac{N^{2}}{N+\kappa}$ has a lower bound which is strictly greater than 2 (see [2]).

$$
\begin{equation*}
e(N, \kappa):=\frac{N^{2}}{N+\kappa} \geq \frac{N^{2}}{N+1}>2 \quad \text { for } \quad N \geq 3 \tag{2.2}
\end{equation*}
$$

The decay estimates of the electric field and the initial data yield the following estimate. The detailed proof for $N=3$ can be found in [2], and it can be directly applied for the general case $N \geq 4$.

Lemma 2.3 (see [2]). Suppose the main hypotheses (H) hold, and let $f$ be the smooth solution to (1.1). Then we have

$$
\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f(t)\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \leq \frac{C \varepsilon_{0}}{(1+t)^{N-1}} \text { and }\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f(t)\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)} \leq C \varepsilon_{0}(1+t) .
$$

The above estimate will be used in the $L^{1}$-stability analysis in section 4.
2.2. Particle trajectories. In this part, we study the "strict separation property" of particle trajectories when an external force decays sufficiently fast in time $t$. Consider a Vlasov equation with a sufficiently smooth electric field $E$ :

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f+E \cdot \nabla_{v} f=0 \tag{2.3}
\end{equation*}
$$

We define a particle trajectory as the characteristic curve related to (2.3), i.e., for a fixed point $(x, v) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ at time $t$, the particle trajectory $[X(s ; t, x, v), V(s ; t, x, v)]$ passing through $(x, v)$ at time $t$ is defined as the unique solution of the ODE system:

$$
\begin{equation*}
\frac{d}{d s} X(s ; t, x, v)=V(s ; t, x, v) \quad \text { and } \quad \frac{d}{d s} V(s ; t, x, v)=E(X(s ; t, x, v), s) \tag{2.4}
\end{equation*}
$$

with an initial datum

$$
X(t ; t, x, v)=x \quad \text { and } \quad V(t ; t, x, v)=v
$$

We integrate (2.4) along the particle trajectory to see that Liouville's principle holds:

$$
f(x, v, t)=f_{0}(X(0 ; t, x, v), V(0 ; t, x, v)), \quad t \geq 0
$$

therefore, the $L^{p}$-norm of $f$ is conserved for every $p, 1 \leq p \leq \infty$,

$$
\|f(t)\|_{L^{p}}=\left\|f_{0}\right\|_{L^{p}}, \quad t \geq 0
$$

since the mapping $(x, v) \rightarrow(X, V)$ is measure preserving.
Note that in the absence of an external field $(F \equiv 0)$, the particle trajectory is simply a straight line:

$$
X(s ; t, x, v)=x-v(t-s) \quad \text { and } \quad V(s ; t, x, v)=v
$$

Hence particle trajectories with different initial velocities are well separated in the sense that

$$
|X(s ; t, x, v)-X(s ; t, x, w)|=(t-s)|v-w|
$$

While external forces such as an electromagnetic force act on particles, trajectories are no longer straight lines; they, nevertheless, behave almost like straight lines as long as the external force is sufficiently small and decays fast enough in time. The following lemma shows this strict separation property of particle trajectories.

Lemma 2.4 (see [7]). Suppose the main hypotheses (H) in section 1 hold and $N \geq 3$. Then particle trajectories are strictly separated: for fixed $x, v, t$, there exists a positive constant $C_{1}$ independent of $t$ and $s$ such that

$$
\frac{1}{C_{1}}|t-s||v-w| \leq|X(s ; t, x, v)-X(s ; t, x, w)| \leq C_{1}|t-s \| v-w|, \quad 0 \leq s \leq t
$$

Proof. Let $x, v, w$, and $t$ be given, and for the simplicity of notation set

$$
\begin{aligned}
& X_{1}(s):=X(s ; t, x, v), \quad V_{1}(s):=V(s ; t, x, v) \quad \text { and } \\
& X_{2}(s):=X(s ; t, x, w), \quad V_{2}(s):=V(s ; t, x, w)
\end{aligned}
$$

Then it follows from (2.4) that

$$
X_{1}(s)=x-\int_{s}^{t} V_{1}(\tau) d \tau \quad \text { and } \quad X_{2}(s)=x-\int_{s}^{t} V_{2}(\tau) d \tau
$$

We use the above two equations to find

$$
\begin{align*}
X_{1}(s)-X_{2}(s) & =-\int_{s}^{t}\left(V_{1}(\tau)-V_{2}(\tau)\right) d \tau  \tag{2.5}\\
& =\int_{s}^{t}\left[\int_{\tau}^{t}\left(\partial_{\theta} V_{1}(\theta)-\partial_{\theta} V_{2}(\theta)\right) d \theta-(v-w)\right] d \tau \\
& =\int_{s}^{t} \int_{\tau}^{t}\left(E\left(X_{1}(\theta), \theta\right)-E\left(X_{2}(\theta), \theta\right)\right) d \theta d \tau-(v-w)(t-s)
\end{align*}
$$

We set

$$
A(s):=\left|X_{1}(s)-X_{2}(s)+(t-s)(v-w)\right| .
$$

Then (2.5) implies

$$
\begin{aligned}
A(s) & \leq \int_{s}^{t} \int_{\tau}^{t}\left\|\nabla_{x} E(\cdot, \theta)\right\|_{L^{\infty}}\left|X_{2}(\theta)-X_{1}(\theta)\right| d \theta d \tau \\
& \leq \int_{s}^{t} \int_{\tau}^{t}\left\|\nabla_{x} E(\cdot, \theta)\right\|_{L^{\infty}}\left(\left|X_{2}(\theta)-X_{1}(\theta)+(t-\theta)(v-w)\right|+(t-\theta)|v-w|\right) d \theta d \tau \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{s}^{t} \int_{\tau}^{t}\left(\frac{A(\theta)}{(1+\theta)^{e(N, \kappa)}}+\frac{(t-\theta)|v-w|}{(1+\theta)^{e(N, \kappa)}}\right) d \theta d \tau \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{s}^{t} \int_{s}^{\theta}\left(\frac{A(\theta)}{(1+\theta)^{e(N, \kappa)}}+\frac{t-\theta}{(1+\theta)^{e(N, \kappa)}}|v-w|\right) d \tau d \theta \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{s}^{t}\left(\frac{(\theta-s) A(\theta)}{(1+\theta)^{e(N, \kappa)}}+\frac{(t-\theta)(\theta-s)}{(1+\theta)^{e(N, \kappa)}}|v-w|\right) d \theta \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right)\left(\int_{s}^{t} \frac{A(\theta) d \theta}{(1+\theta)^{e(N, \kappa)-1}}+(t-s)|v-w|\right)
\end{aligned}
$$

where we used Theorem 2.2 and

$$
e(N, \kappa)>2, \quad \theta-s \leq \theta+1, \quad \text { and } \quad \int_{s}^{t} \frac{(t-\theta)(\theta-s)}{(1+\theta)^{e(N, \kappa)}} d \theta \leq \mathcal{O}(1)|t-s| .
$$

Since

$$
\exp \left(\int_{0}^{\infty} \frac{d \theta}{(1+\theta)^{e(N, \kappa)-1}}\right)=\mathcal{O}(1)
$$

Gronwall's inequality implies

$$
A(s) \leq \mathcal{O}\left(\varepsilon_{0}\right)(t-s)|v-w| .
$$

By a triangle inequality, we have

$$
\left(1-\mathcal{O}\left(\varepsilon_{0}\right)\right)(t-s)|v-w| \leq\left|X_{1}(s)-X_{2}(s)\right| \leq\left(1+\mathcal{O}\left(\varepsilon_{0}\right)\right)(t-s)|v-w| .
$$

Since $\varepsilon_{0} \ll 1$, we obtain the desired result.
Lemma 2.5 (see [18]). Suppose the main hypotheses (H) holds. For any fixed $(x, v, t)$, let $[X(s), V(s)]$ be the particle trajectory passing through the point $(x, v)$ at time $t$. Then we have

$$
\left|V\left(s_{1}\right)-V\left(s_{2}\right)\right| \leq \mathcal{O}\left(\varepsilon_{0}\right) \quad \text { and } \quad \|\left. V\left(s_{1}\right)\right|^{2}-\left|V\left(s_{2}\right)\right|^{2} \mid \leq \mathcal{O}\left(\varepsilon_{0}\right), \quad 0 \leq s_{1}, s_{2} \leq \infty
$$

3. Interaction potentials. In this part, we present an interaction potential measuring possible future crossings of projected particle trajectories in the physical space. For the one-space-dimensional case $N=1$, we consider a plasma consisting of a single species with a positive charge $q=1$; hence the electric field

$$
\partial_{x} E(x, t)=\int_{\mathbb{R}} f(x, v, t) d v \geq 0
$$

is monotonic increasing in the space. In contrast, for the multidimensional case $N \geq 3$, we consider a plasma with $M$ species. In the multispecies case, we crucially use the time-integrable decay of electric force.
3.1. 1D Vlasov-Poisson system. Consider the planar motion of single species particles with a positive charge confined inside the self-consistent potential field $E:=$ $\partial_{x} \phi$ as in [37, 39]:

$$
\begin{equation*}
\partial_{t} f+v \partial_{x} f+E \partial_{v} f=0 \quad \text { and } \quad \partial_{x} E=\int_{\mathbb{R}} f d v \tag{3.1}
\end{equation*}
$$

Note that the electric field $E(\cdot, t)$ is nondecreasing in $x$. In what follows, we consider smooth solutions to (3.1); hence particle trajectories $[X(s ; x, v, t), V(s ; x, v, t)]$ associated with a divergence-free vector field $(v, E)$ do not cross in the phase space. However, their projected trajectories onto the physical space can cross each other, which explains the occurrence of singularities such as shocks in the corresponding macroscopic Euler-Poisson system. For a repulsive external force, particles tend to repel each other; so it is feasible to expect that the number of future crossings of projected trajectories will be nonincreasing in time. In the following, we measure this dispersive phenomenon via an interaction potential. Throughout the paper, we suppress $t$-dependence in $f$, i.e.,

$$
f(x, v):=f(x, v, t)
$$

3.1.1. Construction of anteraction potential. Note that $f(x, v) f\left(y, v_{*}\right)$ satisfies the Vlasov equation on the two-point particle phase space $\mathbb{R}^{4}$ :

$$
\begin{align*}
\partial_{t}\left(f(x, v) f\left(y, v_{*}\right)\right) & +\nabla_{(x, y)} \cdot\left(v f(x, v) f\left(y, v_{*}\right), \quad v_{*} f(x, v) f\left(y, v_{*}\right)\right)  \tag{3.2}\\
& +\nabla_{\left(v, v_{*}\right)} \cdot\left(E(x, t) f(x, v) f\left(y, v_{*}\right), E(y, t) f(x, v) f\left(y, v_{*}\right)\right)=0
\end{align*}
$$

Define an interaction potential $\mathcal{D}_{1}(f)$ and its production $\Lambda_{1}(f)$ as follows:

$$
\begin{align*}
\mathcal{D}_{1}(f(t)):= & \underbrace{\iiint \int_{1}}_{x<y, v>v_{*}} f(x, v) f\left(y, v_{*}\right) d v_{*} d v d y d x  \tag{3.3}\\
\Lambda_{1}(f(t)):= & \iiint_{\mathbb{R}^{3}}\left|v-v_{*}\right| f(x, v) f\left(x, v_{*}\right) d v_{*} d v d x \\
& +\iiint_{\mathbb{R}^{3}}|E(y, t)-E(x, t)| f(x, v) f(y, v) d v d y d x .
\end{align*}
$$

For each $t \in(0, \infty), \mathcal{D}_{1}(f(t))$ is a priori bounded by the square of the total mass:

$$
\mathcal{D}_{1}(f(t)) \leq\left\|f_{0}\right\|_{L^{1}}^{2}
$$

3.1.2. Time-decay estimate. In this part, we study the time-decay of the interaction potential.

Proposition 3.1. Let $f$ be a smooth $C^{1}$-solution with an initial datum $f_{0}$ with a finite mass, and $f$ decays at infinity in the phase space. Then the functional $\mathcal{D}_{1}(f)$ satisfies a time-decay estimate

$$
\mathcal{D}_{1}(f(t))+\frac{1}{2} \int_{0}^{t} \Lambda_{1}(f(s)) d s=\mathcal{D}_{1}\left(f_{0}\right), \quad t \geq 0
$$

Proof. It follows from (3.2) that

$$
\begin{align*}
\partial_{t}\left[f(x, v) f\left(y, v_{*}\right)\right]= & -\nabla_{(x, y)} \cdot\left[v f(x, v) f\left(y, v_{*}\right), v_{*} f(x, v) f\left(y, v_{*}\right)\right]  \tag{3.4}\\
& -\nabla_{\left(v, v_{*}\right)} \cdot\left[E(x, t) f(x, v) f\left(y, v_{*}\right), E(y, t) f(x, v) f\left(y, v_{*}\right)\right]
\end{align*}
$$

We integrate (3.4) and use the Fubini theorem to get

$$
\begin{aligned}
& \frac{d}{d t} \mathcal{D}_{1}(f(t))=-\iiint \int_{v>v_{*}, x<y} \nabla_{(x, y)} \cdot\left[v f(x, v) f\left(y, v_{*}\right), v_{*} f(x, v) f\left(y, v_{*}\right)\right] d v_{*} d v d y d x \\
& -\iiint \int_{x<y, v>v_{*}} \nabla_{\left(v, v_{*}\right)} \cdot\left[E(x, t) f(x, v) f\left(y, v_{*}\right), E(y, t) f(x, v) f\left(y, v_{*}\right)\right] d v_{*} d v d y d x \\
& \quad=\mathcal{I}_{1}+\mathcal{I}_{2}
\end{aligned}
$$

We first estimate $\mathcal{I}_{1}$. The Fubini and Green theorems yield

$$
\begin{aligned}
\mathcal{I}_{1} & =-\iiint \int_{v>v_{*}, x<y}\left[\partial_{x}\left(v f(x, v) f\left(y, v_{*}\right)\right)+\partial_{y}\left(v_{*} f(x, v) f\left(y, v_{*}\right)\right)\right] d y d x d v d v_{*} \\
& =-\iint_{v>v_{*}} \int_{\mathbb{R}}\left|v-v_{*}\right| f(x, v) f\left(x, v_{*}\right) d x d v_{*} d v \\
& =-\frac{1}{2} \iiint_{\mathbb{R}^{3}}\left|v-v_{*}\right| f(x, v) f\left(y, v_{*}\right) d v_{*} d v d x .
\end{aligned}
$$

Similarly, we have

$$
\mathcal{I}_{2}=-\frac{1}{2} \iiint_{\mathbb{R}^{3}}|E(y, t)-E(x, t)| f(x, v) f(y, v) d v d y d x
$$

where we used the fact that the electric field $E(\cdot, t)$ is nonincreasing: for each $t$,

$$
E(x, t) \leq E(y, t) \quad \text { if } \quad x \leq y
$$

We finally combine the above two estimates:

$$
\frac{d \mathcal{D}_{1}(f(t))}{d t}+\frac{1}{2} \Lambda_{1}(f(t))=0
$$

This implies

$$
\mathcal{D}_{1}(f(t))+\frac{1}{2} \int_{0}^{t} \Lambda_{1}(f(s)) d s=\mathcal{D}_{1}\left(f_{0}\right)
$$

Remark 3.1. The above lemma holds for the general $1 D$ Vlasov equation with a smooth monotone increasing force field $F(\cdot, t)$ :

$$
\partial_{t} f+v \partial_{x} f+F \partial_{v} f=0 \quad \text { and } \quad \partial_{x} F \geq 0
$$

3.2. Multidimensional Vlasov-Poisson system. In this part, we consider the multidimensional Vlasov-Poisson system with $N \geq 3$. Compared to the 1D case in the previous section, we consider a collisionless plasma consisting of $M$ distinct species. The main difficulty in the multidimensional case is that it is not easy to identify the region of two-point particle phase spaces where interactions occur. Hence we need to devise a more sophisticated functional which takes into account all possible interaction pairs. For this, we will see that the time-integrability of the electric field does play a key role in the following analysis.
3.2.1. Construction of an interaction functional. Let $t \geq 0$ be given, and let $(x, v)$ be the phase space position of a given test particle at time $s=0$. We denote $[\hat{X}(s), \hat{V}(s)]$ by the trajectory of a test particle,

$$
\hat{X}(0)=x \quad \text { and } \quad \hat{V}(0)=v
$$

and set its terminal velocity $v_{\infty}$ by

$$
v_{\infty}(x, v) \equiv v+\int_{0}^{\infty} E(\hat{X}(s), s) d s
$$

Then $v_{\infty}(x, v)$ is well defined, since the electric field $E$ has an integrable time-decay.


FIG. 3.1. Schematic diagram of $X(t, \tau)$ and $V(t, \tau)$ in the phase space.

Let $t, \tau \geq 0$ be given, and for $v_{*} \notin\left\{\hat{V}(t+\tau), v_{\infty}(x, v)\right\}$, we set (see Figure 3.1)

$$
\begin{array}{rlrl}
X(t, \tau) & :=X\left(t ; t+\tau, \hat{X}(t+\tau), v_{*}\right), & & V(t, \tau):=V\left(t ; t+\tau, \hat{X}(t+\tau), v_{*}\right)  \tag{3.5}\\
\tilde{x} & :=X\left(0 ; t+\tau, \hat{X}(t+\tau), v_{*}\right), & \tilde{v}:=V\left(0 ; t+\tau, \hat{X}(t+\tau), v_{*}\right)
\end{array}
$$

The invariance of $f_{\alpha}$ along the trajectory gives

$$
f_{\alpha}(X(t, \tau), V(t, \tau), t)=f_{\alpha, 0}(\tilde{x}, \tilde{v})
$$

and we have

$$
\begin{align*}
X(t, \tau)= & \hat{X}(t+\tau)-\tau v_{*} \\
& +\int_{t}^{t+\tau} \int_{\theta_{2}}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1} d \theta_{2}  \tag{3.6}\\
V(t, \tau)= & v_{*}-\int_{t}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1} \tag{3.7}
\end{align*}
$$

Define an interaction potential and its production functional: for $\alpha \in\{1, \ldots, M\}$,

$$
\begin{align*}
\mathcal{D}\left(f_{\alpha}(t)\right):= & \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t) \\
& \times\left[\int_{0}^{\infty} \int_{\mathbb{R}^{N}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*} d \tau\right] d v d x  \tag{3.8}\\
\Lambda\left(f_{\alpha}(t)\right):= & \iiint_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(x, v, t) f_{\alpha}\left(x, v_{*}, t\right) d v_{*} d v d x
\end{align*}
$$

Here we used the simplified notation

$$
\hat{X}(t):=X(t ; 0, x, v), \quad \hat{V}(t):=V(t ; 0, x, v)
$$

In order to show that $\mathcal{D}\left(f_{\alpha}(t)\right)$ is well defined, i.e., bounded for each $t$, we need to estimate the quantity inside the bracket of (3.8). For notational simplicity, we denote it by $I_{f_{\alpha}}(x, v, t)$ :

$$
I_{f_{\alpha}}(x, v, t):=\int_{0}^{\infty} \int_{\mathbb{R}^{3}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*} d \tau
$$

Lemma 3.2. Suppose the main hypotheses $(\mathrm{H})$ in section 1 hold. Then $I_{f_{\alpha}}(x, v, t)$ is finite for a.e. $(x, v, t)$. Moreover, we have the following estimate: for any fixed $x \in \mathbb{R}^{N}$,

$$
\max _{\alpha=1}^{M} \sup _{v, t} I_{f_{\alpha}}(x, v, t) \leq \mathcal{O}\left(\varepsilon_{0}\right)(|x|+1)^{2}
$$

Proof. Let $(x, v, t) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}_{+}$be given. Since $f_{\alpha}$ is invariant along the trajectory, it is easy to see that $I_{f_{\alpha}}(x, v, t)$ is nonincreasing with respect to $t$; hence it suffices to estimate $I_{f_{\alpha}}(x, v, 0)$. Let $\alpha \in\{1, \ldots, M\}$ be fixed and let $A$ be a positive number to be chosen later. We decompose $I_{f_{\alpha}}(x, v, 0)$ into three parts,

$$
\begin{aligned}
I_{f_{\alpha}}(x, v, 0)= & \int_{0}^{A+1} \int_{\mathbb{R}^{3}} f_{\alpha, 0}(X(0, \tau), V(0, \tau)) d v_{*} d \tau \\
& +\int_{A+1}^{\infty} \int_{\left|v_{*}-\hat{V}(\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha, 0}(X(0, \tau), V(0, \tau)) d v_{*} d \tau \\
& +\int_{A+1}^{\infty} \int_{\left|v_{*}-\hat{V}(\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha, 0}(X(0, \tau), V(0, \tau)) d v_{*} d \tau \\
:= & I_{f_{\alpha}}^{1}(x, v, 0)+I_{f_{\alpha}}^{2}(x, v, 0)+I_{f_{\alpha}}^{3}(x, v, 0)
\end{aligned}
$$

where we used the simplified notation (3.5) with $t=0$ :

$$
X(0, \tau):=X\left(0 ; \tau, \hat{X}(\tau), v_{*}\right), \quad V(0, \tau):=V\left(0 ; \tau, \hat{X}(\tau), v_{*}\right)
$$

Case 1: $I_{f_{\alpha}}^{1}(x, v, 0)$. By (H2) and Lemma 2.5,

$$
\begin{aligned}
I_{f_{\alpha}}^{1}(x, v, 0) & \leq \varepsilon_{0} \int_{0}^{A+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|X(0, \tau)|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} d \tau \\
& \leq \varepsilon_{0} \int_{0}^{A+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|X(0, \tau)|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+\left|v_{*}\right|^{2}+\mathcal{O}\left(\varepsilon_{0}\right)\right)^{\frac{\mu_{2}}{2}}} d v_{*} d \tau \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right)(A+1)
\end{aligned}
$$

where we used Lemma 2.5 to get

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{1}{\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*}=\int_{\mathbb{R}^{N}} \frac{1}{\left(1+\left|v_{*}\right|^{2}+\mathcal{O}\left(\varepsilon_{0}\right)\right)^{\frac{\mu_{2}}{2}}} d v_{*}=\mathcal{O}(1) \tag{3.9}
\end{equation*}
$$

Case 2: $I_{f_{\alpha}}^{2}(x, v, 0)$. Similarly to Case 1, we have

$$
\begin{aligned}
I_{f_{\alpha}}^{2}(x, v, 0) & \leq \varepsilon_{0} \int_{A+1}^{\infty} \int_{\left|v_{*}-\hat{V}(\tau)\right| \leq \frac{1}{\sqrt{\tau}}} \frac{1}{\left(1+|X(0, \tau)|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} d \tau \\
& \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{A+1}^{\infty} \tau^{-\frac{N}{2}} d \tau \\
& =\mathcal{O}\left(\varepsilon_{0}\right)(A+1)^{-\frac{N-2}{2}}
\end{aligned}
$$

Case 3: $I_{f_{\alpha}}^{3}(x, v, 0)$. For $v_{*}$ satisfying $\left|v_{*}-\hat{V}(\tau)\right|>\frac{1}{\sqrt{\tau}}$, we have

$$
|X(0, \tau)-x| \geq \frac{\sqrt{\tau}}{C_{1}} \quad \text { by Lemma 2.4. }
$$

This yields

$$
|X(0, \tau)| \geq \frac{\sqrt{\tau}}{C_{1}}-|x| \geq 0 \quad \text { for } \tau \geq C_{1}^{2}|x|^{2}
$$

We now set

$$
\begin{gathered}
A:=C_{1}^{2}|x|^{2} . \\
I_{f_{\alpha}}^{3}(x, v, 0) \leq \varepsilon_{0} \int_{C_{1}^{2}|x|^{2}+1}^{\infty} \int_{\left|v_{*}-\hat{V}(\tau)\right|>\frac{1}{\sqrt{\tau}}} \frac{1}{\left(1+\left(\sqrt{\tau} / C_{1}-|x|\right)^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} d \tau \\
\leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{C_{1}^{2}|x|^{2}+1}^{\infty} \frac{1}{\left(1+\sqrt{\tau} / C_{1}-|x|\right)^{\mu_{1}}} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{1}}{2}}} d v_{*} d \tau \\
(3.10) \quad \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{C_{1}^{2}|x|^{2}+1}^{\infty} \frac{1}{\left(1+\sqrt{\tau} / C_{1}-|x|\right)^{\mu_{1}}} d \tau \quad \text { by }(3.9) .
\end{gathered}
$$

In (3.10), we have

$$
\begin{aligned}
\int_{C_{1}^{2}|x|^{2}+1}^{\infty} \frac{1}{\left(1+\sqrt{\tau} / C_{1}-|x|\right)^{\mu_{1}}} d \tau & \leq 2 C_{1}^{2} \int_{0}^{\infty} \frac{\xi+|x|}{(1+\xi)^{\mu_{1}}} d \xi, \quad \text { where } \xi:=\sqrt{\tau} / C_{1}-|x| \\
& =\mathcal{O}(1)(1+|x|)
\end{aligned}
$$

Finally we combine all cases to see

$$
I_{f_{\alpha}}(x, v, 0) \leq \mathcal{O}\left(\varepsilon_{0}\right)\left(|x|^{2}+\left(|x|^{2}+1\right)^{-\frac{(N-2)}{2}}+|x|+1\right)=\mathcal{O}\left(\varepsilon_{0}\right)(|x|+1)^{2}
$$

REMARK 3.2. The above lemma implies a priori boundedness of $\mathcal{D}\left(f_{\alpha}\right)$ :

$$
\mathcal{D}\left(f_{\alpha}(t)\right) \leq \mathcal{O}\left(\varepsilon_{0}^{2}\right) \quad \text { for } \quad t \geq 0
$$

3.2.2. Time-decay estimate. In this part we study the time-evolution of the functional $\mathcal{D}\left(f_{\alpha}\right)$ along smooth solutions to (1.1). We first estimate the difference between $\partial_{t}$ and $\partial_{\tau}$ derivatives of $X(t, \tau)$ and $V(t, \tau)$, respectively.

Lemma 3.3. For any fixed $(x, v, t) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}_{+}$and $\alpha$, let $[X(t, \tau)$, $V(t, \tau)]$ be given by (3.6) and (3.7). Then we have

$$
\partial_{t} X(t, \tau)-\partial_{\tau} X(t, \tau)=V(t, \tau) \quad \text { and } \quad \partial_{t} V(t, \tau)-\partial_{\tau} V(t, \tau)=E(X(t, \tau), t)
$$

Proof. Recall that

$$
X(t, \tau)=\hat{X}(t+\tau)-\tau v_{*}+\int_{t}^{t+\tau} \int_{\theta_{2}}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1} d \theta_{2}
$$

We take $\partial_{t}$ and $\partial_{\tau}$ to the above identity to get

- $\partial_{t} X(t, \tau)=\hat{V}(t+\tau)+\tau E(\hat{X}(t+\tau), t+\tau)-\int_{t}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1}$,

$$
+\int_{t}^{t+\tau} \int_{\theta_{2}}^{t+\tau} \partial_{t}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right) d \theta_{1} d \theta_{2}
$$

- $\partial_{\tau} X(t, \tau)=\hat{V}(t+\tau)-v_{*}+\tau E(\hat{X}(t+\tau), t+\tau)$
$+\int_{t}^{t+\tau} \int_{\theta_{2}}^{t+\tau} \partial_{\tau}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right) d \theta_{1} d \theta_{2}$
$=\hat{V}(t+\tau)-\left(V(t, \tau)+\int_{t}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1}\right)$
$+\tau E(\hat{X}(t+\tau), t+\tau)+\int_{t}^{t+\tau} \int_{\theta_{2}}^{t+\tau} \partial_{\tau}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right) d \theta_{1} d \theta_{2}$.
Note that

$$
\partial_{t}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right)=\partial_{\tau}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right)
$$

to get

$$
\partial_{t} X(t, \tau)-V(t, \tau)=\partial_{\tau} X(t, \tau)
$$

Again we use the relation

$$
V(t, \tau)=v_{*}-\int_{t}^{t+\tau} E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right) d \theta_{1}
$$

to find

- $\partial_{t} V(t, \tau)=E(X(t, \tau), t)-E(\hat{X}(t+\tau), t+\tau)$

$$
-\int_{t}^{t+\tau} \partial_{t}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right) d \theta_{1}
$$

- $\partial_{\tau} V(t, \tau)=-E(\hat{X}(t+\tau), t+\tau)$

$$
-\int_{t}^{t+\tau} \partial_{t}\left(E\left(X\left(\theta_{1} ; t+\tau, \hat{X}(t+\tau), v_{*}\right), \theta_{1}\right)\right) d \theta_{1}
$$

The above relations yield

$$
\partial_{t} V(t, \tau)=\partial_{\tau} V(t, \tau)+E(X(t, \tau), t)
$$

Lemma 3.4. For any $(x, v, t) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}_{+}$and $\alpha \in\{1, \ldots, M\}$, let $[\hat{X}(t), \hat{V}(t)]$ be the trajectory of a test particle. Then we have

$$
\begin{aligned}
& \partial_{t}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right) \\
= & \partial_{\tau}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right)
\end{aligned}
$$

Proof. By direct calculation, we have

$$
\begin{aligned}
& \partial_{t}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right) \\
&= f_{\alpha}(\hat{X}(t), \hat{V}(t), t)\left(\partial_{t} f_{\alpha}+\nabla_{y} f_{\alpha} \cdot \partial_{t} X(t, \tau)+\nabla_{v_{*}} f_{\alpha} \cdot \partial_{t} V(t, \tau)\right) \\
&= f_{\alpha}(\hat{X}(t), \hat{V}(t), t)\left[\partial_{t} f_{\alpha}+\nabla_{y} f_{\alpha} \cdot\left(V(t, \tau)+\partial_{t} X(t, \tau)-V(t, \tau)\right)\right. \\
&\left.+\nabla_{v_{*}} f_{\alpha} \cdot\left(E(X(t, \tau), t)+\partial_{t} V(t, \tau)-E(X(t, \tau), t)\right)\right] \\
&= f_{\alpha}(\hat{X}(t), \hat{V}(t), t)\left[\nabla_{y} f_{\alpha} \cdot \partial_{\tau} X(t, \tau)+\nabla_{v_{*}} f_{\alpha} \cdot \partial_{\tau} V(t, \tau)\right] \\
&= f_{\alpha}(\hat{X}(t), \hat{V}(t), t) \partial_{\tau}\left(f_{\alpha}(X(t, \tau), V(t, \tau), t)\right) \\
&= \partial_{\tau}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right)
\end{aligned}
$$

where $\nabla_{y} f_{\alpha}$ and $\nabla_{v_{*}} f_{\alpha}$ are evaluated at $(X(t, \tau), V(t, \tau), t)$, and we used

$$
\frac{d}{d t} f_{\alpha}(\hat{X}(t), \hat{V}(t), t)=0
$$

Finally, the above lemma yields the time-decay of $\mathcal{D}\left(f_{\alpha}(t)\right)$ as follows.
Proof of Theorem 1.1. Let $t \geq 0$ be given. Then by definition of $\mathcal{D}\left(f_{\alpha}\right)$

$$
\begin{aligned}
\frac{d}{d t} \mathcal{D}\left(f_{\alpha}(t)\right) & =\iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} \partial_{t}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right) d v_{*} d \tau d v d x \\
& =\iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} \partial_{\tau}\left(f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t)\right) d v_{*} d \tau d v d x \\
& =\iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \int_{0}^{\infty} \partial_{\tau}\left(\int_{\mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right) d \tau d v d x \\
& =\iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t)\left(\lim _{\tau \rightarrow \infty} \int_{\mathbb{R}^{N}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right) d v d x \\
& -\iiint_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t) f_{\alpha}\left(\hat{X}(t), v_{*}, t\right) d v_{*} d v d x \\
& =J_{1}+J_{2} .
\end{aligned}
$$

Case 1: $\left(J_{2}\right)$. We use the Liouville property $d x d v=d \hat{X}(t) d \hat{V}(t)$ to get

$$
J_{2}=-\iiint_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(x, v, t) f_{\alpha}\left(x, v_{*}, t\right) d v_{*} d v d x
$$

Case 2: $\left(J_{1}\right)$. We split the integral $J_{1}$ into two parts:

$$
\begin{aligned}
J_{1}= & \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t)\left(\lim _{\tau \rightarrow \infty} \int_{\mathbb{R}^{N}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right) d v d x \\
= & \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} f_{\alpha}(\hat{X}(t), \hat{V}(t), t) \lim _{\tau \rightarrow \infty}\left(\int_{\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right. \\
& \left.+\int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right) d v d x
\end{aligned}
$$

We claim

$$
\begin{aligned}
\lim _{\tau \rightarrow \infty} & \left(\int_{\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right. \\
& \left.+\int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right)=0 .
\end{aligned}
$$

Proof of claim. We repeat the argument used in the proof of Lemma 3.2. Let $\tau_{0}$ be a positive number to be chosen later and consider $\tau \geq \max \left\{\tau_{0}, C_{1}^{2}|x|^{2}\right\}$. For $v_{*}$ such that $\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}$, we use the fact

$$
f_{\alpha}(X(t, \tau), V(t, \tau), t)=f_{\alpha, 0}(\tilde{x}, \tilde{v}) \leq \frac{\varepsilon_{0}}{\left(1+|\tilde{x}|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|\tilde{v}|^{2}\right)^{\frac{\mu_{2}}{2}}}
$$

to get

$$
\begin{equation*}
\int_{\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}=\int_{\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha, 0}(\tilde{x}, \tilde{v}) d v_{*} \leq \mathcal{O}\left(\varepsilon_{0}\right) \tau^{-\frac{N}{2}} \tag{3.11}
\end{equation*}
$$

On the other hand, for $v_{*}$ such that $\left|v_{*}-\hat{V}(t+\tau)\right| \geq \frac{1}{\sqrt{\tau}}$, we use Lemma 2.4 to find

$$
\frac{\sqrt{\tau}}{C_{1}} \leq \frac{t+\tau}{C_{1}}\left|v_{*}-\hat{V}(t+\tau)\right| \leq|x-\tilde{x}|
$$

from which we have

$$
1+|\tilde{x}|^{2} \geq 1+(|x-\tilde{x}|-|x|)^{2} \geq 1+\left(\frac{\sqrt{\tau}}{C_{1}}-|x|\right)^{2} \quad \text { since } \quad|x| \leq \frac{\sqrt{\tau}}{C_{1}}
$$

Hence if

$$
\sqrt{\tau} \geq \frac{2 C_{1}|x|+C_{1}^{2}+\sqrt{4 C_{1}^{3}|x|+C_{1}^{4}}}{2}:=\sqrt{\tau_{0}(x)}
$$

we have

$$
\begin{equation*}
\left(\frac{\sqrt{\tau}}{C_{1}}-|x|\right)^{2} \geq \sqrt{\tau} \quad \text { or } \quad \frac{1}{\left(1+\left(\sqrt{\tau} / C_{1}-|x|\right)^{2}\right)^{\frac{\mu_{1}}{2}}} \leq \frac{1}{(1+\sqrt{\tau})^{\frac{\mu_{1}}{2}}} \tag{3.12}
\end{equation*}
$$

Then the second integral in the claim can be estimated as follows: for $\tau \geq \tau_{0}(x)$,

$$
\begin{align*}
& \int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}  \tag{3.13}\\
& \quad=\int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha, 0}(\tilde{x}, \tilde{v}) d v_{*} \\
& \quad \leq \varepsilon_{0} \int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} \frac{1}{\left(1+|\tilde{x}|^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+|\tilde{v}|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} \\
& \quad \leq \mathcal{O}\left(\varepsilon_{0}\right) \int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} \frac{1}{\left(1+\left(\sqrt{\tau} / C_{1}-|x|\right)^{2}\right)^{\frac{\mu_{1}}{2}}\left(1+\left|v_{*}\right|^{2}+\mathcal{O}\left(\varepsilon_{0}\right)\right)^{\frac{\mu_{2}}{2}}} d v_{*} \\
& \quad \leq \frac{\mathcal{O}\left(\varepsilon_{0}\right)}{(1+\sqrt{\tau})^{\frac{\mu_{1}}{2}}} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+\left|v_{*}\right|^{2}+\mathcal{O}\left(\varepsilon_{0}\right)\right)^{\frac{\mu_{2}}{2}}} d v_{*} \text { by }(3.12) \\
& \quad=\frac{\mathcal{O}\left(\varepsilon_{0}\right)}{(1+\sqrt{\tau})^{\frac{\mu_{1}}{2}}}
\end{align*}
$$

We combine (3.11) and (3.13) to get

$$
\begin{aligned}
& \lim _{\tau \rightarrow \infty}\left(\int_{\left|v_{*}-\hat{V}(t+\tau)\right| \leq \frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right. \\
& \left.\quad+\int_{\left|v_{*}-\hat{V}(t+\tau)\right|>\frac{1}{\sqrt{\tau}}} f_{\alpha}(X(t, \tau), V(t, \tau), t) d v_{*}\right)=\lim _{\tau \rightarrow \infty}\left(\tau^{-\frac{N}{2}}+\tau^{-\frac{\mu_{1}}{4}}\right)=0
\end{aligned}
$$

which yields

$$
J_{1}=0
$$

Finally we combine Cases 1 and 2 to conclude

$$
\frac{d}{d t} \mathcal{D}\left(f_{\alpha}(t)\right)=-\Lambda\left(f_{\alpha}(t)\right)
$$

REMARK 3.3. The functional $\mathcal{D}\left(f_{\alpha}(t)\right)$ is also a Lyapunov functional for the relativistic Vlasov-Maxwell system for sufficiently small and smooth decaying solutions given in [7] (see the appendix).
4. Uniform ${ }^{1}$-stability. In this section, we study uniform $L^{1}$-stability for smooth solutions to (1.1). Unlike the case of the Boltzmann equation in [6, 19, 20], the nonlinear functional approach based on the interaction potential $\mathcal{D}\left(f_{\alpha}\right)$ seems very difficult to apply to the Vlasov-Poisson system. For large physical dimensions $N \geq 4$, instead, the direct $L^{1}$-stability estimate based on the Gronwall-type inequality can be used; we first need to estimate an integral

$$
K_{\alpha}(x, t):=\int_{\mathbb{R}^{N}} \frac{1}{|x-y|^{N-1}}\left(\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right|(y, v, t) d v\right) d y
$$

LEmma 4.1. Suppose the main hypothesis (H) in section 1 holds, and $N \geq 4$. Let $f$ and $\bar{f}$ be two smooth solutions corresponding to the initial data $f_{0}$ and $\bar{f}_{0}$, respectively. Then we have

$$
\sum_{\alpha=1}^{M}\left\|K_{\alpha}(\cdot, t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \leq C M(1+t)^{-(N-2)}
$$

Proof. Let $\alpha \in\{1, \ldots, M\}$ be given and recall Lemma 2.3:

$$
\begin{align*}
& \left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(x, v, t)\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \leq \mathcal{O}(1)(1+t)^{-(N-1)}  \tag{4.1}\\
& \left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(x, v, t)\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)} \leq \mathcal{O}(1)(1+t) \tag{4.2}
\end{align*}
$$

Let $r$ be a positive constant to be determined later. Then we split $K_{\alpha}(x, t)$ into two parts:

$$
\begin{align*}
K_{\alpha}(x, t)= & \int_{|y-x| \leq r} \frac{1}{|x-y|^{N-1}}\left(\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(y, v, t)\right| d v\right) d y  \tag{4.3}\\
& +\int_{|y-x|>r} \frac{1}{|x-y|^{N-1}}\left(\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(y, v, t)\right| d v\right) d y \\
\leq & d(N) r\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(x, v, t)\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} \\
& +\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}(x, v, t)\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)} \frac{1}{r^{N-1}}
\end{align*}
$$

where $d(N)$ is a positive constant depending only on $N$. In order to minimize the right-hand side of (4.3), we choose $r$ such that

$$
\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} d(N) r=\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)} \frac{1}{r^{N-1}},
$$

i.e.,

$$
r=\left(\frac{\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)}}{\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)} d(N)}\right)^{\frac{1}{N}}
$$

Hence for such $r$, we have

$$
\begin{aligned}
K_{\alpha}(x, t) & \leq 2 d(N)^{\frac{N-1}{N}}\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)}^{1-\frac{1}{N}}\left\|\int_{\mathbb{R}^{N}}\left|\nabla_{v} f_{\alpha}\right| d v\right\|_{L^{1}\left(\mathbb{R}_{x}^{N}\right)}^{\frac{1}{N}} \\
& \leq \mathcal{O}(1)(1+t)^{-(N-2)} .
\end{aligned}
$$

We take a supremum over $x$ and add all $\alpha$ to get the desired result. $\quad \square$
Remark 4.1. Note that $\sum_{\alpha=1}^{M}\left\|K_{\alpha}(\cdot, t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}^{N}\right)}$ is integrable in $t$ for $N \geq 4$.
Based on the above estimate, we obtain the uniform $L^{1}$-stability estimate.
Proof of Theorem 1.2. Let $f_{\alpha}$ and $\bar{f}_{\alpha}$ be smooth solutions of (1.1) corresponding to the initial data $f_{\alpha, 0}$ and $\bar{f}_{\alpha, 0}$, respectively:

$$
\begin{align*}
& \partial_{t} f_{\alpha}+v \cdot \nabla_{x} f_{\alpha}+E(f) \cdot \nabla_{v} f_{\alpha}=0,  \tag{4.4}\\
& \partial_{t} \bar{f}_{\alpha}+v \cdot \nabla_{x} \bar{f}_{\alpha}+E(\bar{f}) \cdot \nabla_{v} \bar{f}_{\alpha}=0 . \tag{4.5}
\end{align*}
$$

We subtract (4.5) from (4.4) to get

$$
\begin{equation*}
\partial_{t}\left(f_{\alpha}-\bar{f}_{\alpha}\right)+v \cdot \nabla_{x}\left(f_{\alpha}-\bar{f}_{\alpha}\right)+E(f) \cdot \nabla_{v}\left(f_{\alpha}-\bar{f}_{\alpha}\right)=(E(\bar{f})-E(f)) \cdot \nabla_{v} \bar{f}_{\alpha} \tag{4.6}
\end{equation*}
$$

Let $(x, v, t) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}_{+}$be fixed and let $(X(s), V(s))$ be the trajectories of particles for $f_{\alpha}$ passing through the point $(x, v)$ at time $t$, i.e.,

$$
X(t)=x \quad \text { and } \quad V(t)=v
$$

We integrate (4.6) along the trajectory $(X(s), V(s))$ to get

$$
\begin{align*}
\left(f_{\alpha}-\bar{f}_{\alpha}\right)(x, v, t)= & \left(f_{\alpha, 0}-\bar{f}_{\alpha, 0}\right)(X(0), V(0)) \\
& +\int_{0}^{t}(E(\bar{f})-E(f))(X(s), s) \cdot \nabla_{v} \bar{f}_{\alpha}(X(s), V(s), s) d s \tag{4.7}
\end{align*}
$$

If we take an absolute for (4.7) and integrate it over the whole phase space, then we obtain

$$
\begin{align*}
& \left\|f_{\alpha}(t)-\bar{f}_{\alpha}(t)\right\|_{L^{1}} \leq\left\|f_{\alpha, 0}-\bar{f}_{\alpha, 0}\right\|_{L^{1}}  \tag{4.8}\\
& \quad+\int_{0}^{t} \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}}\left|(E(\bar{f})-E(f))(X(s), s) \| \nabla_{v} \bar{f}_{\alpha}(X(s), V(s), s)\right| d v d x d s \\
& \quad \leq\left\|f_{\alpha, 0}-\bar{f}_{\alpha, 0}\right\|_{L^{1}}+C \int_{0}^{t} \int_{\mathbb{R}^{N}}|\rho(y, s)-\bar{\rho}(y, s)| \\
& \quad \times\left[\int_{\mathbb{R}^{N}} \frac{d X(s)}{|X(s)-y|^{N-1}}\left(\int_{\mathbb{R}^{N}} \mid \nabla_{v} \bar{f}_{\alpha}(X(s), V(s), t) d V(s)\right)\right] d y d s \leq\left\|f_{\alpha, 0}-\bar{f}_{\alpha, 0}\right\|_{L^{1}} \\
& \quad+C \int_{0}^{t} \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} K_{\alpha}(y, s)\left(\sum_{\alpha=1}^{M}\left|f_{\alpha}\left(y, v_{*}, s\right)-\bar{f}_{\alpha}\left(y, v_{*}, s\right)\right|\right) d v_{*} d y d s \\
& \quad=\left\|f_{\alpha, 0}-\bar{f}_{\alpha, 0}\right\|_{L^{1}}+C \int_{0}^{t}\left\|K_{\alpha}(\cdot, s)\right\|_{L^{\infty}} \sum_{\alpha=1}^{M}\left\|f_{\alpha}(s)-\bar{f}_{\alpha}(s)\right\|_{L^{1}} d s
\end{align*}
$$

where Lemma 4.1 and the Liouville principle $d x d v=d X(s) d V(s)$ were employed to get

$$
\begin{aligned}
& \iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{1}{|X(s)-y|^{N-1}}\left|\nabla_{v} \bar{f}_{\alpha}(X(s), V(s), t)\right| d X(s) d V(s) \\
& \quad=\iint_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{1}{|x-y|^{N-1}}\left|\nabla_{v} \bar{f}_{\alpha}(x, v, t)\right| d x d v .
\end{aligned}
$$

We now add (4.8) over all $\alpha$ to get

$$
\begin{aligned}
\|f(t)-\bar{f}(t)\|_{L^{1}} & \leq\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}}+C \int_{0}^{t}\left(\sum_{\alpha=1}^{M}\left\|K_{\alpha}(\cdot, s)\right\|_{L^{\infty}}\right)\|f(s)-\bar{f}(s)\|_{L^{1}} d s \\
& \leq\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}}+C M \int_{0}^{t}(1+s)^{-(N-2)}\|f(s)-\bar{f}(s)\|_{L^{1}} d s
\end{aligned}
$$

Hence Gronwall's inequality yields

$$
\begin{align*}
\|f(t)-\bar{f}(t)\|_{L^{1}} & \leq\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}} \exp \left(C M \int_{0}^{t}(1+s)^{-(N-2)} d s\right) \\
& =G\left\|f_{0}-\bar{f}_{0}\right\|_{L^{1}} \tag{4.9}
\end{align*}
$$

where

$$
G:=\exp \left(C M \int_{0}^{\infty}(1+s)^{-(N-2)} d s\right)<\infty \quad \text { for } \quad N \geq 4
$$

Appendix. Relativistic Vlasov-Maxwell system. In this appendix we briefly discuss the interaction potential $\mathcal{D}(f)$ for the relativistic Vlasov-Maxwell system. For details on the global existence, we refer the reader to $[5,8,9,10,11,13,14$, $15,16,26]$. Since the number of species is irrelevant in the following analysis, without loss of generality, we assume that a plasma consists of single species, i.e., $M=1$; moreover, we also assume the phase space is $\mathbb{R}^{3} \times \mathbb{R}^{3}$.

Consider a plasma consisting of ions confined to the whole phase space $\mathbb{R}^{3} \times$ $\mathbb{R}^{3}$ under the self-consistent electromagnetic force. We denote a one-point particle distribution function by $f$, and the electric field and magnetic field are denoted by $E$ and $B$, respectively. The total charge $\rho$ and the current $j$ are defined as

$$
\rho=4 \pi \int_{\mathbb{R}^{3}} f d v \quad \text { and } \quad j=4 \pi \int_{\mathbb{R}^{3}} \hat{v} f d v
$$

where the relativistic velocity is

$$
\hat{v}=\frac{v}{\sqrt{1+|v|^{2}}}
$$

if the speed of light $c$ and the particle mass are taken to be 1 . In this case, the relativistic Vlasov-Maxwell system reads

$$
\left\{\begin{array}{l}
\partial_{t} f+\hat{v} \cdot \nabla_{x} f+(E+\hat{v} \times B) \cdot \nabla_{v} f=0 \quad \text { in } \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}_{+},  \tag{A.1}\\
\partial_{t} E=\nabla \times B-j, \quad \nabla \cdot E=\rho \\
\partial_{t} B=-\nabla \times E, \quad \nabla \cdot B=0
\end{array}\right.
$$

subject to the initial data

$$
f(x, v, 0)=f_{0}(x, v) \quad \text { and } \quad(E, B)(x, 0)=\left(E_{0}, B_{0}\right)(x) \quad(x, v) \in \mathbb{R}^{3} \times \mathbb{R}^{3}
$$

satisfying constraint conditions

$$
\nabla \cdot E_{0}=\rho_{0} \quad \text { and } \quad \nabla \cdot B_{0}=0
$$

The smooth global solution is known to exist under the small data assumption.
Theorem A. 1 (see $[7,16]$ ). Let $f_{0}$ be a nonnegative $C^{1}$ function with supports in $|x| \leq k,|v| \leq k$ and let $E_{0}, B_{0}$ be $C^{2}$ functions with supports in $|x| \leq k$. If the initial data satisfy the smallness assumption

$$
\left\|f_{0}\right\|_{C^{1}}+\|E\|_{C^{2}}+\|B\|_{C^{2}} \leq \varepsilon_{0} \ll 1
$$

then there exists a unique $C^{1}$-global solution: for $(x, t) \in \mathbb{R}^{3} \times \mathbb{R}_{+}$,

$$
\begin{equation*}
f(t, x, v)=0 \text { for }|v| \geq \beta \quad \text { and } \quad|E(t, x)|+|B(t, x)| \leq \frac{\varepsilon_{0}}{(1+t)(t-|x|+2 k)} \tag{A.2}
\end{equation*}
$$

Remark A.1. The compact support assumption $|v| \leq k$ on the initial data can be relaxed to include the Gaussian-type initial data [32].

In what follows, we consider smooth solutions. For a given point $(x, v) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$, the particle path $[\bar{X}(s), \bar{V}(s)]$ is defined as the solution of the following ODE system:

$$
\begin{equation*}
\frac{d \bar{X}(s)}{d s}=\hat{\bar{V}}(s) \quad \text { and } \quad \frac{d \bar{V}(s)}{d s}=E(\bar{X}(s), s)+\hat{\bar{V}} \times B \tag{A.3}
\end{equation*}
$$

with the initial data

$$
\bar{X}(0)=x \quad \text { and } \quad \bar{V}(0)=v
$$

where

$$
\hat{\bar{V}}=\frac{\bar{V}}{\sqrt{1+|\bar{V}|^{2}}}
$$

Since $\nabla_{(X, V)} \cdot(\hat{V}, E+\hat{V} \times B)=0$, the mapping $(x, v) \longrightarrow(\bar{X}(s), \bar{V}(s))$ is measure preserving. As in section 3.2 we define $[X(t, \tau), V(t, \tau)]$ by

$$
\begin{aligned}
& X(t, \tau):=X\left(t ; t+\tau, \bar{X}(t+\tau), v_{*}\right) \quad \text { and } \\
& V(t, \tau):=V\left(t ; t+\tau, \bar{X}(t+\tau), v_{*}\right)
\end{aligned}
$$

from which we have

$$
\begin{align*}
& X(t, \tau):=\bar{X}(t+\tau)-\int_{t}^{t+\tau} \hat{V}\left(\theta ; t+\tau, \bar{X}(t+\tau), v_{*}\right) d \theta  \tag{A.4}\\
& \begin{aligned}
V(t, \tau):= & v_{*}-\int_{t}^{t+\tau} E\left(X\left(\theta ; t+\tau, \bar{X}(t+\tau), v_{*}\right), \theta\right) \\
& \quad+\hat{V}\left(\theta ; t+\tau, \bar{X}(t+\tau), v_{*}\right) \times B\left(X\left(\theta ; t+\tau, \bar{X}(t+\tau), v_{*}\right), \theta\right) d \theta
\end{aligned} \tag{A.5}
\end{align*}
$$

The following lemma can easily be computed.
Lemma A.2. Let $[X(t, \tau), V(t, \tau)]$ be the curve parameterized by $\tau$ and given by (A.4) and (A.5). Then the following estimates hold:
(1) $\partial_{t} X(t, \tau)-\partial_{\tau} X(t, \tau)=\hat{V}(t, \tau)$,
(2) $\partial_{t} V(t, \tau)-\partial_{\tau} V(t, \tau)=E(X(t, \tau), t)+\hat{V}(t, \tau) \times B(X(t, \tau), t)$.

We also define $\mathcal{D}(f(t))$ and $\Lambda(f(t))$ by

$$
\begin{aligned}
\mathcal{D}(f(t)) & :=\iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} f(\bar{X}(t), \bar{V}(t), t)\left(\int_{0}^{\infty} \int_{\mathbb{R}^{3}} f(X(t, \tau), V(t, \tau), t) d \tau d v_{*}\right) d v d x \\
\Lambda(f(t)) & :=\iiint_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{3}} f(x, v, t) f\left(x, v_{*}, t\right) d v_{*} d v d x
\end{aligned}
$$

Below we state two lemmas whose proofs can be found in [7].
Lemma A.3. If $0 \leq s \leq t$ and $f(t, x, v) \neq 0$, then

$$
s-|X(s ; t, x, v)|+2 k \geq(k+s)\left(2+2 P^{2}(t)\right)^{-1}
$$

where the function $P(t)$ is bounded by a constant $\beta$.

Lemma A.4. If $\varepsilon_{0}$ is sufficiently small, there is a constant $c>0$ such that

$$
|X(0 ; t, x, v)-X(0 ; t, x, w)| \geq c t|v-w| .
$$

For us to follow the steps in section 3.2, it is enough to prove Lemma 2.5 for the relativistic Vlasov-Maxwell system or to verify directly (3.9):

$$
\int_{\mathbb{R}^{3}} \frac{1}{\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*}=\mathcal{O}(1)
$$

Below for the simplicity of notation, we denote $X\left(s ; \tau, \bar{X}(\tau), v_{*}\right), V\left(s ; \tau, \bar{X}(\tau), v_{*}\right)$ by $X(s, \tau), V(s, \tau)$, respectively. Note that $X(s, \tau), V(s, \tau)$ here are not the same as $X(s, \tau), V(s, \tau)$ defined in (3.5). It follows from (A.2) and Lemma A. 3 that

$$
\begin{align*}
& \left|\int_{0}^{\tau} E(X(s, \tau), \theta)+\hat{V}(s, \tau) \times B(X(s, \tau), \theta) d \theta\right| \\
& \quad \leq \varepsilon_{0} \int_{0}^{\tau} \frac{1}{(s+1)(s-|X(s, \tau)|+2 k)} d s \\
& \quad \leq \varepsilon_{0} \int_{0}^{\tau} \frac{2+2 P^{2}(s)}{(s+1)(k+s)} d s \\
& \quad \leq \bar{C}_{1} \varepsilon_{0} \quad \text { for some positive constant } \bar{C}_{1} \tag{A.6}
\end{align*}
$$

and that

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} & \frac{1}{\left(1+|V(0, \tau)|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} \\
= & \int_{\mathbb{R}^{3}} \frac{1}{\left(1+\left|v_{*}-\int_{0}^{\tau} E(X(s, \tau), s)+\hat{V}(s, \tau) \times B(X(s, \tau), s) d s\right|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} \\
\leq & \int_{\left|v_{*}\right| \leq 2 \bar{C}_{1} \varepsilon_{0}} \frac{1}{\left(1+\left|\left|v_{*}\right|-\left|\int_{0}^{\tau} E(X(s, \tau), s)-\hat{V}(s, \tau) \times B(X(s, \tau), s) d s\right|^{2}\right)^{\frac{\mu_{2}}{2}}\right.} d v_{*} \\
& +\int_{\left|v_{*}\right| \geq 2 \bar{C}_{1} \varepsilon_{0}} \frac{1}{\left(1+\left|\left|v_{*}\right|-\left|\int_{0}^{\tau} E(X(s, \tau), s)-\hat{V}(s, \tau) \times B(X(s, \tau), s) d s\right|^{2}\right)^{\frac{\mu_{2}}{2}}\right.} d v_{*} \\
\leq & \mathcal{O}\left(\varepsilon_{0}\right)+\int_{\left|v_{*}\right| \geq 2 \bar{C}_{1} \varepsilon_{0}} \frac{1}{\left(1+\frac{1}{2}\left|v_{*}\right|^{2}\right)^{\frac{\mu_{2}}{2}}} d v_{*} \\
\leq & \mathcal{O}(1)
\end{aligned}
$$

We obtain the time decay estimates of the interaction potential.
Proposition A.5. Let $f$ be a smooth solution to (A.1). Then if $\varepsilon_{0}$ is sufficiently small, $\mathcal{D}(f)$ satisfies

$$
\frac{d \mathcal{D}(f(t))}{d t}+\Lambda(f(t))=0
$$
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#### Abstract

We study coarsening of a binary mixture within the Mullins-Sekerka evolution in the regime where one phase has small volume fraction $\phi \ll 1$. Heuristic arguments suggest that the energy density, which represents the inverse of a typical length scale, decreases as $\phi t^{-1 / 3}$ as $t \rightarrow \infty$. We prove rigorously a corresponding weak lower bound. Moreover, we establish a stronger result for the two-dimensional case, where we find a lower bound of the form $\phi\left(\ln \phi^{-1}\right)^{1 / 3} t^{-1 / 3}$. Our approach follows closely the analysis in [R. V. Kohn and F. Otto, Comm. Math. Phys., 229 (2002), pp. 375-395], which exploits the relation between two suitable length scales. Our main contribution is an isoperimetric inequality in the two-dimensional case.
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1. Introduction. The Mullins-Sekerka model describes the late stage coarsening in the phase separation of a binary mixture. In this model the interface between two phases is characterized by the boundary $\partial \Omega$ of a region $\Omega \subset Q \subset \mathbb{R}^{n}$, where $\Omega$ denotes the region covered by one phase. The Mullins-Sekerka model is based on the assumption that the diffusion field, given by the negative gradient $-\nabla u$ of the chemical potential $u$, is in quasi-stationary equilibrium given the phase distribution and satisfies the Gibbs-Thomson condition of local equilibrium on the interface. That is, $u$ satisfies

$$
\begin{align*}
-\Delta u & =0 & & \text { in } Q \backslash \partial \Omega,  \tag{1.1}\\
u & =\kappa & & \text { on } \partial \Omega, \tag{1.2}
\end{align*}
$$

where $\kappa$ denotes the mean curvature of the interface and is defined to be positive if $\Omega$ is a ball. Then the normal velocity $v$ of the interface is given by the jump of the normal component of the diffusion field across the interface, that is,

$$
\begin{equation*}
v=[\nabla u \cdot \vec{n}]:=\lim _{\substack{x \in Q \backslash \bar{\Omega} \\ x \rightarrow \partial \Omega}} \nabla u(x) \cdot \vec{n}-\lim _{\substack{x \in \Omega \\ x \rightarrow \partial \Omega}} \nabla u(x) \cdot \vec{n} \quad \text { on } \partial \Omega, \tag{1.3}
\end{equation*}
$$

where $\vec{n}$ denotes the outer normal to $\Omega$. With periodic or Neumann boundary conditions the evolution (1.1)-(1.3) reduces the total surface area and keeps the volume fraction covered by each phase constant. In the following we consider a periodic setting with period cell $Q=[0, l)^{n}$, where $l$ is the system size. This is not a significant restriction, since our results will be independent of the size $l$.

[^102]Equations (1.1)-(1.3) do not in general possess a global smooth solution since the geometry might become singular-for example, when two previously separated regions touch or when pinching occurs. We assume in the following that we are in a situation where a piecewise smooth solution of the Mullins-Sekerka problem exists and for which the evolution of $\partial \Omega$ is continuous for all times. For typical scenarios in the regime of small volume fraction this assumption is satisfied. In this regime the new phase nucleates in the form of many small well-separated regions which quickly become approximately radially symmetric. If such a configuration is taken as initial data for the Mullins-Sekerka evolution, then there exists a global solution in the described sense $[1,2]$. The different regions compete for surface area such that the smaller ones shrink and disappear while the larger ones grow.

We are interested in the coarsening rate within the Mullins-Sekerka evolution in the regime of small volume fraction, i.e., $\phi:=|\Omega \cap Q| /|Q| \ll 1$. Here and in the following we denote by $|\omega|:=\mathcal{L}^{n}(\omega)$ the $n$-dimensional Lebesgue measure of a set $\omega \subset \mathbb{R}^{n}$. The coarsening rate is described by the growth rate of a typical length scale $L=L(t)$. Since the Mullins-Sekerka evolution is scale invariant with respect to a rescaling $x \mapsto \lambda x, t \mapsto \lambda^{3} t$, the only possible universal growth law is $L(t) \sim t^{1 / 3}$. This growth law has been rigorously established in the form of a weak upper bound in [7] for the Cahn-Hilliard equation in the case of equal volume fractions, that is, $\phi \sim \frac{1}{2}$.

How do we expect that this growth law depends on the volume fraction $\phi$ ? To that aim consider as a natural inverse length scale the energy density

$$
\begin{equation*}
E=\text { interfacial area per unit volume }=\frac{\mathcal{H}^{n-1}(\partial \Omega \cap Q)}{|Q|} \tag{1.4}
\end{equation*}
$$

If now, for example, the configuration consists of $N$ approximately spherical domains of mean radius $\bar{R}(t)$, we expect

$$
\begin{equation*}
E(t) \sim \frac{1}{|Q|} N \bar{R}^{n-1}(t) \sim \phi \frac{1}{\bar{R}(t)} \tag{1.5}
\end{equation*}
$$

A prediction of the scaling of $\bar{R}(t)$ goes back to the classical theory by Lifshitz and Slyozov [9] and Wagner [12] (see also [10] for more details on the two-dimensional case). To that aim consider again a collection of approximately spherical regions with radius $R$ and total volume fraction $\phi$, which are well separated by a typical distance of order $d \sim \frac{R}{\phi^{1 / n}}$. Due to the clear separation of length scales, the potential $u$ should approximately be close to a slowly varying field $\bar{u}$ away from the particles. Hence, due to (1.1) and (1.2) we expect that close to a particle with center $x_{0}$ the potential is well approximated by

$$
u \sim \begin{cases}(1-R \bar{u}) \frac{R^{n-3}}{\left|x-x_{0}\right|_{d}^{n-2}}, & n \geq 3 \\ \left(\frac{1}{R}-\bar{u}\right) \frac{\ln \left\lvert\, \frac{\ln -x_{0} \mid}{\left.\left\lvert\, x-\frac{d}{R}\right.\right)}\right.,}{\ln \left(\frac{d}{R}\right.}, & n=2 .\end{cases}
$$

Plugging the preceding formula into (1.3) gives

$$
\dot{R}(t) \sim\left\{\begin{array}{cl}
\frac{n-2}{R^{2}(t)}(R \bar{u}-1), & n \geq 3,  \tag{1.6}\\
\frac{1}{\ln \left(\frac{d}{R}\right)} \frac{1}{R^{2}(t)}(R \bar{u}-1), & n=2 .
\end{array}\right.
$$

Thus, the growth rate of a particle is, to leading order, independent of $\phi$ for $n \geq 3$ and depends only on $\ln \left(\frac{d}{R}\right) \sim \ln \phi^{-1}$ for $n=2$. In particular we also find $R^{2} \dot{R} \sim 1$
and $R^{2} \dot{R} \sim \frac{1}{\ln \left(\frac{d}{R}\right)}$, respectively, such that the mean radius should follow the growth law

$$
\bar{R}(t) \sim\left\{\begin{array}{cl}
t^{1 / 3}, & n \geq 3  \tag{1.7}\\
\frac{1}{\left(\ln \phi^{-1}\right)^{1 / 3}} t^{1 / 3}, & n=2
\end{array}\right.
$$

This implies, together with (1.5), that

$$
E(t) \sim\left\{\begin{array}{cl}
\phi t^{-1 / 3}, & n \geq 3  \tag{1.8}\\
\phi\left(\ln \phi^{-1}\right)^{1 / 3} t^{-1 / 3}, & n=2
\end{array}\right.
$$

Our goal in this article is to support these heuristics by rigorously establishing a corresponding weak lower bound in the spirit of [7]. This approach has also been successfully applied to other cases, such as phase separation in multicomponent systems or epitaxial growth [8], mean-field models for coarsening [3], temperature-dependent phase field models [4], and coarsening of droplet configurations [11]. The approach is based on exploiting the relation of two suitably chosen global length scales. The first has already been introduced and is given by the inverse of the energy density $E$. In the following we use the notation from geometric measure theory and denote the perimeter of $\Omega$ with respect to $Q$ by $\int_{Q}|\nabla \chi|$, where $\chi$ denotes here and in the following the characteristic function of the set $\Omega$. It is well known (cf., e.g., [6]) that if $\partial \Omega$ is smooth, which we assume here for all but finitely many times, then the perimeter equals the surface area. Thus, the energy can also be written as $E=f_{Q}|\nabla \chi|$, where here and in the following $f_{Q}:=\frac{1}{|Q|} \int_{Q}$.

The second length scale is, as in [7], a suitable negative norm of the characteristic function of $\Omega$. We define

$$
\begin{equation*}
L:=\left(f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x\right)^{1 / 2} \tag{1.9}
\end{equation*}
$$

where $\left\|\nabla^{-1} u\right\|_{L^{2}}=\|u\|_{H^{-1}}$ denotes the $H^{-1}$-norm for $Q$-periodic functions with mean value zero.

This choice of length scale is motivated by the interpretation of the MullinsSekerka evolution as a gradient flow on a Riemannian manifold. In fact, it is the gradient flow of the surface energy with respect to the scalar product given by the $H^{-1}$-norm in the bulk. In principle a natural choice for $L$ would be the induced distance on the manifold between the phase configuration and the uniform reference state $\phi$. However, we cannot easily compute this distance in the present setting due to the nonconvex constraint that $\chi$ takes only two integer values. Nevertheless one would expect that this distance is close to the distance within the Cahn-Hilliard model which is just given by (1.9). In fact, the main result formulated in the following theorem can with similar arguments also be established within the Cahn-Hilliard framework.

ThEOREM 1.1. Let $E_{0}$ and $L_{0}$ be the initial energy density and initial length, respectively, and let $\phi \ll 1$. Then we have for $T \gg \phi^{-3 / 2} L_{0}^{3}$ that

$$
f_{0}^{T} E^{2}(t) d t \gtrsim\left\{\begin{array}{cl}
\phi^{2} T^{-2 / 3}, & n \geq 3 \\
\phi^{2}\left(\ln \phi^{-1}\right)^{2 / 3} T^{-2 / 3}, & n=2
\end{array}\right.
$$

Here and in the following we use the notation $A \lesssim B$ or $A \gtrsim B$ if there is a constant $C$ such that $A \leq C B$ or $A \geq C B$, respectively. The constants will be
independent of $\phi$ but may depend on the space dimension $n$. Such a dependence we sometimes indicate with $C=C(n)$.

The proof of Theorem 1.1 is based exactly as in [7] on three ingredients. The first is an interpolation (or isoperimetric) inequality which relates $E$ and $L$ and is independent of the dynamics of the evolution.

Lemma 1.2. We have

$$
E L \gtrsim\left\{\begin{array}{cl}
\phi^{3 / 2}, & n \geq 3 \\
\phi^{3 / 2}\left(\ln \phi^{-1}\right)^{1 / 2}, & n=2
\end{array}\right.
$$

The proof of Lemma 1.2-in particular for the case $n=2$-is the main contribution of this article. We provide it in the next section.

The second ingredient in the analysis of [7] is a diffusion inequality which relates the rate of change of the length $L$ to the rate of change of the energy density.

Lemma 1.3. For almost all $t \in(0, T)$ we have

$$
|\dot{L}(t)|^{2} \leq-\dot{E}(t)
$$

Proof. We denote by $u$ the potential of the normal velocity $v$ of $\partial \Omega$ and by $w$ the potential for $\chi-\phi$, that is,

$$
-\Delta u=v d \mathcal{H}^{n-1}\left\lfloor\partial \Omega \quad \text { and } \quad-\Delta w=\chi-\phi \quad \text { in } \mathcal{D}^{\prime}(Q)\right.
$$

with periodic boundary conditions. Here $d \mathcal{H}^{n-1}\lfloor\partial \Omega$ denotes the Hausdorff measure restricted onto $\partial \Omega$.

We assume that for all but a finite number of times the solution of the MullinsSekerka equation is smooth, and for those times we have the relation $\partial_{t} w=u$. By definition $L^{2}(t)=f_{Q}|\nabla w|^{2} d x$ and we find

$$
\begin{aligned}
L(t) \dot{L}(t) & =f_{Q} \nabla w \cdot \nabla u d x \\
& \leq\left(f_{Q}|\nabla u|^{2} d x\right)^{1 / 2}\left(f_{Q}|\nabla w|^{2} d x\right)^{1 / 2} \\
& =\left(f_{Q}|\nabla u|^{2} d x\right)^{1 / 2} L(t)
\end{aligned}
$$

Hence, dividing by $L(t)$, integrating by parts, and using (1.1)-(1.3), it follows that

$$
|\dot{L}(t)|^{2} \leq f_{Q}|\nabla u|^{2} d x=\frac{1}{|Q|} \int_{\partial \Omega \cap Q} v \kappa d \mathcal{H}^{n-1}=-\dot{E}
$$

The last equality follows from the well-known fact that the mean curvature is the variation of the surface area with respect to kinematically admissible normal velocities of the surface (cf., e.g., [6, Chap. 10]).

The final ingredient of Theorem 1.1 is an ODE lemma which we can take directly from [7].

To that aim we consider the rescaled quantities

$$
\begin{align*}
\hat{E} & =\left\{\begin{array}{cl}
\phi^{(1-n) / n} E, & n \geq 3, \\
\phi^{-1 / 2}\left(\ln \phi^{-1}\right)^{-1 / 2} E, & n=2,
\end{array}\right. \\
\hat{L} & =\phi^{-(n+2) / 2 n} L,  \tag{1.10}\\
\hat{t} & =\left\{\begin{array}{cl}
\phi^{-3 / n} t, & n \geq 3, \\
\phi^{-3 / 2}\left(\ln \phi^{-1}\right)^{1 / 2} t, & n=2,
\end{array}\right.
\end{align*}
$$

and obtain

$$
\begin{equation*}
\hat{E} \hat{L} \gtrsim 1 \quad \text { and } \quad|\dot{\hat{L}}|^{2} \leq-\dot{\hat{E}} \tag{1.11}
\end{equation*}
$$

In order to arrive at (1.11) one has some freedom in the choice of factors in (1.10). The present choice is just the natural one in the sense that for typical configurations the new quantities are of order one in $\phi$.

The ODE lemma (see [7, Lemma 3]) now yields for $\hat{T} \gg\left(\hat{L}_{0}\right)^{3}$

$$
\int_{0}^{\hat{T}}(\hat{E}(\hat{t}))^{2} d \hat{t} \gtrsim \hat{T}^{-2 / 3}
$$

which in view of (1.10) implies the estimate in Theorem 1.1.
2. Proof of the interpolation inequality. Let $\chi$ denote the characteristic function of the set $\Omega$. We claim that for $\phi \leq \frac{1}{2}$ the following interpolation inequality is true:

$$
\begin{equation*}
f_{Q}(\chi-\phi)^{2} d x \lesssim\left(f_{Q}|\nabla \chi| d x\right)^{2 / 3}\left(f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x\right)^{1 / 3} \tag{2.1}
\end{equation*}
$$

To see that, define $(\chi-\phi)_{\varepsilon}:=(\chi-\phi) * \eta_{\varepsilon}$ and $\chi_{\varepsilon}:=\chi * \eta_{\varepsilon}$, where $\eta_{\varepsilon}$ is a standard sequence of mollifiers. We have

$$
f_{Q}\left|\nabla \chi_{\varepsilon}\right|^{2} d x \lesssim \frac{1}{\varepsilon^{2}} f_{Q}|\chi-\phi|^{2} d x
$$

such that by duality

$$
\begin{equation*}
f_{Q}\left|(\chi-\phi)_{\varepsilon}\right|^{2} d x \lesssim \frac{1}{\varepsilon^{2}} f_{Q}\left|\nabla^{-1}(\chi-\phi)_{\varepsilon}\right|^{2} d x \leq \frac{1}{\varepsilon^{2}} f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x \tag{2.2}
\end{equation*}
$$

Hence, using $|\chi|,\left|\chi_{\varepsilon}\right| \leq 1$, we find

$$
\begin{aligned}
f_{Q}(\chi-\phi)^{2} d x & \leq 2 f_{Q}\left|\chi-\chi_{\varepsilon}\right|^{2}+2 f_{Q}\left|(\chi-\phi)_{\varepsilon}\right|^{2} d x \\
& \stackrel{(2.2)}{ } \\
& \lesssim f_{Q}\left|\chi-\chi_{\varepsilon}\right|+\frac{1}{\varepsilon^{2}} f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x \\
& \lesssim \varepsilon f_{Q}|\nabla \chi|+\frac{1}{\varepsilon^{2}} f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x
\end{aligned}
$$

The preceding inequality is optimal for

$$
\varepsilon=\left(\frac{f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x}{f_{Q}|\nabla \chi|}\right)^{1 / 3}
$$

which proves (2.1). Since

$$
f_{Q}(\chi-\phi)^{2} d x \geq \frac{1}{2} f_{Q} \chi^{2} d x=\frac{1}{2} f_{Q} \chi d x=\frac{1}{2} \phi
$$

inequality (2.1) implies Lemma 1.2 for the case $n \geq 3$.

In the case $n=2$ we can even do better. We claim that

$$
\begin{equation*}
f_{Q} \chi^{2} d x \lesssim \frac{1}{\left(\ln \phi^{-1}\right)^{1 / 3}}\left(f_{Q}|\nabla \chi| d x\right)^{2 / 3}\left(f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x\right)^{1 / 3} \quad \text { if } n=2 \tag{2.3}
\end{equation*}
$$

We recall that by the definition of the dual norm we have for all $\zeta \in H_{p e r}^{1}(Q)$, that is, the space of $H^{1}$ functions with periodic boundary conditions, that

$$
\begin{equation*}
f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x \geq \frac{\left(f_{Q}(\chi-\phi) \zeta d x\right)^{2}}{f_{Q}|\nabla \zeta|^{2} d x} \tag{2.4}
\end{equation*}
$$

We are going to construct a periodic test function $\zeta \geq 0$ which satisfies the following properties:

$$
\begin{align*}
f_{Q} \chi \zeta d x & \geq \frac{1}{2} f_{Q} \chi d x  \tag{2.5}\\
f_{Q} \zeta d x & \ll 1  \tag{2.6}\\
f_{Q}|\nabla \zeta|^{2} d x & \lesssim \frac{\phi}{\mathcal{R}^{2} \ln \phi^{-1}} \tag{2.7}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{R}:=\frac{\phi}{f_{Q}|\nabla \chi|} \tag{2.8}
\end{equation*}
$$

Then (2.5) and (2.6) imply

$$
f_{Q}(\chi-\phi) \zeta d x \geq \frac{1}{4} f_{Q} \chi d x=\frac{1}{4} f_{Q} \chi^{2} d x
$$

and using (2.4) and (2.7) we find

$$
\left(f_{Q} \chi^{2} d x\right)^{2} \lesssim\left(f_{Q}(\chi-\phi) \zeta d x\right)^{2} \leq \frac{\left(f_{Q}|\nabla \chi|\right)^{2}}{\phi \ln \phi^{-1}} f_{Q}\left|\nabla^{-1}(\chi-\phi)\right|^{2} d x
$$

which, recalling $f_{Q} \chi^{2}=\phi$, proves (2.3).
Hence it remains to construct a test function $\zeta$ with the properties (2.5)-(2.7). Fundamental for the construction is the following geometric lemma which says that for given $\Omega$ we can construct another set $\Omega_{\mathcal{R}}$ which covers a substantial part of $\Omega$ and behaves like a union of balls with radius larger than $\mathcal{R}$.

Lemma 2.1. Let $\Omega \subset \mathbb{R}^{n}$ be a given $Q$-periodic set and $\chi$ its characteristic function, and let $\mathcal{R}$ be such that

$$
\mathcal{R} \int_{Q}|\nabla \chi| \leq|\Omega \cap Q|
$$

Then there exists a $Q$-periodic set $\Omega_{\mathcal{R}} \subset \mathbb{R}^{n}$ such that

$$
\left|\Omega \cap \Omega_{\mathcal{R}} \cap Q\right| \geq \frac{1}{2}|\Omega \cap Q|
$$

and, for all $r>0$,

$$
\left|\Omega_{\mathcal{R}}^{r} \cap Q\right| \leq C|\Omega \cap Q|\left(1+\left(\frac{r}{\mathcal{R}}\right)^{n}\right)
$$

where $\Omega_{\mathcal{R}}^{r}=\left\{x \mid \operatorname{dist}\left(x, \Omega_{\mathcal{R}}\right) \leq r\right\}$ and $C$ is a constant which depends only on $n$.
We postpone the proof of the lemma, choose $\mathcal{R}$ as in (2.8), and define

$$
\zeta(x):=\psi(r(x))
$$

where $r(x):=\operatorname{dist}\left(x, \Omega_{\mathcal{R}}\right)$ and

$$
\psi(r)=\left\{\begin{array}{cl}
0, & r \geq d \\
\frac{\ln \frac{d}{r}}{\ln \frac{d}{R}}, & r \in(\mathcal{R}, d) \\
1, & r \leq \mathcal{R}
\end{array}\right.
$$

with $d=\frac{\mathcal{R}}{\phi^{1 / 2}} \gg \mathcal{R}$. This choice of test function is motivated by the simplest case, when $\Omega=B_{\mathcal{R}}(0)$ and $B_{d}(0) \subset Q$, whence $\zeta(x):=\ln \frac{d}{|x|} / \ln \frac{d}{\mathcal{R}}$ fulfills (2.5)-(2.7). (Here and in the following we use the notation $B_{r}(x)$ to denote a ball with radius $r$ and center $x$.)

The fact that $|\nabla r(x)|=1$ for almost all $x$ and Theorem 2, Ch.3.4.3 and Proposition 2, Ch. 3.4.4 of [5] imply

$$
\begin{aligned}
\int_{Q}|\nabla \zeta|^{2} d x= & \int_{Q}\left|\psi^{\prime}(r(x))\right|^{2}|\nabla r(x)|^{2} d x \\
= & \int_{0}^{\infty}\left|\psi^{\prime}(s)\right|^{2} \mathcal{H}^{n-1}(\{x \in Q \mid r(x)=s\}) d s \\
= & \int_{\mathcal{R}}^{d}\left|\psi^{\prime}(s)\right|^{2} \mathcal{H}^{n-1}(\{x \in Q \mid r(x)=s\}) d s \\
\leq & -\int_{\mathcal{R}}^{d} \frac{d}{d s}\left|\psi^{\prime}(s)\right|^{2}|\{x \in Q \mid r(x)<s\}| d s \\
& +\left|\psi^{\prime}(d)\right|^{2}|\{x \in Q \mid r(x)<d\}|
\end{aligned}
$$

Lemma 2.1 for $n=2$ gives $|\{x \in Q \mid r(x)<s\}| \leq C|\Omega \cap Q|\left(\frac{s}{\mathcal{R}}\right)^{2}$, and a straightforward computation yields

$$
\begin{aligned}
f_{Q}|\nabla \zeta|^{2} d x & \lesssim \int_{\mathcal{R}}^{d} \frac{\phi}{s^{3}\left|\ln \frac{d}{\mathcal{R}}\right|^{2}}\left(\frac{s}{\mathcal{R}}\right)^{2} d s+\frac{\phi}{\left|d \ln \frac{d}{\mathcal{R}}\right|^{2}}\left(\frac{d}{\mathcal{R}}\right)^{2} \\
& \lesssim \frac{\phi}{\mathcal{R}^{2}\left|\ln \frac{d}{\mathcal{R}}\right|}
\end{aligned}
$$

which establishes (2.7).
Furthermore, an analogous computation yields
$\int_{Q} \zeta d x=\int_{\mathcal{R}}^{d} \psi(s) \mathcal{H}^{n-1}(\{x \in Q \mid r(x)=s\}) d s+\left|\Omega_{\mathcal{R}}^{\mathcal{R}} \cap Q\right|$

$$
\begin{equation*}
=-\int_{\mathcal{R}}^{d} \psi^{\prime}(s)|\{x \in Q \mid r(x)<s\}| d s+\left.\psi(s)|\{x \in Q \mid r(x)<s\}|\right|_{\mathcal{R}} ^{d}+\left|\Omega_{\mathcal{R}}^{\mathcal{R}} \cap Q\right| . \tag{2.9}
\end{equation*}
$$

Since $\psi(d)=0$ and $\psi(\mathcal{R})=1$ the last two terms cancel. Lemma 2.1 and the choice of $d$ imply

$$
f_{Q} \zeta d x \lesssim \frac{1}{\ln \frac{d}{\mathcal{R}}} \int_{\mathcal{R}}^{d} \frac{\phi s}{\mathcal{R}^{2}} d s \lesssim \frac{d^{2}}{\mathcal{R}^{2} \ln \frac{d}{\mathcal{R}}} \phi=\frac{1}{\ln \phi^{-1 / 2}} \ll 1
$$

so that the desired property (2.6) follows.
Proof of Lemma 2.1. We first observe that it suffices to prove the statement for $|Q \cap \Omega| \leq \frac{1}{2}|Q|$; otherwise one can take $\Omega_{\mathcal{R}}=Q$. Next, it is convenient to redefine $\mathcal{R}$ such that

$$
\begin{equation*}
\mathcal{R} \int_{Q}|\nabla \chi| \leq \frac{1}{4}|\Omega \cap Q| \tag{2.10}
\end{equation*}
$$

We notice that the isoperimetric inequality in particular implies that

$$
\begin{equation*}
\mathcal{R} \leq \frac{1}{4}|\Omega \cap Q|^{1 / n} \leq \frac{1}{4}|Q|^{1 / n} \tag{2.11}
\end{equation*}
$$

We set

$$
\begin{equation*}
\Omega_{\mathcal{R}}:=\left\{\left.x| | \Omega \cap B_{\mathcal{R}}(x)\left|>\frac{1}{2}\right| B_{\mathcal{R}}(x) \right\rvert\,\right\} \tag{2.12}
\end{equation*}
$$

and claim that

$$
\begin{equation*}
\left|\Omega \cap \Omega_{\mathcal{R}} \cap Q\right| \geq \frac{1}{2}|\Omega \cap Q| \tag{2.13}
\end{equation*}
$$

We first notice that

$$
\Omega_{\mathcal{R}}=\left\{x \left\lvert\, \chi_{\mathcal{R}}(x)>\frac{1}{2}\right.\right\}, \quad \text { where } \quad \chi_{\mathcal{R}}(x):=\frac{\left|\Omega \cap B_{\mathcal{R}}(x)\right|}{\left|B_{\mathcal{R}}(x)\right|}
$$

and $\chi_{\mathcal{R}}$ can be considered as a convolution of the characteristic function $\chi$ of $\Omega$.
Furthermore we have

$$
\chi-\chi_{\mathcal{R}} \geq 1-\frac{1}{2}=\frac{1}{2} \quad \text { on } \Omega \backslash \Omega_{\mathcal{R}}
$$

so that

$$
\begin{aligned}
\left|\left(\Omega \backslash \Omega_{\mathcal{R}}\right) \cap Q\right| & \leq 2 \int_{Q}\left|\chi-\chi_{\mathcal{R}}\right| d x \\
& \leq 2 \sup _{|h| \leq \mathcal{R}} \int_{Q}|\chi(x)-\chi(x+h)| d x \\
& \leq 2 \mathcal{R} \int_{Q}|\nabla \chi| \\
& \leq \frac{1}{2}|\Omega \cap Q|
\end{aligned}
$$

where the last inequality follows from (2.10). Thus

$$
\left|\Omega \cap \Omega_{\mathcal{R}} \cap Q\right|=|\Omega \cap Q|-\left|\left(\Omega \backslash \Omega_{\mathcal{R}}\right) \cap Q\right| \geq \frac{1}{2}|\Omega \cap Q|
$$

which establishes (2.13).
Next we claim that there exists a set $A \subset \Omega_{\mathcal{R}} \cap Q$ of points such that

$$
\begin{equation*}
\# A \leq C \frac{|\Omega \cap Q|}{\left|B_{\mathcal{R}}\right|} \quad \text { and } \quad \Omega_{\mathcal{R}} \cap Q \subset \bigcup_{x \in A} B_{2 \mathcal{R}}(x) \tag{2.14}
\end{equation*}
$$

where $\# A$ denotes the cardinality of the set $A$. To that aim let $A \subset \Omega_{\mathcal{R}} \cap Q$ be a maximal family such that

$$
\begin{equation*}
\left\{B_{\mathcal{R}}(x)\right\}_{x \in A} \quad \text { are disjoint. } \tag{2.15}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\Omega_{\mathcal{R}} \cap Q \subset \bigcup_{x \in A} B_{2 \mathcal{R}}(x) \cap Q \tag{2.16}
\end{equation*}
$$

Indeed, assume that (2.16) were wrong. Then there exists $y \in \Omega_{\mathcal{R}} \cap Q$ such that for all $x \in A$ we have $y \notin B_{2 \mathcal{R}}(x)$; that is, for all $x \in A$ we find $B_{\mathcal{R}}(y) \cap B_{\mathcal{R}}(x)=\emptyset$. This contradicts the maximality of $A$.

We now have, because of $A \subset \Omega_{\mathcal{R}} \cap Q$,

$$
\begin{array}{cc}
\# A\left|B_{\mathcal{R}}\right| & =\sum_{x \in A}\left|B_{\mathcal{R}}(x)\right| \\
\stackrel{(2.12)}{<} & 2 \sum_{x \in A}\left|\Omega \cap B_{\mathcal{R}}(x)\right| \\
\stackrel{(2.15),(2.11)}{\leq} C(n)|\Omega \cap Q|
\end{array}
$$

Finally we claim

$$
\begin{equation*}
\left|\Omega_{\mathcal{R}}^{r} \cap Q\right| \leq C(n)|\Omega \cap Q|\left(2+\frac{r}{\mathcal{R}}\right)^{n} \tag{2.17}
\end{equation*}
$$

In view of (2.16) we have the inclusion $\Omega_{\mathcal{R}} \cap Q \subset \bigcup_{x \in A} B_{2 \mathcal{R}}(x) \cap Q$, which implies $\Omega_{\mathcal{R}}^{r} \subset \bigcup_{x \in A} B_{2 \mathcal{R}+r}(x) \cap Q$. Thus

$$
\begin{aligned}
\left|\Omega_{\mathcal{R}}^{r} \cap Q\right| & \leq \sum_{x \in A}\left|B_{2 \mathcal{R}+r}(x) \cap Q\right| \\
& \stackrel{(2.14)}{\leq} C \frac{|\Omega \cap Q|}{\left|B_{\mathcal{R}}\right|}\left|B_{2 \mathcal{R}+r}\right| \\
& =C|\Omega \cap Q|\left(\frac{2 \mathcal{R}+r}{\mathcal{R}}\right)^{n}
\end{aligned}
$$

which proves (2.17) and thus completes the proof of Lemma 2.1.
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#### Abstract

We prove uniqueness and continuous dependence on initial data of weak solutions of the Navier-Stokes equations of compressible flow in two and three space dimensions. The solutions we consider may display codimension-one discontinuities in density, pressure, and velocity gradient, and consequently are the generic singular solutions of this system. The key point of the analysis is that solutions with minimal regularity are best compared in a Lagrangean framework; that is, we compare the instantaneous states of corresponding fluid particles in two different solutions rather than the states of different fluid particles instantaneously occupying the same point of space-time. Estimates for $H^{-1}$ differences in densities and $L^{2}$ differences in velocities are obtained by duality from bounds for the corresponding adjoint system.
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1. Introduction. We prove uniqueness and continuous dependence on initial data of weak solutions of the Navier-Stokes equations of compressible flow

$$
\left\{\begin{array}{l}
\rho_{t}+\operatorname{div}(\rho u)=0,  \tag{1.1}\\
\left(\rho u^{j}\right)_{t}+\operatorname{div}\left(\rho u^{j} u\right)+P(\rho)_{x_{j}}=\mu \Delta u^{j}+\lambda \operatorname{div} u_{x_{j}}+\rho f^{j}
\end{array}\right.
$$

for $x \in \mathbb{R}^{n}, n=2,3$, and $t>0$, and with initial data

$$
\begin{equation*}
\left.(\rho, u)\right|_{t=0}=\left(\rho_{0}, u_{0}\right) . \tag{1.2}
\end{equation*}
$$

Here $\rho$ and $u=\left(u^{1}, \ldots, u^{n}\right)$ are the unknown functions of $x$ and $t$ representing density and velocity, $P=P(\rho)$ is the pressure, $f$ is a given external force, $\mu>0$ and $\lambda \geq 0$ are viscosity constants, and div and $\Delta$ are the usual spatial divergence and Laplace operators.

We compare solutions with only minimal regularity, including the generic singular solutions of the Navier-Stokes system - solutions with codimension-one discontinuities in density, pressure, and velocity gradient (see Hoff [6]). Our result extends that of Danchin [1], which applies to solutions in certain Besov spaces of continuous functions. Danchin makes a direct comparison by subtracting the equations satisfied by different solutions and controlling the linearization errors by the assumed regularity. This regularity is absent for solutions in the class considered here, however, and a different approach is required.

One could hope to prove uniqueness and continuous dependence for solutions in the largest class for which existence is known, that is, solutions with finite energies and nonnegative densities (see Feireisl [3] and Feireisl, Novotny, and Petzeltova [4], for example). Such a result may be unattainable, however, and may be in fact be

[^103]false: it is known that certain anomalies can arise in solutions of (1.1) when densities are zero on nonnegligible sets, and there are examples of nonphysical solutions. To be more specific, we say that a solution $(\rho, u)$ is locally momentum conserving if, whenever $E$ and $V$ are bounded open sets in $\mathbb{R}^{n}$ with $\bar{E} \subset V$ and with $\rho=0$ a.e. in $(V-E) \times\left[t_{1}, t_{2}\right]$, then the change in the momentum of the fluid in $E$ from time $t_{1}$ to time $t_{2}$ should be the impulse $\int_{t_{1}}^{t_{2}} \int_{E} \rho f d x d t$ applied by the external force to the fluid in $E$. Weak solutions violating this condition do in fact exist, one such solution being constructed in Hoff and Serre [8]: initial data ( $\rho_{0}, u_{0}$ ) is given corresponding to two fluids initially separated by a vacuum; it is shown that, if $\rho_{0}$ is replaced by $\rho_{0}+\delta$, then the limit as $\delta \rightarrow 0$ of the corresponding perturbed solutions exists and is a weak solution in the entire physical space but fails to be locally momentum conserving. It is also shown that there is a different, locally momentum conserving solution corresponding to the same initial data, but this solution is defined only on the support of the density and cannot be extended as a weak solution to the entire space. We also point out that it appears likely, although it is not presently known, that even if the initial density is strictly positive, large energies can cause spontaneous cavitation. (This cannot occur in one space dimension, however, but the argument, given in Hoff and Smoller [9], depends upon restoring forces which scale unfavorably with dimension.) It therefore remains an interesting open problem to select physical solutions from the most general class of known weak solutions with large energies and possible vacuum states and to establish their uniqueness and continuous dependence on initial data. In the present paper we avoid these issues and difficulties by assuming that at least one of the solutions being compared has strictly positive density.

Our regularity assumptions are listed below in (1.4)-(1.14). These have been made as weak as the analysis will allow and consequently are somewhat technical. We discuss these assumptions in some detail below following the statement of the theorem, giving at the very end of this section six somewhat stronger sufficient conditions under which our result applies. Five of these are fairly mild a priori conditions on the system parameters $P, \mu$, and $\lambda$ and on the forces and initial data, and are easily checked.

The sixth condition is an a posteriori condition imposed on solutions rather than on data, and therefore deserves special comment. A key point of our analysis is that weak solutions are best compared in a Lagrangean framework: it is more natural to compare the instantaneous states of corresponding fluid particles in different solutions rather than the states of different fluid particles which are instantaneously at the same point of space-time. Consequently, the function which maps the position $x$ of a fluid particle in one solution to the position of the corresponding particle in the other solution at a given time plays a special role in the analysis. Our proof requires that this function be Lipschitz continuous with respect to $x$, a condition which follows from the assumption that velocity gradients are in the space $L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{n}\right)\right)$; this is the sixth condition. Now, a large class of weak solutions is constructed in Hoff [6] that satisfy this regularity condition and that at the same time exhibit the generic singularities described above. However, a simple characterization of singular data for which there exist corresponding solutions satisfying this sixth condition has been elusive. The difficulty is essentially equivalent to the classical fact that CalderonZygmund operators map $L^{p}$ into $L^{p}$ for $p \in(1, \infty)$ but not for $p=1$ or $\infty$. We shall discuss this point in greater detail below.

We compare two weak solutions $(\rho, u, f)$ and $(\bar{\rho}, \bar{u}, \bar{f})$ defined on $\mathbb{R}^{n} \times(0, T)$ and obtain bounds for

$$
\left(\int_{0}^{T} \int_{\mathbb{R}^{n}}|u-\bar{u}|^{2} d x d t\right)^{1 / 2}+\sup _{0 \leq t \leq T}\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}\left(\mathbb{R}^{n}\right)}
$$

in terms of $\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2}},\left\|\rho_{0} u_{0}-\bar{\rho}_{0} \bar{u}\right\|_{L^{2}}$, and $\left(\int_{0}^{T} \int|f-\bar{f}|^{2} d x d t\right)^{1 / 2}$. Now, a cursory examination of the second equation in (1.1) suggests that $L^{2}$ differences in $u$ are driven by $H^{-1}$ differences in $P(\rho)$, whereas $H^{-1}$ bounds for differences in $\rho$, not $P(\rho)$, are natural in this theory. These are the same when $P$ is linear or more generally when the divided difference $(\rho-\bar{\rho})^{-1}[P(\rho)-P(\bar{\rho})]$ is somewhat regular. Our theorem will therefore apply either when $P$ is the pressure $P=K \rho$ of an ideal isothermal fluid, or for more general pressures when somewhat greater regularity conditions are imposed on solutions; see (1.16) below and the corresponding discussion following (3.13).

Before describing our result in more detail, we introduce some standard notation. First, the usual convective derivative $\frac{d}{d t}$ of a given function $w: \mathbb{R}^{n} \times(0, T) \rightarrow \mathbb{R}$ with respect to a velocity field $u$ is given by $\frac{d w}{d t}=\dot{w}=w_{t}+u \cdot \nabla w$, where $\nabla w$ is the spatial gradient of $w$, and for $w: \mathbb{R}^{n} \times(0, T) \rightarrow \mathbb{R}^{n}, \frac{d w}{d t}=\dot{w}=w_{t}+\nabla w u$, where $\nabla w$ is the $n \times n$ matrix of partial derivatives of $w$. We apply this notation to rewrite the momentum equation in (1.1): subtracting $u^{j}$ times the first equation in (1.1) from the second, we obtain

$$
\rho \dot{u}^{j}+P(\rho)_{x_{j}}=\mu \Delta u^{j}+\lambda \operatorname{div} u_{x_{j}}+\rho f^{j},
$$

and adding and subtracting terms, that

$$
\begin{align*}
\rho \dot{u}^{j} & =[(\mu+\lambda) \operatorname{div} u-P(\rho)+P(\widetilde{\rho})]_{x_{j}}+\mu\left(u_{x_{k}}^{j}-u_{x_{j}}^{k}\right)_{x_{k}}+\rho f^{j}  \tag{1.3}\\
& \equiv F_{x_{j}}+\mu \omega_{x_{k}}^{j, k}+\rho f^{j}
\end{align*}
$$

(summation over repeated indices is understood, and $\widetilde{\rho}$ is a constant, positive reference density). Here $\omega$ is the vorticity matrix, which together with the scalar quantity $F$ plays an important role in the existence theory: $F$ and $\omega$ are more regular than are $\nabla u$ and $\rho$ in general, and (1.3) gives a representation of the internal surface forces acting in the fluid as the sum of a divergence-free field and the gradient of a scalar field. As we shall see, $F$ and $\omega$ play an important role in the uniqueness theory as well.

We now give a precise formulation of our results. Let $\widetilde{\rho}$ be a fixed, positive, constant reference density as above and let $\widetilde{P}=P(\widetilde{\rho})$. The solutions we consider will be weak solutions in the following sense.

Definition. A weak solution on $\mathbb{R}^{n} \times[0, T]$ of the system (1.1)-(1.2) is a triple ( $\rho, u, f$ ) satisfying the following:

$$
\begin{equation*}
\rho-\widetilde{\rho} \text { is a bounded map from }[0, T] \text { into } L_{l o c}^{1}\left(\mathbb{R}^{n}\right) \cap H^{-1}\left(\mathbb{R}^{n}\right) \text { and } \rho \geq 0 \text { a.e.; } \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{0} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right) ; \rho u, P-\widetilde{P}, \nabla u, \rho f \in L^{2}\left(\mathbb{R}^{n} \times(0, T)\right) ; \rho|u|^{2} \in L^{1}\left(\mathbb{R}^{n} \times(0, T)\right) \text {; } \tag{1.5}
\end{equation*}
$$

For $0 \leq t_{1} \leq t_{2} \leq T$ and for test functions $\varphi$ which are Lipschitz on $\mathbb{R}^{n} \times\left[t_{1}, t_{2}\right]$ and for which $\operatorname{supp} \varphi(\cdot, t) \subset K, t_{1} \leq t \leq t_{2}$, where $K$ is compact,

$$
\left.\int_{\mathbb{R}^{n}} \rho \varphi d x\right|_{t_{1}} ^{t_{2}}=\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{n}}\left(\rho \varphi_{t}+\rho u \cdot \nabla \varphi\right) d x d t
$$

(it is understood here that $\rho(\cdot, 0)=\rho_{0}$ );

The weak form of the momentum equation

$$
\begin{align*}
-\int_{\mathbb{R}^{n}} \rho_{0} u_{0} \cdot \psi(\cdot, 0) d x= & \int_{0}^{T} \int_{\mathbb{R}^{n}}\left[\rho u \cdot\left(\psi_{t}+\nabla \psi u\right)+(P(\rho)-\widetilde{P}) \operatorname{div} \psi\right.  \tag{1.7}\\
& \left.-\mu \nabla u^{j} \cdot \nabla \psi^{j}-\lambda(\operatorname{div} u)(\operatorname{div} \psi)+\rho f \cdot \psi\right] d x d t
\end{align*}
$$

holds for test functions $\psi$ which are locally Lipschitz on $\mathbb{R}^{n} \times[0, T]$ and for which $\psi, \psi_{t}, \nabla \psi \in L^{2}\left(\mathbb{R}^{n} \times(0, T)\right), \nabla \psi \in L^{\infty}\left(\mathbb{R}^{n} \times(0, T)\right)$, and $\psi(\cdot, T)=0$.
The two solutions $(\rho, u, f)$ and $(\bar{\rho}, \bar{u}, \bar{f})$ we compare will also be assumed to satisfy

$$
\begin{equation*}
u, \bar{u} \in C\left(\mathbb{R}^{n} \times(0, T]\right) \cap L^{1}\left((0, T) ; W^{1, \infty}\left(\mathbb{R}^{n}\right)\right) \cap L_{l o c}^{\infty}\left((0, T] ; L^{\infty}\left(\mathbb{R}^{n}\right)\right) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho-\widetilde{\rho}, \bar{\rho}-\widetilde{\rho}, u, \bar{u}, f, \bar{f} \in L^{2}\left(\mathbb{R}^{n} \times(0, T)\right) \tag{1.9}
\end{equation*}
$$

One of the solutions $(\rho, u, f)$ will have to satisfy

$$
\begin{equation*}
\rho, \rho^{-1} \in L^{\infty}\left(\mathbb{R}^{n} \times(0, T)\right) \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{n}}|u|^{r} d x d t<\infty \tag{1.11}
\end{equation*}
$$

for some $r>n$, and the other solution $(\bar{\rho}, \bar{u}, \bar{f})$ will have to satisfy

$$
\begin{equation*}
\int_{0}^{T}\left[\|\bar{u}(0, t)\|_{L^{\infty}}^{2}+t\|\nabla \bar{u}(\cdot, t)\|_{L^{\infty}}^{2}+t\|\nabla \bar{F}, \nabla \bar{\omega}\|_{L^{2}}^{2}+\left(t\|\nabla \bar{F}, \nabla \bar{\omega}\|_{L^{4}}^{2}\right)^{a}\right] d t<\infty \tag{1.12}
\end{equation*}
$$

where $\bar{F}$ and $\bar{\omega}$ are as in (1.3), the gradients are with respect to $x$, and $a=2 / 3$ for $n=2$ and $a=4 / 5$ for $n=3$; and

$$
\begin{equation*}
\bar{f} \in L^{1}\left((0, T) ; L^{2 q}\left(\mathbb{R}^{n}\right)\right) \tag{1.13}
\end{equation*}
$$

for some $q \in[1, \infty]$. Finally, we shall assume that

$$
\begin{equation*}
\rho_{0}-\bar{\rho}_{0} \in\left(L^{2} \cap L^{2 p}\right)\left(\mathbb{R}^{n}\right) \tag{1.14}
\end{equation*}
$$

where $p$ is the Hölder conjugate of $q$.
We now state our main result.
Theorem. Given $P=K \rho, M, T$, and $r>n$, where $n$ is 2 or 3 , there is a constant $C$ depending on $K, M, T$, and $r$ such that if $(\rho, u, f)$ and $(\bar{\rho}, \bar{u}, \bar{f})$ are weak solutions of (1.1) satisfying (1.4)-(1.9), with ( $\rho, u, f)$ satisfying (1.10) and (1.11) and $(\bar{\rho}, \bar{u}, \bar{f})$ satisfying (1.12) and (1.13), if (1.14) holds, and if all norms occurring in these conditions are bounded by $M$, then

$$
\begin{align*}
& \left(\int_{0}^{T} \int_{\mathbb{R}^{n}}|u-\bar{u}|^{2} d x d t\right)^{1 / 2}+\sup _{0 \leq t \leq T}\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}\left(\mathbb{R}^{n}\right)}  \tag{1.15}\\
& \quad \leq C\left[\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2} \cap L^{2 p}}+\left\|\rho_{0} u_{0}-\bar{\rho}_{0} \bar{u}_{0}\right\|_{L^{2}}+\left(\int_{0}^{T} \int_{\mathbb{R}^{n}}|f-\bar{f} \circ S|^{2} d x d t\right)^{1 / 2}\right]
\end{align*}
$$

(the notation $\bar{f} \circ S$ is explained below in (1.18)). If $\int_{0}^{T} t\|\nabla \bar{f}(\cdot, t)\|_{L^{\infty}} d t \leq M$, then $\bar{f} \circ S$ may be replaced by $\bar{f}$ in (1.15). Also, these same results hold with no restriction on the pressure function $P$ provided that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\nabla\left(\frac{P(\rho(\cdot, t))-P(\bar{\rho}(\cdot, t))}{\rho(\cdot, t)-\bar{\rho}(\cdot, t)}\right)\right\|_{L^{\alpha}}<\infty \tag{1.16}
\end{equation*}
$$

where $\alpha>2$ when $n=2$ and $\alpha=3$ when $n=3$; in this case the constant $C$ depends additionally on $\alpha$ and on the above sup.

The key point of the analysis, and the major premise of this paper, is that solutions with minimal regularity are best compared in a Lagrangean framework, as mentioned earlier. Now, in one space dimension, the initial position of a fluid particle and the cumulative mass are equivalent Lagrangean coordinates, and the corresponding Lagrangean formulation of the system (1.1) consists of simple equations in divergence form for which a straightforward weak interpretation is possible. In several space variables, however, the only Lagrangean coordinate is the initial position, and the system (1.1), written in Lagrangean coordinates, is neither simple nor in divergence form, making a weak interpretation problematic. We deal with this difficulty as follows. First, by imposing the condition (1.8), we ensure the existence of particle trajectories $X(y, t, s)$ satisfying

$$
\left\{\begin{array}{l}
\frac{\partial X}{\partial t}(y, t, s)=u(X(y, t, s), t)  \tag{1.17}\\
X(y, s, s)=y
\end{array}\right.
$$

and similarly for $\bar{X} . X(y, t, s)$ is therefore the position at time $t$ of the fluid particle whose position at time $s$ is $y$. In particular, the fluid particle in $(\rho, u, f)$ at $(x, t)$ was at $X(x, 0, t)$ initially and so corresponds to the particle in $(\bar{\rho}, \bar{u}, \bar{f})$ which at time $t$ is at the point

$$
\begin{equation*}
\bar{X}(X(x, 0, t), t, 0) \equiv S(x, t) \tag{1.18}
\end{equation*}
$$

(this is the $S$ appearing in (1.15)). The "Lagrangean" comparison therefore consists of an estimate for $u-\bar{u} \circ S$, where we abuse notation slightly and abbreviate $\bar{u}(S(x, t), t)=$ $(\bar{u} \circ S)(x, t)$. The advantages of the Lagrangean formulation may be understood briefly as follows. First, from its definition, $S(X(y, t, 0), t)=\bar{X}(y, t, 0)$, and thus $S_{t}+\nabla S u=\bar{u} \circ S$. It then follows easily that if $w=\bar{u} \circ S$,

$$
\left(\bar{u}_{t}+\nabla \bar{u} \bar{u}\right) \circ S=w_{t}+\nabla w u
$$

a result which could have been predicted from the meaning of convective differentiation. Given the form of the momentum equation, the comparison of $u$ with $w=\bar{u} \circ S$ now appears quite natural and proceeds in the usual way: bounds for $u-\bar{u} \circ S$ are obtained by duality from estimates for solutions of the adjoint of the weak equation satisfied by $u-\bar{u} \circ S$. A bound for the Eulerian difference $u-\bar{u}$ can then be derived via the regularity assumption in (1.12) for $\|\nabla \bar{u}\|_{L^{\infty}}$ (which is required elsewhere in the analysis) and the simple fact that

$$
\int|x-S(x, t)|^{2} d x \leq C t \int_{0}^{t} \int|u-\bar{u} \circ S|^{2} d x d t
$$

The convenience of the Lagrangean framework comes at a price, however: we require at several points in the analysis a bound for $\sup _{t}\|\nabla S(\cdot, t)\|_{L^{\infty}}$. This bound follows
from corresponding bounds for $\nabla X(\cdot, 0, t)$ and $\nabla \bar{X}(\cdot, t, 0)$, and these in turn are consequences of the hypothesis in (1.8) that $u, \bar{u} \in L^{1}\left((0, T) ; W^{1, \infty}\left(\mathbb{R}^{n}\right)\right)$, about which more below.

We now discuss the existence of solutions satisfying the conditions listed in (1.4)(1.12). First we recall the results of Hoff [7], which apply to flows both in half-spaces and in the whole space: under somewhat technical but fairly mild restrictions on $P$, $\mu, \lambda$, and $f$, which we refer to as conditions $(H)$, the system (1.1)-(1.2) has a global weak solution $(\rho, u)$ provided that

$$
\left\{\begin{array}{l}
0 \leq \rho_{0} \text { a.e., } \quad \rho_{0} \in L^{\infty},  \tag{1.19}\\
\int\left[\rho_{0}\left|u_{0}\right|^{q}+\varphi\left(\rho_{0}\left|u_{0}\right|^{2}+\left(\rho_{0}-\tilde{\rho}\right)^{2}\right)\right] d x<\infty \\
\int\left[\rho_{0}\left|u_{0}\right|^{2}+\left(\rho_{0}-\widetilde{\rho}\right)^{2}\right] d x \ll 1,
\end{array}\right.
$$

where $q>6$ and $\varphi=1$ for $n=3$ and $q>2$ and $\varphi=\left(1+|x|^{2}\right)^{\beta}, \beta>0$, for $n=2$. The solution is shown to satisfy all the conditions in (1.4)-(1.9) as well as the energy estimates

$$
\begin{aligned}
\sup _{0 \leq t \leq T} \int & {\left[\rho|u|^{2}+t|\nabla u|^{2}+t^{n} \rho|\dot{u}|^{2}\right] d x } \\
& +\int_{0}^{T} \int\left[|\nabla u|^{2}+t\left|\left(\rho u^{j}\right)_{t}+\operatorname{div}\left(\rho u^{j} u\right)\right|^{2}+t^{n}|\nabla \dot{u}|\right]^{2} d x d t \\
\leq & C(T)
\end{aligned}
$$

with the exception of the condition in (1.8) that $u \in L^{1}\left((0, T) ; W^{1, \infty}\left(\mathbb{R}^{n}\right)\right)$. Moreover, if inf $\rho_{0}>0$, then $\rho \geq C^{-1}>0$ a.e., and as a consequence, the conditions (1.10) and (1.11) hold. To summarize, the results of [7] guarantee the existence of a solution $(\rho, u, f)$ satisfying all the conditions (1.4)-(1.11), with the exception of the requirement in (1.8) that $u \in L^{1}\left((0, T) ; W^{1, \infty}\left(\mathbb{R}^{n}\right)\right)$, provided only that the system conditions $(H)$ hold, that $\left(\rho_{0}, u_{0}\right)$ satisfies (1.19), and that $\inf \rho_{0}>0$.

Next, by applying the interpolation techniques of [6], we can show that if $\inf \bar{\rho}_{0}>0$ and $\bar{u}_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$ for some $s \in[0,1]$, then the improved energy estimates

$$
\begin{align*}
& \sup _{0 \leq t \leq T} \int\left[\bar{\rho}|\bar{u}|^{2}+(\bar{\rho}-\tilde{\rho})^{2}+t^{1-s}|\nabla \bar{u}|^{2}+t^{\sigma}|\dot{\bar{u}}|^{2}\right] d x \\
& \quad+\int_{0}^{T} \int\left[|\nabla \bar{u}|^{2}+t^{1-s}|\dot{\bar{u}}|^{2}+t^{\sigma}|\nabla \dot{\bar{u}}|^{2}\right] d x d t  \tag{1.20}\\
& \leq C(T)
\end{align*}
$$

hold, where

$$
\sigma= \begin{cases}2-s, & n=2  \tag{1.21}\\ \max \{2-s, 3-3 s\}, & n=3\end{cases}
$$

It then follows that the bounds in (1.12) hold if $s>0$ when $n=2$ and $s>1 / 2$ when $n=3$. For example, when $n=2$ we can apply the fact that $\nabla \bar{F}=\operatorname{div}(\bar{\rho} \dot{\bar{u}}-\bar{\rho} \bar{f})$ (see (1.3)) together with standard elliptic theory and Sobolev estimates to obtain that,
modulo constants depending on $\bar{f}$,

$$
\begin{aligned}
& \int_{0}^{T} t^{2 / 3}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}^{4 / 3} d t \leq C \int_{0}^{T} t^{2 / 3}\left(\int|\dot{\bar{u}}|^{2} d x\right)^{1 / 3}\left(\int|\nabla \dot{\bar{u}}|^{2} d x\right)^{1 / 2} d t \\
& \quad \leq C\left(\int_{0}^{T} t^{2 s-1} d t\right)^{1 / 3}\left(\int_{0}^{T} \int t^{1-s}|\dot{\bar{u}}|^{2} d x d t\right)^{1 / 3}\left(\int_{0}^{T} \int t^{2-s}|\nabla \dot{\bar{u}}|^{2} d x d t\right)^{1 / 3}
\end{aligned}
$$

which is finite if $s>0$. A similar result holds for $n=3$ if $s>1 / 2$. To summarize, the results of [6] and [7] guarantee the existence of a solution ( $\bar{\rho}, \bar{u}$ ) satisfying all the conditions (1.4)-(1.9) and (1.12)-(1.13), with the exception of the condition in (1.8) that $u \in L^{1}\left((0, T) ; W^{1, \infty}\left(\mathbb{R}^{n}\right)\right)$, provided that the system conditions $(H)$ hold, that $\left(\bar{\rho}_{0}, \bar{u}_{0}\right)$ satisfies (1.19), and that $\inf \bar{\rho}_{0}>0$ and $\bar{u}_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$, where $s>0$ for $n=2$ and $s>1 / 2$ for $n=3$. Recall that functions in $H^{s}$ may be discontinuous across hypersurfaces of $\mathbb{R}^{n}$ for $s<1 / 2$ but not for $s>1 / 2$. The above restrictions on $\bar{u}_{0}$ therefore allow locally Riemann-like initial data in $\mathbb{R}^{2}$, but codimension-one singularities only in $\rho_{0}$ in $\mathbb{R}^{3}$.

The assumption in (1.8) that $\nabla u, \nabla \bar{u} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{n}\right)\right)$ is the most restrictive condition on the list. In order to examine it in more detail we decompose the velocity field $u$ by splitting off its most singular part: recalling the definitions in (1.3) of $F$ and $\omega$, we write

$$
\begin{align*}
\Delta u^{j} & =u_{x_{k} x_{k}}^{j}=u_{x_{k} x_{j}}^{k}+\left(u_{x_{k}}^{j}-u_{x_{j}}^{k}\right)_{x_{k}} \\
& =\left[(\mu+\lambda)^{-1} F_{x_{j}}+\omega_{x_{k}}^{j, k}\right]+(\mu+\lambda)^{-1}(P-\widetilde{P})_{x_{j}}  \tag{1.22}\\
& \equiv \Delta u_{F, \omega}^{j}+\Delta u_{P}^{j}
\end{align*}
$$

so that $u=u_{F, \omega}+u_{P}$. We can easily show that $\int_{0}^{T}\left\|\nabla u_{F, \omega}(\cdot, t)\right\|_{L^{\infty}} d t<\infty$ if (1.20) holds for the same values of $s$ as above, which again is a consequence of the assumptions (1.19), $\inf \rho_{0}>0$, and $u_{0} \in H^{s}$. To see this, we apply standard elliptic theory in the definitions (1.22) and (1.3) of $u_{F, \omega}$ and $F$, ignoring the contribution of $\omega$, which turns out to be the same as that of $F$, and of $f$, which is a lower-order term, to obtain that, in $\mathbb{R}^{3}$, for some $\gamma>3$ and some $\varepsilon>0$ determined by $\gamma$,

$$
\begin{aligned}
\left\|\nabla u_{F, \omega}(\cdot, t)\right\|_{L^{\infty}} & \leq C\left\|D_{x}^{2} u_{F, \omega}(\cdot, t)\right\|_{L^{\gamma}} \leq C\|\nabla F(\cdot, t)\|_{L^{\gamma}} \\
& \leq C\|\dot{u}(\cdot, t)\|_{L^{\gamma}} \leq C\|\dot{u}(\cdot, t)\|_{L^{2}}^{(1-\varepsilon) / 2}\|\nabla \dot{u}(\cdot, t)\|_{L^{2}}^{(1+\varepsilon) / 2}
\end{aligned}
$$

so that

$$
\begin{aligned}
\int_{0}^{T}\left\|\nabla u_{F, \omega}(\cdot, t)\right\|_{L^{\infty}} d t & \leq C \int_{0}^{T} t^{\beta}\left(t^{1-s} \int|\dot{u}|^{2} d x\right)^{(1-\varepsilon) / 4}\left(t^{\sigma} \int|\nabla \dot{u}|^{2} d x\right)^{(1+\varepsilon) / 4} d t \\
& \leq C\left(\int_{0}^{T} t^{2 \beta} d t\right)^{1 / 2}
\end{aligned}
$$

by (1.20), where $4 \beta=(s-1)(1-\varepsilon)-\sigma$. The above integral is therefore finite if $2 \beta>-1$ for some $\varepsilon>0$ and hence some $\gamma>3$, and this holds if $s>1 / 2$. A similar result holds for $n=2$ with $s>0$. Thus for the solution constructed in [7], $\int_{0}^{T}\left\|\nabla u_{F, \omega}(\cdot, t)\right\|_{L^{\infty}} d t$ is finite if (1.16) holds, inf $\rho_{0}>0$, and $u_{0} \in H^{s}$, where $s>1 / 2$ for $n=3$ and $s>0$ for $n=2$.

There remains the condition that $\int_{0}^{T}\left\|\nabla u_{P}(\cdot, t)\right\|_{L^{\infty}} d t<\infty$, that is, that

$$
\int_{0}^{T}\left\|\nabla \Gamma_{x_{j}} *(P(\rho(\cdot, t))-\widetilde{P})\right\|_{L^{\infty}} d t<\infty
$$

where $\Gamma$ is the fundamental solution of the Laplace operator on $\mathbb{R}^{n}$. Now, it is a standard result of Calderon-Zygmund theory that $\nabla \Gamma_{x_{j}} *$ is a bounded linear transformation from $L^{p}$ to $L^{p}$ for $p \in(1, \infty)$ but not for $p=1$ or $\infty$ (see [5, pp. 230-235], for example). It is also true that if $P(\rho(\cdot, t)) \in L^{\infty}$, then $u_{P}^{j}(\cdot, t)=(\mu+\lambda)^{-1} \Gamma_{x_{j}} *(P(\rho(\cdot, t))-\widetilde{P})$ is log-Lipschitz, if not Lipschitz. This is sufficient to guarantee the existence and uniqueness of the particle trajectories $X(y, t, s)$ in (1.17). It does not ensure, however, that $X$ is Lipschitz with respect to $y$, and this is essential for our analysis. Of course, we could obtain that $\nabla u_{P}(\cdot, t) \in L^{\infty}$ by imposing the condition that $P(\rho(\cdot, t)) \in C^{\alpha}$, but this would exclude solutions with codimension-one singularities and is altogether too strong. On the other hand, a large class of solutions is constructed in Hoff [6] in which densities are piecewise $C^{\alpha}$ and, as a consequence, $\nabla u_{P}(\cdot, t) \in L^{\infty}$. The results of the present paper therefore do apply to this class, which includes solutions with Riemann-like initial data.

We make one final observation concerning (1.8) for the isothermal case $P=K \rho$, namely that for the solutions constructed in Hoff $[6,7]$, the condition $\nabla u_{P}(\cdot, t) \in L^{\infty}$ can be shown to hold if in addition to (1.19) it is assumed that inf $\rho_{0}>0$ and there is a constant $C$ such that

$$
\begin{equation*}
\left|\int \rho_{0}(x) \varphi(x) d x\right| \leq C\|\varphi\|_{L_{w}^{1}} \tag{1.23}
\end{equation*}
$$

for integrable functions $\varphi$. Here $\|\varphi\|_{L_{w}^{1}}$ is the weak- $L^{1}$ norm of $\varphi$, which is the smallest number $M \geq 0$ such that $k|\{x:|\varphi(x)| \geq k\}| \leq M$ for all $k>0$. $L_{w}^{1}$ contains $L^{1}$ but is not a Banach space, and $\|\cdot\|_{L_{w}^{1}}$ is not a norm. However, $A \equiv \Gamma_{x_{j} x_{k}} *: L^{1} \rightarrow L_{w}^{1}$ is "bounded," and the adjoint of the mass equation in (1.1) is easily seen to preserve the class $L_{w}^{1}$. That is, if $\varphi$ is the solution of the initial-value problem

$$
\left\{\begin{array}{l}
\varphi_{t}+\nabla \varphi \cdot u=0 \\
\varphi(x, \bar{t})=\Phi(x)
\end{array}\right.
$$

then as a simple consequence of the conservation of mass, $\|\varphi(\cdot, t)\|_{L_{w}^{1}} \leq C\|\Phi\|_{L_{w}^{1}}$ for a constant $C$ determined by the assumed pointwise bounds on $\rho$. Taking $\psi \in L^{1^{w}}$ and $\Phi=A \psi \in L_{w}^{1}$, we then obtain that

$$
\begin{aligned}
\left|\int(A \rho)(x, \bar{t}) \psi(x) d x\right| & =\left|\int \rho(x, \bar{t}) \Phi(x) d x\right| \\
& =\left|\int \rho_{0}(x) \varphi(x, 0) d x\right| \leq C\|\varphi(\cdot, 0)\|_{L_{w}^{1}} \\
& \leq C\|\Phi\|_{L_{w}^{1}} \leq C\|\psi\|_{L^{1}}
\end{aligned}
$$

by (1.23), so that $\|(A \rho)(\cdot, t)\|_{L^{\infty}} \leq C$, as required. While fairly simple and appealing, this argument is apparently of little practical importance because of the extreme difficulty in verifying the condition (1.23).

We summarize the above considerations as follows: solutions ( $\rho, u$ ) and ( $\bar{\rho}, \bar{u}$ ) satisfying all the conditions (1.4)-(1.14) are known to exist under the following hypotheses:

- The conditions $(H)$ described in [7] on the system parameters $P, f, \bar{f}, \mu$, and $\lambda$ hold;
- Both $\left(\rho_{0}, u_{0}\right)$ and $\left(\bar{\rho}_{0}, \bar{u}_{0}\right)$ satisfy (1.19);
- $\inf \rho_{0}>0$ and $\inf \bar{\rho}_{0}>0$;
- The initial densities and forces satisfy (1.13) and (1.14);
- $u_{0}, \bar{u}_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$ where $s>0$ for $n=2$ and $s>1 / 2$ for $n=3$;
- $\nabla u_{P}, \nabla \bar{u}_{P} \in L^{1}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{n}\right)\right)$, where $u_{P}$ and $\bar{u}_{P}$ are as defined in (1.22).

The first five of these conditions may be verified a priori and, again, the last is known to hold for the large class of solutions exhibiting codimension-one singularities constructed in Hoff [6].

There is now a large and growing literature on various mathematical aspects of the Navier-Stokes equations of compressible fluid flow. See the books of Feireisl [2] and Lions [10] for general discussions and more complete bibliographies relating to the existence of weak solutions, including for the nonbarotropic case in which temperature appears and an energy balance equation is appended to (1.1). See also Xin [11] for a result concerning the blowup of smooth solutions of (1.1) when the initial density has compact support.
2. Lagrangean structure. In this section we discuss properties of the particle trajectories $X(y, t, s)$ required for the proof of the theorem. We shall make repeated use both in this section and in the next of Rademacher's theorem and some of its consequences (see Ziemer [12, pp. 49-53]): a Lipschitz function has a differential almost everwhere; the composition of a function in $W^{1, p}$ with a bi-Lipschitz map is again in $W^{1, p}$, and the chain rule holds; and the usual change of variables formula holds for integrable functions composed with univalent Lipschitz mappings.

Lemma 2.1. Let $u$ satisfy (1.8). Then there is a unique function $X \in C\left(\mathbb{R}^{n} \times\right.$ $\left.[0, T]^{2}\right)$ satisfying

$$
\left\{\begin{array}{l}
\frac{\partial X}{\partial t}(y, t, s)=u(X(y, t, s), t)  \tag{2.1}\\
X(y, s, s)=y
\end{array}\right.
$$

$X(\cdot, t, s)$ is Lipschitz on $\mathbb{R}^{n}$ for $(t, s) \in[0, T]^{2}$, and there is a constant $C$ such that

$$
\left\|\frac{\partial X}{\partial y}(\cdot, t, s)\right\|_{L^{\infty}} \leq C, \quad(t, s) \in[0, T]^{2}
$$

Also, given $\tau>0$ there is a constant $C=C(\tau)$ such that

$$
\left|\frac{\partial X}{\partial t}(y, t, s)\right| \leq C(\tau)
$$

for all $(y, s) \in \mathbb{R}^{n} \times[0, T]$ and almost all $t \in[\tau, T]$, and

$$
\left|\frac{\partial X}{\partial s}(y, t, s)\right| \leq C(\tau)
$$

for all $(y, t) \in \mathbb{R}^{n} \times[0, T]$ and almost all $s \in[\tau, T]$.
Proof. The proof is elementary and thus is omitted. We do note, however, the importance of the assumption that $u \in L^{1}\left((0, T) ; W^{1, \infty}\right)$ in the derivation of the first bound above:

$$
\begin{aligned}
\frac{1}{2} \frac{\partial}{\partial t}\left|\nabla_{y} X(y, t, s)\right|^{2} & =\nabla_{y} X(y, t, s) \cdot \nabla_{y} u(X(y, t, s), t) \\
& \leq\|\nabla u(\cdot, t)\|_{L^{\infty}}\left|\nabla_{y} X(y, t, s)\right|^{2}
\end{aligned}
$$

In the following lemma we compute the Jacobian determinant of $X(\cdot, t, s)$.
Lemma 2.2. Let $u$ be as in (1.8) and $\rho$ as in (1.4). Assume that $\rho u$ is locally integrable on $\mathbb{R}^{n} \times[0, T]$ and that the weak form (1.6) of the mass equation holds. If $E_{t_{0}}$ is a bounded measurable set in $\mathbb{R}^{n}$ and if $E_{t}=\left\{X\left(y, t, t_{0}\right): y \in E_{t_{0}}\right\}$, then

$$
\begin{equation*}
\int_{E_{t}} \rho(x, t) d x=\int_{E_{t_{0}}} \rho\left(y, t_{0}\right) d y \tag{2.2}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\rho\left(X\left(\cdot, t, t_{0}\right), t\right)\left|\operatorname{det} \nabla_{y} X\left(\cdot, t, t_{0}\right)\right|=\rho\left(\cdot, t_{0}\right) \tag{2.3}
\end{equation*}
$$

a.e. on $\mathbb{R}^{n}$.

Proof. The conservation of mass (2.2) is proved by applying (1.6) to the solution $\varphi^{\eta, \delta}$ of the adjoint system

$$
\left\{\begin{array}{l}
\varphi_{t}^{\eta, \delta}+\nabla \varphi^{\eta, \delta} \cdot u^{\delta}=0 \\
\varphi^{\eta, \delta}\left(\cdot, t_{0}\right)=\chi_{E_{t_{0}}}^{\eta}
\end{array}\right.
$$

where $u^{\delta}$ and $\chi_{E_{t_{0}}}^{\eta}$ are smooth approximations to $u$ and to the characteristic function of $E_{t_{0}}$, and then letting first $\delta$, then $\eta$ tend to zero. The bound $\left\|\nabla \varphi^{\eta, \delta}\right\|_{L^{\infty}} \leq C(\eta)$, which follows from the condition $\int_{0}^{T}\|\nabla u(\cdot, t)\|_{L^{\infty}} d t<\infty$ as in the proof of Lemma 2.1, ensures that the approximation errors disappear in the limit. This proves (2.2). Then as a consequence,

$$
\begin{aligned}
\int_{E_{t_{0}}} \rho\left(y, t_{0}\right) d y & =\int_{E_{t}} \rho(x, t) d x \\
& =\int_{E_{t_{0}}} \rho\left(X\left(y, t, t_{0}\right), t\right)\left|\operatorname{det} \nabla_{y} X\left(y, t, t_{0}\right)\right| d y
\end{aligned}
$$

This holds for all bounded measureable sets $E_{t_{0}}$; the integrands therefore agree a.e.

In the following lemma we list properties of the mapping $S$ defined in (1.18) that are required for the proof of the theorem.

Lemma 2.3. Let both $(\rho, u)$ and $(\bar{\rho}, \bar{u})$ satisfy the hypotheses of Lemmas 2.1 and 2.2, let $X$ and $\bar{X}$ be as in Lemma 2.1, and define

$$
\left\{\begin{array}{l}
S(x, t)=\bar{X}(X(x, 0, t), t, 0)  \tag{2.4}\\
S^{-1}(x, t)=X(\bar{X}(x, 0, t), t, 0)
\end{array}\right.
$$

Then
(a) $S^{ \pm 1}$ is continuous on $\mathbb{R}^{n} \times[0, T]$ and Lipschitz continuous on $\mathbb{R}^{n} \times[\tau, T]$ for all $\tau>0$, and there is a constant $C$ such that

$$
\left\|\nabla S^{ \pm 1}(\cdot, t)\right\|_{L^{\infty}} \leq C, \quad t \in[0, T]
$$

(b) $\left(S_{t}+\nabla S u\right)(x, t)=\bar{u}(S(x, t), t)$ a.e. in $\mathbb{R}^{n} \times(0, T)$;
(c) $\bar{\rho}(S(x, t), t) \rho_{0}(X(x, 0, t)) \operatorname{det} \nabla S(x, t)=\rho(x, t) \bar{\rho}_{0}(X(x, 0, t))$ a.e. in $\mathbb{R}^{n} \times(0, T)$;
(d) if $u, \bar{u} \in L^{2}\left(\mathbb{R}^{n} \times(0, T)\right)$, then

$$
\begin{gathered}
\int|x-S(x, t)|^{2} d x \leq C t \int_{0}^{t} \int|u(x, s)-\bar{u}(S(x, s), s)|^{2} d x d s \\
\int\left|x-S^{-1}(x, t)\right|^{2} d x \leq C t \int_{0}^{t} \int\left|u\left(S^{-1}(x, s), s\right)-\bar{u}(x, s)\right|^{2} d x d s
\end{gathered}
$$

The constants $C$ in (a) and (d) depend on upper bounds for $u$ and $\bar{u}$ in $L^{1}((0, T)$; $\left.W^{1, \infty}\left(\mathbb{R}^{n}\right)\right)$.

Proof. (a) and (b) follow directly from Lemmas 2.1 and 2.2. To prove (c) we differentiate the relation $S(X(y, t, 0), t)=\bar{X}(y, t, 0)$ to obtain

$$
\operatorname{det} \nabla S(X(y, t, 0), t) \operatorname{det} \nabla_{y} X(y, t, 0)=\operatorname{det} \nabla_{y} \bar{X}(y, t, 0)
$$

a.e. Multiplying by $\rho(X(y, t, 0), t) \bar{\rho}(\bar{X}(y, t, 0), t)$ and applying (2.3) with $t_{0}=0$, we then get

$$
\bar{\rho}(\bar{X}(y, t, 0), t) \rho_{0}(y) \operatorname{det} \nabla S(X(y, t, 0), t)=\rho(X(y, t, 0)) \bar{\rho}_{0}(y)
$$

We then set $x=X(y, t, 0)$ so that $y=X(x, 0, t)$ and $S(x, t)=\bar{X}(y, t, 0)$ to obtain (c). To prove (d) we compute

$$
\begin{aligned}
\int|x-S(x, t)|^{2} d x & \leq C \int|X(y, t, 0)-\bar{X}(y, t, 0)|^{2} d y \\
& =C \int\left|\int_{0}^{t}[u(X(y, s, 0), s)-\bar{u}(\bar{X}(y, s, 0), s)] d s\right|^{2} d y \\
& \leq C t \int_{0}^{t} \int|u(x, s)-\bar{u}(S(x, s), s)|^{2} d x d s
\end{aligned}
$$

Notice that the Jacobian determinants occurring in the above changes of variables are bounded by (a). The proof for $S^{-1}$ is similar.
3. Proof of the theorem. We now fix two solutions $(\rho, u, f)$ and $(\bar{\rho}, \bar{u}, \bar{f})$ as described in the theorem of section 1 and define the mappings $X, \bar{X}$, and $S$ as in (2.1) and (2.4). We shall make frequent use of the conclusions of Lemma 2.3 and the properties of Lipschitz mappings described at the beginning of section 2.

We begin by deriving the weak form of the equation satisfied by $u-\bar{u} \circ S$, where again we abuse notation slightly and write $\bar{u}(S(x, t), t)=(\bar{u} \circ S)(x, t)$. Let $\psi: \mathbb{R}^{n} \times$ $[0, T] \rightarrow \mathbb{R}^{n}$ be a test function satisfying the conditions in (1.7) and which additionally is in $\left(H^{2} \cap C^{2}\right)\left(\mathbb{R}^{n} \times[0, T]\right)$. Then

$$
\begin{align*}
& -\int_{\mathbb{R}^{n}} \rho_{0}(x) u_{0}(x) \cdot \psi(x, 0) d x \\
& \quad=\int_{0}^{T} \int_{\mathbb{R}^{n}}\left[\rho u \cdot\left(\psi_{t}+\nabla \psi u\right)+(P(\rho)-\widetilde{P}) \operatorname{div} \psi\right.  \tag{3.1}\\
& \left.\quad-\mu \nabla u^{j} \cdot \nabla \psi^{j}-\lambda \operatorname{div} u \operatorname{div} \psi+\rho f \cdot \psi\right] d x d t
\end{align*}
$$

Now let $\bar{\psi} \equiv \psi \circ S^{-1}$ and note that $\bar{\psi}$ also satisfies the conditions in (1.7). Thus

$$
\begin{aligned}
-\int_{\mathbb{R}^{n}} & \bar{\rho}_{0}(x) \bar{u}_{0}(x) \cdot \\
=\int_{0}^{T} \int_{\mathbb{R}^{n}}[\bar{\psi}(x, 0) d x & \\
& =\left(\bar{\psi}_{t}+\nabla \bar{\psi} \bar{u}\right)+(P(\bar{\rho})-\widetilde{P}) \operatorname{div} \bar{\psi} \\
& \left.\quad-\mu \nabla \bar{u}^{j} \cdot \nabla \bar{\psi}^{j}-\lambda \operatorname{div} \bar{u} \operatorname{div} \bar{\psi}+\bar{\rho} \bar{f} \cdot \bar{\psi}\right] d x d t
\end{aligned}
$$

We make the change of variables $x=S(y, t)$ in the first and last terms on the right here, noting that, by Lemma 2.3,

$$
\left(\bar{\psi}_{t}+\nabla \bar{\psi} \bar{u}\right) \circ S=\psi_{t}+\nabla \psi u
$$

and

$$
(\bar{\rho} \circ S)|\operatorname{det} \nabla S|=A_{0} \rho,
$$

where

$$
\begin{equation*}
A_{0}(x, t)=\bar{\rho}_{0}(X(x, 0, t)) / \rho_{0}(X(x, 0, t)) \tag{3.2}
\end{equation*}
$$

(recall that $\rho_{0}$ is strictly positive by (1.10)). The result is that

$$
\begin{align*}
& -\int_{\mathbb{R}^{n}} \bar{\rho}_{0}(x) \bar{u}_{0}(x) \cdot \bar{\psi}(x, 0) d x \\
& =\int_{0}^{T} \int_{\mathbb{R}^{n}}\left[A_{0} \rho(\bar{u} \circ S) \cdot\left(\psi_{t}+\nabla \psi u\right)+(P(\bar{\rho})-\widetilde{P}) \operatorname{div} \bar{\psi}\right.  \tag{3.3}\\
& \left.\quad-\mu \nabla \bar{u}^{j} \cdot \nabla \bar{\psi}^{j}-\lambda \operatorname{div} \bar{u} \operatorname{div} \bar{\psi}+A_{0} \rho(\bar{f} \circ S) \cdot \psi\right] d x d t
\end{align*}
$$

Next we subtract (3.3) from (3.1), letting

$$
z=u-\bar{u} \circ S
$$

and noting that $\bar{\psi}(\cdot, 0)=\psi(\cdot, 0)$ :

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left(\bar{\rho}_{0} \bar{u}_{0}-\rho_{0} u_{0}\right) \cdot \psi(\cdot, 0) d x \\
& =\int_{0}^{T} \int_{\mathbb{R}^{n}}[\rho z \\
& \quad \begin{aligned}
& \cdot\left(\psi_{t}+\nabla \psi u\right)+\left(1-A_{0}\right) \rho(\bar{u} \circ S)\left(\psi_{t}+\nabla \psi u\right) \\
& \quad(\rho(\rho)-\widetilde{P}) \operatorname{div} \psi-(P(\bar{\rho})-\widetilde{P}) \operatorname{div} \bar{\psi} \\
& \quad \mu\left(\nabla u^{j} \cdot \nabla \psi^{j}-\nabla \bar{u}^{j} \cdot \nabla \bar{\psi}^{j}\right) \\
& \quad-\lambda(\operatorname{div} u \operatorname{div} \psi-\operatorname{div} \bar{u} \operatorname{div} \bar{\psi}) \\
& \left.+\rho(f-\bar{f} \circ S) \cdot \psi+\left(1-A_{0}\right) \rho(\bar{f} \circ S) \cdot \psi\right] d x d t .
\end{aligned} \tag{3.4}
\end{align*}
$$

We rewrite three of the terms on the right here as follows (recall the definitions of $\bar{F}$ and $\bar{\omega}$ in (1.3)):

$$
\begin{aligned}
\iint & {\left[(\widetilde{P}-P(\bar{\rho})) \operatorname{div} \bar{\psi}+\mu \nabla \bar{u}^{j} \cdot \nabla \bar{\psi}^{j}+\lambda \operatorname{div} \bar{u} \operatorname{div} \bar{\psi}\right] } \\
& =\iint\left[((\mu+\lambda) \operatorname{div} \bar{u}-P(\bar{\rho})+\widetilde{P}) \operatorname{div} \bar{\psi}+\mu\left(\bar{u}_{x_{k}}^{j}-\bar{u}_{x_{j}}^{k} \bar{\psi}_{x_{k}}^{j}\right]\right. \\
& =-\iint\left(\nabla \bar{F} \cdot \bar{\psi}+\mu \bar{\omega}_{x_{k}}^{j, k} \bar{\psi}^{j}\right) \\
& =-\iint\left(\nabla \bar{F} \cdot \psi+\mu \bar{\omega}_{x_{k}}^{j, k} \psi^{j}\right)+E_{1} \\
& =\iint\left[(\widetilde{P}-P(\bar{\rho})) \operatorname{div} \psi+\mu \nabla \bar{u}^{j} \cdot \nabla \psi^{j}+\lambda \operatorname{div} \bar{u} \operatorname{div} \psi\right]+E_{1}
\end{aligned}
$$

where

$$
\begin{equation*}
E_{1}=\int_{0}^{T} \int\left[\nabla \bar{F} \cdot\left(\psi-\psi \circ S^{-1}\right)+\mu \bar{\omega}_{x_{k}}^{j, k}\left(\psi^{j}-\psi^{j} \circ S^{-1}\right)\right] d x d t \tag{3.5}
\end{equation*}
$$

Defining $E_{2}$ by

$$
E_{2}=\iint\left[\rho(f-\bar{f} \circ S) \cdot \psi+\left(1-A_{0}\right) \rho(\bar{f} \circ S) \cdot \psi\right]
$$

we then have from (3.4) that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left(\bar{\rho}_{0} \bar{u}_{0}-\rho_{0} u_{0}\right) \cdot \psi(\cdot, 0) d x \\
& =\int_{0}^{T} \int_{\mathbb{R}^{n}}\left[\rho z \cdot\left(\psi_{t}+\nabla \psi u\right)+\left(1-A_{0}\right) \rho(\bar{u} \circ S)\left(\psi_{t}+\nabla \psi u\right)\right.  \tag{3.6}\\
& \quad+(P(\rho)-P(\bar{\rho})) \operatorname{div} \psi \\
& \left.\quad-\mu\left(\nabla u^{j}-\nabla \bar{u}^{j}\right) \cdot \nabla \psi^{j}-\lambda(\operatorname{div} u-\operatorname{div} \bar{u}) \operatorname{div} \psi\right] d x d t \\
& \quad+E_{1}+E_{2} .
\end{align*}
$$

We write

$$
\begin{aligned}
& \iint \rho z \cdot\left[\left(\psi_{t}+\nabla \psi u\right)-\mu\left(\nabla u^{j}-\nabla \bar{u}^{j}\right) \cdot \nabla \psi^{j}-\lambda(\operatorname{div} u-\operatorname{div} \bar{u}) \operatorname{div} \psi\right] \\
& =\iint z \cdot\left[\rho\left(\psi_{t}+\nabla \psi u\right)+\mu \Delta \psi+\lambda \nabla \operatorname{div} \psi\right]+E_{3}
\end{aligned}
$$

where

$$
E_{3}=\iint(\bar{u} \circ S-\bar{u}) \cdot(\mu \Delta \psi+\lambda \nabla \operatorname{div} \psi)
$$

We then have from (3.6) that

$$
\begin{align*}
\int_{\mathbb{R}^{n}} & \left(\bar{\rho}_{0} \bar{u}_{0}-\rho_{0} u_{0}\right) \cdot \psi(\cdot, 0) d x \\
= & \int_{0}^{T} \int_{\mathbb{R}^{n}} z \cdot\left[\rho\left(\psi_{t}+\nabla \psi u\right)+\mu \Delta \psi+\lambda \nabla \operatorname{div} \psi\right] d x d t  \tag{3.7}\\
& \quad+\int_{0}^{T} \int_{\mathbb{R}^{n}}\left[\left(1-A_{0}\right) \rho(\bar{u} \circ S)\left(\psi_{t}+\nabla \psi u\right)+(P(\rho)-P(\bar{\rho})) \operatorname{div} \psi\right] d x d t \\
& \quad+E_{1}+E_{2}+E_{3}
\end{align*}
$$

Now extend $\rho$ and $u$ to be constant in $t$ outside $[0, T]$, let $\rho^{\delta}$ and $u^{\delta}$ be corresponding smooth approximations obtained by mollifying in both $x$ and $t$, and let $\psi^{\delta}: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$ be the solution of the adjoint system

$$
\left\{\begin{array}{l}
\rho^{\delta}\left(\psi_{t}^{\delta}+\nabla \psi^{\delta} u^{\delta}\right)+\mu \Delta \psi^{\delta}+\lambda \nabla \operatorname{div} \psi^{\delta}=G  \tag{3.8}\\
\psi^{\delta}(\cdot, T)=0
\end{array}\right.
$$

for a given $G \in H^{\infty}\left(\mathbb{R}^{n} \times[0, T]\right)$. The existence of the solution $\psi^{\delta}$ is a straightforward exercise; bounds for various of its norms are given in the following lemma.

Lemma 3.1. There is a constant $C$ as described in the theorem of section 1 and independent of $\delta$ and $G$ such that the solution $\psi^{\delta}$ of (3.8) satisfies

$$
\begin{align*}
& \sup _{0 \leq t \leq T} \int_{\mathbb{R}^{n}}\left[\left|\psi^{\delta}(x, t)\right|^{2}+\left|\nabla \psi^{\delta}(x, t)\right|^{2}\right] d x+\int_{0}^{T} \int_{\mathbb{R}^{n}}\left[\left|\psi_{t}^{\delta}+\nabla \psi^{\delta} u^{\delta}\right|^{2}+\left|D_{x}^{2} \psi^{\delta}\right|^{2}\right] d x d t  \tag{3.9}\\
& \leq C \int_{0}^{T} \int_{\mathbb{R}^{n}}|G|^{2} d x d t
\end{align*}
$$

and there is a constant $C=C(G)$ depending on higher derivatives of $G$ but independent of $\delta$, such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|\nabla \psi^{\delta}(\cdot, t)\right\|_{L^{\infty}}+\int_{0}^{T} \int_{\mathbb{R}^{n}}\left|\psi^{\delta}\right|^{r} d x d t \leq C(G) \tag{3.10}
\end{equation*}
$$

where $r$ is as in (1.11).
The proof, which is elementary, is deferred to the end of this section.
We now take $\psi=\psi^{\delta}$ in (3.7) to obtain finally that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left(\bar{\rho}_{0} \bar{u}_{0}-\rho_{0} u_{0}\right) \cdot \psi^{\delta}(\cdot, 0) d x \\
& =\int_{0}^{T} \int_{\mathbb{R}^{n}} z \cdot G d x d t+E_{1}+E_{2}+E_{3}+E_{4}+E_{5}+E_{6} \tag{3.11}
\end{align*}
$$

where

$$
\begin{aligned}
& E_{4}=\iint z \cdot\left[\left(\rho-\rho^{\delta}\right) \psi_{t}^{\delta}+\nabla \psi^{\delta}\left(\rho u-\rho^{\delta} u^{\delta}\right)\right] \\
& E_{5}=\iint\left(1-A_{0}\right) \rho(\bar{u} \circ S) \cdot\left(\psi_{t}^{\delta}+\nabla \psi^{\delta} u\right)
\end{aligned}
$$

and

$$
E_{6}=\iint(P(\rho)-P(\bar{\rho})) \operatorname{div} \psi^{\delta}
$$

We now apply the bounds of Lemma 3.1 to estimate each of the terms $E_{1}, \ldots, E_{6}$ and the term on the left-hand side of (3.11), and then take the limit as $\delta \rightarrow 0$. First, it is easy to see that $E_{4} \rightarrow 0$ as $\delta \rightarrow 0$ and that the term on the left-hand side of (3.11) is bounded by

$$
\left\|\rho_{0} u_{0}-\bar{\rho}_{0} \bar{u}_{0}\right\|_{L^{2}}\left(\iint|G|^{2}\right)^{1 / 2}
$$

Next we note that, from the definition (3.2) of $A_{0}$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|1-A_{0}(\cdot, t)\right\|_{L^{2 p}} \leq C\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2 p}} \tag{3.12}
\end{equation*}
$$

so that, if $q$ is the Hölder conjugate of $p$ as in (1.13)-(1.14), then the force terms $E_{2}$
are bounded by

$$
\begin{aligned}
C & {\left[\left(\iint|f-\bar{f} \circ S|^{2}\right)^{1 / 2}\left(\iint\left|\psi^{\delta}\right|^{2}\right)^{1 / 2}\right.} \\
& \left.\quad+\sup _{t}\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2 p}} \sup _{t}\left(\int\left|\psi^{\delta}\right|^{2} d x\right)^{1 / 2} \int_{0}^{T}\|\bar{f}(\cdot, t)\|_{L^{2 q}} d t\right] \\
\leq & C\left[\left(\iint|f-\bar{f} \circ S|^{2}\right)^{1 / 2}+\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2 p}}\right]\left(\iint|G|^{2}\right)^{1 / 2}
\end{aligned}
$$

by (3.9).
Next we bound the term $E_{1}$, disregarding the contribution of $\bar{\omega}$, which is essentially identical to that of $\bar{F}$. The argument requires that we subdivide time intervals into smaller subintervals. Thus let $J$ be a large positive integer and for $t \in[0, T]$ define $t_{j}=j t / J, j=0, \ldots, J$. Then

$$
\begin{aligned}
\left|E_{1}\right| \leq & \int_{0}^{T} \int_{\mathbb{R}^{n}}|\nabla \bar{F}(x, t)|\left|\psi^{\delta}(x, t)-\psi^{\delta}\left(S^{-1}(x, t), t\right)\right| d x d t \\
\leq & \sum_{j} \int_{0}^{T} \int_{\mathbb{R}^{n}}|\nabla \bar{F}(x, t)|\left|\psi^{\delta}\left(S^{-1}\left(x, t_{j+1}\right), t\right)-\psi^{\delta}\left(S^{-1}\left(x, t_{j}\right), t\right)\right| d x d t \\
\leq & \sum_{j} \int_{0}^{T}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}| | S^{-1}\left(\cdot, t_{j+1}\right)-S^{-1}\left(\cdot, t_{j}\right) \|_{L^{2}} \\
& \quad \times\left(\int_{0}^{1} \int_{\mathbb{R}^{n}}\left|\nabla \psi^{\delta}\left(\theta S^{-1}\left(x, t_{j+1}\right)+(1-\theta) S^{-1}\left(x, t_{j}\right), t\right)\right|^{4} d x d \theta\right)^{1 / 4} d t
\end{aligned}
$$

Now, the mapping $x \mapsto S^{-1}\left(x, t_{j}\right)$ is bi-Lipschitz on $\mathbb{R}^{n}$, so that the inner double integral here is bounded by

$$
C \int_{0}^{1} \int_{\mathbb{R}^{n}}\left|\nabla \psi^{\delta}(x+\theta T(x), t)\right|^{4} d x d \theta
$$

where $T(x)=S^{-1}\left(S\left(x, t_{j}\right), t_{j+1}\right)-x$. It is easy to check from the definitions (2.4) and the condition (1.8) that $\|\nabla T\|_{L^{\infty}}$ is arbitrarily small if $t_{j+1}$ is sufficiently close to $t_{j}$, i.e., if $J$ is sufficiently large. The mapping $x \mapsto x+\theta T(x)$ is then one-to-one (and bi-Lipschitz) on $\mathbb{R}^{n}$, so that the change of variables $y=x+\theta T(x)$ is valid. The inner double integral above is thus bounded by $C \int\left|\nabla \psi^{\delta}(x, t)\right|^{4} d x$, and therefore

$$
\left|E_{1}\right| \leq C\left(\iint|z|^{2} d x d t\right)^{1 / 2} \int_{0}^{T} t^{1 / 2}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}\left\|\nabla \psi^{\delta}(\cdot, t)\right\|_{L^{4}} d t
$$

by Lemma 2.3(d). Finally we apply the standard Sobolev embedding $H^{1}\left(\mathbb{R}^{3}\right) \rightarrow$
$L^{4}\left(\mathbb{R}^{3}\right)$ for $n=3$ to obtain

$$
\begin{aligned}
&\left|E_{1}\right| \leq C\left(\iint|z|^{2} d x d t\right)^{1 / 2} \int_{0}^{T} t^{1 / 2}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}\left(\int\left|\nabla \psi^{\delta}\right|^{2} d x\right)^{1 / 8}\left(\int\left|D_{x}^{2} \psi^{\delta}\right|^{2}\right)^{3 / 8} d t \\
& \leq C\left(\iint|z|^{2} d x d t\right)^{1 / 2}\left(\iint|G|^{2} d x d t\right)^{1 / 8}\left(\int t^{4 / 5}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}^{8 / 5} d t\right)^{5 / 8} \\
& \times\left(\iint\left|D_{x}^{2} \psi^{\delta}\right|^{2} d x d t\right)^{3 / 8} \\
& \leq\left(\iint|z|^{2} d x d t\right)^{1 / 2}\left(\iint|G|^{2} d x d t\right)^{1 / 2}\left(\int_{0}^{T} \beta(t) d t\right)^{5 / 8}
\end{aligned}
$$

where $\beta(t)=C t^{4 / 5}\|\nabla \bar{F}(\cdot, t)\|_{L^{4}}^{8 / 5}$, which is in $L^{1}((0, T))$ by the hypothesis (1.12). A similar bound holds for $n=2$. More generally, we can define $E_{1}\left(t_{1}, t_{2}\right)$ to be the integral in (3.5), but with $[0, T]$ replaced by $\left[t_{1}, t_{2}\right] \subseteq[0, T]$. It is then clear from the above analysis that

$$
\begin{equation*}
\left|E_{1}\left(t_{1}, t_{2}\right)\right| \leq\left(\int_{0}^{t_{2}} \int|z|^{2} d x d t\right)^{1 / 2}\left(\int_{0}^{t_{2}} \int|G|^{2} d x d t\right)^{1 / 2}\left(\int_{t_{1}}^{t_{2}} \beta(t) d t\right)^{s} \tag{3.13}
\end{equation*}
$$

for the same $\beta$ and $s$, where $\beta$ is determined solely by the properties of $(\rho, u, f)$ and $(\bar{\rho}, \bar{u}, \bar{f})$ and $s$ is determined by $n$. In particular, $C, \beta$, and $s$ are independent of $G$, $t_{1}$, and $t_{2}$.

The term $E_{3}$ is bounded in almost the same way as $E_{1}$ (the hypothesis on the second term in (1.12) is required here), and the bound for $E_{5}$ is trivial. For $E_{6}$ we first define the divided difference

$$
a(x, t)=\int_{0}^{1} P^{\prime}(\rho(x, t)+\theta(\bar{\rho}(x, t)-\rho(x, t))) d \theta
$$

as in (1.16). Then for $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ and at a fixed time $t$,

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n}}[P(\rho)-P(\bar{\rho})] \varphi d x\right| & =\left|\int_{\mathbb{R}^{n}} a(\rho-\bar{\rho}) \varphi d x\right| \\
& \leq\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}}\|a \varphi\|_{H^{1}} \\
& \leq C\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}}\left(\|\varphi\|_{H^{1}}+\|\varphi \nabla a\|_{L^{2}}\right)
\end{aligned}
$$

Now, for an ideal isothermal fluid, $P(\rho)=K \rho, a$ is constant, and $\nabla a=0$. For more general $P$ we apply the hypothesis (1.16) for the case $n=3$ that $\nabla a \in L^{3}$ and the embedding $H^{1} \rightarrow L^{6}$ to obtain

$$
\|\varphi \nabla a\|_{L^{2}} \leq\|\varphi\|_{L^{6}}\|\nabla a\|_{L^{3}} \leq C\|\nabla \varphi\|_{L^{2}} \leq C\|\varphi\|_{H^{1}}
$$

A similar result holds for $n=2$. It follows that

$$
\|(P(\rho)-P(\bar{\rho}))(\cdot, t)\|_{H^{-1}} \leq C\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}}
$$

when either $P(\rho)=K \rho$ or for more general $P$ when (1.16) holds. Thus in either case,

$$
\begin{align*}
\left|E_{6}\right| & \leq \int_{0}^{T}\|P(\rho)-P(\bar{\rho})\|_{H^{-1}}\left\|\operatorname{div} \psi^{\delta}\right\|_{H^{1}} d t \\
& \leq C T^{1 / 2} \sup _{0 \leq t \leq T}\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}}\left(\iint|G|^{2} d x d t\right)^{1 / 2} \tag{3.14}
\end{align*}
$$

by Lemma 3.1. In order to complete the bound for $E_{6}$ we therefore need to obtain a bound for $\|\rho-\bar{\rho}\|_{H^{-1}}$. Again let $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ so that at a fixed time,

$$
\begin{aligned}
\left|\int(\rho-\bar{\rho}) \varphi d x\right| & =\left|\int[\rho \varphi-(\bar{\rho} \circ S)(\varphi \circ S)|\operatorname{det} \nabla S|] d x\right| \\
& =\left|\int \rho\left(\varphi-A_{0}(\varphi \circ S)\right) d x\right| \\
& \leq \int \rho|\varphi-\varphi \circ S| d x+\int \rho|\varphi \circ S|\left|1-A_{0}\right| d x
\end{aligned}
$$

by Lemma 2.3(c) and the definition (3.2). An argument similar to that given above in the bound for $E_{1}$ shows that the first term on the right here is bounded by

$$
C t^{1 / 2}\left(\iint|z|^{2} d x d t\right)^{1 / 2}\left(\int|\nabla \varphi|^{2} d x\right)^{1 / 2}
$$

and the second term is clearly bounded by $C\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2}}\|\varphi\|_{L^{2}}$, by (3.12). We thus obtain that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|(\rho-\bar{\rho})(\cdot, t)\|_{H^{-1}} \leq C\left[\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2}}+T^{1 / 2}\left(\iint|z|^{2} d x d t\right)^{1 / 2}\right] \tag{3.15}
\end{equation*}
$$

and, substituting into (3.14), that

$$
\left|E_{6}\right| \leq C T^{1 / 2}\left[\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{L^{2}}+\left(\iint|z|^{2} d x d t\right)^{1 / 2}\right]\left(\iint|G|^{2} d x d t\right)^{1 / 2}
$$

Combining all the above bounds, we conclude from (3.11) that

$$
\begin{equation*}
\left|\int_{0}^{T} \int z \cdot G d x d t\right| \leq C\left[M_{0}\left(\int_{0}^{T} \int|G|^{2} d x d t\right)^{1 / 2}+E_{1}(0, T)\right] \tag{3.16}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{0}=\| \rho_{0} & -\bar{\rho}_{0}\left\|_{L^{2} \cap L^{2 p}}+\right\| \rho_{0} u_{0}-\bar{\rho}_{0} \bar{u}_{0} \|_{L^{2}} \\
& +\left(\int_{0}^{T} \int|f-\bar{f} \circ S|^{2} d x d t\right)^{1 / 2}+T^{1 / 2}\left(\int_{0}^{T} \int|z|^{2} d x d t\right)^{1 / 2}
\end{aligned}
$$

$E_{1}$ is as in (3.13), and $C$ is now fixed.
We note that (3.16) holds with $T$ replaced by any time $\tau \leq T$ with the same constant $C$, and we recall that $\beta$ and $s$ in (3.13) are fixed and are independent of $G$. To complete the bound for $z$ we therefore choose a time $\tau>0$ so that $\left(\int_{t_{1}}^{t_{2}} \beta\right)^{s} \leq 1 /(2 C)$ when $0 \leq t_{2}-t_{1} \leq \tau$. Then applying (3.16) with $T$ replaced by $\tau$ and bounding $E_{1}(0, \tau)$ as in (3.13), we obtain that

$$
\left(\int_{0}^{\tau} \int|z|^{2} d x d t\right)^{1 / 2} \leq 2 C M_{0}
$$

and as a consequence that

$$
\left|E_{1}(0, \tau)\right| \leq M_{0}\left(\int_{0}^{\tau} \int|G|^{2} d x d t\right)^{1 / 2}
$$

for any $G$, again by (3.13). We now apply (3.16) with $T$ replaced by $2 \tau$ :

$$
\begin{aligned}
& \left|\int_{0}^{2 \tau} \int z \cdot G d x d t\right| \leq C M_{0}\left(\int_{0}^{2 \tau} \int|G|^{2} d x d t\right)^{1 / 2}+C\left[E_{1}(0, \tau)+E_{1}(\tau, 2 \tau)\right] \\
& \leq 2 C M_{0}\left(\int_{0}^{2 \tau} \int|G|^{2} d x d t\right)^{1 / 2} \\
& \quad+C\left(\int_{0}^{2 \tau} \int|z|^{2} d x d t\right)^{1 / 2}\left(\int_{0}^{2 \tau} \int|G|^{2} d x d t\right)^{1 / 2} \cdot(2 C)^{-1}
\end{aligned}
$$

by (3.13), so that

$$
\left(\int_{0}^{2 \tau} \int|z|^{2} d x d t\right)^{1 / 2} \leq 4 C M_{0}
$$

Since $\tau>0$ is fixed, we can exhaust $[0, T]$ in a finite number of such steps to obtain that $\left(\int_{0}^{T} \int|z|^{2}\right)^{1 / 2} \leq C M_{0}$ for a new constant $C$. The term $T^{1 / 2}\left(\int_{0}^{T} \int|z|^{2}\right)^{1 / 2}$ can then be eliminated from the definition of $M_{0}$ by a Gronwall-type argument. This together with (3.15) then proves the required bound (1.15), but with $u-\bar{u}$ replaced by $z=u-\bar{u} \circ S$. However, by Lemma $2.3(\mathrm{~d})$ and the assumed bound for the second term in (1.12),

$$
\begin{aligned}
\iint|\bar{u}-\bar{u} \circ S|^{2} d x d t & \leq \int\|\nabla \bar{u}(\cdot, t)\|_{L^{\infty}}^{2} \int|x-S(x, t)|^{2} d x d t \\
& \leq C\left(\int t\|\nabla \bar{u}(\cdot, t)\|_{L^{\infty}}^{2} d t\right)\left(\iint|z|^{2} d x d t\right) \\
& \leq C \iint|z|^{2} d x d t
\end{aligned}
$$

which has just been shown to satisfy the bound in (1.15). This completes the proof of the theorem.

Proof of Lemma 3.1. We omit the superscripts. Multiplying the differential equation in (3.8) by $\psi^{j}$ and adding the equation $\frac{1}{2}|\psi|^{2}\left(\rho_{t}+\operatorname{div}(\rho u)\right)=0$, we obtain

$$
\left(\frac{1}{2} \rho|\psi|^{2}\right)_{t}+\operatorname{div}\left(\frac{1}{2} \rho|\psi|^{2} u\right)+\psi \cdot(\mu \Delta \psi+\lambda \nabla \operatorname{div} \psi)=\psi \cdot G
$$

from which it follows easily that

$$
\sup _{0 \leq t \leq T} \int|\psi(x, t)|^{2} d x+\int_{0}^{T} \int_{\mathbb{R}^{n}}|\nabla \psi|^{2} d x d t \leq C \int_{0}^{T} \int_{\mathbb{R}^{n}}|G|^{2} d x d t
$$

since $C^{-1} \leq \rho \leq C$. Next, writing $\dot{\psi}=\psi_{t}+\nabla \psi u$, we obtain from (3.8) that

$$
\rho|\dot{\psi}|^{2}+\left(\frac{1}{2} \mu|\Delta \psi|^{2}+\frac{1}{2} \lambda(\operatorname{div} \psi)^{2}\right)+\{\ldots\}_{x} \leq \psi \cdot G+C|\nabla \psi|^{2}|\nabla u|
$$

so that

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int|\nabla \psi(x, t)|^{2} d x+\int_{0}^{T} \int|\dot{\psi}|^{2} d x d t \leq C \int_{0}^{T} \int|G|^{2} d x d t \tag{3.17}
\end{equation*}
$$

since $\nabla u \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{n}\right)\right)$ by (1.8). It then follows from (3.8) that

$$
\iint|\mu \Delta \psi+\lambda \operatorname{div} \psi|^{2} d x d t \leq C \iint|G|^{2} d x d t
$$

and therefore that

$$
\iint\left|D_{x}^{2} \psi\right|^{2} d x d t \leq C \iint|G|^{2} d x d t
$$

because the operator $\mu \Delta+\lambda \nabla$ div is elliptic. This proves (3.9). The a priori bound required for the proof of (3.10) is similar but slightly more technical: we take the convective derivative in (3.8) then multiply by $\operatorname{sgn}\left(\dot{\psi}^{j}\right)\left|\dot{\psi}^{j}\right|^{s-1}$, where $s>n$, to obtain a bound for $\sup _{t} \int|\dot{\psi}|^{s} d x$. This gives a bound for $\sup _{t} \int\left|D_{x}^{2} \psi\right|^{s} d x$, as above, hence a bound for $\sup _{t}\|\nabla \psi(\cdot, t)\|_{L^{\infty}}$.
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1. Introduction. In recent years, the nonlinear fourth-order parabolic equation

$$
\begin{equation*}
u_{t}+\left(u(\log u)_{x x}\right)_{x x}=0, \quad u(\cdot, 0)=u_{I} \geq 0 \quad \text { in } \Omega, t>0 \tag{1.1}
\end{equation*}
$$

in a bounded interval $\Omega=(0,1)$ with periodic or Dirichlet-Neumann boundary conditions or in the whole space $\Omega=\mathbb{R}$, has attracted the interest of many mathematicians since it possesses some interesting mathematical properties. For instance, the solutions are nonnegative, there are several Lyapunov functionals, and related logarithmic Sobolev inequalities can be derived [4, 10].

Equation (1.1) was first derived in the context of fluctuations of a stationary nonequilibrium interface [9]. It also appears as an approximation of the so-called quantum drift-diffusion model for semiconductors [1], which can be derived by a quantum moment method from a Wigner-BGK (Bhatnagar-Gross-Krook) equation [8]. More precisely, the quantum drift-diffusion model for the electron density $u$ and the electron current density $J$ reads as

$$
u_{t}-J_{x}=0, \quad J=-\frac{\varepsilon^{2}}{2} u\left(\frac{(\sqrt{u})_{x x}}{\sqrt{u}}\right)_{x}+T u_{x}+u E
$$

where $\varepsilon$ is the scaled Planck constant, $T$ the temperature, and $E=E(x, t)$ the electric field. Then (1.1) follows from this equation for $\varepsilon=1$, zero temperature, and zero electric field since $u\left((\sqrt{u})_{x x} / \sqrt{u}\right)_{x}=2\left(u(\log u)_{x x}\right)_{x}$.

[^104]The first analytical result for (1.1) has been presented in [4]; more precisely, the existence of local-in-time positive classical solutions with periodic boundary conditions has been proved. This result has been generalized to global nonnegative weak solutions in [10]. The existence of global weak periodic solutions in several space dimensions has been proved very recently employing Wasserstein space techniques [12].

In quantum semiconductor modeling, Dirichlet-Neumann boundary conditions of the type

$$
\begin{equation*}
u(0, t)=u(1, t)=1, \quad u_{x}(0, t)=u_{x}(1, t)=0, \quad t>0 \tag{1.2}
\end{equation*}
$$

have been employed to model resonant tunneling diodes in $\Omega=(0,1)$ [14]. Here, the function $u(x, t)$ signifies the (nonnegative) electron density in the semiconductor device. The existence of global weak solutions to (1.1)-(1.2) has been proved in [13].

The boundary conditions (1.2) simplify the analysis considerably. Indeed, one of the main ideas of the existence proof is to employ an exponential transformation of variables, $u=e^{y}$. In the new variable $y$, the boundary conditions are homogeneous. Thus, using, for instance, the test function $y$ in the weak formulation of (1.1), no integrals with boundary data appear.

The boundary conditions (1.2) follow from physical considerations like the charge neutrality at the boundary contacts, i.e., $u-C=0$ at $x=0,1$, where $C=C(x) \bmod -$ els fixed background charges. Numerical results show that the Neumann boundary conditions for the density $u$ should be nonhomogeneous for ultrasmall semiconductor devices (see section 4 in [16]). Moreover, when the values of the doping profile $C(x)$ are different at the contacts, the Dirichlet boundary conditions satisfy $u(0, t) \neq u(1, t)$. Therefore, we wish to study the more general nonhomogeneous boundary conditions

$$
\begin{equation*}
u(0, t)=u_{0}, \quad u(1, t)=u_{1}, \quad u_{x}(0, t)=w_{0}, \quad u_{x}(1, t)=w_{1}, \quad t>0 \tag{1.3}
\end{equation*}
$$

where $u_{0}, u_{1}>0$ and $w_{0}, w_{1} \in \mathbb{R}$. The treatment of the nonhomogeneities is also interesting from a mathematical point of view. Indeed, almost all results for (1.1) (and for related fourth-order equations like the thin-film model [3]) are shown only for periodic or no-flux boundary conditions or for whole-space problems, in order to avoid integrals with boundary data. In this paper, we show how to deal with nonhomogeneous boundary conditions for (1.1).

More precisely, we show (i) the existence and uniqueness of a classical positive solution $u_{\infty}$ to the stationary problem corresponding to (1.1), (ii) the existence of global nonnegative weak solutions $u(\cdot, t)$ to the transient problem (1.1), (1.3), and (iii) the exponential convergence of $u(\cdot, t)$ to its steady state $u_{\infty}$ as $t \rightarrow \infty$ in the $L^{1}$ norm, under the assumption that the boundary data is such that $\log u_{\infty}$ is concave. The long-time behavior is illustrated by numerical experiments. Notice that this is the first result of the stationary problem corresponding to (1.1) in the literature (if (1.2) or periodic boundary conditions are assumed, the steady state is constant). We also remark that the Wasserstein techniques of [12] cannot be applied to (1.1), (1.3) since this technique relies on the conservation of the $L^{1}$ norm which is not the case here.

The long-time behavior of solutions to (1.1) has been studied for periodic boundary conditions $[5,10]$ and for the boundary conditions (1.2) [15]. In particular, it could be shown that the solutions converge exponentially fast to their (constant) steady states. The decay rate has been numerically computed in [6]. No results are available up to now for the case of the nonhomogeneous boundary conditions (1.3).

Our first main result is the existence and uniqueness of stationary solutions needed in the existence proof for the transient problem.

THEOREM 1.1. Let $u_{0}, u_{1}>0$ and $w_{0}, w_{1} \in \mathbb{R}$. Then there exists a unique classical solution $u \in C^{\infty}([0,1])$ to

$$
\begin{align*}
\left(u(\log u)_{x x}\right)_{x x} & =0 \quad \text { in }(0,1), \quad u(0)=u_{0}, \quad u(1)=u_{1}  \tag{1.4}\\
u_{x}(0) & =w_{0}, \quad u_{x}(1)=w_{1}
\end{align*}
$$

satisfying $u(x) \geq m>0$ for all $x \in[0,1]$, and the constant $m>0$ depends only on the boundary data.

The existence proof is based on a fixed-point argument and appropriate a priori estimates, using the structure of the equation and the one-dimensionality heavily. More precisely, we perform the exponential transformation $u=e^{y}$ and write the equation in (1.4) as $y_{x x}=(a x+b) e^{-y}$ for some $a, b \in \mathbb{R}$. The key point is to derive uniform bounds on $a$ and $b$. This implies a uniform $H^{1}$ bound for $y$ and, in view of the one-dimensionality, a uniform $L^{\infty}$ bound for $y=\log u$, hence showing the positivity of $u$. For the uniqueness we employ a monotonicity property of the operator $\sqrt{u} \mapsto-\left(u(\log u)_{x x}\right)_{x x} /(2 \sqrt{u})$ for suitable functions $u$ (the monotonicity property was first observed in [13]).

The second main result is the existence of solutions to the transient problem. For simplicity, we consider time-independent boundary data only.

THEOREM 1.2. Let $u_{0}, u_{1}>0$ and $w_{0}, w_{1} \in \mathbb{R}$. Let $u_{I}(x) \geq 0$ be integrable such that $\int_{0}^{1}\left(u_{I}-\log u_{I}\right) d x<\infty$. Then there exists a weak solution $u$ to (1.1), (1.3) satisfying $u(x, t) \geq 0$ in $(0,1) \times(0, \infty)$ and

$$
u \in L_{\mathrm{loc}}^{5 / 2}\left(0, \infty ; W^{1,1}(0,1)\right) \cap W_{\mathrm{loc}}^{1,10 / 9}\left(0, \infty ; H^{-2}(0,1)\right), \log u \in L_{\mathrm{loc}}^{2}\left(0, \infty ; H^{2}(0,1)\right)
$$

For the proof of this theorem we semidiscretize (1.1) in time and solve at each time step a nonlinear elliptic problem. The main difficulty is to obtain uniform estimates. The idea of [13] is to derive these estimates from a special Lyapunov functional,

$$
E_{1}(t)=\int_{0}^{1}\left(\frac{u}{u_{\infty}}-\log \frac{u}{u_{\infty}}\right) d x
$$

which is also called an "entropy" functional. Indeed, a formal computation (made precise in section 3) shows that

$$
\begin{equation*}
\frac{d E_{1}}{d t}+\int_{0}^{1}(\log u)_{x x}^{2} d x=\int_{0}^{1} u(\log u)_{x x}\left(\frac{1}{u_{\infty}}\right)_{x x} d x \tag{1.5}
\end{equation*}
$$

implying that $E_{1}$ is nonincreasing if $\left(1 / u_{\infty}\right)_{x x}=0$, which is the case in [13] where $u_{\infty}=$ const holds. However, in the general case $\left(1 / u_{\infty}\right)_{x x} \neq 0$, the right-hand side of (1.5) still needs to be estimated.

The key idea is to employ the new "entropy"

$$
E_{2}(t)=\int_{0}^{1}\left(\sqrt{u}-\sqrt{u_{\infty}}\right)^{2} d x
$$

A formal computation yields

$$
\begin{equation*}
\frac{d E_{2}}{d t}+2 \int_{0}^{1}\left(\sqrt[4]{\frac{u_{\infty}}{u}}(\sqrt{u})_{x x}-\sqrt[4]{\frac{u}{u_{\infty}}}\left(\sqrt{u_{\infty}}\right)_{x x}\right)^{2} d x=0 \tag{1.6}
\end{equation*}
$$

With this estimate the right-hand side of (1.5) can be treated. Indeed, the above entropy production integral allows us to find the bound

$$
\begin{equation*}
\int_{0}^{1}\left(\sqrt{u}(\log u)_{x x}^{2}+(\sqrt[8]{u})_{x}^{4}\right) d x \leq c \tag{1.7}
\end{equation*}
$$

for some constant $c>0$ depending only on the boundary data; see Lemma 3.2 for details. (Here and in the following, the notation $(f(u))_{x}^{4}$ means $\left[(f(u))_{x}\right]^{4}$.) Then, using Young's inequality, the right-hand side of (1.5) is bounded from above by

$$
\int_{0}^{1} \sqrt{u}(\log u)_{x x}^{2} d x+\left\|1 / u_{\infty}^{2}\right\|_{W^{2, \infty}(0,1)} \int_{0}^{1} u^{3 / 2} d x
$$

which is bounded in view of (1.7). We stress the fact that this idea is new in the literature.

The above estimates are only valid if $u$ is nonnegative. However, no maximum principle is generally available for fourth-order equations. We prove the nonnegativity property by employing the same idea as in the stationary case: after introducing an exponential variable $u=e^{y}$, we obtain a uniform $H^{2}$ bound by (1.5) and (1.7) and hence an $L^{\infty}$ bound for $y=\log u$, which shows that $u$ is positive. Letting the parameter of the time discretization tend to zero, we conclude the nonnegativity of $u$.

We notice that, interestingly, the new entropy $E_{2}$ is connected with the monotonicity property of $\sqrt{u} \mapsto-\left(u(\log u)_{x x}\right)_{x x} /(2 \sqrt{u})$ since the proof of this property also relies on the estimate (1.6) (see Lemma 2.3 in [13] and (2.7) below).

The physical (relative) entropy

$$
E_{3}(t)=\int_{0}^{1}\left(u \log \frac{u}{u_{\infty}}-u+u_{\infty}\right) d x
$$

is still another Lyapunov functional. It is used in the proof of the long-time behavior of solutions, which is our final main result.

THEOREM 1.3. Let the assumptions of Theorem 1.2 hold and let $\int_{0}^{1} u_{I}\left(\log u_{I}-\right.$ $1) d x<\infty$. Let $u$ be the solution to (1.1), (1.3) constructed in Theorem 1.2 and let $u_{\infty}$ be the unique solution to (1.4). We assume that the boundary data is such that $\log u_{\infty}$ is concave. Then there exist constants $c, \lambda>0$ depending only on the boundary and initial data such that for all $t>0$,

$$
\left\|u(\cdot, t)-u_{\infty}\right\|_{L^{1}(0,1)} \leq c e^{-\lambda t}
$$

In order to prove this result, we take formally the time derivative of the relative entropy $E_{3}$. It can be shown (see section 4 for details) that the assumption $\left(\log u_{\infty}\right)_{x x} \leq 0$ allows us to derive

$$
\frac{d E_{3}}{d t}+P \leq 0
$$

where $P \geq 0$ denotes the entropy production term involving second derivatives of $u$. This term can be estimated similarly as in [15] in terms of the entropy yielding

$$
\frac{d E_{3}}{d t}+2 \lambda E_{3} \leq 0
$$

for some $\lambda>0$. Gronwall's inequality implies the exponential convergence in terms of the relative entropy. A Csiszar-Kullback-type inequality then gives the assertion. The assumption on the concavity of $\log u_{\infty}$ can be slightly relaxed (see Remark 4.4).

The paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.1. Then the existence of transient solutions (Theorem 1.2) is shown in section 3. Theorem 1.3 is proved in section 4, and finally in section 5 , some numerical results are presented.
2. Existence and uniqueness of stationary solutions. In this section we will prove Theorem 1.1. First, we perform the transformation of variables $y=\log u$ and consider the problem

$$
\begin{equation*}
\left(e^{y} y_{x x}\right)_{x x}=0 \quad \text { in }(0,1), \quad y(0)=y_{0}, y(1)=y_{1}, y_{x}(0)=\alpha, y_{x}(1)=\beta \tag{2.1}
\end{equation*}
$$

where $y_{0}=\log u_{0}, y_{1}=\log u_{1}, \alpha=w_{0} / u_{0}$, and $\beta=w_{1} / u_{1}$. Clearly, any classical solution of (2.1) is a positive classical solution of (1.4). We show first some a priori estimates for the solution of (2.1).

Lemma 2.1. Let $y$ be a classical solution to (2.1). Then

$$
\begin{equation*}
y(x) \leq M:=\max \left\{y_{0}, y_{1}\right\}+|\alpha|+|\beta| . \tag{2.2}
\end{equation*}
$$

Proof. First we observe that there exist constants $a, b \in \mathbb{R}$ such that $y$ solves the equation $y_{x x}=(a x+b) e^{-y}$. This implies that $y_{x x}$ can change its sign at most once. In the following we consider several cases for the sign of $y_{x x}(0)$ and $y_{x x}(1)$.

First case. Let $y_{x x}(0) \geq 0$ and $y_{x x}(1) \geq 0$. Since $y_{x x}$ can change the sign at most once it follows that $y_{x x} \geq 0$ in $(0,1)$. We conclude that $y(x) \leq \max \left\{y_{0}, y_{1}\right\}$ for all $x \in[0,1]$.

Second case. Let $y_{x x}(0) \geq 0$ and $y_{x x}(1)<0$. There exists $x_{1} \in[0,1)$ such that $y_{x x}\left(x_{1}\right)=0$. Therefore, $a x+b \geq 0$ for all $x \in\left[0, x_{1}\right]$ and $a x+b \leq 0$ for all $x \in\left[x_{1}, 1\right]$. A Taylor expansion gives for all $x \in\left[x_{1}, 1\right]$

$$
\begin{aligned}
y(x) & =y(1)+y_{x}(1)(x-1)+\int_{x}^{1}(s-x) y_{x x}(s) d s \\
& =y_{1}+\beta(x-1)+\int_{x}^{1}(s-x)(a s+b) e^{-y(s)} d s \leq \max \left\{y_{0}, y_{1}\right\}+|\beta|
\end{aligned}
$$

We claim that $y(x) \leq \max \left\{y_{0}, y_{1}\right\}+|\beta|$ holds for all $x \in\left[0, x_{1}\right]$. For this, let $x_{2} \in\left[0, x_{1}\right]$ be such that $y\left(x_{2}\right)=\max \left\{y(x): x \in\left[0, x_{1}\right]\right\}$. Suppose that $y\left(x_{2}\right)>\max \left\{y_{0}, y_{1}\right\}+$ $|\beta|$. Then $x_{2} \in\left(0, x_{1}\right)$ and, since $y(x)$ reaches a maximum at the interior point $x_{2}$, $y_{x x}\left(x_{2}\right) \leq 0$. Since $x_{2} \in\left(0, x_{1}\right)$, we have $y_{x x}\left(x_{2}\right)=\left(a x_{2}+b\right) e^{-y\left(x_{2}\right)} \geq 0$. This shows that $y_{x x}\left(x_{2}\right)=0$. But then $y_{x x}\left(x_{2}\right)=\left(a x_{2}+b\right) e^{-y\left(x_{2}\right)}$ implies that $a x_{2}+b=0$. Since also $a x_{1}+b=0$, it follows that $a=b=0$ and thus $y_{x x}(x)=0$ for all $x \in[0,1]$; this is a contradiction to $y_{x x}(1)<1$. Hence, $y(x) \leq \max \left\{y_{0}, y_{1}\right\}+|\beta|$ for all $x \in[0,1]$.

Third case. Let $y_{x x}(0)<0$ and $y_{x x}(1) \geq 0$. By similar arguments as in the second case, it can be shown that $y(x) \leq \max \left\{y_{0}, y_{1}\right\}+|\alpha|$ for all $x \in[0,1]$.

Fourth case. Let $y_{x x}(0)<0$ and $y_{x x}(1)<0$. This implies that $a x+b<0$ for all $x \in[0,1]$ and, by a Taylor expansion,

$$
y(x)=y_{0}+\alpha x+\int_{0}^{x}(x-s)(a s+b) e^{-y(s)} d s \leq y_{0}+|\alpha|, \quad x \in[0,1] .
$$

The lemma is proved.
Lemma 2.2. Let $y$ be a classical solution to (2.1). Then there exists a constant $K>0$ depending only on $y_{0}, y_{1}, \alpha$, and $\beta$ such that

$$
\|y\|_{H^{2}(0,1)} \leq K
$$

Proof. There exist constants $a, b \in \mathbb{R}$ such that $y$ solves the equation

$$
\begin{equation*}
y_{x x}=(a x+b) e^{-y} \quad \text { in }(0,1) \tag{2.3}
\end{equation*}
$$

and $b=e^{y_{0}} y_{x x}(0), a=e^{y_{1}} y_{x x}(1)-e^{y_{0}} y_{x x}(0)$. In order to obtain a uniform estimate for $y_{x x}$ we first have to find uniform estimates for $a$ and $b$. For this, we multiply (2.3) by $y_{x}^{2}$ and integrate over $(0,1)$ :

$$
\int_{0}^{1}(a x+b) e^{-y} y_{x}^{2} d x=\int_{0}^{1} y_{x x} y_{x}^{2} d x=\frac{1}{3} \int_{0}^{1}\left(y_{x}^{3}\right)_{x} d x=\frac{1}{3}\left(\beta^{3}-\alpha^{3}\right)
$$

Next we multiply (2.3) by $y_{x x}$, integrate over $(0,1)$, integrate by parts, and use the above equality:

$$
\begin{aligned}
\int_{0}^{1} y_{x x}^{2} d x & =\int_{0}^{1}(a x+b) e^{-y} y_{x x} d x \\
& =\int_{0}^{1}(a x+b) e^{-y} y_{x}^{2} d x-a \int_{0}^{1} e^{-y} y_{x} d x+\left[(a x+b) e^{-y(x)} y_{x}(x)\right]_{0}^{1} \\
& =\frac{1}{3}\left(\beta^{3}-\alpha^{3}\right)+a\left(e^{-y_{1}}-e^{-y_{0}}\right)+(a+b) e^{-y_{1}} \beta-b e^{-y_{0}} \alpha
\end{aligned}
$$

By Young's inequality this becomes

$$
\begin{equation*}
\int_{0}^{1} y_{x x}^{2} d x \leq C+\frac{1}{60} e^{-2 M} a^{2}+\frac{1}{12} e^{-2 M} b^{2} \tag{2.4}
\end{equation*}
$$

where $C:=\left(\beta^{3}-\alpha^{3}\right) / 3+15 e^{2 M}\left((1+\beta) e^{-y_{1}}-e^{-y_{0}}\right)^{2}+3 e^{2 M}\left(\beta e^{-y_{1}}-\alpha e^{-y_{0}}\right)^{2}$. Taking the square of $(2.3)$ and integrating over $(0,1)$ yields, by Lemma 2.1,

$$
\begin{align*}
\int_{0}^{1} y_{x x}^{2} d x & =\int_{0}^{1}(a x+b)^{2} e^{-2 y} d x \geq e^{-2 M} \int_{0}^{1}(a x+b)^{2} d x \\
& =\frac{1}{3} e^{-2 M}\left(a^{2}+3 a b+3 b^{2}\right) \geq \frac{1}{3} e^{-2 M}\left(\frac{a^{2}}{10}+\frac{b^{2}}{2}\right) \tag{2.5}
\end{align*}
$$

where we have used the Young inequality $3 a b \geq-9 a^{2} / 10-5 b^{2} / 2$. Putting together (2.4) and (2.5), we obtain

$$
\begin{equation*}
\frac{a^{2}}{10}+\frac{b^{2}}{2} \leq 3 e^{2 M} \int_{0}^{1} y_{x x}^{2} d x \leq 3 e^{2 M} C+\frac{a^{2}}{20}+\frac{b^{2}}{4} \tag{2.6}
\end{equation*}
$$

Therefore, $a$ and $b$ are bounded by a constant which depends only on $y_{0}, y_{1}, \alpha$, and $\beta$. By (2.4) this gives a uniform estimate for $\left\|y_{x x}\right\|_{L^{2}(0,1)}$ and, employing Poincaré's inequality, also for $\|y\|_{H^{2}(0,1)}$.

Proof of Theorem 1.1. We wish to employ the Leray-Schauder fixed-point theorem. For this let $\sigma \in[0,1]$ and $z \in H^{1}(0,1)$ and let $y \in H^{2}(0,1)$ be the unique solution of

$$
\left(e^{z} y_{x x}\right)_{x x}=0 \quad \text { in }(0,1), \quad y(0)=\sigma y_{0}, y(1)=\sigma y_{1}, y_{x}(0)=\sigma \alpha, y_{x}(1)=\sigma \beta
$$

This defines a fixed-point operator $S: H^{1}(0,1) \times[0,1] \rightarrow H^{1}(0,1), S(z, \sigma)=y$. Clearly, $S(z, 0)=0$ for all $z$. Moreover, by standard arguments, $S$ is continuous and compact, since the embedding $H^{2}(0,1) \hookrightarrow H^{1}(0,1)$ is compact. It remains to show
that there exists a constant $K>0$ such that for all $\sigma \in[0,1]$ and for any fixed point $y$ of $S(\cdot, \sigma)$, the estimate $\|y\|_{H^{1}(0,1)} \leq K$ holds. Lemma 2.2 settles the case $\sigma=1$. For $\sigma<1$, a similar proof as in Lemma 2.2 shows the existence of a constant $K>0$ such that $\|y\|_{H^{2}(0,1)} \leq K$ holds. By the Leray-Schauder theorem, this proves the existence of a solution $y \in H^{2}(0,1)$ to (2.1).

Actually, the solution $y$ is a classical solution. Indeed, $y$ satisfies $y_{x x}=(a x+$ b) $e^{-y} \in H^{2}(0,1)$ for some $a, b \in \mathbb{R}$, and hence, $y \in H^{4}(0,1)$. By bootstrapping, $y \in H^{n}(0,1)$ for all $n \in \mathbb{N}$ and $y$ is a classical solution.

In order to prove the uniqueness of solutions, we extend an idea of [13]. Let $u_{1}$ and $u_{2}$ be two positive classical solutions to (1.4). We multiply (1.4) for $u_{1}$ by $1-\sqrt{u_{2} / u_{1}}$ and (1.4) for $u_{2}$ by $\sqrt{u_{1} / u_{2}}-1$, integrate, and take the difference. This yields, by integrating by parts,

$$
\begin{align*}
0= & \int_{0}^{1}\left[\left(u_{1}\left(\log u_{1}\right)_{x x}\right)_{x x}\left(1-\sqrt{u_{2} / u_{1}}\right)-\left(u_{2}\left(\log u_{2}\right)_{x x}\right)_{x x}\left(\sqrt{u_{1} / u_{2}}-1\right)\right] d x  \tag{2.7}\\
= & 2 \int_{0}^{1}\left[\left(\sqrt{u_{1}}\right)_{x x x x}-\frac{1}{\sqrt{u_{1}}}\left(\sqrt{u_{1}}\right)_{x x}^{2}-\left(\sqrt{u_{2}}\right)_{x x x x}\right. \\
& \left.+\frac{1}{\sqrt{u_{2}}}\left(\sqrt{u_{2}}\right)_{x x}^{2}\right]\left(\sqrt{u_{1}}-\sqrt{u_{2}}\right) d x \\
= & 2 \int_{0}^{1}\left[\left(\left(\sqrt{u_{1}}\right)_{x x}-\left(\sqrt{u_{2}}\right)_{x x}\right)\left(\sqrt{u_{1}}-\sqrt{u_{2}}\right)_{x x}\right. \\
& \left.-\left(\sqrt{u_{1}}\right)_{x x}^{2}\left(1-\sqrt{\frac{u_{2}}{u_{1}}}\right)+\left(\sqrt{u_{2}}\right)_{x x}^{2}\left(\sqrt{\frac{u_{1}}{u_{2}}}-1\right)\right] d x \\
= & 2 \int_{0}^{1}\left(\sqrt[4]{\frac{u_{2}}{u_{1}}}\left(\sqrt{u_{1}}\right)_{x x}-\sqrt[4]{\frac{u_{1}}{u_{2}}}\left(\sqrt{u_{2}}\right)_{x x}\right)^{2} .
\end{align*}
$$

Therefore,

$$
0=\sqrt[4]{\frac{u_{2}}{u_{1}}}\left(\sqrt{u_{1}}\right)_{x x}-\sqrt[4]{\frac{u_{1}}{u_{2}}}\left(\sqrt{u_{2}}\right)_{x x} \quad \text { in }(0,1)
$$

Writing $u_{1}=e^{y_{1}}$ and $u_{2}=e^{y_{2}}$, this identity is equal to

$$
\begin{aligned}
0 & =e^{\left(y_{2}-y_{1}\right) / 4}\left(e^{y_{1} / 2}\right)_{x x}-e^{\left(y_{1}-y_{2}\right) / 4}\left(e^{y_{2} / 2}\right)_{x x} \\
& =\frac{1}{2} e^{\left(y_{2}+y_{1}\right) / 4}\left(y_{1, x x}+\frac{1}{2} y_{1, x}^{2}\right)-\frac{1}{2} e^{\left(y_{1}+y_{2}\right) / 4}\left(y_{2, x x}+\frac{1}{2} y_{2, x}^{2}\right)
\end{aligned}
$$

and hence

$$
\begin{equation*}
y_{1, x x}-y_{2, x x}=-\frac{1}{2}\left(y_{1, x}^{2}-y_{2, x}^{2}\right) \quad \text { in }(0,1) \tag{2.8}
\end{equation*}
$$

We integrate this equation over $\left(0, x_{0}\right)$, use the boundary condition $y_{1_{x}}(0)=y_{2_{x}}(0)$, and take the supremum,

$$
\left\|\left(y_{1}-y_{2}\right)_{x}\right\|_{L^{\infty}\left(0, x_{0}\right)} \leq \int_{0}^{x_{0}}\left|\left(y_{1}+y_{2}\right)_{x}\right| \cdot\left|\left(y_{1}-y_{2}\right)_{x}\right| d x \leq x_{0} L\left\|\left(y_{1}-y_{2}\right)_{x}\right\|_{L^{\infty}\left(0, x_{0}\right)}
$$

where $L=\left\|y_{1, x}\right\|_{L^{\infty}(0,1)}+\left\|y_{2, x}\right\|_{L^{\infty}(0,1)}$. Choosing $x_{0}=1 / 2 L$ gives $\left(y_{1}-y_{2}\right)_{x}=0$ and hence $y_{1}-y_{2}=0$ in $\left[0, x_{0}\right]$. In particular, $\left(y_{1}-y_{2}\right)_{x}\left(x_{0}\right)=0$. Therefore, integrating (2.8) over $\left(x_{0}, 2 x_{0}\right)$ we obtain by the same arguments that $y_{1}-y_{2}=0$ in $\left[x_{0}, 2 x_{0}\right]$.

After a finite number of steps we achieve $y_{1}-y_{2}=0$ in $[0,1]$. This proves the uniqueness of solutions.

Remark 2.3. Equation (2.3) with $y(0)=y(1)$ and $y_{x}(0)=-y_{x}(1) \leq 0$ is formally related to a combustion problem. Indeed, the boundary conditions imply that $y$ is symmetric around $x=\frac{1}{2}$ and that $y(x) \leq y(0)=y_{0}$ holds for any $x \in[0,1]$. The symmetry implies further $a=e^{y_{0}}\left(y_{x x}(1)-y_{x x}(0)\right)=0$ and moreover, $b=e^{y_{0}} y_{x x}(0) \geq$ 0 . Thus we can write (2.3) as $y_{x x}=b e^{-y}$ or, introducing $z(x)=-y(x)$,

$$
z_{x x}+b e^{z}=0 \quad \text { in }(0,1), \quad z(0)=z(1)=-y_{0}
$$

This is the solid fuel ignition model of [2]. It is well known that there exists $b^{*}>0$ such that this problem has exactly two solutions if $b \in\left(0, b^{*}\right)$, it has exactly one solution if $b=b^{*}$, and it has no solution if $b>b^{*}[2,11]$. This relation provides a better bound for $b$ (for the above special boundary conditions) than the estimate (2.6). Indeed, $a=0$ and $b$ is uniformly bounded by a number $b^{*}>0$ independently of the boundary conditions (and depending only on the domain $(0,1)$ ).
3. Existence of transient solutions. In order to prove Theorem 1.2 we again perform the exponential change of unknowns and we semidiscretize (1.1) in time. For this, we divide the time interval $(0, T]$ for some $T>0$ into $N$ subintervals $\left(t_{k-1}, t_{k}\right]$, with $k=1, \ldots, N$, where $0=t_{0}<\cdots<t_{N}=T$. Define $\tau_{k}=t_{k}-t_{k-1}>0$ and $\tau=\max \left\{\tau_{k}: k=1, \ldots, N\right\}$. We assume that $\tau \rightarrow 0$ as $N \rightarrow \infty$.

Let $u_{\infty}>0$ be the unique classical solution to (1.4) and set $y_{\infty}=\log u_{\infty}$. We perform the transformation $z=\log \left(u / u_{\infty}\right)$ and $z_{0}=\log \left(u_{I} / u_{\infty}\right)$. For given $k \in\{1, \ldots, N\}$ and $z_{k-1}$ we first solve the semidiscrete problem

$$
\begin{equation*}
\frac{e^{y_{\infty}}}{\tau_{k}}\left(e^{z_{k}}-e^{z_{k-1}}\right)=-\left(e^{z_{k}+y_{\infty}}\left(z_{k}+y_{\infty}\right)_{x x}\right)_{x x}, \quad z_{k} \in H_{0}^{2}(0,1) \tag{3.1}
\end{equation*}
$$

Proposition 3.1. For each $k=1, \ldots, N$, there exists a unique weak solution $z_{k} \in H_{0}^{2}(0,1)$ to (3.1).

For the proof of this proposition we first show some a priori estimates.
Lemma 3.2. Let $z_{k} \in H_{0}^{2}(0,1)$ be a weak solution to (3.1). Then there exists a constant $c>0$ depending only on $T, u_{I}$, and $u_{\infty}$ such that

$$
\begin{align*}
\left\|e^{z_{k} / 2}\right\|_{L^{2}(0,1)} & \leq c  \tag{3.2}\\
\sum_{i=1}^{N} \tau_{i} \int_{0}^{1} e^{z_{i} / 2}\left(\left(z_{i}+y_{\infty}\right)_{x x}^{2}+\left(z_{i}+y_{\infty}\right)_{x}^{4}\right) & \leq c  \tag{3.3}\\
\sum_{i=1}^{N} \tau_{i}\left\|e^{z_{i}}\right\|_{L^{\infty}(0,1)} & \leq c \tag{3.4}
\end{align*}
$$

Proof. Similarly as in the uniqueness proof of Theorem 1.1 we use the test functions $1-e^{-z_{k} / 2} \in H_{0}^{2}(0,1)$ in the weak formulation of the semidiscretized equation (3.1) and $e^{z_{k} / 2}-1 \in H_{0}^{2}(0,1)$ in the weak formulation of the stationary equation (1.4) and take the sum of the corresponding equations:

$$
\begin{align*}
\frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k}}-e^{z_{k-1}}\right)\left(1-e^{-z_{k} / 2}\right) d x= & \int_{0}^{1} e^{z_{k}+y_{\infty}}\left(z_{k}+y_{\infty}\right)_{x x}\left(e^{-z_{k} / 2}\right)_{x x} d x \\
& +\int_{0}^{1} e^{y_{\infty}} y_{\infty, x x}\left(e^{z_{k} / 2}\right)_{x x} d x \tag{3.5}
\end{align*}
$$

The right-hand side is equal to the first integral in (2.7) with $u_{1}=e^{z_{k}+y_{\infty}}$ and $u_{2}=e^{y_{\infty}}$. Therefore, the right-hand side is equal to the expression

$$
-2 \int_{0}^{1}\left(e^{-z_{k} / 4}\left(e^{\left(z_{k}+y_{\infty}\right) / 2}\right)_{x x}-e^{z_{k} / 4}\left(e^{y_{\infty} / 2}\right)_{x x}\right)^{2} d x
$$

For the left-hand side of (3.5) we write

$$
\begin{aligned}
& \frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k}}-e^{z_{k-1}}\right)\left(1-e^{-z_{k} / 2}\right) d x \\
& =\frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(\left(e^{z_{k} / 2}-1\right)^{2}-\left(e^{z_{k-1} / 2}-1\right)^{2}\right) d x+\frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k} / 4}-e^{z_{k-1} / 2-z_{k} / 4}\right)^{2} d x \\
& \geq \frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(\left(e^{z_{k} / 2}-1\right)^{2}-\left(e^{z_{k-1} / 2}-1\right)^{2}\right) d x
\end{aligned}
$$

Therefore, we conclude from (3.5), for all $k=1, \ldots, N$,

$$
\begin{aligned}
\frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k} / 2}-1\right)^{2} d x & +2 \int_{0}^{1}\left(e^{-z_{k} / 4}\left(e^{\left(z_{k}+y_{\infty}\right) / 2}\right)_{x x}-e^{z_{k} / 4}\left(e^{y_{\infty} / 2}\right)_{x x}\right)^{2} d x \\
\leq & \frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k-1} / 2}-1\right)^{2} d x
\end{aligned}
$$

This yields

$$
\begin{equation*}
\int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k} / 2}-1\right)^{2} d x \leq \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{0} / 2}-1\right)^{2} d x=\int_{0}^{1}\left(\sqrt{u_{I}}-\sqrt{u_{\infty}}\right)^{2} d x<\infty \tag{3.7}
\end{equation*}
$$

and thus (3.2). Moreover, after summing up (3.6),

$$
2 \sum_{i=1}^{k} \tau_{i} \int_{0}^{1}\left(e^{-z_{i} / 4}\left(e^{\left(z_{i}+y_{\infty}\right) / 2}\right)_{x x}-e^{z_{i} / 4}\left(e^{y_{\infty} / 2}\right)_{x x}\right)^{2} d x \leq \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{0} / 2}-1\right)^{2} d x
$$

Young's inequality gives

$$
4 \sum_{i=1}^{k} \tau_{i} \int_{0}^{1} e^{-z_{i} / 2}\left(e^{\left(z_{i}+y_{\infty}\right) / 2}\right)_{x x}^{2} d x \leq c+c \sum_{i=1}^{k} \tau_{i} \int_{0}^{1} e^{z_{i} / 2} d x
$$

where here and in the following, $c>0$ denotes a generic constant depending only on $T, u_{I}$, and $u_{\infty}$. In view of (3.7), the right-hand side is uniformly bounded. Hence

$$
\begin{aligned}
& \sum_{i=1}^{k} \tau_{i} \int_{0}^{1} e^{-\left(z_{i}+y_{\infty}\right) / 2}\left(e^{\left(z_{i}+y_{\infty}\right) / 2}\right)_{x x}^{2} d x \\
& \leq\left\|e^{y_{\infty} / 2}\right\|_{L^{\infty}(0,1)} \sum_{i=1}^{k} \tau_{i} \int_{0}^{1} e^{-z_{i} / 2}\left(e^{\left(z_{i}+y_{\infty}\right) / 2}\right)_{x x}^{2} d x \leq c
\end{aligned}
$$

Now the assertion (3.3) follows since, by integration by parts,

$$
\int_{0}^{1} e^{u / 2} u_{x}^{2} u_{x x} d x=-\frac{1}{6} \int_{0}^{1} e^{u / 2} u_{x}^{4}+\frac{1}{3}\left(e^{u(1) / 2} u_{x}(1)^{3}-e^{u(0) / 2} u_{x}(0)^{3}\right)
$$

for all $u \in H^{2}(0,1)$, and hence,

$$
\begin{aligned}
& \int_{0}^{1} e^{-\left(z_{i}+y_{\infty}\right) / 2}\left(e^{\left(z_{i}+y_{\infty}\right) / 2}\right)_{x x}^{2} d x \\
& =\frac{1}{4} \int_{0}^{1} e^{\left(z_{i}+y_{\infty}\right) / 2}\left(\left(z_{i}+y_{\infty}\right)_{x x}^{2}+\frac{1}{4}\left(z_{i}+y_{\infty}\right)_{x}^{4}+\left(z_{i}+y_{\infty}\right)_{x x}\left(z_{i}+y_{\infty}\right)_{x}^{2}\right) d x \\
& =\frac{1}{4} \int_{0}^{1} e^{\left(z_{i}+y_{\infty}\right) / 2}\left(\left(z_{i}+y_{\infty}\right)_{x x}^{2}+\frac{1}{12}\left(z_{i}+y_{\infty}\right)_{x}^{4}\right) d x+\frac{1}{12}\left(e^{y_{1} / 2} \beta^{3}-e^{y_{0} / 2} \alpha^{3}\right)
\end{aligned}
$$

Finally, (3.4) is a consequence of (3.3) and the Poincaré-Sobolev inequality since

$$
\int_{0}^{1} e^{z_{i} / 2}\left(z_{i}\right)_{x}^{4} d x=8^{4} \int_{0}^{1}\left(e^{z_{i} / 8}\right)_{x}^{4} \geq c\left\|e^{z_{i} / 8}\right\|_{L^{\infty}(0,1)}^{4}
$$

This shows the lemma. $\quad \square$
Lemma 3.3. Let $z_{k} \in H_{0}^{2}(0,1)$ be a weak solution to (3.1). Then there exists a constant $c>0$ depending only on $T, u_{I}$, and $u_{\infty}$ such that

$$
\begin{equation*}
\int_{0}^{1}\left(e^{z_{k}}-z_{k}\right) d x+\sum_{i=1}^{k} \tau_{i} \int_{0}^{1}\left(z_{i}+y_{\infty}\right)_{x x}^{2} d x \leq c \tag{3.8}
\end{equation*}
$$

Proof. We choose the test function $e^{-y_{\infty}}\left(1-e^{-z_{k}}\right) \in H_{0}^{2}(0,1)$ in the weak formulation of (3.1). Then, by Young's inequality,

$$
\begin{aligned}
& \int_{0}^{1}\left(e^{z_{k}}-e^{z_{k-1}}\right)\left(1-e^{-z_{k}}\right) d x \\
& =-\tau_{k} \int_{0}^{1} e^{z_{k}}\left(z_{k}+y_{\infty}\right)_{x x}\left(y_{\infty, x}^{2}-y_{\infty, x x}\right) d x-\tau_{k} \int_{0}^{1}\left(z_{k}+y_{\infty}\right)_{x x}^{2} d x \\
& \quad+\tau_{k} \int_{0}^{1}\left(z_{k}+y_{\infty}\right)_{x}^{2}\left(z_{k}+y_{\infty}\right)_{x x} d x \\
& \leq \\
& \tau_{k} \int_{0}^{1} e^{z_{k} / 2}\left(z_{k}+y_{\infty}\right)_{x x}^{2} d x+\tau_{k} \int_{0}^{1} e^{3 z_{k} / 2}\left(y_{\infty, x}^{2}-y_{\infty, x x}\right)^{2} d x \\
& \quad-\tau_{k} \int_{0}^{1}\left(z_{k}+y_{\infty}\right)_{x x}^{2} d x+\frac{\tau_{k}}{3}\left(\beta^{3}-\alpha^{3}\right)
\end{aligned}
$$

In view of (3.3) and (3.4), the right-hand side is uniformly bounded. The left-hand side can be estimated by

$$
\int_{0}^{1}\left(e^{z_{k}}-e^{z_{k-1}}\right)\left(1-e^{-z_{k}}\right) d x \geq \int_{0}^{1}\left(e^{z_{k}}-z_{k}\right) d x-\int_{0}^{1}\left(e^{z_{k-1}}-z_{k-1}\right) d x
$$

which is a consequence of the elementary inequality $e^{x}-1 \geq x$ for all $x \in \mathbb{R}$. Thus, (3.8) is proved.

Proof of Proposition 3.1. The existence of a solution to (3.1) is shown by the Leray-Schauder fixed-point theorem. For this, let $k \in\{1, \ldots, N\}$ and $z_{k-1}$ be given. Furthermore, let $w \in H^{1}(0,1)$ and $\sigma \in[0,1]$, and define the linear forms

$$
\begin{aligned}
a(z, \phi) & =\int_{0}^{1} e^{w+y_{\infty}} z_{x x} \phi_{x x} d x \\
F(\phi) & =-\frac{1}{\tau_{k}} \int_{0}^{1} e^{y_{\infty}}\left(e^{w}-e^{z_{k-1}}\right) \phi d x-\int_{0}^{1} e^{w+y_{\infty}} y_{\infty, x x} \phi_{x x} d x
\end{aligned}
$$

where $\phi \in H_{0}^{2}(0,1)$. Consider the linear problem

$$
a(z, \phi)=\sigma F(\phi) \quad \text { for all } \phi \in H_{0}^{2}(0,1)
$$

By the Lax-Milgram lemma, there exists a unique solution $z \in H_{0}^{2}(0,1)$ to this problem. This defines the fixed-point operator $S: H^{1}(0,1) \times[0,1] \rightarrow H^{1}(0,1), S(w, \sigma)=z$. It is not difficult to show that $S$ is continuous and compact, since the embedding $H_{0}^{2}(0,1) \hookrightarrow H^{1}(0,1)$ is compact. Moreover, $S(w, 0)=0$ for all $w \in H^{1}(0,1)$. It remains to prove that any fixed point of $S$ satisfies a uniform bound in $H^{1}(0,1)$. In fact, Lemma 3.3 shows that any fixed point $z \in H_{0}^{2}(0,1)$ is uniformly bounded if $\sigma=1$. The estimate for $\sigma<1$ is similar (and, in fact, independent of $\sigma$ ). This provides the wanted bound in $H^{1}(0,1)$, and the Leray-Schauder theorem can be applied to yield the existence of a solution to (3.1).

For the proof of Theorem 1.2 we need some more uniform estimates. Let $z^{(N)}$ be defined by $z^{(N)}(x, t)=z_{k}(x)$ if $t \in\left(t_{k-1}, t_{k}\right], x \in(0,1)$.

Lemma 3.4. The following estimates hold:

$$
\begin{align*}
\left\|z^{(N)}\right\|_{L^{\infty}\left(0, T ; L^{1}(0,1)\right)}+\left\|z^{(N)}\right\|_{L^{2}\left(0, T ; H^{2}(0,1)\right)} \leq c,  \tag{3.9}\\
\left\|z^{(N)}\right\|_{L^{5 / 2}\left(0, T ; W^{1, \infty}(0,1)\right)}+\left\|e^{z^{(N)}}\right\|_{L^{5 / 2}\left(0, T ; W^{1,1}(0,1)\right)} \leq c, \tag{3.10}
\end{align*}
$$

where $c>0$ depends only on $u_{I}$ and the boundary data.
Proof. The inequality $e^{x}-x \geq|x|$ for all $x \in \mathbb{R}$ and the estimate (3.8) imply that $z^{(N)}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ which, together with (3.8), shows (3.9). Then, using the Poincaré and Gagliardo-Nirenberg inequalities, we obtain from

$$
\begin{align*}
\left\|z^{(N)}\right\|_{L^{5 / 2}\left(0, T ; W^{1, \infty}(0,1)\right)} & \leq c\left\|z_{x}^{(N)}\right\|_{L^{5 / 2}\left(0, T ; L^{\infty}(0,1)\right)}  \tag{3.8}\\
& \leq c\left\|z^{(N)}\right\|_{L^{\infty}\left(0, T ; L^{1}(0,1)\right)}^{1 / 5}\left\|z^{(N)}\right\|_{L^{2}\left(0, T ; H^{2}(0,1)\right)}^{4 / 5} \leq c .
\end{align*}
$$

This estimate, (3.2), and the first bound in (3.9) imply (3.10) since

$$
\begin{aligned}
\left\|e^{z^{(N)}}\right\|_{L^{5 / 2}\left(0, T ; W^{1,1}(0,1)\right)} \leq & c\left(\left\|e^{z^{(N)}}\right\|_{L^{5 / 2}\left(0, T ; L^{1}(0,1)\right)}+\left\|\left(e^{z^{(N)}}\right)_{x}\right\|_{L^{5 / 2}\left(0, T ; L^{1}(0,1)\right)}\right) \\
\leq & c\left\|e^{z^{(N)}}\right\|_{L^{5 / 2}\left(0, T ; L^{1}(0,1)\right)} \\
& +c\left\|e^{z^{(N)}}\right\|_{L^{\infty}\left(0, T ; L^{1}(0,1)\right)}\left\|z_{x}^{(N)}\right\|_{L^{5 / 2}\left(0, T ; L^{\infty}(0,1)\right)} \\
\leq & c .
\end{aligned}
$$

The lemma is proved.
We also need an estimate for the discrete time derivative. For this, introduce the shift operator $\left(\sigma_{N}\left(z^{(N)}\right)\right)(\cdot, t)=z_{k-1}$ for $t \in\left(t_{k-1}, t_{k}\right]$.

Lemma 3.5. The following estimate holds:

$$
\begin{equation*}
\left\|e^{z^{(N)}}-e^{\sigma_{N}\left(z^{(N)}\right)}\right\|_{L^{10 / 9}\left(0, T ; H^{-2}(0,1)\right)} \leq c \tau \tag{3.11}
\end{equation*}
$$

where $c>0$ depends only on $u_{I}$ and $u_{\infty}$.
Proof. From (3.1) and Hölder's inequality we obtain

$$
\begin{gathered}
\frac{1}{\tau_{k}}\left\|e^{z^{(N)}}-e^{\sigma_{N}\left(z^{(N)}\right)}\right\|_{L^{10 / 9}\left(0, T ; H^{-2}(0,1)\right)} \leq\left\|e^{z^{(N)}+y_{\infty}}\left(z^{(N)}+y_{\infty}\right)_{x x}\right\|_{L^{10 / 9}\left(0, T ; L^{2}(0,1)\right)} \\
\leq\left\|e^{z^{(N)}+y_{\infty}}\right\|_{L^{5 / 2}\left(0, T ; L^{\infty}(0,1)\right)}\left\|\left(z^{(N)}+y_{\infty}\right)_{x x}\right\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)}
\end{gathered}
$$

and the right-hand side is uniformly bounded by (3.9) and (3.10) since $W^{1,1}(0,1) \hookrightarrow$ $L^{\infty}(0,1)$.

Proof of Theorem 1.2. For any $N \in \mathbb{N}$, there exists a solution $z^{(N)} \in L^{2}(0, T$; $H_{0}^{2}(0,1)$ ) to the sequence of recursive equations (3.1) satisfying $z^{(N)}(\cdot, 0)=z_{0}$. The uniform bounds (3.10) and (3.11) and the compact embedding $W^{1,1}(0,1) \hookrightarrow L^{1}(0,1)$ allow us to apply Theorem 5 of [17] (Aubin's lemma) yielding the existence of a subsequence of $e^{z^{(N)}}$ (not relabeled) such that $e^{z^{(N)}} \rightarrow \rho$ strongly in $L^{1}\left(0, T ; L^{1}(0,1)\right)$ and hence also in $L^{1}\left(0, T ; H^{-2}(0,1)\right)$. The above results give, using (3.2) and $L^{1}(0,1) \hookrightarrow$ $H^{-2}(0,1)$,

$$
\begin{align*}
\left\|e^{z^{(N)}}-\rho\right\|_{L^{2}\left(0, T ; H^{-2}(0,1)\right)}^{2} \leq & \left\|e^{z^{(N)}}-\rho\right\|_{L^{\infty}\left(0, T ; H^{-2}(0,1)\right)}\left\|e^{z^{(N)}}-\rho\right\|_{L^{1}\left(0, T ; H^{-2}(0,1)\right)} \\
\leq & c\left(\left\|e^{z^{(N)}}\right\|_{L^{\infty}\left(0, T ; L^{1}(0,1)\right)}+\|\rho\|_{L^{\infty}\left(0, T ; L^{1}(0,1)\right)}\right) \\
& \times\left\|e^{z^{(N)}}-\rho\right\|_{L^{1}\left(0, T ; H^{-2}(0,1)\right)} \\
\leq & c\left\|e^{z^{(N)}}-\rho\right\|_{L^{1}\left(0, T ; H^{-2}(0,1)\right)} \rightarrow 0 \quad \text { as } N \rightarrow \infty . \tag{3.12}
\end{align*}
$$

Moreover, the estimate (3.9) provides the existence of a subsequence, also denoted by $z^{(N)}$, such that

$$
\begin{equation*}
z^{(N)} \rightharpoonup z \quad \text { weakly in } L^{2}\left(0, T ; H^{2}(0,1)\right) \text { as } N \rightarrow \infty . \tag{3.13}
\end{equation*}
$$

We claim now that $e^{z}=\rho$. For this, let $w$ be a smooth function. Letting $N \rightarrow \infty$ in

$$
0 \leq \int_{0}^{T}\left\langle e^{z^{(N)}}-e^{w}, z^{(N)}-w\right\rangle_{H^{-2}, H_{0}^{2}} d t
$$

and using the convergence results (3.12) and (3.13) yield

$$
0 \leq \int_{0}^{T} \int_{0}^{1}\left(\rho-e^{w}\right)(w-z) d x d t
$$

The strict monotonicity of $x \mapsto e^{x}$ then implies that $e^{z}=\rho$.
Thus, $e^{z^{(N)}} \rightarrow e^{z}$ strongly in $L^{1}\left(0, T ; L^{1}(0,1)\right)$ and (maybe for a subsequence) a.e. The uniform bound (3.10) implies that (after extracting a subsequence) $e^{z^{(N)}} \rightharpoonup e^{z}$ weakly* in $L^{5 / 2}\left(0, T ; L^{\infty}(0,1)\right)$ since $W^{1,1}(0,1) \hookrightarrow L^{\infty}(0,1)$. Therefore, we conclude via Lebesgue's convergence theorem that

$$
\begin{equation*}
e^{z^{(N)}} \rightarrow e^{z} \quad \text { strongly in } L^{2}\left(0, T ; L^{2}(0,1)\right) \tag{3.14}
\end{equation*}
$$

Finally, the uniform estimate (3.11) gives for a subsequence

$$
\begin{equation*}
\frac{1}{\tau}\left(e^{z^{(N)}}-e^{\sigma_{N}\left(z^{(N)}\right)}\right) \rightharpoonup\left(e^{z}\right)_{t} \quad \text { weakly in } L^{10 / 9}\left(0, T ; H^{-2}(0,1)\right) \tag{3.15}
\end{equation*}
$$

The convergence results (3.13)-(3.15) allow us to pass to the limit $N \rightarrow \infty$ in the weak formulation of (3.1) to obtain a weak solution $z \in L^{2}\left(0, T ; H_{0}^{2}(0,1)\right)$ to

$$
e^{y_{\infty}}\left(e^{z}\right)_{t}=-\left(e^{z+y_{\infty}}\left(z+y_{\infty}\right)_{x x}\right)_{x x} \quad \text { in }(0,1), t>0
$$

such that $z(\cdot, 0)=z_{0}=\log \left(u_{I} / u_{\infty}\right)$ in the sense of $H^{-2}(0,1)$. Transforming back to the variable $u=e^{z+y_{\infty}}$ gives the assertion.
4. Long-time behavior of the solutions. This section is devoted to the proof of Theorem 1.3. The proof is based on the entropy-entropy production method. For this we need the following lemma for lower and upper estimates for the entropy

$$
E_{3}=\int_{0}^{1} e^{y_{\infty}}\left(e^{z}(z-1)+1\right) d x
$$

Lemma 4.1. Let $z, y_{\infty} \in L^{\infty}(0,1)$. Then

$$
\begin{equation*}
c_{1}\left(\int_{0}^{1} e^{y_{\infty}}\left|e^{z}-1\right| d x\right)^{2} \leq E_{3} \leq c_{2}\left\|e^{z / 2}-1\right\|_{L^{\infty}(0,1)}^{2} \tag{4.1}
\end{equation*}
$$

where $c_{1}, c_{2}>0$ depend on $\left\|e^{y_{\infty}}\right\|_{L^{\infty}(0,1)}$ and $\left\|e^{z}\right\|_{L^{1}(0,1)}$.
The lower bound for $E_{3}$ is a Csiszar-Kullback-type inequality. A similar version of this lemma is shown in [15].

Proof. The upper bound is proved by expanding the function $f(x)=x^{2}\left(\log x^{2}-\right.$ 1) +1 around $x=1$,

$$
\begin{aligned}
f\left(e^{z / 2}\right) & =f(1)+f^{\prime}(1)\left(e^{z / 2}-1\right)+\frac{1}{2} f^{\prime \prime}(\theta)\left(e^{z / 2}-1\right)^{2} \\
& =2(\log \theta+1)\left(e^{z / 2}-1\right)^{2} \leq 2\left(e^{z / 2}+1\right)\left(e^{z / 2}-1\right)^{2}
\end{aligned}
$$

where $\theta$ lies between $e^{z / 2}$ and 1 , and using the inequality $\log \theta \leq \theta-1 \leq \max \left\{e^{z / 2}, 1\right\}-$ $1 \leq e^{z / 2}$. Then
$E_{3} \leq 2 \int_{0}^{1} e^{y_{\infty}}\left(e^{z / 2}+1\right)\left(e^{z / 2}-1\right)^{2} d x \leq 2\left\|e^{y_{\infty}}\right\|_{L^{\infty}(0,1)}\left(\left\|e^{z}\right\|_{L^{1}(0,1)}^{1 / 2}+1\right)\left\|e^{z / 2}-1\right\|_{L^{\infty}(0,1)}^{2}$, and we set $c_{2}=2\left\|e^{y_{\infty}}\right\|_{L^{\infty}(0,1)}\left(\left\|e^{z}\right\|_{L^{1}(0,1)}^{1 / 2}+1\right)$.

For the lower bound we observe that a Taylor expansion of $f(x)=x(\log x-1)+1$ around $x=1$ yields

$$
e^{2 y_{\infty}}\left(e^{z}(z-1)+1\right)=\frac{e^{2 y_{\infty}}}{2 \theta}\left(e^{z}-1\right)^{2}
$$

and $\theta=\theta(z)$ lies between $e^{z}$ and 1. Then, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\int_{0}^{1} e^{y_{\infty}}\left|e^{z}-1\right| d x \leq & \int_{\{z<0\}} e^{y_{\infty}}\left(1-e^{z}\right) d x+\int_{\{z>0\}} e^{y_{\infty}}\left(e^{z}-1\right) d x \\
\leq & \int_{\{z<0\}} e^{y_{\infty}} \frac{1-e^{z}}{\theta(z)^{1 / 2}} d x+\int_{\{z>0\}} e^{y_{\infty}} \frac{e^{z}-1}{\theta(z)^{1 / 2}} \theta(z)^{1 / 2} d x \\
\leq & \operatorname{meas}\{z<0\}^{1 / 2}\left(\int_{\{z<0\}} e^{2 y_{\infty}} \frac{\left(1-e^{z}\right)^{2}}{\theta(z)} d x\right)^{1 / 2} \\
& +\left(\int_{\{z>0\}} e^{2 y_{\infty}} \frac{\left(e^{z}-1\right)^{2}}{\theta(z)} d x\right)^{1 / 2}\left(\int_{\{z>0\}} \theta(z) d x\right)^{1 / 2} \\
\leq & \left(1+\left\|e^{z}\right\|_{L^{1}(0,1)}^{1 / 2}\right)\left(\int_{0}^{1} e^{2 y_{\infty}} \frac{\left(e^{z}-1\right)^{2}}{\theta(z)} d x\right)^{1 / 2} \\
\leq & \sqrt{2}\left\|e^{y_{\infty}}\right\|_{L^{\infty}(0,1)}^{1 / 2}\left(1+\left\|e^{z}\right\|_{L^{1}(0,1)}^{1 / 2}\right) E_{3}^{1 / 2}
\end{aligned}
$$

and the assertion follows with $c_{1}^{-1}=2\left\|e^{y_{\infty}}\right\|_{L^{\infty}(0,1)}\left(1+\left\|e^{z}\right\|_{L^{1}(0,1)}^{1 / 2}\right)^{2}$.
Proof of Theorem 1.3. The idea is to differentiate the entropy $E_{3}$ of the introduction with respect to time and to use the differential equation (1.1). Since we do not have enough regularity for the solution $u$ to (1.1), we need to regularize. We set as in the proof of Theorem $1.2 u_{\infty}=e^{y_{\infty}}$, where $u_{\infty}$ is the unique solution to (1.4). There exist numbers $a, b \in \mathbb{R}$ such that $e^{y_{\infty}} y_{\infty, x x}=a x+b \leq 0$ for all $x \in(0,1)$ since $y_{\infty}=\log u_{\infty}$ is assumed to be concave. This implies that $y_{\infty} \geq \min \left\{y_{\infty}(0), y_{\infty}(1)\right\}$ and hence $e^{y_{\infty}} \geq \min \left\{u_{0}, u_{1}\right\}$ in $(0,1)$. Furthermore, let $z_{k} \in H_{0}^{2}(0,1)$ be a solution to (3.1) for given $z_{k-1}$. We assume for simplicity that $\tau=\tau_{k}$ for all $k \in \mathbb{N}$.

Using $z_{k}$ as a test function in the weak formulation of (3.1), we obtain, after integrating by parts,

$$
\begin{align*}
& \frac{1}{\tau} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k}}-e^{z_{k-1}}\right) z_{k} d x=-\int_{0}^{1} e^{z_{k}+y_{\infty}}\left(z_{k}+y_{\infty}\right)_{x x} z_{k, x x} d x \\
& =-\int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x-\int_{0}^{1} e^{z_{k}} z_{k, x x}(a x+b) d x \\
& =-\int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x+\int_{0}^{1} e^{z_{k}} z_{k, x}^{2}(a x+b) d x+a \int_{0}^{1} e^{z_{k}} z_{k, x} d x  \tag{4.2}\\
& \leq-\min \left\{u_{0}, u_{1}\right\} \int_{0}^{1} e^{z_{k}} z_{k, x x}^{2} d x
\end{align*}
$$

since $a x+b \leq 0$ in $(0,1)$ and $e^{z_{k}(x)}=1$ for $x=0,1$. The left-hand side is estimated from below by employing the elementary inequality $e^{x} \geq x+1$ for all $x \in \mathbb{R}$ :

$$
\begin{align*}
& \frac{1}{\tau} \int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k}}-e^{z_{k-1}}\right) z_{k} d x \\
& =\frac{1}{\tau} \int_{0}^{1} e^{z_{k}+y_{\infty}}\left(z_{k}-1\right) d x-\frac{1}{\tau} \int_{0}^{1} e^{z_{k-1}+y_{\infty}}\left(z_{k-1}-1\right) d x \\
& \quad+\frac{1}{\tau} \int_{0}^{1} e^{z_{k-1}+y_{\infty}}\left(e^{z_{k}-z_{k-1}}+z_{k-1}-z_{k}-1\right) d x \\
& \geq \frac{1}{\tau} \int_{0}^{1} e^{z_{k}+y_{\infty}}\left(z_{k}-1\right) d x-\frac{1}{\tau} \int_{0}^{1} e^{z_{k-1}+y_{\infty}}\left(z_{k-1}-1\right) d x \tag{4.3}
\end{align*}
$$

This shows that the sequence $E^{(k)}=\int_{0}^{1} e^{y_{\infty}}\left(e^{z_{k}}\left(z_{k}-1\right)+1\right) d x$ is nonincreasing and bounded from below by $E^{(0)}=\int_{0}^{1}\left(u_{I}\left(\log \left(u_{I} / u_{\infty}\right)-1\right)+1\right) d x$, which is finite.

We relate the entropy production term on the right-hand side of (4.2) to the entropy itself. We first claim that

$$
\begin{equation*}
\int_{0}^{1} e^{z_{k}} z_{k, x x}^{2} d x \geq 4 \int_{0}^{1}\left(e^{z_{k} / 2}\right)_{x x}^{2} d x \tag{4.4}
\end{equation*}
$$

To see this we set $u=e^{z_{k}}$ and observe that an integration by parts yields

$$
\int_{0}^{1} \frac{u_{x x} u_{x}^{2}}{u^{2}} d x=\frac{2}{3} \int_{0}^{1} \frac{u_{x}^{4}}{u^{3}} d x
$$

Then

$$
\begin{align*}
\int_{0}^{1} e^{z_{k}} z_{k, x x}^{2} d x & =\int_{0}^{1}\left(\frac{u_{x x}^{2}}{u}-\frac{1}{3} \frac{u_{x}^{4}}{u^{3}}\right) d x \geq \int_{0}^{1}\left(\frac{u_{x x}^{2}}{u}-\frac{5}{12} \frac{u_{x}^{4}}{u^{3}}\right) d x  \tag{4.5}\\
& =4 \int_{0}^{1}(\sqrt{u})_{x x}^{2} d x=4 \int_{0}^{1}\left(e^{z_{k} / 2}\right)_{x x}^{2} d x
\end{align*}
$$

We need the Poincaré inequalities

$$
\|u\|_{L^{2}(0,1)} \leq \frac{1}{\pi}\left\|u_{x}\right\|_{L^{2}(0,1)}, \quad\|u\|_{L^{\infty}(0,1)} \leq\left\|u_{x}\right\|_{L^{2}(0,1)}
$$

for all $u \in H_{0}^{1}(0,1)$. Therefore, using Lemma 4.1, we infer

$$
\begin{equation*}
\int_{0}^{1} e^{z_{k}} z_{k, x x}^{2} d x \geq 4 \pi^{2} \int_{0}^{1}\left(e^{z_{k} / 2}-1\right)_{x}^{2} d x \geq 4 \pi^{2}\left\|e^{z_{k} / 2}-1\right\|_{L^{\infty}(0,1)}^{2} \geq \frac{4 \pi^{2}}{c_{2}} E^{(k)} \tag{4.6}
\end{equation*}
$$

Setting $\gamma=4 \pi^{2} \min \left\{u_{0}, u_{1}\right\} / c_{2}$, we obtain from (4.2) the difference inequality

$$
E^{(k)} \leq E^{(k-1)}-\gamma \tau E^{(k)}
$$

from which

$$
\begin{equation*}
E^{(k)} \leq(1+\gamma \tau)^{-1} E^{(k-1)} \leq(1+\gamma \tau)^{-k} E^{(0)} \leq(1+\gamma \tau)^{-t / \tau} E^{(0)} \tag{4.7}
\end{equation*}
$$

follows. The parameter $\gamma$ depends on $\left\|e^{z_{k}}\right\|_{L^{1}(0,1)}$ through $c_{2}$. However, since $e^{z^{(N)}}$ is uniformly bounded in $L^{\infty}\left(0, T ; L^{1}(0,1)\right)$ in view of Lemma $3.3, \gamma$ is bounded uniformly in $k$. We have shown in the proof of Theorem 1.2 that $e^{z_{k}} \rightarrow e^{z}$ a.e. Then the uniform boundedness of $e^{z_{k}}$ and $z_{k}$ and Lebesgue's dominated convergence theorem imply that

$$
E^{(k)} \rightarrow E_{3}(t)=\int_{0}^{1} e^{y_{\infty}}\left(e^{z(\cdot, t)}(z(\cdot, t)-1)+1\right) d x
$$

Hence, after letting $\tau \rightarrow 0$, we conclude from (4.7) that $E_{3}(t) \leq E_{3}(0) e^{-\gamma t}$. The first inequality in (4.1) gives the assertion with $\lambda=\gamma / 2$.

Remark 4.2. The decay rate $\lambda$ is not optimal. For instance, we neglected the term $\int_{0}^{1} u_{x}^{4} / 12 u^{3} d x$ in (4.5) and the constants in (4.1) are not the best ones. For optimal constants in logarithmic Sobolev inequalities related to (1.1) with periodic boundary conditions, we refer the reader to [10].

Remark 4.3. It is not easy to find conditions on the boundary data for which $\log u_{\infty}$ is concave. An example is $u_{0}=u_{1}$ and $w_{0}=-w_{1} \geq 0$. Indeed, if $y=\log u_{\infty}$, we have $y(0)=y(1)$ and $y_{x}(0)=-y_{x}(1) \geq 0$ and therefore, $y$ is symmetric around $x=\frac{1}{2}$. Thus (see Remark 2.3) $a=e^{y_{0}}\left(y_{x x}(1)-y_{x x}(0)\right)=0$ and $b=e^{y_{0}} y_{x x}(0) \leq 0$. This implies $\left(\log u_{\infty}\right)_{x x}=y_{x x}=b e^{-y} \leq 0$ in $(0,1)$.

Remark 4.4. The assumption on the concavity of $\log u_{\infty}$ can be slightly relaxed. Indeed, we claim that the assertion of Theorem 1.3 also holds if $\left(\left(\log u_{\infty}\right)_{x x}\right)^{+}$is small enough in the sense

$$
\begin{equation*}
4 \frac{\max \left\{u_{\infty}(x): 0 \leq x \leq 1\right\}}{\min \left\{u_{\infty}(x): 0 \leq x \leq 1\right\}} \int_{0}^{1}\left(\left(\log u_{\infty}\right)_{x x}\right)^{+} d x \leq 1-\delta \tag{4.8}
\end{equation*}
$$

for some $\delta>0$, where $(x)^{+}=\max \{0, x\}$. We prove this result by deriving a bound on the second integral in (4.2) in terms of the first one, employing the weighted Poincaré inequality [7, Thm. 1.4]

$$
\int_{0}^{1} u_{x}^{2} \mu(x) d x \leq K \int_{0}^{1} u_{x x}^{2} d x
$$

for all $u \in H^{2}(0,1)$ satisfying $u(0)=u(1)$ (which implies that $\int_{0}^{1} u_{x} d x=0$ ). The function $\mu$ is assumed to be nonnegative and measurable. The best constant $K>0$ is not explicit but can be bounded by $K \leq 4 \int_{0}^{1} \mu(x) d x$ [7, Rem. 1.10.4]. We choose $\mu(x)=(a x+b)^{+}=\left(u_{\infty}\left(\log u_{\infty}\right)_{x x}\right)^{+}$. Then the weighted Poincaré inequality and (4.4) give

$$
\begin{aligned}
\int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x & \geq 4 m \int_{0}^{1}\left(e^{z_{k} / 2}\right)_{x x}^{2} d x \geq \frac{4 m}{K} \int_{0}^{1}\left(e^{z_{k} / 2}\right)_{x}^{2} \mu(x) d x \\
& =\frac{m}{K} \int_{0}^{1}(a x+b)^{+} e^{z_{k}} z_{k, x}^{2} d x
\end{aligned}
$$

where $m=\min \left\{u_{\infty}(x): 0 \leq x \leq 1\right\}$. Inserting this inequality into (4.2) and using (4.3), we obtain

$$
\begin{aligned}
\frac{1}{\tau}\left(E^{(k)}-E^{(k-1)}\right) & \leq-\int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x+\int_{0}^{1}(a x+b)^{+} e^{z_{k}} z_{k, x}^{2} d x \\
& \leq\left(\frac{K}{m}-1\right) \int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x
\end{aligned}
$$

Assumption (4.8) shows that $K / m \leq 1-\delta$ and hence, by (4.6),

$$
\frac{1}{\tau}\left(E^{(k)}-E^{(k-1)}\right) \leq-\delta \int_{0}^{1} e^{z_{k}+y_{\infty}} z_{k, x x}^{2} d x \leq-\frac{4 \pi^{2} \delta m}{c_{2}} E^{(k)}
$$

Now proceed as in the proof of Theorem 1.3. The convergence rate in the $L^{1}$ norm is given by $\lambda=2 \pi^{2} \delta m / c_{2}$.
5. Numerical examples. In this section we show by numerical examples that the assumption of concavity of $\log u_{\infty}$ (or the assumption (4.8)), where $u_{\infty}$ is the solution to (1.4), seems to be only technical. Equation (1.1) is solved numerically in the formulation

$$
\begin{equation*}
u_{t}=-u_{x x x x}+\left(\frac{u_{x}^{2}}{u}\right)_{x x} \quad \text { in }(0,1) \tag{5.1}
\end{equation*}
$$

We use a uniform grid $\left(x_{i}, t_{j}\right)=(\triangle x \cdot i, \Delta t \cdot j)$ with spatial mesh size $\triangle x=10^{-3}$ and time step $\Delta t=10^{-6}$. With the approximation $u_{i j}$ of $u\left(x_{i}, t_{j}\right)$, the fully implicit discretization reads as

$$
\frac{1}{\triangle t}\left(u_{i j}-u_{i, j-1}\right)=-D^{+} D^{-} D^{+} D^{-} u_{i j}+D^{+} D^{-}\left(\frac{\left(D^{+} u_{i j}\right)^{2}}{u_{i j}}\right)
$$

where $D^{+}$and $D^{-}$are the forward and backward difference operators on the spatial mesh (see [13]). The nonlinear equations are solved on each time level by Newton's method where the initial guess is chosen to be the solution of the previous time level.

For the first example we use the boundary conditions

$$
\begin{equation*}
u(0, t)=u_{0}, \quad u(1, t)=u_{1} \tag{5.2}
\end{equation*}
$$

with $u_{0} \leq u_{1}$. The advantage of these conditions is that the stationary problem (1.4) has the exact solution

$$
u_{\infty}(x)=\left(\left(\sqrt{u_{1}}-\sqrt{u_{0}}\right) x+\sqrt{u_{0}}\right)^{2}, \quad x \in(0,1)
$$

We choose the initial condition $u_{I}(x)=e^{-x} \sin (3 \pi x)+3 x+1$ and the boundary values $u_{0}=1$ and $u_{1}=4$. The numerical solution at various times is displayed in Figure 5.1. The discrete solution seems to converge to the exact solution $u_{\infty}$ as $t \rightarrow \infty$. Figure 5.2 shows the exponential decay of the relative entropy

$$
E_{3}(t)=\int_{0}^{1} u(\cdot, t)\left(\left(\log \left(u(\cdot, t) / u_{\infty}\right)-1\right)+u_{\infty}\right) d x
$$

and of the $L^{1}$ deviation $\left\|u(\cdot, t)-u_{\infty}\right\|_{L^{1}(0,1)}$. As predicted by the proof of Theorem 1.3 , the decay rate of the $L^{1}$ deviation is half of the rate of the relative entropy. Notice that the function $\log u_{\infty}$ is concave; i.e., the assumptions of Theorem 1.3 are satisfied.


Fig. 5.1. Numerical solution to (5.1)-(5.3) with $u_{0}=1, u_{1}=4, w_{0}=2$, and $w_{1}=4$ at various times.

In the second example we show by a numerical example that the solution to (1.1) decays exponentially fast even if the function $\log u_{\infty}$ is convex. For this we choose the boundary conditions $u_{0}=1.5, u_{1}=0.8, w_{0}=-4.6127$, and $w_{1}=2.0618$. The stationary solution $u_{\infty}$ is computed numerically from the equation

$$
u_{\infty}\left(\log u_{\infty}\right)_{x x}=a x+b, \quad x \in(0,1)
$$

where $a=1$ and $b=3$. Then, $\log u_{\infty}$ is strictly convex in $(0,1)$ and the assumption (4.8) is not satisfied. We choose the initial function $u_{I}(x)=-e^{-x} \sin (2 \pi x)-\frac{7}{10} x+\frac{3}{2}$. Figure 5.3 shows the discrete solution for various times. In this case, the relative entropy and the $L^{1}$ deviation are also exponentially decaying (Figure 5.4) although the condition of Theorem 1.3 is not satisfied. This suggests that the concavity hypothesis is purely technical.



Fig. 5.2. Logarithmic plot of the relative entropy $E_{3}(t)$ (left) and the $L^{1}$ deviation $\| u(\cdot, t)-$ $u_{\infty} \|_{L^{1}(0,1)}$ (right) for the solution to (5.1)-(5.3) with $u_{0}=1, u_{1}=4$.


FIG. 5.3. Numerical solution to (5.1), (1.3) with $u_{0}=1.5, u_{1}=0.8, w_{0}=-4.6127$, and $w_{1}=2.0618$ at various times.


Fig. 5.4. Logarithmic plot of the relative entropy $E_{3}(t)$ (left) and the $L^{1}$ deviation $\| u(\cdot, t)-$ $u_{\infty} \|_{L^{1}(0,1)}$ (right) for the solution to (5.1), (1.3) with $u_{0}=1.5, u_{1}=0.8, w_{0}=-4.6127$, and $w_{1}=2.0618$.
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#### Abstract

In this paper we study the Navier-Stokes equations with a Navier-type boundary condition that has been proposed as an alternative to common near wall models. The boundary condition we study, involving a linear relation between the tangential part of the velocity and the tangential part of the Cauchy stress-vector, is related to the vorticity seeding model introduced in the computational approach to turbulent flows. The presence of a pointwise nonvanishing normal flux may be considered as a tool to avoid the use of phenomenological near wall models in the boundary layer region. Furthermore, the analysis of the problem is suggested by recent advances in the study of large eddy simulation.

In the two-dimensional case, by using rather elementary tools, we prove existence and uniqueness of weak solutions. The asymptotic behavior of the solution, with respect to the averaging radius $\delta$, is also studied. In particular, we prove convergence of the solutions toward the corresponding solutions of the Navier-Stokes equations with the usual no-slip boundary conditions, as the small parameter $\delta$ goes to zero.
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1. Introduction. In this paper we consider the Navier-Stokes equations and in particular the role of boundary conditions in the simulation of boundary effects in turbulent flows. We consider the Navier-Stokes equations (in nondimensional form) for viscous incompressible fluids in a bounded smooth domain $\Omega \subset \mathbb{R}^{n}, n=2,3$ :

$$
\left\{\begin{array}{l}
\partial_{t} u-\frac{2}{R e} \nabla \cdot \mathbb{D}(u)+(u \cdot \nabla) u+\nabla p=0 \quad \text { in } \Omega \times(0, T),  \tag{1.1}\\
\nabla \cdot u=0 \quad \text { in } \Omega \times(0, T)
\end{array}\right.
$$

We recall that $u=\left(u_{1}, \ldots, u_{n}\right)$ is the unknown velocity field, $p$ is the hydrostatic pressure, $R e>0$ is the Reynolds number, and $\mathbb{D}(u)$ is the deformation tensor, i.e., the symmetric part of the matrix of derivatives of $u$,

$$
\mathbb{D}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}\right),
$$

and the Navier-Stokes equations are generally equipped with the no-slip boundary conditions on $\Gamma=\partial \Omega$,

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma \times(0, T) \tag{1.2}
\end{equation*}
$$

[^105]To introduce the problem that we shall study, we recall that while at a free surface it is natural to require continuity of the stress-tensor (II being the identity)

$$
\mathbb{T}(u, p)=-p \mathbb{I}+\frac{2}{R e} \mathbb{D}(u)
$$

the conditions at a solid wall are very challenging. The no-slip condition (1.2) has been justified by Stokes [37] since the contrary assumption"...implies an infinitely greater resistance to the sliding of one portion of fluid past another than to the sliding of fluid over a solid."

It is well known that there are situations in which the boundary condition (1.2) may not be valid. For instance, in Serrin [35, sect. 64] it is pointed out that in high altitude aerodynamics, or, more generally, when moderate pressure and low surface stresses are involved, the adherence condition is no longer true; see also the review in Truesdell [38]. In this respect several authors proposed various slip (generally nonlinear) conditions, modeling precise physical situations; see, for instance, Serrin [35], Beavers and Joseph [4], and Kreŭn and Laptev [23].

From the historical point of view, the slip (with friction) boundary condition proposed by Navier [30] was

$$
\begin{equation*}
u \cdot \underline{\mathrm{n}}=0 \quad \text { and } \quad \beta u_{\tau}+\underline{\mathcal{T}}(u, p)=0, \quad \beta>0, \quad \text { on } \Gamma \times(0, T) \tag{1.3}
\end{equation*}
$$

where $\underline{\mathrm{n}}$ denotes the unit normal vector to $\Gamma, u_{\tau}=u-(u \cdot \underline{\mathrm{n}}) \underline{\mathrm{n}}$, while $\underline{\mathcal{T}}(u, p)=\underline{t}(u, p)-$ $(\underline{t}(u, p) \cdot \underline{\mathrm{n}}) \underline{\mathrm{n}}$ denotes the tangential part of the Cauchy stress vector $\underline{t}$ defined by

$$
\underline{t}(u, p)=\underline{\mathrm{n}} \cdot \mathbb{T}(u, p)=\sum_{k=1}^{n} \mathbb{T}_{i k}(u, p) \underline{\mathrm{n}}_{k}
$$

Maxwell [27] analyzed the two types of boundary conditions (condition (1.3) proposed by Navier and condition (1.2) proposed by Stokes), observing that the same conditions may be derived within the kinetic theory of gases and that the parameter $\beta$ should depend on the Reynolds number $R e$ and on the mean free-path $\lambda$, satisfying the pair of consistency conditions

$$
\begin{aligned}
& \beta \rightarrow \infty \quad \text { as } \lambda \rightarrow 0 \text { for } R e \text { fixed } \\
& \beta \rightarrow 0 \quad \text { as } R e \rightarrow \infty \text { for } \lambda \text { fixed. }
\end{aligned}
$$

With the above asymptotics it possible to recover in both cases the correct no-slip boundary condition for viscous fluids and the no-penetration condition for ideal fluids. A study of the numerical problems related to the implementation of (1.3) can be found in John [20].

Recently, Fujita [12] performed the analysis with the "slip or leak with friction" boundary conditions. These conditions are of particular interest in the study of polymers, blood flow, and flow through filters. The boundary conditions studied in [12], with the techniques of variational inequalities, turn out to be particular cases of the nonlinear boundary condition proposed in [35, p. 240] and they are very strictly related to both the Navier and the no-slip boundary conditions. See also Consiglieri [9] for similar problems.

For laminar flows the Navier boundary condition (1.3) also appears in the presence of rough boundaries; see Jäger and Mikelić [18, 19] and Achdou, Pironneau, and Valentin [1]. In the modeling of turbulent flows it appears (with several variants, see

Sagaut [34]) in connection with conventional turbulence models and recently also in large eddy simulation (LES) models (see Layton [24]), as we shall introduce in the next section.

Among other nonstandard boundary conditions we recall those studied by Begue et al. [5] and the "do-nothing" Neumann conditions, very appealing for numerical studies, implemented in Heywood, Rannacher, and Turek [16].
1.1. Near wall models and turbulent flows. Our interest in nonstandard boundary conditions comes essentially from the study of turbulent flows. First, we recall that in the boundary layer theory several log-law and power-law boundaries with asymptotics are introduced, together with the fictitious boundaries, in order to model turbulent flows within a small region near the boundary. Roughly speaking, appropriate nonlinear boundary conditions are imposed on an artificial boundary that lies inside the computational domain. The boundary conditions may simulate (at least in a computational approach) the behavior of the boundary layer, and they are modeled to take into account the peculiar behavior of a fluid near the boundaries. In this respect we recall that Maxwell [27] observed ". . . it is almost certain that the stratum of gas next to a solid body is in a very different state from the rest of the gas."

Our main motivation comes from the mathematical theory of LES. In fact, the purpose of LES is to model the evolution of large coherent structures (eddies); this is done by studying the equations satisfied by a filtered velocity. Generally, the filtered velocity $\bar{u}$ is defined through a convolution

$$
\bar{u}(x, t)=g_{\delta}(x) * u(x, t)
$$

with a rapidly decreasing smoothing kernel $g_{\delta}$ of width $\delta$; in several cases of practical interest $g_{\delta}$ is a Gaussian, i.e.,

$$
g_{\delta}(x)=\left(\frac{\gamma}{\pi}\right)^{3 / 2} \frac{1}{\delta^{3}} \mathrm{e}^{-\frac{\gamma|x|^{2}}{\delta^{2}}}
$$

By definition, the value of $\bar{u}$ at a point $x_{0}$ on the boundary $\Gamma$ will depend on the behavior of $u$ in a neighborhood of width $\delta$ near that point; even if $u$ is extended to zero for each $x \notin \bar{\Omega}$, it is clear that in general $\bar{u}\left(x_{0}\right) \neq 0$.

As pointed out in Galdi and Layton [15] the physical intuition may suggest that large coherent structures touching a wall do not penetrate, but instead slide along the wall and lose their energy. The boundary condition of Navier may be revisited by linking the microscale $\lambda$ of the kinetic theory of gases with the radius $\delta$ of the averaging filter.

Many near wall models have been tested in the computational approach; see Sagaut [34] and Piomelli and Balaras [33]. The results are not uniformly successful, and a positive application is very often based on a fine tuning of parameters. This is why new models require at least a positive background from the physical hypotheses and a coherent mathematical analysis. In particular, a successful application of the Navier slip-with-friction boundary condition (1.3) is prevented by two main facts: (1) the presence of recirculation regions and (2) the presence of fast time-fluctuating quantities.

The first problem is motivated by the fact that in recirculation regions the local Reynolds number is very different from the main stream, and it is natural to expect that $\beta$ should depend (possibly in a nonlinear way) on a local Reynolds number related to the local slip speed, i.e.,

$$
\beta=\beta\left(\delta,\left|u_{\tau}\right|\right)
$$

Preliminary analysis has been performed by John, Layton, and Sahin [21] and Dunca et al. [11], and an appropriate power-law choice of $\beta$ seems promising to improve the estimation of reattachment points.

The limitation of Navier law (1.3) in a boundary layer theory is that it can well describe time-averaged flow profiles, while the information coming from fluctuating quantities in the wall-normal direction can play an important role in triggering separation and detachment. To try to overcome this limitation, very recently Layton [24] recognized a particular class of boundary conditions, leading to conditions similar "in spirit" to the so-called vorticity seeding methods. In fact, a Navier slip-with-friction boundary condition implies the generation of vorticity at the boundary, proportional to the tangential velocity. More precisely, in the case of a two-dimensional domain $\Omega$, for each smooth function $v$ such that $v \cdot \underline{\mathrm{n}}=0$ on the boundary, it holds that

$$
\underline{\mathrm{n}} \cdot \mathbb{D}(v) \cdot \underline{\tau}-\frac{1}{2} \operatorname{curl} v+k(v \cdot \underline{\tau})=0 \quad \text { on } \Gamma
$$

where curl $v=\partial v_{1} / \partial x_{2}-\partial v_{2} / \partial x_{1}$, and $\underline{\tau}$ denotes the unit tangent vector, while $k$ is the curvature of $\Gamma$.

In particular, in [24] the following boundary condition is proposed to simulate the boundary effects

$$
\begin{equation*}
u \cdot \underline{\mathrm{n}}=\delta^{2} g(x, t) \quad \text { and } \quad \frac{L}{\delta R e} u_{\tau}+\underline{\mathcal{T}}(u, p)=0 \tag{1.4}
\end{equation*}
$$

where $g$ is a highly oscillating function in the time variable (hopefully a random variable in numerical tests), while it may be very smooth in the space variables and should satisfy the natural compatibility condition

$$
\begin{equation*}
\int_{\Gamma} g(x, t) d \sigma=0 \quad \forall t \in(0, T) \tag{1.5}
\end{equation*}
$$

which is required by the normal trace of a divergence-free vector field.
This way of reasoning is also similar to the introduction of stochastic fluctuations to simulate the microscale effects. A comprehensive introduction to stochastic partial differential equations in fluid mechanics and the statistical approach can be found in Monin and Yaglom [28], and one main mathematical paradigm is that an additional nonsmooth term on the right-hand side may naturally take into account the effect of the fast fluctuating quantities. This leads us to study the system

$$
\partial_{t} u-\frac{2}{R e} \nabla \cdot \mathbb{D}(u)+(u \cdot \nabla) u+\nabla p=f+\frac{\partial g}{\partial t}
$$

where $g$ is a function that does not have a proper time derivative, but is just continuous or with other weak properties. For the above problems the study of an appropriate notion of solution, together with the corresponding statistical properties, started in Bensoussan and Temam [7] and Višik and Fursikov [39].
1.2. Setting of the problem. In what follows we shall restrict our discussion to the two-dimensional case, since the nonlinear character of the equations imposes some restriction; see Remark 2.5. Furthermore, we fix the values of both $L$ and the Reynolds number to 2 , due to the fact that we will not deal with the singular limit $R e \rightarrow \infty$. (Regarding this limit see also the recent works of Clopeau, Mikelić, and Robert [8],

Lopes Filho, Nussenzveig Lopes, and Planas [26], Mucha [29], and Kelliher [22].) In our case we shall study the following boundary-initial value problem:

$$
\begin{cases}\partial_{t} u-\nabla \cdot \mathbb{D}(u)+(u \cdot \nabla) u+\nabla p=f & \text { in } \Omega \times(0, T),  \tag{1.6}\\ \nabla \cdot u=0 & \text { in } \Omega \times(0, T) \\ u \cdot \underline{\mathrm{n}}=\delta^{\alpha} g(x, t) & \text { on } \Gamma \times(0, T), \\ u \cdot \underline{\tau}+\delta \underline{\mathrm{n}} \cdot \mathbb{D}(u) \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

Remark 1.1. The above problem with $\alpha=2$ describes the experiment in [4], where $\delta$ represents the characteristic pore size and the system is laminar. The error estimate we derive is consistent with the first step in the homogenization procedure employed by Jäger and Mikelić [17] to obtain the law of Beavers and Joseph.

Note that a similar problem, but involving the Smagorinsky-Ladyžhenskaya turbulence model together with a nonlinear dependence of $\beta$ on $u$, has been studied, for instance, by Parés [32], but in that reference the normal datum $g$ is not allowed to depend on the time variable. In what follows our main interest will be to find weak hypotheses on $g(x, t)$ with respect to the time variable (without any essential restriction on the space regularity) that allow us to prove existence of weak solutions to the Navier-Stokes equations; see Theorem 1.2. In particular, in our analysis we will focus on two main points: (1) to show the existence of weak solutions in the sense of Leray and Hopf (since we do not want to deal with any weaker concept of solution) and (2) to use only elementary tools of functional analysis.

In other words, we want to consider solutions in a very standard sense and we also want to interact with applied people interested in this problem, while still keeping all the mathematical rigor needed to deal with the problem and a certain sharpness of the results. In the case of nonhomogeneous no-slip conditions, several results of existence and uniqueness of other classes of solutions can be found in Amann [3].

Our intent to have a nonvanishing normal datum can be heuristically understood also with the following argument: Suppose that (for simplicity in two dimensions) we have a fictitious boundary $\Gamma_{1}$ and we want to impose a condition on it in order to resolve numerically the equation in a smaller domain $\Omega_{1} \subset \Omega$ that rules out the boundary layer (see Figure 1 below).

We have to require, by the incompressibility of the flow, that

$$
\int_{\{A B C D\}} \nabla \cdot u d x=\int_{\partial\{A B C D\}} u \cdot \underline{\mathrm{n}} d \sigma=0
$$



Fig. 1. The fictitious boundary.
for each (also curvilinear or infinitesimal) "rectangle" $\{A B C D\}$ touching the boundary $\Gamma$ as in the figure. Since the behavior of the flow is not known, in general we have

$$
\int_{\{C D\}} u \cdot \underline{\mathrm{n}} d s=-\left[\int_{\{B C\}} u \cdot \underline{\mathrm{n}} d s+\int_{\{D A\}} u \cdot \underline{\mathrm{n}} d s\right] \neq 0
$$

while the line integral over the segment $\{A B\}$ vanishes, since on the "true boundary" $\Gamma$ both the Navier and no-slip conditions impose that $u \cdot \underline{\mathrm{n}}=0$.

This may justify the introduction of a nonvanishing normal flux, also with very low regularity properties, namely, the same shared by the trace of a turbulent flow in the boundary layer region.
1.3. Main results. In this section we briefly enunciate the results we shall prove, together with their precise and rigorous statement.

In what follows $\Omega$ will denote a bounded, connected, open set in $\mathbb{R}^{2}$, locally situated on one side of its boundary $\Gamma$, a manifold of (at least) class $C^{1,1}$ (Lipschitzcontinuous first derivatives). The existence of the unit outward normal $\underline{n}$ derives by results proved in Nečas [31].

The first result we shall prove is an existence and uniqueness theorem for weak solutions of the Navier-Stokes system (1.6), with boundary conditions (1.4).

Theorem 1.2. Assume $g \in H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{\frac{1}{2}}(\Gamma)\right)$, for some $\varepsilon>0$ satisfying the compatibility condition (1.5); $f \in L^{2}((0, T) \times \Omega)$; and $u_{0} \in L^{2}(\Omega)$, with $\nabla \cdot u_{0}=0$. Then there exists a unique weak solution

$$
u \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)
$$

of problem (1.6).
Next, we want to study the behavior of the solution to problem (1.6) as the small parameter $\delta$ converges to zero. (Other convergence results, under similar assumptions, have been also proved in [22].) In view of the considerations of the previous section, one can expect that, as the boundary layer becomes thinner and thinner, the solutions will look more and more like the classical solutions corresponding to the no-slip boundary condition. Indeed, this is the case, as shown by Theorem 1.3.

Let $u_{\delta}$ be the solution of (1.6) (we emphasize the dependence on $\delta$ in this framework) and let $v$ be the solution to the Navier-Stokes equations with the same initial value and no-slip boundary conditions. (To be more precise, the vector field $v$ is the solution to system (3.2).) As we shall see in section 3,

$$
u_{\delta}=v+\mathcal{O}\left(\delta^{\frac{1}{3}}\right)
$$

so that the "no-slip solution" represents the average behavior, once one neglects the effect at the boundary. The term $u_{\delta}-v$ can be seen as the "fluctuation term," which takes into account the nontrivial dynamics at the boundary.

THEOREM 1.3. Assume $u_{0} \in H^{1}(\Omega)$, with $\nabla \cdot u_{0}=0, g \in H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{\frac{1}{2}}(\Gamma)\right)$ satisfying the compatibility condition (1.5), and $f \in L^{2}((0, T) \times \Omega)$. Then

$$
\sup _{0 \leq t \leq T}\left\|u_{\delta}-v\right\|^{2}+\int_{0}^{T}\left(\left\|\mathbb{D}\left(u_{\delta}-v\right)\right\|^{2}+\frac{1}{\delta}\left\|\left(u_{\delta}-v\right) \cdot \underline{\tau}\right\|_{\Gamma}^{2}\right) d t=\mathcal{O}\left(\delta^{\frac{2}{3}}\right)
$$

In particular, $u_{\delta}$ converges to $v$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and $L^{2}\left(0, T ; H^{1}(\Omega)\right)$.
2. A result of existence and uniqueness of weak solutions. In this section we prove Theorem 1.2. For the sake of simplicity, we consider the normal datum as

$$
u \cdot \underline{\mathrm{n}}=g(x, t)
$$

i.e., we drop the dependence on $\delta$, since it is not relevant in view of the existence and uniqueness result we are going to show. In the last section we shall see how to deal with a right-hand side that scales by a power of $\delta$.

Let us consider the evolution problem

$$
\begin{cases}\partial_{t} u-\nabla \cdot \mathbb{D}(u)+(u \cdot \nabla) u+\nabla p=f & \text { in } \Omega \times(0, T)  \tag{2.1}\\ \nabla \cdot u=0 & \text { in } \Omega \times(0, T) \\ u \cdot \underline{\mathrm{n}}=g(x, t) & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}(u) \cdot \underline{\tau}+u \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega,\end{cases}
$$

with $f \in L^{2}((0, T) \times \Omega)$ and $\nabla \cdot f=0$, just to avoid technicalities, and with $g$ not very smooth, say

$$
\begin{equation*}
g \in H^{1 / 2+\epsilon}\left(0, T ; H^{1 / 2}(\Gamma)\right) \tag{2.2}
\end{equation*}
$$

satisfying the compatibility condition (1.5).
2.1. Function spaces. We use the classical Lebesgue spaces and in particular, we will work exclusively in the Hilbert framework and thus use the space $L^{2}$. For simplicity we do not distinguish between space of scalar, vector, or either tensor valued functions, and the symbol $\|$.$\| will denote the norm in L^{2}(\Omega)$. The norm in $L^{2}(\Gamma)$ will be denoted by $\|\cdot\|_{\Gamma}$.

In what follows we shall use the customary Sobolev spaces, for which we refer to Adams [2], and the notion of "trace" over the boundary $\Gamma$ of $\Omega$. Mainly we shall use the space $H^{1}(\Omega)$ with norm denoted by $\|\cdot\|_{H^{1}}$ and its trace space $H^{1 / 2}(\Gamma)$, with norm $\|\cdot\|_{H^{\frac{1}{2}}(\Gamma)}$.

In addition, we define the spaces

$$
H=\left\{u \in L^{2}(\Omega) \mid \nabla \cdot u=0, u \cdot \underline{\mathrm{n}}=0 \text { on } \Gamma\right\}
$$

and

$$
V=\left\{u \in H^{1}(\Omega) \mid \nabla \cdot u=0, u \cdot \underline{\mathrm{n}}=0 \text { on } \Gamma\right\}
$$

and we endow $V$ with the norm $\|u\|_{V}=\|\nabla u\|$. Moreover, we define the space of tangential vector fields as

$$
H_{\tau}^{1}=\left\{u \in H^{1}(\Omega) \mid u \cdot \underline{\mathrm{n}}=0 \text { on } \Gamma\right\}
$$

2.1.1. Fractional derivative. In order to properly define the spaces we shall use, we also need to define fractional derivatives. The fractional derivative may be defined through singular integrals

$$
D_{t}^{\alpha} U(x, t)=\frac{d}{d t} \int_{0}^{t} \frac{U(s, x)}{(t-s)^{\alpha}} d s \quad \text { for } 0 \leq \alpha<1
$$

but for our purposes it is better to deal with a definition via the Fourier transform.

Given $\phi(x, t)$, defined for $t \in[0, T]$, with values in the Hilbert space $\left(\mathbb{X},\|\cdot\|_{\mathbb{X}}\right)$ and integrable (in the Bochner sense), we define

$$
\widetilde{\phi}(t, x)= \begin{cases}\phi(t, x) & \text { for } t \in[0, T],  \tag{2.3}\\ 0 & \text { elsewhere }\end{cases}
$$

and its Fourier transform (with respect to the time variable) is

$$
\widehat{\phi}(x, \xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \widetilde{\phi}(x, t) \mathrm{e}^{-\mathrm{i} t \xi} d t
$$

so that we can define the fractional Sobolev spaces of functions having $\alpha$-order derivative in $L^{2}$ :

$$
H^{\alpha}(\mathbb{R} ; \mathbb{X}):=\left\{f \in L^{2}(\mathbb{R} ; \mathbb{X}): \int_{\mathbb{R}}|\xi|^{2 \alpha}\|\widehat{f}(\xi)\|_{\mathbb{X}}^{2} d \xi<\infty\right\}
$$

2.2. The linear stationary problem. The first step in solving (2.1) is to consider the linear stationary problem

$$
\begin{cases}-\nabla \cdot \mathbb{D}(G)+\nabla \Pi=0 & \text { in } \Omega \times(0, T),  \tag{2.4}\\ \nabla \cdot G=0 & \text { in } \Omega \times(0, T), \\ G \cdot \underline{\mathrm{n}}=g(x, t) & \text { on } \Gamma \times(0, T), \\ \delta \underline{\underline{n} \cdot \mathbb{D}(G) \cdot \underline{\tau}+G \cdot \underline{\tau}=0} & \text { on } \Gamma \times(0, T),\end{cases}
$$

where the time variable is now just a parameter.
Theorem 2.1. Let the following be given: $g \in H^{1 / 2+\epsilon}\left(0, T ; H^{1 / 2}(\Gamma)\right)$, satisfying the compatibility condition (1.5). Then, there exists a unique $G$ solution of (2.4) such that

$$
\begin{equation*}
G(x, t) \in H^{1 / 2+\epsilon}\left(0, T ; H^{1}(\Omega)\right) . \tag{2.5}
\end{equation*}
$$

Moreover, there is a constant $C_{0}$, depending only on $\Omega$, such that

$$
\begin{equation*}
\|\nabla G\|+\|\Pi\| \leq C_{0}\left(1+\delta^{-\frac{1}{2}}\right)\|g\|_{H^{\frac{1}{2}}(\Gamma)} \tag{2.6}
\end{equation*}
$$

Proof. See Solonnikov and Ščadilov [36] and Beirão da Veiga [6]. In fact, for each $t$ it is possible to solve a linear stationary Stokes problem (with the appropriate boundary conditions) that has a unique solution belonging to $H^{1}(\Omega)$. The regularity in the time variable is inherited by the function $G$.

We give a formal (but completely justified) argument for the estimate (2.6), following the approach to the existence in $L^{2}$-spaces introduced in Beirão da Veiga [6] to find appropriate estimates on $G$. We consider the bilinear form

$$
B(u, \phi)=\int_{\Omega} \mathbb{D}(u) \mathbb{D}(\phi) d x
$$

and the functions $(G, \Pi)$ that solve (2.4) must satisfy

$$
B(G, \phi)-\int_{\Omega} \Pi \nabla \cdot \phi d x+\frac{1}{\delta} \int_{\Gamma} G \cdot \phi d \sigma=0 \quad \forall \phi \in H_{\tau}^{1} .
$$

In order to deal with the inhomogeneous problem, we introduce a vector field $G_{1}$ such that

$$
\begin{cases}\nabla \cdot G_{1}=0 & \text { in } \Omega \\ G_{1} \cdot \underline{\mathrm{n}}=g & \text { on } \Gamma \\ \left\|G_{1}\right\|_{H^{1}} \leq C\|g\|_{H^{\frac{1}{2}}(\Gamma)} & \end{cases}
$$

The construction of such a vector field is rather standard and can be found, for instance, in Galdi [14].

By defining $G=G_{1}+G_{2}$, the function $G_{2}$ must satisfy

$$
B\left(G_{2}, \phi\right)-\int_{\Omega} \Pi \nabla \cdot \phi d x+\frac{1}{\delta} \int_{\Gamma} G_{2} \cdot \phi d \sigma=-B\left(G_{1}, \phi\right)-\frac{1}{\delta} \int_{\Gamma} G_{1} \cdot \phi d \sigma
$$

for each $\phi$ tangential to the boundary. If $\phi=G_{2}$, we get (since $G_{2} \cdot \underline{\mathrm{n}}=0$ and $\nabla \cdot G_{2}=0$ )

$$
\left\|\nabla G_{2}\right\|^{2}+\frac{1}{\delta}\left\|G_{2}\right\|_{\Gamma}^{2} \leq\left\|\nabla G_{2}\right\|\left\|\nabla G_{1}\right\|+\frac{1}{\delta}\left\|G_{1}\right\|_{\Gamma}\left\|G_{2}\right\|_{\Gamma}
$$

and, consequently,

$$
\frac{1}{2}\left\|\nabla G_{2}\right\|^{2}+\frac{1}{2 \delta}\left\|G_{2}\right\|_{\Gamma}^{2} \leq \frac{1}{2}\left\|\nabla G_{1}\right\|^{2}+\frac{1}{2 \delta}\left\|G_{1}\right\|_{\Gamma}^{2}
$$

This finally implies that

$$
\left\|\nabla G_{2}\right\|^{2} \leq C\left(1+\frac{1}{\delta}\right)\|g\|_{H^{\frac{1}{2}}(\Gamma)}^{2}
$$

where the constant $C$ depends on $\Omega$ but is independent of $\delta$. The estimate on the pressure can be obtained by approximation, by studying a slightly different equation; see [6] for details.

Indeed, notice that, for our aims, it is enough to have

$$
\begin{equation*}
G(x, t) \in H^{1 / 2+\epsilon}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right) \tag{2.7}
\end{equation*}
$$

but currently we do not know the minimal assumption on $g$ in order to have the above regularity. Regarding the usual no-slip boundary conditions, see the result proved by Fursikov, Gunzburger, and Hou [13].
2.3. The linear evolution problem. The next step for the analysis of the nonlinear evolution problem (2.1) is the following linear evolution problem:

$$
\begin{cases}\partial_{t} z-\nabla \cdot \mathbb{D}(z)+\nabla q=0 & \text { in } \Omega \times(0, T)  \tag{2.8}\\ \nabla \cdot z=0 & \text { in } \Omega \times(0, T), \\ z \cdot \underline{\mathrm{n}}=g & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}(z) \cdot \underline{\tau}+z \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ z(x, 0)=G(x, 0) & \text { in } \Omega\end{cases}
$$

We shall treat the nonlinear problem as a perturbation of such a linear system. Let us introduce the new unknowns

$$
Z(x, t)=z(x, t)-G(x, t) \quad \text { and } \quad Q(x, t)=q(x, t)-\Pi(x, t)
$$

so that we are reduced to a homogeneous problem for the new unknowns $(Z, Q)$ :

$$
\begin{cases}\partial_{t} Z-\nabla \cdot \mathbb{D}(Z)+\nabla Q=-\partial_{t} G & \text { in } \Omega \times(0, T),  \tag{2.9}\\ \nabla \cdot Z=0 & \text { in } \Omega \times(0, T), \\ Z \cdot \underline{\mathrm{n}}=0 & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}(Z) \cdot \underline{\tau}+Z \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ Z(x, 0)=0 & \text { in } \Omega\end{cases}
$$

The above problem is not completely standard, since the right-hand side does not satisfy the usual properties. For instance, one can note that $\partial_{t} G$ does not belong to the domain of the Stokes operator, since $\partial_{t} G \cdot \underline{\mathrm{n}} \neq 0$. This is the main difficulty: The low regularity of this term can be treated in a more standard way, while the above fact is responsible for a different approach.

Theorem 2.2. Assume that $(G, \Pi)$ is a solution to system $(2.4)$, with $G$ satisfying the regularity property (2.7). Then there exists a unique solution $(z, q)$ (where $q$ is unique up to an additive function not depending on the space variable) to system (2.8) such that

$$
\begin{equation*}
z \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right) \cap H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right) \tag{2.10}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\|z(t)\|^{2}+\int_{0}^{T}\left(\|\mathbb{D}(z)(t)\|^{2}+\frac{1}{\delta}\|z(t) \cdot \underline{\tau}\|_{\Gamma}^{2}\right) d t+\|z\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}^{2}  \tag{2.11}\\
& \leq C\left(\|G\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\int_{0}^{T}\|\mathbb{D}(G)\|^{2} d t\right)
\end{align*}
$$

Proof. By virtue of Theorem 2.1, it is enough to prove the same claim of this theorem on the solution $(Z, Q)$ of problem (2.9). Since we just know that $\partial_{t} G \in$ $H^{-\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)$, we introduce a sequence $G^{N} \in H^{1}\left(\mathbb{R} ; L^{2}(\Omega)\right)$ of approximate functions such that
(a) $\left.G^{N}\right|_{[0, T]} \longrightarrow G$ in $H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)$ as $N \rightarrow \infty$,
(b) $\left\|\partial_{t} G^{N}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}=N$.

The way to do this extension is rather standard: First, we can define $\bar{G}: \mathbb{R} \rightarrow L^{2}(\Omega)$ with an extension by reflection. Then, we consider a sequence $\rho_{N}$ of mollifiers and the function $G_{N}$ will be the restriction on $[0, T]$ of the function $\rho_{N} * \bar{G}$.

The proof is based on the Faedo-Galerkin procedure. By Clopeau, Mikelić, and Robert [8] (but also the recent abstract results in [6]), we know that there exists a basis $\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ of functions in $H^{3}(\Omega)$ of the space $V$ (and also of $H$ ), such that

$$
\delta \underline{\mathrm{n}} \cdot \mathbb{D}\left(\phi_{n}\right) \cdot \underline{\tau}+\phi_{n} \cdot \underline{\tau}=0 .
$$

Now, let $Z_{n}^{N}(t, x)=\sum_{k=1}^{n} \zeta_{n, k}^{N}(t) \phi_{k}(x)$ be the solution of the following (finite-dimensional) linear system of ordinary differential equations (ODEs):

$$
\left\{\begin{array}{l}
\frac{d}{d t} \int_{\Omega} Z_{n}^{N} \cdot \phi_{k}+\int_{\Omega} \mathbb{D}\left(Z_{n}^{N}\right) \cdot \mathbb{D}\left(\phi_{k}\right)+\frac{1}{\delta} \int_{\Gamma}\left(Z_{n}^{N} \cdot \underline{\tau}\right)\left(\phi_{k} \cdot \underline{\tau}\right) d \sigma=-\frac{d}{d t} \int_{\Omega} G^{N} \cdot \phi_{k} \\
\int_{\Omega} Z_{n}^{N}(x, 0) \cdot \phi_{k} d x=0
\end{array}\right.
$$

for $t \in(0, T)$ and $k=1, \ldots, n$. Notice that the divergence-free constraint and the boundary conditions on $Z_{n}^{N}$ are automatically verified. By using a standard argument it is easy to prove that such a system of ODEs has a unique solution $Z_{n}^{N} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)$. Indeed, by multiplying each equation by the corresponding term $\zeta_{n, k}^{N}$, summing over $k$, and integrating by parts over $\Omega$, one easily obtains the following estimate:

$$
\sup _{0 \leq t \leq T}\left\|Z_{n}^{N}(t)\right\|^{2}+\int_{0}^{T}\left(\left\|\mathbb{D}\left(Z_{n}^{N}\right)\right\|^{2}+\frac{1}{\delta} \int_{0}^{T}\left\|Z_{n}^{N}\right\|_{\Gamma}^{2}\right) d t \leq C\left\|G^{N}\right\|_{H^{1}\left(0, T ; L^{2}(\Omega)\right)}^{2}
$$

with a constant $C$, depending only on $\Omega$. Unfortunately, such an estimate, beside being uniform in $n$, is not uniform in $N$ due to property (b) of the approximate sequence $\left\{G^{N}\right\}_{N \in \mathbb{N}}$. Hence, we need other a priori estimates on the solutions $Z_{n}^{N}$ of the finite-dimensional problem. We continue working on the $Z_{n}^{N}$, since such functions are smooth enough for all computations that will be performed.

We again multiply the equations by the terms $\zeta_{n, k}^{N}$, sum over $k$, and integrate by parts, but now we estimate the right-hand side in the following way:

$$
\begin{align*}
\sup _{0 \leq t \leq T}\left\|Z_{n}^{N}(t)\right\|^{2} & +\int_{0}^{T}\left(\left\|\mathbb{D}\left(Z_{n}^{N}\right)\right\|^{2}+\frac{1}{\delta}\left\|Z_{n}^{N}\right\|_{\Gamma}^{2}\right) d t \leq\left|\int_{0}^{T} \int_{\Omega} \partial_{t} G^{n} \cdot Z_{n}^{N}\right| d x d t  \tag{2.12}\\
& \leq\left\|\partial_{t} G^{N}\right\|_{H^{-\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq\left\|G^{N}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}
\end{align*}
$$

so that we need only show a uniform estimate (with respect to both $n$ and $N$ ) of $Z_{n}^{N}$ in the space $H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)$. We shall use the Fourier transform characterization of the norm of fractional Sobolev spaces (see Adams [2]) to get such an estimate. Each $\widetilde{Z}_{n}^{N}$ (such functions have been defined in (2.3)) is a solution of the following equation:

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega} \widetilde{Z}_{n}^{N} \cdot \phi_{k}+\int_{\Omega} \mathbb{D}\left(\widetilde{Z}_{n}^{N}\right) \cdot \mathbb{D}\left(\phi_{k}\right)+\frac{1}{\delta} \int_{\Gamma} \widetilde{Z}_{n}^{N} \cdot \phi_{k} d \sigma \\
& \quad=-\frac{d}{d t} \int_{\Omega} \widetilde{G}^{N} \cdot \phi_{k}+\delta(t) \int_{\Omega} G^{N}(0) \cdot \phi_{k}-\delta(t-T) \int_{\Omega}\left(Z_{n}^{N}(T)+G^{N}(T)\right) \cdot \phi_{k}
\end{aligned}
$$

for each $k=1, \ldots, n$, in the sense of distributions with respect to the time variable. Here $\delta(\cdot)$ is the usual Dirac's delta function. In the frequency Fourier variable $\xi$, the above equation reads as follows:

$$
\begin{aligned}
-\mathrm{i} \xi \int_{\Omega} \widehat{Z}_{n}^{N} \cdot & \phi_{k}+\int_{\Omega} \mathbb{D}\left(\widehat{Z}_{n}^{N}\right) \cdot \mathbb{D}\left(\phi_{k}\right)+\frac{1}{\delta} \int_{\Gamma} \widehat{Z}_{n}^{N} \cdot \phi_{k} d \sigma \\
& =\mathrm{i} \xi \int_{\Omega} \widehat{G}^{N} \cdot \phi_{k}+\int_{\Omega} G^{N}(0) \cdot \phi_{k}-\mathrm{e}^{-\mathrm{i} \xi T} \int_{\Omega}\left(Z_{n}^{N}(T)+G^{N}(T)\right) \cdot \phi_{k}
\end{aligned}
$$

see, for instance, Lions [25], where this tool is used to prove estimates on the fractional derivative of the solution. Note that in [25], and in all works involving fractional derivatives for the Navier-Stokes equations, the starting point is the existence of a weak solution, on which it is possible to prove additional estimates. In our case the existence of a weak solution derives from the fractional derivative estimates and at present it does not seem possible to prove the usual existence results.

Consequently, we get

$$
\begin{aligned}
& -\mathrm{i} \xi\left\|\widehat{Z}_{n}^{N}(\xi)\right\|^{2}+\left\|\mathbb{D}\left(\widehat{Z}_{n}^{N}\right)(\xi)\right\|^{2}+\frac{1}{\delta}\left\|\widehat{Z}_{n}^{N}(\xi)\right\|_{\Gamma}^{2} \\
& \quad=\mathrm{i} \xi \int_{\Omega} \widehat{G}^{N} \cdot \widehat{Z}_{n}^{N}+\int_{\Omega} G^{N}(0) \cdot \widehat{Z}_{n}^{N}-\mathrm{e}^{-\mathrm{i} \xi T} \int_{\Omega}\left(Z_{n}^{N}(T)+G^{N}(T)\right) \cdot \overline{\widehat{Z}_{n}^{N}}
\end{aligned}
$$

Take the imaginary part and multiply both sides of the previous formula by $|\xi|^{2 \alpha-1}$, with $\alpha<\frac{1}{2}$ so that, by using Young's inequality, one gets

$$
|\xi|^{2 \alpha}\left\|\widehat{Z}_{n}^{N}(\xi)\right\|^{2} \leq C|\xi|^{2 \alpha}\left\|\widehat{G}^{N}\right\|^{2}+C|\xi|^{2 \alpha-2}\left(\left\|G^{N}(T)\right\|+\left\|Z_{n}^{N}(T)\right\|+\left\|G^{N}(0)\right\|\right)^{2} .
$$

In order to estimate the integral $\int_{\mathbb{R}}|\xi|^{2 \alpha}\left\|\widehat{Z}_{n}^{N}(\xi)\right\|^{2} d \xi$, we split it into two parts: by the above estimate,

$$
\begin{aligned}
\int_{|\xi|>1} & |\xi|^{2 \alpha}\left\|\widehat{Z}_{n}^{N}(\xi)\right\|^{2} \\
& \leq C \int_{\mathbb{R}}|\xi|^{2 \alpha}\left\|\widehat{G}^{N}\right\|^{2}+C\left(\left\|G^{N}(T)\right\|+\left\|Z_{n}^{N}(T)\right\|+\left\|G^{N}(0)\right\|\right)^{2} \int_{|\xi|>1}|\xi|^{2 \alpha-2} ;
\end{aligned}
$$

the first term on the right-hand side is controlled by $C\left\|G^{N}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}^{2}$, while

$$
\left\|Z_{n}^{N}(T)\right\|^{2} \leq C\left\|G^{N}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)},
$$

by virtue of $(2.12) ;\left\|G^{N}(0)\right\|$ is bounded by $\|G(0)\|$; and finally, by using the Morrey inequality (see Adams [2]), which implies $H^{1 / 2+\varepsilon}(0, T) \subset C([0, T])$, we get

$$
\left\|G^{N}(T)\right\| \leq\left\|G^{N}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)} .
$$

The second part is estimated as follows, by using Parseval's theorem, Poincare's inequality, and estimate (2.12):

$$
\begin{aligned}
\int_{|\xi| \leq 1}|\xi|^{2 \alpha}\left\|\widehat{Z}_{n}^{N}\right\|^{2} d \xi & \leq \int_{\mathbb{R}}\left\|\widehat{Z}_{n}^{N}\right\|^{2} d \xi=\int_{0}^{T}\left\|Z_{n}^{N}(t)\right\|^{2} d t \\
& \leq C \int_{0}^{T}\left\|\mathbb{D}\left(Z_{n}^{N}\right)\right\|^{2} d t \\
& \leq C\left\|G^{N}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}
\end{aligned}
$$

In conclusion, by collecting all of the above estimates we finally get that, for each $\varepsilon \in\left(0, \frac{1}{2}\right)$, there exists a constant $C$, depending only on $\Omega$ and $\varepsilon$, such that

$$
\begin{equation*}
\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left\|G^{N}\right\|_{\left.H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)\right)}, \tag{2.13}
\end{equation*}
$$

which, together with (2.12), shows that $Z_{n}^{N}$ is bounded, uniformly in $n$ and $N$, in the spaces $H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right), L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and $L^{2}\left(0, T ; H^{1}(\Omega)\right)$.

Hence, it is possible to extract a (diagonal) subsequence converging weakly in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$, weakly-* in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, and strongly in $L^{2}((0, T) \times \Omega)$ to the unique solution $Z$ of problem (2.9). Indeed, $Z \in H^{\frac{1}{2}-\varepsilon}\left(0, T ; L^{2}(\Omega)\right)$, that is, the
topological dual space of $H^{-\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)$, the space to which $\partial_{t} G$ belongs. Furthermore, by passing to the limit and using the semicontinuity of the norms, it follows that $Z$ satisfies the claim stated at the beginning of this proof.

Remark 2.3. The assumption $g \in H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{\frac{1}{2}}(\Gamma)\right)$, which in turn gives $G \in H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{1}(\Omega)\right)$, seems to be rather technical for the presence of $\epsilon$. If $g \in H^{\frac{1}{2}}\left(0,+\infty ; H^{\frac{1}{2}}(\Gamma)\right)$, it follows that $G \in H^{\frac{1}{2}}\left(0,+\infty ; H^{1}(\Omega)\right)$ and Theorem 2.2 holds accordingly.

Indeed, the main point is estimate (2.12), in which the right-hand side becomes $\left\|G^{N}\right\|_{H^{\frac{1}{2}}}\left\|Z_{n}^{N}\right\|_{H^{\frac{1}{2}}}$ and, following the lines of the proof presented above, the estimate on the Fourier transform gives that $Z_{n}^{N}$ is bounded, uniformly in $n$ and $N$, in $H^{\frac{1}{2}}\left(0,+\infty ; L^{2}(\Omega)\right)$. Notice that in the critical case $H^{\frac{1}{2}}$, we work on the whole time interval $[0,+\infty)$ to avoid the boundary terms $\left\|G^{N}(0)\right\|$ and $\left\|G^{N}(T)\right\|$, which cannot be estimated by using the Morrey inequality.

We also note that this small relaxation on the assumptions on $G$ requires us to add the hypothesis $G \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. Otherwise the function $z$ will not itself belong to $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and this fact is crucial to proving the corresponding bound for weak solutions to the full nonlinear Navier-Stokes problem.
2.4. The nonlinear problem. In this section we finally prove Theorem 1.2. Again, we make use of an auxiliary problem; namely, we introduce the new variables

$$
U=u-z \quad \text { and } \quad P=p-q
$$

where $(z, q)$ is the solution to the linear evolution problem (2.8), and the pair $(U, P)$ solves the following problem:

$$
\begin{cases}\partial_{t} U-\nabla \cdot \mathbb{D}(U)+[(U+z) \cdot \nabla](U+z)+\nabla P=f & \text { in } \Omega \times(0, T),  \tag{2.14}\\ \nabla \cdot U=0 & \text { in } \Omega \times(0, T), \\ U \cdot \underline{\mathrm{n}}=0 & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}(U) \cdot \underline{\tau}+U \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ U(x, 0)=u_{0}(x)-G(x, 0) & \text { in } \Omega .\end{cases}
$$

By virtue of Theorem 2.2, the existence Theorem 1.2 for the nonlinear problem is a straightforward consequence of the following proposition.

Proposition 2.4. Assume that $(G, \Pi)$ is a solution to system (2.4), with $G \in$ $H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)$. Then, there exists a unique

$$
\begin{equation*}
U \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right) \tag{2.15}
\end{equation*}
$$

solution to problem (2.14). Moreover, the following estimate holds true:

$$
\begin{align*}
& \sup _{0 \leq s \leq t}\|U(s)\|^{2}+\int_{0}^{t}\left(\|\mathbb{D}(U)\|^{2}+\frac{1}{\delta}\|U\|_{\Gamma}^{2}\right) d s  \tag{2.16}\\
& \quad \leq\left\|u_{0}-G(\cdot, 0)\right\|^{2} \mathrm{e}^{A(t)}+C \int_{0}^{t}\left(\|f\|^{2}+\|\nabla z(s)\|^{2}\|z(s)\|\right) \mathrm{e}^{A(t)-A(s)} d s
\end{align*}
$$

where

$$
A(t)=C t+C\left(1+\|z\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right) \int_{0}^{t}\|\nabla z\|^{2} d s
$$

and $C$ is a constant depending only on $\Omega$.

Proof. The proof is rather standard and proceeds via a Faedo-Galerkin approximation, as in the proof of Theorem 2.2. We show only an a priori estimate, whose computations are formal but completely meaningful at the level of the Faedo-Galerkin approximate functions. Multiply (2.14) by $U$ and integrate by parts to get

$$
\frac{1}{2} \frac{d}{d t}\|U\|^{2}+\|\mathbb{D}(U)\|^{2}+\frac{1}{\delta}\|U\|_{\Gamma}^{2}=\int_{\Omega} U \cdot[(U+z) \cdot \nabla](U+z)+\int_{\Omega} f \cdot U
$$

The estimate of the integral involving $f$ is straightforward, since it is bounded by $\|f\|^{2}+\|U\|^{2}$. We estimate the nonlinear term in the right-hand side by using the Gagliardo-Nirenberg inequality

$$
\begin{equation*}
\|u\|_{L^{4}} \leq C\|u\|^{1 / 2}\|\nabla u\|^{1 / 2} \quad \forall u \in H^{1}(\Omega) \tag{2.17}
\end{equation*}
$$

Note that such an inequality is a little bit more general than the so-called Ladyžhenskaya inequality, since here the functions are not vanishing on the boundary of $\Omega$ and the constant $C$ depends on $\Omega$.

We first observe that since $\nabla \cdot U=0$ and $U \cdot \underline{\mathrm{n}}=0$, then

$$
\int_{\Omega} U \cdot(U \cdot \nabla) U=0 \quad \text { and } \quad \int_{\Omega} U \cdot(U \cdot \nabla) z=-\int_{\Omega} z \cdot(U \cdot \nabla) U
$$

so that, by using repeatedly the Gagliardo-Nirenberg inequality given above, Hölder's inequality, and Young's inequality, we get

$$
\begin{aligned}
\left|\int_{\Omega} U \cdot[(U+z) \cdot \nabla](U+z)\right| & \leq 2\|U\|_{L^{4}}\|z\|_{L^{4}}\|\nabla U\|+\|U\|_{L^{4}}\|z\|_{L^{4}}\|\nabla z\| \\
& \leq \frac{1}{2}\|\nabla U\|^{2}+C\|z\|_{L^{4}}^{4}\|U\|^{2}+C\|z\|_{L^{4}}^{\frac{4}{3}}\|\nabla z\|^{\frac{4}{3}}\|U\|^{\frac{2}{3}} \\
& \leq \frac{1}{2}\|\nabla U\|^{2}+C\|z\|^{2}\|\nabla z\|^{2}\|U\|^{2}+C\|z\|^{\frac{2}{3}}\|\nabla z\|^{2}\|U\|^{\frac{2}{3}} \\
& \leq \frac{1}{2}\|\nabla U\|^{2}+C\left(1+\|z\|^{2}\right)\|\nabla z\|^{2}\|U\|^{2}+C\|\nabla z\|^{2}\|z\|
\end{aligned}
$$

Since, by Theorem 2.2, $z \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)$, both terms $(1+$ $\left.\|z\|^{2}\right)\|\nabla z\|^{2}$ and $\|\nabla z\|^{2}\|z\|$ are integrable in time, and, by Gronwall's lemma, we can deduce that $U$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and $L^{2}\left(0, T ; H^{1}(\Omega)\right)$. Moreover, formula (2.16) also follows.

Finally, uniqueness of the solution follows from similar arguments. Indeed, if $\widetilde{U}$ is the difference between two solutions $U_{1}$ and $U_{2}$, one easily gets

$$
\frac{1}{2} \frac{d}{d t}\|\widetilde{U}\|^{2} \leq\left(\left\|U_{2}\right\|_{L^{4}}^{4}+\|z\|_{L^{4}}^{4}+\|\nabla z\|^{2}\right)\|\widetilde{U}\|^{2}
$$

and, since $\widetilde{U}(0)=0$, from Gronwall's lemma it follows that $\widetilde{U} \equiv 0$.
Remark 2.5. In the proof of the result of this section we used in a fundamental way estimate (2.17). In the three-dimensional case this inequality is no longer true. Instead, it holds that

$$
\|u\|_{L^{4}} \leq C\|u\|^{1 / 4}\|\nabla u\|^{3 / 4} \quad \forall u \in H^{1}(\Omega)
$$

which can be used to prove just local existence of weak solutions. The global result proved in the two-dimensional case depends in an essential manner on the stronger estimate, and this is the critical difference between the two cases.
3. The proof of Theorem 1.3. In this section we study the limit of the solution of the vorticity seeding model as $\delta \rightarrow 0$. We prove the convergence of the solutions of (3.1) to the solutions of the nonstationary Navier-Stokes system with the no-slip boundary condition (3.2). This supports the idea of using a nonstandard boundary condition on the new boundary $\Gamma_{1} \subset \Omega$, such that the region between $\Gamma$ and $\Gamma_{1}$ is very narrow. When the width of this region (presumably the boundary layer) shrinks to zero, then the solution of the Navier-Stokes equations with the usual no-slip boundary condition is recovered.
3.1. Comparison of solutions with different boundary data. Let the following be given: $g \in H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{\frac{1}{2}}(\Gamma)\right)$, satisfying the compatibility condition (1.5); $f \in L^{2}((0, T) \times \Omega)$; and $u_{0} \in H^{1}(\Omega)$, with $\nabla \cdot u_{0}=0$. Without loss of generality, we can assume that $u_{0} \equiv 0$. Denote by $G_{\delta}$ the solution of the linear stationary problem (2.4), with boundary condition $G_{\delta} \cdot \underline{\mathrm{n}}=\delta g$. Consider the solution ( $u_{\delta}, p_{\delta}$ ) to the system

$$
\begin{cases}\partial_{t} u_{\delta}-\nabla \cdot \mathbb{D}\left(u_{\delta}\right)+u_{\delta} \cdot \nabla u_{\delta}+\nabla p_{\delta}=f & \text { in } \Omega \times(0, T),  \tag{3.1}\\ \nabla \cdot u_{\delta}=0 & \text { in } \Omega \times(0, T), \\ u_{\delta} \cdot \underline{\mathrm{n}}=\delta g(x, t) & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}\left(u_{\delta}\right) \cdot \underline{\tau}+u_{\delta} \cdot \underline{\tau}=0 & \text { on } \Gamma \times(0, T), \\ u_{\delta}(x, 0)=u_{0}(x)+G(x, 0) & \text { in } \Omega .\end{cases}
$$

We want to show the convergence of the vector valued function $u_{\delta}$ to the solution $v$ of the Navier-Stokes equations with zero Dirichlet data:

$$
\begin{cases}\partial_{t} v-\nabla \cdot \mathbb{D}(v)+v \cdot \nabla v+\nabla \pi=f & \text { in } \Omega \times(0, T)  \tag{3.2}\\ \nabla \cdot v=0 & \text { in } \Omega \times(0, T) \\ v=0 & \text { on } \Gamma \times(0, T) \\ v(x, 0)=u_{0} & \text { in } \Omega\end{cases}
$$

To this end, we also introduce the solution $z_{\delta}$ to the linear evolution problem (2.8), with boundary condition $z_{\delta} \cdot \underline{\mathrm{n}}=\delta g$, and we set

$$
U_{\delta}=u_{\delta}-z_{\delta} \quad \text { and } \quad w_{\delta}=u_{\delta}-z_{\delta}-v
$$

The function $w_{\delta}$ satisfies the following "homogeneous" system

$$
\begin{cases}\partial_{t} w_{\delta}-\nabla \cdot \mathbb{D}\left(w_{\delta}\right)+R\left(w_{\delta}, z_{\delta}, v, U_{\delta}\right)+\nabla r=0 & \text { in } \Omega \times(0, T),  \tag{3.3}\\ \nabla \cdot w_{\delta}=0 & \text { in } \Omega \times(0, T) \\ w_{\delta} \cdot \underline{\mathrm{n}}=0 & \text { on } \Gamma \times(0, T), \\ \delta \underline{\mathrm{n}} \cdot \mathbb{D}\left(w_{\delta}\right) \cdot \underline{\tau}+w_{\delta} \cdot \underline{\tau}=-\delta \underline{\mathrm{n}} \cdot \mathbb{D}(v) \cdot \underline{\tau} & \text { on } \Gamma \times(0, T), \\ w_{\delta}(x, 0)=0 & \text { in } \Omega,\end{cases}
$$

where

$$
R\left(w_{\delta}, z_{\delta}, v, U_{\delta}\right)=\left(U_{\delta} \cdot \nabla\right) w_{\delta}+\left(w_{\delta} \cdot \nabla\right) v+\left(U_{\delta} \cdot \nabla\right) z_{\delta}+\left(z_{\delta} \cdot \nabla\right) U_{\delta}+\left(z_{\delta} \cdot \nabla\right) z_{\delta}
$$

We multiply the first equation in (3.3) by $w_{\delta}$ and integrate by parts to get

$$
\frac{1}{2} \frac{d}{d t}\left\|w_{\delta}\right\|^{2}+\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+\frac{1}{\delta}\left\|w_{\delta}\right\|_{\Gamma}^{2}=-\int_{\Gamma}(\underline{\mathrm{n}} \cdot \mathbb{D}(v) \cdot \underline{\tau})\left(w_{\delta} \cdot \underline{\tau}\right) d \sigma-\int_{\Omega} w_{\delta} \cdot R\left(w_{\delta}, z_{\delta}, v, U_{\delta}\right) d x
$$

The boundary integral in the right-hand side may be increased in the following way.

$$
\begin{equation*}
\left|\int_{\Gamma}(\underline{\mathrm{n}} \cdot \mathbb{D}(v) \cdot \underline{\tau})\left(w_{\delta} \cdot \underline{\tau}\right) d \sigma\right| \leq \frac{\delta}{2}\|v\|_{H^{2}}^{2}+\frac{1}{2 \delta}\left\|w_{\delta}\right\|_{\Gamma}^{2} . \tag{3.4}
\end{equation*}
$$

Then we analyze the second integral. By integration by parts over $\Omega$ (note that $U_{\delta} \cdot \underline{\mathrm{n}}=0$ on $\Gamma$ ) and by using Hölder's inequality, the Gagliardo-Nirenberg inequality, and Young's inequality, we obtain

$$
\begin{aligned}
& \left|\int_{\Omega} w_{\delta} \cdot R\left(w_{\delta}, z_{\delta}, v, U_{\delta}\right) d x\right| \\
& \leq \frac{1}{2}\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+C\left[\|\nabla v\|^{2}+\left\|\nabla U_{\delta}\right\|^{\frac{2}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{4}{3}}+\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}+\left\|\nabla z_{\delta}\right\|^{2}\right]\left\|w_{\delta}\right\|^{2} \\
& \quad+C\left[\left\|\nabla U_{\delta}\right\|^{\frac{2}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{4}{3}}\left\|U_{\delta}\right\|+\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}\left\|z_{\delta}\right\|+\left\|\nabla z_{\delta}\right\|^{2}\left\|z_{\delta}\right\|\right] .
\end{aligned}
$$

Indeed, for example,

$$
\begin{aligned}
\left|\int_{\Omega} w_{\delta} \cdot\left(z_{\delta} \cdot \nabla\right) U_{\delta}\right| & \leq\left\|w_{\delta}\right\|_{L^{4}}\left\|z_{\delta}\right\|_{L^{4}}\|\nabla U\| \\
& \leq C\left\|w_{\delta}\right\|^{\frac{1}{2}}\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{\frac{1}{2}}\left\|z_{\delta}\right\|^{\frac{1}{2}}\left\|\mathbb{D}\left(z_{\delta}\right)\right\|^{\frac{1}{2}}\left\|\nabla U_{\delta}\right\| \\
& \leq \frac{1}{8}\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+C\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}\left\|w_{\delta}\right\|^{\frac{2}{3}}\left\|z_{\delta}\right\|^{\frac{2}{3}} \\
& \leq \frac{1}{8}\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+C\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}\left(\left\|w_{\delta}\right\|^{2}+\left\|z_{\delta}\right\|\right) .
\end{aligned}
$$

For simplicity we set

$$
\begin{aligned}
\psi(t) & :=C\left[\left\|\nabla U_{\delta}\right\|^{\frac{2}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{4}{3}}\left\|U_{\delta}\right\|+\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}\left\|z_{\delta}\right\|+\left\|\nabla z_{\delta}\right\|^{2}\left\|z_{\delta}\right\|\right], \\
\phi(t) & :=\left[\|\nabla v\|^{2}+\left\|\nabla U_{\delta}\right\|^{\frac{2}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{4}{3}}+\left\|\nabla U_{\delta}\right\|^{\frac{4}{3}}\left\|\nabla z_{\delta}\right\|^{\frac{2}{3}}+\left\|\nabla z_{\delta}\right\|^{2}\right], \\
\chi(t) & :=\|v\|_{H^{2}}^{2},
\end{aligned}
$$

so that, by collecting all of the estimates we obtained before, we end up with the following differential inequality:

$$
\begin{equation*}
\frac{d}{d t}\left\|w_{\delta}\right\|^{2}+\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+\frac{1}{\delta}\left\|w_{\delta}\right\|_{\Gamma}^{2} \leq \delta \chi(t)+\psi(t)+\phi(t)\left\|w_{\delta}\right\|^{2} . \tag{3.5}
\end{equation*}
$$

3.1.1. Estimate of and in terms of . First, we note that the functions $\psi$ and $\phi$ belong to $L^{1}(0, T)$, by virtue of the regularity properties (2.10) and (2.15) of $z_{\delta}$ and $U_{\delta}$, respectively. The function $\chi(t)$ belongs to $L^{1}(0, T)$ as well, since

$$
\|v\|_{L^{2}\left(0, T ; H^{2}\right)} \leq C\left[\|v(x, 0)\|_{H^{1}}+\|f\|_{L^{2}((0, T) \times \Omega)}\right] ;
$$

see, for instance, Constantin and Foiaş [10]. And also at this point is crucial to consider the two-dimensional problem, since such an estimate is available just for small times in the three-dimensional case.

It is important now to sharply check the correct behavior of the functions $\phi(t)$ and $\psi(t)$ in terms of $\delta$. Before going further, we collect in the following lemma the results of section 2 that we shall need.

Lemma 3.1. Under the assumptions of Theorem 1.3, the following estimates hold:
(i) $\sup _{0 \leq t \leq T}\left\|z_{\delta}\right\|^{2}+\int_{0}^{T}\left\|\mathbb{D}\left(z_{\delta}\right)\right\|^{2} d t \leq C_{1} \delta\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; H^{\frac{1}{2}}(\Gamma)\right)}^{2}$,
(ii) $\sup _{0 \leq t \leq T}\left\|U_{\delta}\right\|^{2}+\int_{0}^{T}\left(\left\|\mathbb{D}\left(U_{\delta}\right)\right\|^{2}+\frac{1}{\delta}\left\|U_{\delta}\right\|_{\Gamma}^{2}\right) d t \leq C_{2}$,
for all $0<\delta \leq 1$, where the constant $C_{1}$ depends only on $\Omega$, while the constant $C_{2}$ depends only on $\Omega, T,\|f\|_{L^{2}}$, and $\|g\|_{H^{\frac{1}{2}+\varepsilon}}$.

Proof. Property (i) is a consequence of (2.11). Indeed, by (2.6) and Poincaré's inequality,

$$
\left\|G_{\delta}\right\| \leq C\left\|\mathbb{D}\left(G_{\delta}\right)\right\| \leq C \sqrt{\delta}\|g\|
$$

so that $\left\|G_{\delta}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)} \leq C \sqrt{\delta}\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}$.
Again, from (2.6),

$$
\int_{0}^{T}\left\|\mathbb{D}\left(G_{\delta}\right)\right\|^{2} d t \leq C \delta\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Omega)\right)}^{2}
$$

and in conclusion (i) holds true.
As it concerns (ii), we have that, by Poincaré's inequality, (2.6), and Sobolev embeddings,

$$
\left\|G_{\delta}(\cdot, 0)\right\| \leq C\left\|\mathbb{D}\left(G_{\delta}\right)(\cdot, 0)\right\| \leq C \sqrt{\delta}\|g(\cdot, 0)\| \leq C \sqrt{\delta}\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}\right)}
$$

Moreover, since $\delta \leq 1$ and from the above estimates it follows that

$$
A(t) \leq A(T) \leq C T+C\left(1+\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Gamma)\right)}^{4}\right)
$$

that is, $A(t)$ is uniformly bounded by a constant independent of $\delta$, and that

$$
\begin{aligned}
\int_{0}^{t}\left(\|f\|^{2}+\left\|\nabla z_{\delta}\right\|^{2}\left\|z_{\delta}\right\|\right) \mathrm{e}^{A(t)-A(s)} d s & \leq \mathrm{e}^{A(T)}\left(\int_{0}^{T}\|f\|^{2}+\left\|z_{\delta}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)}\left\|\mathbb{D}\left(z_{\delta}\right)\right\|^{2}\right) \\
& \leq\left(\|f\|_{L^{2}((0, T) \times \Omega)}^{2}+C\|g\|_{H^{\frac{1}{2}+\varepsilon}\left(0, T ; L^{2}(\Gamma)\right)}^{3}\right) \mathrm{e}^{A(T)}
\end{aligned}
$$

as well, so that, by (2.16), (ii) also follows.
The first consequence of the above lemma is that

$$
\int_{0}^{t} \phi(s) d s \leq \int_{0}^{T}\|\nabla v\|^{2} d t+C(\Omega, T, f, g), \quad 0 \leq t \leq T
$$

with a bound uniform in $\delta$, for $\delta$ small. Moreover, for $t \in[0, T]$

$$
\begin{aligned}
\int_{0}^{t} \psi(s) d s \leq & C\left(\int_{0}^{T}\left\|\nabla U_{\delta}\right\|^{2}\right)^{\frac{1}{3}}\left(\int_{0}^{T}\left\|\nabla z_{\delta}\right\|^{2}\right)^{\frac{2}{3}}\left\|U_{\delta}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)} \\
& +C\left(\int_{0}^{T}\left\|\nabla U_{\delta}\right\|^{2}\right)^{\frac{2}{3}}\left(\int_{0}^{T}\left\|\nabla z_{\delta}\right\|^{2}\right)^{\frac{1}{3}}\left\|z_{\delta}\right\|_{L^{\infty}\left(L^{2}\right)} \\
& +C\left\|z_{\delta}\right\|_{L^{\infty}\left(L^{2}\right)} \int_{0}^{T}\left\|\nabla z_{\delta}\right\|^{2} \\
\leq & C\left(\delta^{\frac{2}{3}}+\delta^{\frac{5}{6}}+\delta^{\frac{3}{2}}\right) \\
\leq & C \delta^{\frac{2}{3}}
\end{aligned}
$$

so that, by (3.5) and Gronwall's inequality, it follows that

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left\|w_{\delta}\right\|^{2}+\int_{0}^{T}\left(\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+\frac{1}{\delta}\left\|w_{\delta}\right\|_{\Gamma}^{2}\right) d t & \leq \int_{0}^{T}[\delta \chi(s)+\psi(s)] \mathrm{e}^{\int_{s}^{T} \phi(r) d r} d s \\
& \leq \mathrm{e}^{\int_{0}^{T} \phi(s) d s} \int_{0}^{T}[\delta \chi(s)+\psi(s)] d s \\
& \leq C \delta^{\frac{2}{3}}
\end{aligned}
$$

and finally

$$
\sup _{0 \leq t \leq T}\left\|w_{\delta}\right\|^{2}+\int_{0}^{T}\left(\left\|\mathbb{D}\left(w_{\delta}\right)\right\|^{2}+\frac{1}{\delta}\left\|w_{\delta}\right\|_{\Gamma}^{2}\right) d t=\mathcal{O}\left(\delta^{\frac{2}{3}}\right)
$$

Since the corresponding norms of $z_{\delta}$ are of order $\delta^{\frac{1}{2}}$, by the previous lemma, we finally deduce that $u_{\delta}-v$ is of the order $\delta^{\frac{1}{3}}$, and Theorem 1.3 is proved.

Remark 3.2. The tangential trace of the function $w_{\delta}$ converges a little better, since from the above estimate we can deduce

$$
\left\|w_{\delta}\right\|_{L^{2}(\Gamma \times(0, T))}=\mathcal{O}\left(\delta^{5 / 6}\right) .
$$

Remark 3.3. The above proof shows that there is a crucial loss in the estimates due to: (1) the boundary effect in the estimate (2.6) and (2) the nonlinearity (recall the contribution of $U_{\delta}$ in the estimate of $\left.\psi(t)\right)$. We observe that the original model was supplemented by the boundary condition

$$
u \cdot \underline{\mathrm{n}}=\delta^{2} g,
$$

but we used in fact $u \cdot \underline{\mathrm{n}}=\delta g$. By running through the proof of Theorem 1.3 one gets, using the boundary condition

$$
u \cdot \underline{\mathrm{n}}=\delta^{\alpha} g
$$

that $z_{\delta}=\mathcal{O}\left(\delta^{\alpha-\frac{1}{2}}\right)$, so that $\int_{0}^{T} \psi(t) d t=\mathcal{O}\left(\delta^{\frac{4}{3}\left(\alpha-\frac{1}{2}\right)}\right)$ and finally $w_{\delta}=\mathcal{O}\left(\delta^{\frac{2}{3}\left(\alpha-\frac{1}{2}\right)}\right)$. In particular, for $\alpha=2$, which is the value corresponding to models in [4, 24], the behavior of $z_{\delta}$ matches the loss in the estimates due to the boundary term (3.4); see section 1.2. Hence, for larger values of $\alpha$, the convergence remains slow, because of this term. Supposedly, the loss in the convergence rate caused by this term is an intrinsic feature of the problem, while those losses caused by the nonlinearity may have technical reasons.
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#### Abstract

For the Laplace operator with mixed (Dirichlet and Neumann) boundary conditions, the dependence of the principal eigenvalue on the placement of the Dirichlet part is investigated. An optimal window is a Dirichlet part of the boundary that minimizes the principal eigenvalue among all competitors of the same area.

In the special case of a square, we provide both numerical evidence and rigorous partial results for the conjecture that optimal windows in a square are segments centered at either a corner or the midpoint of a side. In particular, we prove that the principal eigenvalue decreases as a window is shifted from a side-centered position towards the corner. An optimal window contained in two sides of the square is connected and contains a corner in its interior. Optimal windows whose length does not exceed the length of one side break the symmetry of the square.

We also construct a star-shaped domain whose optimal window(s) must be disconnected. Finally we give, for general domains in $\mathbb{R}^{d}$, continuity results for the eigenvalue as a function of the window, and examples of discontinuity when crucial hypotheses are violated. We also give a variation formula that relates the eigenvalue to the singularities of the eigenfunction (stress intensity coefficient) near the boundary of the window.

Methods are based on the variational problem and include rearrangement, Dirichlet-Neumann bracketing, capacity estimates, and deformation under a flow.
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## 1. Introduction.

1.1. Overview over the results. Consider the first eigenvalue of the Laplace operator in a fixed domain $\Omega \subset \mathbb{R}^{d}$ (say, bounded Lipschitz)

$$
\begin{equation*}
-\Delta u=\lambda u, \quad u \geq 0 \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

with Dirichlet boundary conditions on some subset $D \subset \Omega$ and Neumann on the complement of $D$, i.e.,

$$
\begin{equation*}
\left.u\right|_{D}=0,\left.\quad \partial_{\nu} u\right|_{\partial \Omega \backslash D}=0 \tag{1.2}
\end{equation*}
$$

Technical questions of how these boundary conditions should be interpreted will be discussed below. We will call $\lambda=\lambda(D)$ the principal eigenvalue of the Laplacian under the window boundary conditions on $D$. The problem of optimal windows asks for minimization of this eigenvalue for prescribed surface area of the window.

As explained in [8], one may think of $\Omega$ as representing a room with perfectly heatconducting windows at $D$ and insulating walls along $\partial \Omega \backslash D$. The principal eigenvalue $\lambda(D)$ gives the rate of exponential decay of any initial temperature distribution due

[^106]to heat diffusion through the window as time becomes large, while the corresponding eigenfunction gives the asymptotic temperature profile. An optimal window minimizes long-term heat loss among all windows of a given size.

It has been shown in [9] that such optimal windows exist and that in the case of a ball of any dimension the optimal window is a spherical cap of the appropriate area. Similar results have been obtained independently by Cox and Uhlig [6], who treat windows as a singular limiting case of Robin boundary conditions.

Here we are concerned with the question of what can be said about the geometry of optimal windows when $\Omega$ is not a ball. We suspect that an optimal window in a convex domain $\Omega$ should be connected, have some basic regularity properties, and lie in a region of $\partial \Omega$ with large mean curvature. This is certainly not the case for more general domains, as we show by constructing an example of a star-shaped domain with a disconnected optimal window. Heuristic evidence concerning the location of optimal windows has been discussed in [8], and is also corroborated by results of Harrell, Kröger, and Kurata [13] on a different, but related, problem.

As a model case for a convex domain, we study a square: The determination of the shape of optimal windows is already nontrivial in this case. Here we conjecture that the optimal window is a segment, centered either at the midpoint of a side or at a corner depending on the prescribed boundary measure (length), and that there are no other optimal windows, up to sets of measure zero. This conjecture is supported by a number of rigorous partial results as well as numerical evidence (see Figure 2.1). In particular, we prove that the eigenvalue decreases as a short segment is moved from a side-centered position to a position adjacent to a corner and that this monotonicity extends at least for some distance as the window is moved around the corner. We show the first part of this result by means of a DirichletNeumann bracketing argument (section 3.1). The second part is proved by means of an Euler-Lagrange-type variational formula, which we derive for any domain of sufficient regularity in arbitrary dimension (section 6).

Furthermore, we show that some segment containing a corner in its interior is optimal among all windows lying on only two sides of the square (adjacent or not). The proof relies on discrete rearrangement arguments that are specific to the square (with some obvious, but maybe not too interesting, generalization to a cube or hypercube).

Numerical evidence shows that for segments whose length exceeds the sidelength by a certain small amount, up to slightly more than two sidelengths, the cornercentered position ceases to be optimal, with the side-centered position being better (section 2). This can be understood heuristically in terms of the fact that optimal windows prefer to use corners, as was already discussed in terms of a model problem in [8]. However, sacrificing connectedness to distribute the window evenly around the corners is not advantageous and results in windows inferior to either the sidecentered segment or the corner-centered segment (section 3.3). For windows up to one sidelength, we can prove this analytically, for larger ones numerically. On the other hand, our analytic results prove that the (nonoptimal) window with four congruent corner-centered components is still better than any other window that has the full symmetry of the square.

Our study of the square also serves as a building block for an example of a starshaped domain where any optimal window is disconnected (section 4). A related example was discussed heuristically in Figure 3 of [8].

The variation formula mentioned above is derived in section 6 for windows in general domains of any dimension. Its upshot is that the rate of change of the eigenvalue as a function of the window is determined by certain singular coefficients of the
eigenfunction that show up at each interface of window and wall on the boundary. In a neighborhood of such interface points, the eigenfunction (albeit in $W^{1,2}$ ) cannot be expected to be $W^{2,2}$.

In special geometries the singularities have been studied by Grisvard (e.g., [12]). In the situation of a simple interface of a wall and a window segment on a side of the square, the typically expected singular behavior of the eigenfunction is like $c \operatorname{Im} \sqrt{z}$ in a neighborhood of 0 , where the number $c$ is the singular coefficient. We give a simple lower estimate for this coefficient, based on a maximum principle, to ensure that it does not vanish. In contrast, in a corner of the square, the singular coefficient vanishes. These two facts make it possible for the eigenvalue to be lowered by moving a segment a bit around the corner. For segments up to one sidelength, a better control of the singular coefficients appearing in the variational formula (which depend on global properties of the eigenfunction) should extend this monotonicity all the way until a minimum is achieved when the segment is centered at a corner, but a proof of this extended monotonicity has eluded us so far.

Contributions from geometric singularities (corners, ridges, conical points) have been studied by many authors, and in vast generality, e.g., Maz'ya and Plamenevskii [21]. Surveys are [16] and [23]. We are using only the very simplest case here.

The continuous dependence of the eigenvalue under shifts of the window and other reasonable modifications of its geometry is an intuitively plausible but nontrivial result of relevance. For deformations of windows that can be achieved by the flow of a vector field, our Euler-Lagrange argument proves even differentiability. However, in the absence of good a priori information on the window geometry, such flow type modifications are rather weak; this is why we include some continuity results for other modifications, in general Lipschitz domains (section 5). In this context, it is crucial to consider, in addition to the formulation of the eigenvalue problem (EVP) adopted in [9], [8], a more sophisticated definition that takes into account fine properties of eigenfunctions. It is easy to see that the results in [9], [8] carry over. We will argue this point specifically for the existence of optimal windows in section 1.3. Both definitions coincide for optimal windows, as well as for windows of sufficient regularity, in particular for open windows.
1.2. Basic facts, context, and notation; variational formulation. Let us introduce some notation. The symbol $\Omega$ will generally denote a bounded Lipschitz domain in $\mathbb{R}^{d}$, and the window $D$ will be a measurable subset of $\partial \Omega$. As surface measure on $\partial \Omega$, we use $d$-1-dimensional Hausdorff measure, denoted here by $\sigma$. A point in $\bar{D} \cap \overline{\partial \Omega \backslash D}$ will be called an interface point.

The Laplacian with the window boundary conditions (1.2) will be denoted by $\Delta_{D}$. The word "eigenvalue" without adjective or ordinal will always denote the lowest eigenvalue, which is simple. This eigenvalue will be denoted by $\lambda(D)$.

Define the optimal eigenvalue for windows of a given surface measure by

$$
\begin{equation*}
\lambda_{*}(\ell)=\inf \{\lambda(D) \mid D \subset \partial \Omega, \sigma(D)=\ell\} \tag{1.3}
\end{equation*}
$$

A set $D \subset \partial \Omega$ will be called an optimal window if $\lambda(D)=\lambda_{*}(\sigma(D))$, that is, if

$$
\begin{equation*}
\lambda(D)=\inf \left\{\lambda\left(D^{\prime}\right) \mid D^{\prime} \subset \partial \Omega, \sigma\left(D^{\prime}\right)=\sigma(D)\right\} \tag{1.4}
\end{equation*}
$$

The eigenvalue $\lambda(D)$ in (1.1) and (1.3) can be defined by the Courant-Hilbert variational problem (CHVP)

$$
\begin{equation*}
\lambda(D)=\min \left\{\int_{\Omega}|\nabla u|^{2} d x\left|u \in W^{1,2}(\Omega), \int_{\Omega} u^{2} d x=1, u\right|_{D}=0\right\} \tag{1.5}
\end{equation*}
$$

In [8] and [9], the restriction $\left.u\right|_{D}$ of a function $u \in W^{1,2}(\Omega)$ was to be understood as the trace in $L^{2}(\partial \Omega)$. By general Sobolev space theory ([1, Theorem 5.4] or [10, section 4.3, Theorem 1]), the trace of a $W^{1,2}$-function is guaranteed to be an $L^{2}(\partial \Omega)$ function. Note that the condition $\left.u\right|_{D}=0$, in the $L^{2}$-sense, allows the boundary condition to be violated on a set of $d$-1-dimensional measure zero. We refer to this definition of $\lambda$ as the coarse formulation of the eigenvalue problem (1.1) and the CHVP (1.5).

The Neumann boundary conditions on $\partial \Omega \backslash D$ in (1.1) arise as natural boundary conditions for the variational problem in (1.5). The minimizing function $u$ is a normalized eigenfunction corresponding to $\lambda(D)$ and can be chosen to be nonnegative. It agrees a.e. with an analytic function in the interior of $\Omega$, but is not guaranteed to be continuous up to the boundary $\partial \Omega$, unless some assumptions are made on the geometry of $D$.

Clearly, the principal eigenvalue $\lambda_{1}(D)$ increases under inclusion of windows,

$$
D_{1} \subset D_{2} \Longrightarrow \lambda\left(D_{1}\right) \subset \lambda\left(D_{2}\right)
$$

since the minimizing function in the CHVP for $\lambda\left(D_{1}\right)$ is an admissible test function for $\lambda\left(D_{2}\right)$.
1.3. Fine variational formulation. As mentioned above, there is another meaningful definition of the boundary conditions (1.2) and the corresponding variational problem (1.5). Since $W^{1,2}$-functions can actually be determined quasi-everywhere, that is, up to a set of zero capacity, one can insist that the Dirichlet boundary conditions in (1.1) and in the CHVP (1.5) hold up to a set of zero capacity. Since every set of capacity zero has $d$-1-dimensional measure zero, but not vice versa, this is a stronger condition. It corresponds to choosing a smaller domain for the quadratic form associated with $\Delta_{D}$. We will refer to this definition of $\lambda(D)$ as the fine formulation of (1.1) or (1.5). When necessary, we distinguish the two definitions by superscripts, writing $\lambda^{c}(D)$ and $\lambda^{f}(D)$ for the coarse and fine eigenvalues, respectively. In general,

$$
\begin{equation*}
\lambda^{f}(D) \geq \lambda^{c}(D) \tag{1.6}
\end{equation*}
$$

and it is easy to construct examples where the inequality is strict: any (fractal) window with Hausdorff dimension between $d-2$ and $d-1$ has measure 0 and nonvanishing capacity [ 10 , section 4.7 .2 ], [19, section 2.1.7], hence coarse eigenvalue 0 , but positive fine eigenvalue. The notion of sets of capacity 0 is well defined even in two dimensions, where capacity can only be defined subject to some arbitrary choice. Such subtleties can also be avoided by replacing the window $D$ in $\Omega \subset \mathbb{R}^{2}$ with the equivalent window $D \times[0,1]$ in $\Omega \times] 0,1\left[\subset \mathbb{R}^{3}\right.$.

In order to relate coarse and fine eigenvalues more precisely, we represent an element $u$ of a Sobolev space by a function defined everywhere, which will be called the preferred representative. For any given Lipschitz domain $\Omega$ and any neighborhood $V$ of $\bar{\Omega}$, there is a linear bounded operator $\mathcal{E}: W^{1,2}(\Omega) \rightarrow \stackrel{\circ}{1}^{1,2}(V) \hookrightarrow W^{1,2}\left(\mathbb{R}^{d}\right)$ that extends Sobolev functions in $\Omega$ to the entire space as outlined in [10, section 4.4], i.e., $\left.\mathcal{E} u\right|_{\Omega}=u$. Then we choose the preferred representative as

$$
\begin{equation*}
\tilde{u}(x):=\limsup _{r \rightarrow 0} f_{B_{r}(x)} \mathcal{E} u(y) d y \quad \text { for } \quad x \in \bar{\Omega} \tag{1.7}
\end{equation*}
$$

The limsup is in fact a limit, except on a set of zero capacity, and $\tilde{u}$ is quasi-continuous (as defined in [19, section 2.17]).

The extension operator $\mathcal{E}$ is not unique but depends on a choice of locally flattening coordinate charts, and we make such a choice once and for all for each given $\Omega$. The preferred representative on $\bar{\Omega}$ depends on the extension operator, but any two choices will only differ on a set of capacity zero. See [19, Theorem 2.55 with following remark] or [10, section 4.8, Theorem 1]. The restriction of $\tilde{u}$ to $\partial \Omega$ represents the trace of $u$.

Theorem 1.1. For the CHVP (1.5) in the fine formulation, there exists a minimizer which is uniquely determined quasi-everywhere up to choice of a sign.

Proof. This is a slight modification of the classical argument for the existence of a minimizer for (1.5) in the (coarse) Sobolev sense. Let $u_{j}$ be a minimizing sequence of quasi-continuous functions (in $W^{1,2}\left(\mathbb{R}^{d}\right)$, by extension) satisfying the boundary conditions in the fine sense. Extracting a subsequence (again denoted by $u_{j}$ ), we may assume weak convergence in $W^{1,2}(\Omega)$, strong convergence in $L^{2}(\Omega)$, and (by compactness of the trace map) strong convergence in $L^{2}(\partial \Omega)$, to a limit function $u_{*}$. We have to show that $u_{*}$ inherits the fine boundary conditions from $\left\{u_{j}\right\}$. To this end, we replace the sequence $\left\{u_{j}\right\}$ by a sequence $\left\{\bar{u}_{j}\right\}$ of convex combinations that converges strongly in $W^{1,2}$, according to Mazur's theorem (see, e.g., [18, section 2.13]). The normalized sequence $\hat{u}_{j}:=\bar{u}_{j} /\left\|\bar{u}_{j}\right\|_{L^{2}(\Omega)}$ still converges strongly in $W^{1,2}(\Omega)$ because $\left\|\bar{u}_{j}\right\|_{L^{2}(\Omega)} \rightarrow 1$. The $\hat{u}_{j}$ inherit the fine boundary conditions from $u_{j}$ and therefore form a sequence of legitimate competitors in the CHVP.

Now by convexity we obtain

$$
\int\left|\nabla u_{*}\right|^{2}=\lim \int\left|\nabla \hat{u}_{j}\right|^{2}=\lim \int\left|\nabla \bar{u}_{j}\right|^{2} \leq \lim \int\left|\nabla u_{j}\right|^{2}=\inf \int|\nabla u|^{2}
$$

We must show that $u_{*}$ inherits the fine boundary conditions from the $\hat{u}_{j}$. This follows from the arguments in section 2.1.3 of [19], which we sketch briefly, for the sake of being self-contained:
(1) If a sequence of $C_{0}^{\infty}$ functions $v_{j}$ (with uniformly bounded support) converges strongly in $W^{1,2}(\Omega)$ to some $u_{*}$, then it holds for some subsequence (again called $v_{j}$ ):

$$
\forall \varepsilon>0 \exists V_{\varepsilon} \text { open : } \operatorname{cap}\left(V_{\varepsilon}\right)<\varepsilon,\left\|v_{j}-u_{*}\right\|_{C^{0}\left(\bar{\Omega} \backslash V_{\varepsilon}\right)} \rightarrow 0
$$

(2) Every $W^{1,2}(\Omega)$ function $u$ can be approximated in $W^{1,2}(\Omega)$ norm by $C_{0}^{\infty}$ functions $v_{k}$ (with uniformly bounded support), such that

$$
\forall \varepsilon>0 \exists W_{\varepsilon} \text { open }: \operatorname{cap}\left(W_{\varepsilon}\right)<\varepsilon,\left\|v_{k}-u\right\|_{C^{0}\left(\bar{\Omega} \backslash W_{\varepsilon}\right)} \rightarrow 0
$$

(The existence of a quasi-continuous representative is actually a consequence of this.)
Now there are open sets $V_{j}$ with $\operatorname{cap}\left(V_{j}\right)<2^{-j}$ such that $\hat{u}_{j}$ is continuous on $\bar{\Omega} \backslash V_{j}$ and vanishes on $D \backslash V_{j}$, and there are smooth approximants $\hat{v}_{j}$ such that $\left\|\hat{v}_{j}-\hat{u}_{j}\right\|_{W^{1,2}(\Omega)}<2^{-j}$ and $\left\|\hat{v}_{j}-\hat{u}_{j}\right\|_{C^{0}\left(\bar{\Omega} \backslash V_{j} \backslash W_{j}\right)}<2^{-j}$ for appropriate open sets $W_{j}$ with $\operatorname{cap}\left(W_{j}\right)<2^{-j}$. Therefore, for every $j_{0}$, the sequence $\hat{v}_{j}$ converges uniformly to $u_{*}$ outside the set $\bar{V}_{j_{0}}:=\bigcup_{j \geq j_{0}}\left(V_{j} \cup W_{j}\right)$, whose capacity is at most $2^{2-j_{0}}$. Hence $u_{*}$ vanishes on $D \backslash \bar{V}_{j_{0}}$, for every $j_{0}$.

Uniqueness and positivity follow from the strong maximum principle as in the classical argument.

The coarse and fine formulations of optimal windows and their eigenfunctions essentially agree.

Proposition 1.2. Let $\lambda_{*}^{c}(\ell)$ and $\lambda_{*}^{f}(\ell)$ be optimal eigenvalues for windows of size $\ell$, as defined by (1.3) in the coarse and fine sense, respectively. Then

$$
\begin{equation*}
\lambda_{*}^{f}(\ell)=\lambda_{*}^{c}(\ell), \quad\left(0 \leq \ell \leq \lambda_{\mathrm{Dir}}\right) \tag{1.8}
\end{equation*}
$$

Furthermore, $D$ is an optimal window with respect to the coarse definition if and only if it differs by a set of d-1-dimensional measure zero from an optimal window for the fine formulation.

Proof. Clearly, from (1.6) we have

$$
\lambda_{*}^{f}(\ell) \geq \lambda_{*}^{c}(\ell)
$$

To see the converse inequality, take an optimal window $D$ for the coarse formulation, i.e., $\lambda^{c}(D)=\lambda_{*}^{c}(\ell)$, and let $u^{c}$ be a minimizer of the corresponding CHVP (1.5). Let $\tilde{u}^{c}$ be the preferred representative of $u^{c}$, as defined above, and set

$$
D^{\prime}:=\left\{x \in \partial \Omega \mid \tilde{u}^{c}(x)=0\right\}
$$

We refer to this procedure as refining the window $D$. By definition, $\sigma\left(D^{\prime}\right) \geq \ell$ and $\lambda^{c}\left(D^{\prime}\right)=\lambda_{*}(\ell)$. Since $\left.\tilde{u}^{c}\right|_{D^{\prime}}$ vanishes identically, it is an admissible candidate for the CHVP (1.5) for $\lambda^{f}\left(D^{\prime}\right)$. It follows that

$$
\lambda_{*}^{f}(\ell) \leq \lambda^{f}\left(D^{\prime}\right)=\lambda^{c}(D)=\lambda_{*}^{c}(\ell)
$$

Note that we always have $\lambda^{f}\left(D^{\prime}\right) \leq \lambda^{c}(D)$ since $\tilde{u}^{c}$ vanishes on $D^{\prime}$. Whenever $\lambda^{f}(D)>\lambda^{c}(D)$ occurs, this is due to $D \backslash D^{\prime}$ having positive capacity, which makes $\tilde{u}^{c}$ ineligible for the fine CHVP. Whenever de Giorgi's continuity argument applies at each point of $D$, i.e., when $u^{c}$ has a representative that is continuous on $\Omega \cup D$, then $\tilde{u}^{c}$ is admissible for the fine CHVP and thus $\lambda^{f}(D)=\lambda^{c}(D)$. This holds in particular if $D$ is open, notwithstanding possible discontinuities of $u^{c}$ at interface points. A de Giorgi argument can also be used to show continuity of $u^{c}$, provided the window has positive density at every interface point $p \in \bar{D} \cap \overline{\partial \Omega \backslash D}$. We suspect that eigenfunctions for optimal windows should be continuous up to the boundary, but this is an unresolved question.
2. Numerical results for the square. We have used the MATLAB pdetool to calculate, by means of finite elements, the lowest eigenvalue for various window configurations. The calculation was done with a sequence of at least three subsequent mesh refinements so that numerical convergence within the precision of the graphics could be checked by inspection. In the accompanying Figure 2.1, we show the eigenvalue as a function of the length of the window, for five different simple geometric configurations.

As outlined in section 1.1, we conjecture that the configurations giving the lowest eigenvalue in Figure 2.1 (namely either a side-centered or a corner-centered segment, depending on the length) are in fact the optimal configurations. As a rule of thumb, the better of the two choices of symmetric and connected windows is the one that contains more corners. Exceptions to this rule occur near integer multiples of a sidelength.

Figure 2.1 also displays a feature of the first variation formula: When the interface points are in the corner (which implies vanishing of the singular coefficients), the derivative of the eigenvalue vanishes. These are just the explicitly calculable cases marked in the figure. Our numerics do not resolve the modulus of continuity at length 0 . However, for each of the curves printed, it can be seen analytically that $c_{1} / \ln (1 / \delta) \leq \lambda(\delta) \leq c_{2} / \ln (1 / \delta)$ (with $\delta$ the total length of the window): The lower bound follows from Theorem 5 in [8] (slightly modified for two dimensions, as pointed out there); the upper bound is an immediate consequence of our capacity estimate in Proposition 5.2 and its proof. Sharp asymptotics for a different, but closely related, problem can be found in Chapter 9 of [20].


Fig. 2.1. Five sections through the space of windows, each parametrized by length. The horizontal axis measures the length, in units of the perimeter of the square, the vertical axis gives the eigenvalue relative to the full Dirichlet eigenvalue. The labels mark those window configurations that can be calculated explicitly by separation of variables. In these pictograms, bold lines denote Dirichlet BCs.

We next study the dependence of the eigenvalue on the position of the window. We cannot expect the eigenvalue to depend monotonically on the shift parameter for all lengths, because the side-centered and the corner-centered configuration yield the same eigenvalue for three particular lengths, close to $1.02,2.04,3.15$ sidelengths, as seen in Figure 2.1. In Figure 2.2, we shift windows of a given length from a sidecentered to a corner-centered position. However, we observe in each case that local minima only occur in symmetric positions, supporting our conjecture.

The derivative of the eigenvalue with respect to the shift parameter is proportional to the difference of the squares of the singular coefficients at the endpoints of the segment (section 6). In the symmetric configurations, this derivative vanishes by symmetry. When both endpoints lie in a corner, where the singular coefficients vanish, the derivative appears to vanish to a higher order, indicating further cancellations. This can be plausibly observed for lengths 1 and 3 in the side-centered configuration, and for length 2 in the corner-centered configuration.

Figure 2.3 shows the effect of tearing apart a connected window into two pieces. Note the competition between corner positions and connectedness as geometric features favoring low eigenvalues.


Fig. 2.2. The eigenvalue for connected windows of nine different lengths and two-component windows of two different lengths, as a function of a shift parameter. The horizontal axis indicates the distance to a side-centered position.


Fig. 2.3. Examples of competition between connectedness and corner position for small windows. Dotted lines: The first hump for the side-centered window is actually axially symmetric, due to the argument used in section 3.1.

$$
\begin{aligned}
& D=] \frac{1}{2}+t-\frac{\ell}{2}, \frac{1}{2}+t+\frac{\ell}{2}[\times\{0\} \\
& \lambda(D)=: \lambda(t)
\end{aligned}
$$


$\hat{\Omega}$ (cylinder)


Fig. 3.1. Shifting windows in a rectangle after doubling it to obtain a cylinder.
3. Rigorous results for the square. In this section, we collect some inequalities and monotonicity results that are specific to the square.
3.1. Monotonicity of shifting (rectangle). For the geometric situation, see the top of Figure 3.1.

Theorem 3.1. Let $\Omega$ be a rectangle. The principal eigenvalue of a connected window $D$ that is contained entirely in one side of $\partial \Omega$ is a continuous, strictly decreasing function of the distance of $D$ from the side-centered position.

Proof. By scaling, rotating, and translating, we may assume that $\Omega=] 0,1[\times] 0, h[$, and that the window is contained in the bottom side of the rectangle; see Figure 3.1. For $0<\ell<1$ and $|t| \leq(1-\ell) / 2$, let $D(t)=] \frac{1}{2}+t-\frac{\ell}{2}, \frac{1}{2}+t+\frac{\ell}{2}[\times\{0\}$ be the window of length $\ell$ that has been shifted by $t$ from the side-centered position, and denote the corresponding eigenvalue by $\lambda(t)$. By symmetry, $\lambda$ is an even function of $t$. Continuity of $\lambda(t)$ follows most easily from Proposition 5.2. To prove the last assertion, we will show that

$$
\begin{equation*}
\lambda\left(\frac{1}{2}\left(t_{1}+t_{2}\right)\right)>\min \left\{\lambda\left(t_{1}\right), \lambda\left(t_{2}\right)\right\} \tag{3.1}
\end{equation*}
$$

holds for any pair $t_{1}<t_{2}$. Setting $t_{1}=-t, t_{2}=t$ in (3.1) and using that $\lambda(-t)=\lambda(t)$ shows that $\lambda$ takes its global maximum at $t=0$. Setting $t_{1 / 2}=t \mp \varepsilon$ in (3.1) shows that $\lambda(t)$ cannot assume a local minimum on the open interval $] 0,(1-\ell) / 2[$. We conclude that $\lambda(t)$ is strictly decreasing on $[0,(1-\ell) / 2]$, as claimed.

In order to prove claim (3.1), we combine a doubling trick with a special case of Dirichlet-Neumann bracketing (see [22, section XIII.15]). Fix $t_{1} \leq t_{2}$ with $\left|t_{1}\right|,\left|t_{2}\right| \leq$ $(1-\ell) / 2$, set $t=\left(t_{1}+t_{2}\right) / 2$, and let $u$ be the positive normalized eigenfunction for the rectangle $\Omega=] 0,1[\times] 0, h[$ with the window $D(t)$.

Consider the CHVP on the cylinder $\hat{\Omega}=(\mathbb{R} / 2 \mathbb{Z}) \times] 0, h[$, with window $\hat{D}(t)=$ $D(t) \cup(-D(t))$, which is obtained by gluing a copy of $\Omega$ with window $D(t)$ to its mirror image along the vertical edges. Since the minimizing function $\hat{u}$ is automatically symmetric by simplicity of the principal eigenvalue in a connected domain, it follows that this CHVP on $\hat{\Omega}$ with window $\hat{D}(t)$ is equivalent to the CHVP on $\Omega$ with window $D(t)$. In particular,

$$
\hat{u}(x, y)=\frac{1}{\sqrt{2}} u(|x|, y), \quad(-1 \leq x \leq 1,0 \leq y \leq h)
$$

and the corresponding principal eigenvalue coincides with $\lambda(t)$.

On the other hand, with the understanding that $x$ coordinates are interpreted modulo 2 , the cylinder $\hat{\Omega}$ contains the disjoint union of the rectangles $\left.\Omega_{1}=\right]\left(t_{2}-\right.$ $\left.t_{1}\right) / 2,1+\left(t_{2}-t_{1}\right) / 2[\times] 0, h\left[\right.$ and $\left.\Omega_{2}=\right]-1+\left(t_{2}-t_{1}\right) / 2,\left(t_{2}-t_{1}\right) / 2[\times] 0, h[$, which are copies of $\Omega$ with windows $D\left(t_{1}\right)$ and $D\left(t_{2}\right)$, respectively. By restricting $\hat{u}$ to $\Omega_{1} \cup \Omega_{2}$ we obtain a test function for $\Omega_{1} \cup \Omega_{2}$ with window $D\left(t_{1}\right) \cup D\left(t_{2}\right)$. Since the principal eigenvalue for a disjoint union of domains is the smaller of the two eigenvalues, it follows that

$$
\lambda(t) \geq \min \left\{\lambda\left(t_{1}\right), \lambda\left(t_{2}\right)\right\}
$$

The functions $u_{1}=\left.\hat{u}\right|_{\Omega_{1}}$ and $u_{2}=\left.\hat{u}\right|_{\Omega_{2}}$ cannot be eigenfunctions for $\lambda\left(t_{1}\right)$ and $\lambda\left(t_{2}\right)$, because the gradient of $\hat{u}$ vanishes at those boundary points of $\Omega_{1}$ or $\Omega_{2}$ that were corners of $\Omega$, in violation of the Hopf boundary point lemma for $u_{1}$ and $u_{2}$. This completes the proof of (3.1).

The doubling argument used in the proof shows that two connected window segments of length $\ell$ each, placed symmetrically with distance $2 s$ from the center of a rectangle of sidelength 2 , yield the same eigenvalue as two such windows placed symmetrically with distance $2(1-\ell-s)$ apart. This can be observed in the curve for the side-centered configurations in Figure 2.3.
3.2. Optimality among windows on one or two sides. The monotonicity argument in the previous subsection implies in particular that among all connected windows contained in one side of a rectangle, the one touching a corner produces the minimal eigenvalue. We next consider windows contained in two sides of a square.

Theorem 3.2. Among all windows that lie on only two sides of the square (adjacent or not), the optimal window is connected and contains a corner of the square in its interior.

The proof is based on rearrangement techniques, which have been widely used for geometric inequalities (see [15], [18] for a general reference). Here we will use two rearrangements adapted to the square: the increasing rearrangement and polarization.

For a nonnegative measurable function $u$ on a rectangle, we define the increasing rearrangement in the $x$-direction, $\mathcal{R} u$, by replacing the restriction of $u$ to each line $y=$ const with the unique nondecreasing left-continuous function which is equimeasurable with $u(\cdot, y)$; see Figure 3.2. By Fubini's theorem, $\mathcal{R} u$ is equimeasurable with $u$.

Lemma 3.3. Let $u$ be a nonnegative $W^{1,2}$-function on a rectangle $\left.\Omega=\right] 0,1[\times$ $] 0, h[$, and let $\mathcal{R} u$ be its increasing rearrangement in the $x$-direction. If the trace of $u$ vanishes $\sigma$-a.e. on a window

$$
D=\left(\{0\} \times D_{l}\right) \cup\left(\{1\} \times D_{r}\right) \cup\left(D_{b} \times\{0\}\right) \cup\left(D_{t} \times\{h\}\right),
$$

then $\mathcal{R} u$ vanishes $\sigma$-a.e. on the window $\mathcal{R} D$ defined by

$$
\begin{equation*}
\left.(\mathcal{R} D)_{l}=D_{l} \cup D_{r}, \quad(\mathcal{R} D)_{r}=\emptyset, \quad(\mathcal{R} D)_{b}=\right] 0, \sigma\left(D_{b}\right)\left[, \quad(\mathcal{R} D)_{t}=\right] 0, \sigma\left(D_{t}\right)[. \tag{3.2}
\end{equation*}
$$

In general,

$$
\sigma(D) \geq \sigma(\mathcal{R} D)
$$

with equality certainly when $D_{r}=\emptyset$. The corresponding principal eigenvalues satisfy

$$
\lambda(D) \geq \lambda(\mathcal{R} D)
$$

with equality only when $\mathcal{R} D$ agrees $\sigma$-a.e. with either $D$ or its mirror image.


FIG. 3.2. The effect of the symmetric increasing rearrangement on a window with components on all four sides of a rectangle.

Proof. If $u$ is continuous up to the boundary of the rectangle and vanishes on $D$, then its rearrangement $\mathcal{R} u$ is also continuous and vanishes on the window $\mathcal{R} D$. To see that the trace of $\mathcal{R} u$ vanishes on $\mathcal{R} D$ for any nonnegative function $u$ in $W^{1,2}$ vanishing on $D$, we note that the increasing rearrangement is closely related with Steiner symmetrization. In fact, if we extend both $u$ and $\mathcal{R} u$ by reflection across the line $x=1$ to functions $\hat{u}$ and $\hat{\mathcal{R}} u$ on the doubled rectangle $\hat{\Omega}=] 0,2[\times] 0, h[$, then $\hat{\mathcal{R}} u$ is just the Steiner symmetrization of $\hat{u}$. Since Steiner symmetrization is continuous on $W^{1,2}$ according to [4], $\mathcal{R}$ is continuous as well, and the first claim follows by a density argument.

For the second claim we use that $\mathcal{R}$ preserves the $L^{2}$-norm but reduces the norm of the gradient. In particular, $\mathcal{R}$ can only decrease the Rayleigh quotient. Choosing $u$ to be the principal eigenfunction of the CHVP corresponding to the window $D$, we see that

$$
\begin{equation*}
\lambda(D)=\frac{\int|\nabla u|^{2} d x}{\int|u|^{2} d x} \geq \frac{\int|\nabla \mathcal{R} u|^{2} d x}{\int|\mathcal{R} u|^{2} d x} \geq \lambda(\mathcal{R} D) . \tag{3.3}
\end{equation*}
$$

By analyticity, the partial derivative $\partial_{x} u$ vanishes only on a set of zero measure. It follows from a theorem of Brothers and Ziemer [3] that the rearrangement inequality in (3.3) is strict unless $u$ is already either increasing or decreasing in $x$ on each line $y=$ const.

The second rearrangement exploits the symmetry of the square under reflections at the diagonals. Let $\Omega=] 0,1[\times] 0,1[$ be the unit square, and let $\tau(x, y)=(y, x)$ denote the reflection at the diagonal joining the lower left with the upper right-hand corner. For any function $u$ on $\Omega$, the polarization $\mathcal{P} u$ of $u$ with respect $\tau$ is given by

$$
\mathcal{P} u(x, y)= \begin{cases}\max \{u(x, y), u(\tau(x, y))\} & \text { if } y \geq x, \\ \min \{u(x, y), u(\tau(x, y))\} & \text { if } y \leq x .\end{cases}
$$

For a comprehensive account of polarization we refer to [2]. We have the following lemma.

Lemma 3.4. Let $u$ be a nonnegative $W^{1,2}$-function on the unit square $\Omega=$ $] 0,1[\times] 0,1[$, and let $\mathcal{P} u$ be its polarization, as defined above. If (the trace of) $u$ vanishes $\sigma$-a.e. on a window

$$
D=\left(\{0\} \times D_{l}\right) \cup\left(\{1\} \times D_{r}\right) \cup\left(D_{b} \times\{0\}\right) \cup\left(D_{t} \times\{1\}\right),
$$

then $\mathcal{P u}$ vanishes $\sigma$-a.e. on the window $\mathcal{P} D$ with

$$
(\mathcal{P} D)_{l}=D_{l} \cap D_{b}, \quad(\mathcal{P} D)_{r}=D_{r} \cup D_{t}, \quad(\mathcal{P} D)_{b}=D_{l} \cup D_{b}, \quad(\mathcal{P} D)_{t}=D_{r} \cap D_{t} .
$$

In general,

$$
\sigma(D)=\sigma(\mathcal{P} D),
$$

and the principal eigenvalues satisfy

$$
\lambda(D) \geq \lambda(\mathcal{P} D)
$$

with equality only if $\mathcal{P} D$ agrees $\sigma$-a.e. with either $D$ or $\tau(D)$.
Proof. The form of $\mathcal{P} D$ is immediate from the definition of $\mathcal{P}$. To see the second claim, choose $u$ to be the principal eigenfunction corresponding to the window $D$. Since $\mathcal{P} u$ is equimeasurable with $u$ and $|\nabla \mathcal{P} u|$ is equimeasurable with $|\nabla u|$ by definition of the polarization, we have

$$
\lambda(D)=\frac{\int|\nabla u|^{2} d x}{\int|u|^{2} d x}=\frac{\int|\nabla \mathcal{P} u|^{2} d x}{\int|\mathcal{P} u|^{2} d x} \geq \lambda(\mathcal{P} D)
$$

Unless $\mathcal{P} u$ agrees with either $u$ or $u \circ \tau$, it cannot be real analytic, and hence is not the eigenfunction corresponding to $\lambda(\mathcal{P} D)$. We conclude that then the last inequality is strict.

Proof of Theorem 3.2. Within the class of windows contained in two sides of the square, there clearly exists an optimal one. By Lemma 3.4, a window consisting of two nonempty parts contained in two opposite sides of the square cannot be optimal, since it can be improved by polarization.

If $D$ is contained in two adjacent sides (say, left and bottom) of the square, Lemma 3.3 implies that replacing $D$ with $\mathcal{R} D$ strictly reduces the principal eigenvalue, unless the bottom part of the window is connected and contains a corner. Note that in this case, $\mathcal{R} D$ has the same length as $D$. Repeating this argument for the vertical direction, we see that also the part of $D$ on the left-hand side must be connected and contain the lower left corner.

It remains to show that a corner must lie in the interior of the window. If the length of $D$ happens to equal the length of one side of the square, we refer to the numerical result, which shows that the corner-centered position improves over the one-side position. Otherwise, we refer to Corollary 6.3 below to show that moving the segment a short distance around the corner improves the eigenvalue.
3.3. Nonoptimality of $\mathbb{Z}_{2} \times \mathbb{Z}_{\mathbf{2}}$-symmetric windows. We have the following theorem.

ThEOREM 3.5. In a rectangle, any window of sufficiently small length that has the full symmetry group of a rectangle is not optimal. In particular, a symmetric window whose length does not exceed the length of one side is not optimal in a square.

As mentioned before, numerical results for the square indicate that the length restriction is not needed.

Proof. In self-explanatory pictogram notation, we reason that
exploiting symmetry, scaling, and the rearrangement of Lemma 3.3 in turn. The last inequality is strict unless the window consists of four L-shaped windows in the corners to begin with, showing that an optimal window having full symmetry must be of that form. In (3.4), we have gained a factor 4 , but lost half of the window length. We now double the window using Lemma 6.1.

Assume that the rectangle has the form $\Omega=] 0, a[\times] 0, b[$ and the L-shaped window (called $D_{L}$ ) has lengths $q_{x} a$ and $q_{y} b$ on the horizontal and vertical parts, respectively.

An admissible test function for the CHVP for an L-shaped window with sidelengths $2 q_{x} a$ and $2 q_{y} b$ is given by $u \circ \psi$, where $\psi(x, y)=(h(x), k(y))$ with $h, k$ piecewise linear such that $h(0)=k(0)=0, h(a)=a, k(b)=b$, and $h\left(2 q_{x} a\right)=q_{x} a, k\left(2 q_{y} b\right)=q_{y} b$. It is easy to see that $\psi: \Omega \rightarrow \Omega$ is bi-Lipschitz. The largest value for the spectral radius of $(D \psi)(D \psi)^{T} / \operatorname{det} D \psi$ is $2(1-q) /(1-2 q)$ with $q=\max \left\{q_{x}, q_{y}\right\}$, and the largest value for $\operatorname{det} D \psi$ is $\left(1-q_{x}\right) /\left(1-2 q_{x}\right) \times\left(1-q_{y}\right) /\left(1-2 q_{y}\right)$. By Lemma 6.1, the window $\psi^{-1}\left(D_{L}\right)$ is an improvement over the original window, whenever $2(1-q)^{3} /(1-2 q)^{3} \leq 4$, which happens for $q<0.17$ and translates to a smallness condition on the window size, depending on the sidelengths of the rectangle.

In the square $] 0,1[\times] 0,1[$, an optimal window which is symmetric under reflections at the vertical and horizontal axes must be symmetric under reflection in the diagonals as well, since otherwise a better window is obtained by polarization; this gives $q_{x}=$ $q_{y}=: q$. We can now get a better quantitative estimate in (3.4) for the square. Define a bi-Lipschitz map by setting

$$
\psi:(x, y) \mapsto \begin{cases}\left(x, 1-\frac{1-q}{1-2 q}(1-y)\right) & \text { if } y \geq 1-(1-2 q)(1-x)  \tag{I}\\ \left(x, \frac{1}{2}(x+y)\right) & \text { if } x \leq y \leq 1-(1-2 q)(1-x)\end{cases}
$$

above the diagonal, and an analogous formula below the diagonal. The spectral radius of $(D \psi)(D \psi)^{T} / \operatorname{det} D \psi$ is $(1-q) /(1-2 q)$ in domain (I) and $\frac{1}{2}(3+\sqrt{5})$ in (II). The Jacobian det $D \psi$ is largest in (I), namely $(1-q) /(1-2 q)$. Lemma 6.1 implies that the window can be doubled with a factor $\leq 4$ in the eigenvalue, provided $\sigma(D)=4 q \leq$ $4(5-\sqrt{5}) /(13-\sqrt{5}) \approx 1.027$.

Corollary 3.6. The result of Theorem 3.5 holds, for sufficiently small windows in a rectangle $]-a, a[\times]-b, b[$, under the weaker assumption that either (a) there is equal window area in each of the four quadrants, or (b) the window is symmetric under the $180^{\circ}$ rotation $(x, y) \mapsto(-x,-y)$.

Proof. For (a), the first step in (3.4) can be replaced with an inequality, where that quarter is selected that contributes the smallest Rayleigh quotient. For (b), note that the symmetry is inherited by the eigenfunction, and we have $u(0, y)=u(0,-y)$. Thus we can define $\hat{u} \in W^{1,2}$ by $\hat{u}(x, y)=u(x, y)$ for $x \leq 0$ and $\hat{u}(x, y)=u(x,-y)$ for $x \geq 0$. $\hat{u}$ represents another window $\hat{D}$ with the same area as $D$, has the same Rayleigh quotient, and is not the optimizer yet, unless $\hat{D}=D$; this reduces the corollary to the theorem again.
4. A star-shaped domain with disconnected optimal window. Here we prove the properties of the following example.

Example 4.1. There exists a star-shaped Lipschitz domain $\Omega$ in $\mathbb{R}^{2}$ and a length $\ell$ such that a connected window of length $\ell$ in $\Omega$ cannot be optimal.

Proof. In a one-parameter family of domains $\Omega_{\varepsilon}$, we calculate an upper bound for the eigenvalue of a certain window $D_{2}$ with two components. Then we establish a larger lower bound for the eigenvalue of any connected window $D$. These estimates, based on Dirichlet-Neumann bracketing, work for sufficiently small $\varepsilon$, and can be made quantitative.
$\Omega_{\varepsilon}$ is the union of a "torso" rectangle $T_{\varepsilon}$ and a pair of "handles" $H_{\varepsilon},-H_{\varepsilon}$ :

$$
\begin{equation*}
\left.T_{\varepsilon}:=\right]-1,1[\times]-1-\varepsilon, 1+\varepsilon\left[, \quad H_{\varepsilon}:=[1,9-\varepsilon[\times]-\varepsilon, \varepsilon[.\right. \tag{4.1}
\end{equation*}
$$

See the top left part of Figure 4.1. We choose $D_{2}:=\left(\partial \Omega_{\varepsilon}\right) \backslash \bar{T}_{\varepsilon}$, with $\sigma\left(D_{2}\right)=32$. The remaining boundary $W:=\left(\partial \Omega_{\varepsilon}\right) \backslash D_{2}$ has measure $\sigma(W)=8$.


Fig. 4.1. Top left: A star-shaped Lipschitz domain whose optimal window(s) of a certain length $\ell$ cannot be connected. Top right: Upper bound for eigenvalue of disconnected window. Bottom: Lower bounds for connected windows.

For comparison, disconnect the handles from the torso by means of extra Dirichlet boundary $D_{\varepsilon}=\{ \pm 1\} \times[-\varepsilon, \varepsilon]$, as in the top right of Figure 4.1. With fewer competitors in the CHVP (1.5), we get an upper bound. In self-explanatory notation, we conclude

$$
\lambda\left(\Omega_{\varepsilon}, D_{2}\right)<\min \left\{\lambda_{\operatorname{Dir}}\left(H_{\varepsilon}\right), \lambda\left(T_{\varepsilon}, D_{\varepsilon}\right)\right\}=\lambda\left(T_{\varepsilon}, D_{\varepsilon}\right)
$$

By testing the EVP for $T_{\varepsilon}$ with $\sin \frac{\pi}{2}(|y|-\varepsilon)_{+}$, one can see that the evaluation of the minimum is valid for all $\varepsilon \leq 1$.

For any connected window $D$ of length 32 , it can easily be seen that, except for reflection symmetry, either $D \supset D_{0}$ or $D \supset D_{1}$, where

$$
\begin{aligned}
& D_{0}=\left\{(x, y) \in \partial \Omega_{\varepsilon} \mid y \leq-\varepsilon\right\} \\
& D_{1}=\left\{(x, y) \in \partial \Omega_{\varepsilon} \mid x \leq 1\right\} \cup[1,5] \times\{-\varepsilon\}
\end{aligned}
$$

To get lower bounds for $\lambda\left(\Omega_{\varepsilon}, D_{0}\right)$ and $\lambda\left(\Omega_{\varepsilon}, D_{1}\right)$, disconnect the handles from the torso by means of extra Neumann boundary $\{ \pm 1\} \times[-\varepsilon, \varepsilon]$. With slight abuse of notation, we write $\lambda\left(T_{\varepsilon}, D_{i}\right)$ for $\lambda\left(T_{\varepsilon}, D_{i} \cap \partial T_{\varepsilon}\right)$, and similarly for $H_{\varepsilon}$. We have either

$$
\begin{equation*}
\lambda\left(\Omega_{\varepsilon}, D\right)>\min \left\{\lambda\left(H_{\varepsilon}, D_{0}\right), \lambda\left(T_{\varepsilon}, D_{0}\right)\right\}=\lambda\left(T_{\varepsilon}, D_{0}\right)>\left(\frac{\pi}{4+4 \varepsilon}\right)^{2} \tag{4.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda\left(\Omega_{\varepsilon}, D\right)>\min \left\{\lambda\left(H_{\varepsilon}, D_{1}\right), \lambda\left(T_{\varepsilon}, D_{1}\right)\right\}=\lambda\left(H_{\varepsilon}, D_{1}\right) \tag{4.3}
\end{equation*}
$$

The evaluation of the minimum in (4.2), for any $\varepsilon$, relies on a test function that vanishes for $y \leq-\varepsilon$. The evaluation of the minimum in (4.3) is valid for all $\varepsilon<\frac{3}{2}$, since then, using comparison functions $\cos (\pi y /(2+2 \varepsilon))$ and $\sin \pi(x-5)_{+} / 2(4-\varepsilon)$,

$$
\lambda\left(T_{\varepsilon}, D_{1}\right)>(\pi /(2+2 \varepsilon))^{2} \geq(\pi /(2(4-\varepsilon)))^{2}>\lambda\left(H_{\varepsilon}, D_{1}\right)
$$

For $\varepsilon<\frac{2}{3}$, we can also conclude that

$$
\lambda\left(H_{\varepsilon}, D_{1}\right)<(\pi /(8-2 \varepsilon))^{2}<(\pi /(4+4 \varepsilon))^{2}<\lambda\left(T_{\varepsilon}, D_{0}\right)
$$

It therefore only remains to prove the middle inequality in

$$
\lambda\left(\Omega_{\varepsilon}, D\right)>\lambda\left(H_{\varepsilon}, D_{1}\right)>\lambda\left(T_{\varepsilon}, D_{\varepsilon}\right)>\lambda\left(\Omega_{\varepsilon}, D_{2}\right)
$$

But as $\varepsilon \rightarrow 0$, one has $\lambda\left(T_{\varepsilon}, D_{\varepsilon}\right) \rightarrow 0$, whereas $\lambda\left(H_{\varepsilon}, D_{1}\right) \rightarrow(\pi / 8)^{2}$. This plausible singular domain limit can be proved in a straightforward way by writing the quadratic form $\int_{H_{\varepsilon}}\left(u_{x}^{2}+u_{y}^{2}\right) d x d y$ as a quadratic form $\int\left(\varepsilon \chi(\xi)^{-1} u_{\xi}^{2}+\varepsilon^{-1} \chi(\xi) u_{\eta}^{2}\right) d \xi d \eta$ on $L^{2}$ with measure $\varepsilon \chi(\xi) d \xi d \eta$ in a fixed reference domain $] 0,8[\times]-1,1[$. Here $\chi(\xi)=1$ for $\xi<4$, and $\chi(\xi)=1-\varepsilon / 4$ for $\xi>4$. If we carry out the limit $\varepsilon \rightarrow 0$ in the CHVP with the appropriate eigenfunctions, we have the uniform upper bound $(\pi /(8-2 \varepsilon))^{2}$ for the eigenvalue, as mentioned before. This controls the $W^{1,2}$ norm in the fixed domain, and actually enforces $u_{\eta} \rightarrow 0$. The limiting function will indeed not depend on the $\eta$ coordinate and solve the 1-dimensional eigenvalue problem $-u_{\xi \xi}=\lambda u$ on $[4,8] \ni \xi$, with $u(4)=0, u_{\xi}(8)=0$.
5. Some continuity results. In this section, we study how the eigenvalue changes if a window of a particular size is added at a particular location. The basic philosophy is that windows can be added more cheaply at locations where the eigenfunction was already small before the addition. In the second subsection, we discuss related continuity properties of the corresponding eigenfunctions.
5.1. Continuity of eigenvalues. Our first result is an estimate for the increase of the principal eigenvalue if a set of small capacity is added to a given window.

Lemma 5.1. Let $D_{2} \supset D_{1}$ and let $u_{1}$ be the normalized eigenfunction for $D_{1}$. Let $G$ be a domain containing $D_{2} \backslash D_{1}$; in case the dimension $d=2$, assume additionally that $G$ is bounded. Then

$$
\begin{equation*}
\lambda\left(D_{2}\right)-\lambda\left(D_{1}\right) \leq \frac{\lambda\left(D_{1}\right) \operatorname{vol}(G \cap \Omega)+\operatorname{cap}\left(D_{2} \backslash D_{1}, G\right)}{1-\left(\sup _{G \cap \Omega} u_{1}\right)^{2} \operatorname{vol}(G \cap \Omega)}\left(\sup _{G \cap \Omega} u_{1}\right)^{2} \tag{5.1}
\end{equation*}
$$

where cap is the capacity defined in [19, section 2.2.1], namely

$$
\operatorname{cap}\left(D_{2} \backslash D_{1}, G\right):=\inf \left\{\int_{G}|\nabla v|^{2} \mid v=1 \text { in a nbhd of } D_{2} \backslash D_{1} ; v \in C_{0}^{\infty}(G)\right\}
$$

Proof. Let $M:=\sup _{G \cap \Omega} u_{1}$. As explained in [9] near equation (3.2), it follows from de Giorgi's argument (see formula (5.12) in Chapter 2 of Ladyzhenskaya and Ural'tseva [17]) that $\sup _{\Omega} u_{1}$ is finite, and can even be chosen to depend only on $\Omega$, not on $D_{1}$. To obtain a test function for the CHVP which determines $\lambda\left(D_{2}\right)$, we modify $u_{1}$ in $G$ : In $\bar{G} \cap \Omega$, let $u_{2}:=\min \left\{u_{1}, M(1-v)\right\}$, where $v$ is one of the functions that approximate the capacity of $D_{2} \backslash D_{1}$; outside (if any), let $u_{2}=u_{1}$. Since $u_{2}=u_{1}$ on $\Omega \cap \partial G$, this does not introduce discontinuities, and $u_{2}$ is an admissible test function for $\lambda\left(D_{2}\right)$.

Clearly

$$
\int_{\Omega} u_{2}^{2}(x) \geq \int_{\Omega \backslash G} u_{1}^{2} \geq 1-M^{2} \operatorname{vol}(G \cap \Omega)
$$

and

$$
\int_{\Omega}\left|\nabla u_{2}\right|^{2} \leq \int_{\Omega}\left|\nabla u_{1}\right|^{2}+M^{2} \int_{G}|\nabla v|^{2} \rightarrow \int_{\Omega}\left|\nabla u_{1}\right|^{2}+M^{2} \operatorname{cap}\left(D_{2} \backslash D_{1}, G\right)
$$

as $v$ runs through a minimizing sequence for the capacity functional. We conclude (5.1) immediately.

In applications of the lemma, $G$ should be a small neighborhood of $D_{2} \backslash D_{1}$, so that in the numerator on the right-hand side of (5.1), the capacity term dominates the volume term. It can be used to establish continuity of the eigenvalue under deformations of sufficiently regular windows. The following simplified estimate suffices to show the continuous dependence of the eigenvalue on the length and position of a segment in a square.

Proposition 5.2. For a given bounded Lipschitz domain $\Omega \subset \mathbb{R}^{d}$, there exists a nonnegative continuous function $\eta$ with $\eta(0)=0$ so that for any pair of windows $D_{1} \subset D_{2} \subset \partial \Omega$,

$$
\lambda\left(D_{2}\right) \leq \lambda\left(D_{1}\right)+\eta\left(\operatorname{diam}\left(D_{2} \backslash D_{1}\right)\right)
$$

where the $\eta$ is a continuous function with $\eta(0)=0$ which depends only on $\Omega$ but not on $D_{1}$ and $D_{2}$. The result applies to the coarse as well as to the fine definition of the eigenvalue.

Proof. We assume $D_{2} \backslash D_{1} \subset B_{\delta}\left(x_{0}\right)$ where $\delta:=\operatorname{diam}\left(D_{2} \backslash D_{1}\right)$ and use the Green's function as a legitimate limiting case for $v$ in the capacity functional; namely, for dimension $d=2$, let $G=B_{R}\left(x_{0}\right)$ and $1-v:=\ln _{+}\left(\left|x-x_{0}\right| / \delta\right) / \ln (R / \delta)$, with, say, $R=\sqrt{\delta}$ when $\delta<1$. For $d \geq 3$, we can take $G=B_{R}\left(x_{0}\right)$ with $R:=\delta^{(d-2) / d}$ and let $1-v:=\left(\delta^{-(d-2)}-\left|x-x_{0}\right|^{-(d-2)}\right)_{+} /\left(\delta^{-(d-2)}-R^{-(d-2)}\right)$. For simplicity, we can take $M:=\sup _{\Omega} u_{1}$ as an upper bound for $\sup _{G \cap \Omega} u_{1}$ and obtain the claim with

$$
\eta(\delta):= \begin{cases}\pi M^{2} \frac{\delta \lambda_{\operatorname{Dir}}+2 / \ln \left(\delta^{-1 / 2}\right)}{1-\pi M^{2} \delta} & \text { for } d=2  \tag{5.2}\\ \frac{(d-1)^{2} \omega_{d} M^{2} \delta^{d-2}}{1-\omega_{d} M^{2} \delta^{d-2}} & \text { for } d>2\end{cases}
$$

where $\omega_{d}$ is the volume of the unit ball.
It should be noted that the modulus of continuity of the eigenvalue cannot be expressed in terms of $\sigma\left(D_{2} \backslash D_{1}\right)$ alone. This is due to the fact [8, Theorem 8] that for any $\varepsilon$ there exists a window of measure $<\varepsilon$ with eigenvalue $>\lambda_{\text {Dir }}-\varepsilon$. This observation also implies, in view of the a priori estimate for $\|u\|_{\infty}$ and Hölder's inequality, that an estimate in terms of $\left\|u_{1}\right\|_{p}$ is not possible for any $p<\infty$.

Theorem 5.3. The optimal eigenvalue $\lambda_{*}$ depends continuously on the prescribed boundary measure of the window.

Proof. We will prove that in dimensions $d>2$, the function $\ell \mapsto \lambda_{*}(\ell)$ is Hölder continuous with exponent $(d-2) /(d-1)$, for $\ell<\sigma(\partial \Omega)$. In $d=2$ dimensions, we will obtain a logarithmic estimate for the modulus of continuity.

Fix $\ell_{1}<\sigma(\partial \Omega)$ and let $D_{1}$ be an optimal window with $\sigma\left(D_{1}\right)=\ell_{1}$. It follows from Proposition 5.2 that

$$
\lambda\left(D_{1} \cup\left(B_{\delta}\left(x_{0}\right) \cap \partial \Omega\right)\right)-\lambda\left(D_{1}\right)<\eta(\delta)
$$

for any choice of $x_{0} \in \partial \Omega$ and $\delta>0$. We want to choose $x_{0}$ in such a way that $\sigma\left(\left(B_{\delta}\left(x_{0}\right) \cap \partial \Omega\right) \backslash D_{1}\right)$ is bounded away from zero. To do this, we use Fubini's theorem to estimate

$$
\begin{aligned}
f_{\partial \Omega} \sigma\left(\left(B_{\delta}(x) \cap \partial \Omega\right) \backslash D_{1}\right) d \sigma(x) & =\frac{1}{\sigma(\partial \Omega)} \int_{\partial \Omega} \int_{\partial \Omega \backslash D_{1}} \mathbf{1}_{|x-y|<\delta} d \sigma(y) d \sigma(x) \\
& =\frac{1}{\sigma(\partial \Omega)} \int_{\partial \Omega \backslash D_{1}} \sigma\left(B_{\delta}(y)\right) d \sigma(y) \\
& \geq \frac{\sigma(\partial \Omega)-\sigma\left(D_{1}\right)}{\sigma(\partial \Omega)} \inf _{y \in \partial \Omega} \sigma\left(B_{\delta}(y)\right)
\end{aligned}
$$

Since $\Omega$ is a bounded Lipschitz domain, there exists a constant $c$, depending only on $\Omega$, such that $\sigma\left(B_{\delta}\left(x_{0}\right)\right) \geq c \delta^{d-1}$. We conclude that for any value of $\delta$ there exists a point $x_{0} \in \partial \Omega$ such that

$$
\sigma\left(B_{\delta}\left(x_{0}\right) \backslash D_{1}\right) \geq\left(1-\frac{\ell_{1}}{\sigma(\partial \Omega)}\right) c \delta^{d-1}
$$

For $\ell_{2}>\ell_{1}$, set

$$
\delta=\left(\frac{\ell_{2}-\ell_{1}}{c\left(1-\ell_{1} / \sigma(\partial \Omega)\right)}\right)^{1 /(d-1)}
$$

and let $D_{2}=D_{1} \cup\left(B_{\delta}\left(x_{0}\right) \cap \partial \Omega\right)$. Since $\sigma\left(D_{2}\right) \geq \ell_{2}$, it follows that

$$
\lambda_{*}\left(\ell_{2}\right)-\lambda_{*}\left(\ell_{1}\right) \leq \lambda\left(D_{2}\right)-\lambda\left(D_{1}\right) \leq \eta(\delta)
$$

The claim now follows from the expression for $\eta$ given in Proposition 5.2.
The punchline of Theorem 5.3 is that we get a uniform modulus of continuity without extra regularity assumptions on the boundary. For smoother $\partial \Omega$, stronger results could be obtained using the tools of section 6 . We conjecture (but have not pursued) that the window $D_{2}$ in Example 4.1 is actually optimal, and that the modulus of continuity at that length in Example 4.1 is precisely $O\left(\delta^{2 / 3}\right)$. This intuition is based on the $r^{1 / 3}$ singularity of the eigenfunction at the re-entrant corner, the role of singularities revealed in section 6 , and the estimate from Lemma 5.1. A Lipschitz estimate for $\ell \mapsto \lambda_{*}(\ell)$ should not be expected without further assumptions on $\partial \Omega$, but smoothness (a.e.) of $\partial \Omega$ will improve upon Theorem 5.3.

The following simple lemma estimates the change of the eigenvalue under increase of a window solely in terms of the eigenfunction.

Lemma 5.4. Let $\Omega \subset \mathbb{R}^{d}$, and consider two windows $D_{1} \subset D_{2} \subset \partial \Omega$. Let $u_{1}$ be the normalized eigenfunction corresponding to $\lambda\left(D_{1}\right)$. Then

$$
\begin{equation*}
\lambda\left(D_{2}\right)-\lambda\left(D_{1}\right) \leq \lambda\left(D_{1}\right) \frac{\sqrt{\operatorname{vol}(\Omega)} \sup _{D_{2} \backslash D_{1}} u_{1}}{1-\sqrt{\operatorname{vol}(\Omega)} \sup _{D_{2} \backslash D_{1}} u_{1}} . \tag{5.3}
\end{equation*}
$$

Proof. Let $\varepsilon:=\sup _{D_{2} \backslash D_{1}} u_{1}$. Then $v_{\varepsilon}=\left(u_{1}-\varepsilon\right)_{+}$is an admissible test function for both the CHVPs defining $\lambda\left(D_{2}\right)$ and $\lambda\left(D_{1}\right)$. We compute

$$
\begin{equation*}
\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}=\int \nabla u_{1} \cdot \nabla\left(u_{1}-\varepsilon\right)_{+}=\lambda\left(D_{1}\right) \int u_{1}\left(u_{1}-\varepsilon\right)_{+} \tag{5.4}
\end{equation*}
$$

where we have used the weak form $\int \nabla u \nabla \varphi=\lambda \int u \varphi$ of the eigenvalue equation $\Delta u=-\lambda u$, with $\varphi:=v_{\varepsilon}$. It follows that

$$
\begin{aligned}
\lambda\left(D_{2}\right)-\lambda\left(D_{1}\right) & \leq \frac{\int\left|\nabla v_{\varepsilon}\right|^{2}}{\int v_{\varepsilon}^{2}}-\lambda\left(D_{1}\right) \\
& \leq \lambda\left(D_{1}\right) \frac{\int \varepsilon\left(u_{1}-\varepsilon\right)_{+}}{\int\left(u_{1}-\varepsilon\right)_{+}^{2}} \\
& \leq \lambda\left(D_{1}\right) \frac{\varepsilon}{\left\|\left(u_{1}-\varepsilon\right)_{+}\right\|_{2}}(\operatorname{vol}(\Omega))^{1 / 2}
\end{aligned}
$$

The triangle inequality $\left\|\left(u_{1}-\varepsilon\right)_{+}\right\|_{2} \geq 1-\varepsilon(\operatorname{vol}(\Omega))^{1 / 2}$ now yields the claim.

For a given window $D \subset \partial \Omega$, denote by

$$
\begin{equation*}
D_{\delta}:=\left(\bigcup_{x \in D} B_{\delta}(x)\right) \cap \partial \Omega \quad(\delta>0), \quad D_{0}:=D \tag{5.5}
\end{equation*}
$$

the relative $\delta$-neighborhood of $D$ in $\partial \Omega$. Continuity of the eigenfunction up to the boundary is sufficient for continuity of the eigenvalue function $\delta \mapsto \lambda\left(D_{\delta}\right)$.

THEOREM 5.5. Let $u$ be an eigenfunction for window boundary conditions on $D$, and assume that the preferred representative $\tilde{u}$ vanishes everywhere on $D$.
(a) If $\tilde{u}$ is upper semicontinuous on $\bar{\Omega}$, then $\lambda(\cdot)$ is outer regular at $D$ in the sense that for every $\varepsilon>0$ there exists a relatively open subset $U \subset \partial \Omega$ containing $D$, with the property that

$$
\lambda(U) \leq \lambda(D)+\varepsilon
$$

(b) If $u$ is continuous up to the boundary of $\Omega$, then the map $\delta \mapsto \lambda\left(D_{\delta}\right)$ is right continuous at $\delta=0$.

We will show below (Theorem 5.7) that the hypothesis of part (a) is satisfied for $C^{1, \alpha}$ domains in $\mathbb{R}^{2}$, and at flat pieces of the boundary in any dimension. We conjecture that upper semicontinuity may hold at least for smooth domains in any dimension.

Concerning part (b), continuity up to the boundary can be shown for the eigenfunction by a careful analysis of de Giorgi's argument, under the assumption that the window $D$ has positive Lebesgue density at every interface point $x_{0} \in \bar{D} \cap \overline{\partial \Omega \backslash D}$. We conjecture, but cannot prove, that eigenfunctions for optimal windows are continuous up to the boundary. Below, we show by an example that continuity of the eigenfunction is not necessary for continuity of $\delta \mapsto \lambda\left(D_{\delta}\right)$.

Proof of Theorem 5.5. If the preferred representative $\tilde{u}$ is upper semicontinuous on the closure of $\Omega$, then the set

$$
U=\{x \in \partial \Omega \quad \mid u(x)<\eta\}
$$

is a (relatively) open set containing $D$. By Lemma 5.4, we have that

$$
\lambda(D) \leq \lambda(U) \leq \frac{\lambda(D)}{1-\eta \mu(\Omega)^{1 / 2}}<\lambda(D)+\varepsilon
$$

if $\eta=\eta(\varepsilon)$ is chosen sufficiently small (e.g., $\left.\eta:=\varepsilon\left(\lambda_{\operatorname{Dir}}(\Omega) \operatorname{vol}(\Omega)\right)^{-1}\right)$. This proves outer regularity. If $\tilde{u}$ is continuous, then $D$ is compact, and hence there exists a $\delta>0$ so that $D_{\delta} \subset U$, which proves the second claim.

Note that assuming that $\tilde{u}$ vanishes everywhere on $D$ amounts to replacing $D$ with its refinement and selecting the fine eigenvalue. Since coarse and fine eigenvalues agree for the open windows $D_{\delta}$, continuity of $\lambda^{c}$ certainly fails at any window $D$ for which $\lambda^{c}(D)<\lambda^{f}(D)$. Cantor sets of zero measure but positive capacity provide examples of such windows.

However, $\delta \mapsto \lambda^{f}\left(D_{\delta}\right)$ cannot be continuous in general either. For an open-dense window $D$ of small measure, we clearly have $\lambda\left(D_{\delta}\right)=\lambda_{\text {Dir }}$ for all $\delta>0$. However, we claim that $\lambda_{D}<\lambda_{\text {Dir }}$. To see this, note that $u_{D}$ cannot agree with $u_{\text {Dir }}$, since eigenfunctions do not take on"extra" Dirichlet boundary conditions, as was shown near Figure 1 in [9]. Since $u_{\text {Dir }}$ is an admissible candidate for the CHVP for $\lambda_{D}$, it follows from the uniqueness of the minimizer that $\lambda_{\text {Dir }}>\lambda_{D}$. This also provides an
example of a window whose eigenfunction is discontinuous on a set of large measure on the boundary.

Example 5.6. There exists an open window $D$ with discontinuous eigenfunction, such that still $\delta \mapsto \lambda\left(D_{\delta}\right)$ is right continuous.

Proof. In a planar domain, parametrize a portion of the boundary by arclength and refer to segments on the boundary as intervals in this parameter. We will construct two decreasing sequences $x_{n} \searrow 0$ and $\delta_{n} \searrow 0$ and let $\left.I_{n}:=\right] x_{n}-\delta_{n}, x_{n}+\delta_{n}[$. The sequences $x_{n}$ and $\delta_{n}$ will be specified later. The window will be $D:=\bigcup_{n=1}^{\infty} I_{n}$, and we will also define $D_{N}:=\bigcup_{n=1}^{N} I_{n}$, with the eigenvalues and normalized eigenfunctions $\lambda, \lambda_{N}, u, u_{N}$, respectively. If $N$ is the first index such that $x_{N}<\delta$, then

$$
\left.D_{\delta} \backslash D \subset\right]-\delta, \delta\left[\cup \bigcup_{n=1}^{N}\left[x_{n}+\delta_{n}, x_{n}+\delta_{n}+\delta\left[\cup \bigcup_{n=1}^{N-1}\right] x_{n}-\delta_{n}-\delta, x_{n}-\delta_{n}\right]\right.
$$

It follows from Proposition 5.2 that $\lambda\left(D_{\delta}\right)-\lambda(D)<(2 N+1) \eta(\delta)<(2 N+1) \eta\left(x_{N-1}\right)$. Choosing the sequence $\left(x_{n}\right)$ such that $(2 N+1) \eta\left(x_{N-1}\right) \rightarrow 0$ as $N \rightarrow \infty$ ensures the right continuity of $\delta \mapsto \lambda\left(D_{\delta}\right)$.

With $\left(x_{n}\right)$ thus fixed, we introduce the compact set $K:=\{0\} \cup\left\{y_{n} \mid n \in \mathbb{N}\right\}$, where $y_{n}=\left(x_{n}+x_{n+1}\right) / 2$ and construct the sequence $\left(\delta_{n}\right)$ inductively. Let $\delta_{1}=\left(x_{1}-y_{1}\right) / 2$.

Since $D_{1}$ has positive Lebesgue density at all interface points, it follows from de Giorgi's argument that the corresponding eigenfunction $u_{1}$ is Hölder continuous up to the boundary. Let $a:=\inf _{K} u_{1}>0$ and define $a_{n}:=\left(1 / 2+1 / 2^{n}\right) a$. We will choose $\delta_{N}$ in such a way that $\inf _{K} u_{N} \geq a_{N}$. Assume $\delta_{1}, \ldots, \delta_{N-1}$ have been constructed. The interval $I_{N}$, and thus $D_{N}$ and $u_{N}$, will depend on the choice of $\delta_{N}$. But as $\delta_{N} \rightarrow 0$, the local de Giorgi estimates near $K$ remain uniform, because the $L^{\infty}$ estimate for $u_{N}$ does not depend on the window and the interface stays away from $K$. Then $u_{N}^{\left(\delta_{N}\right)}$ converges weakly in $W^{1,2}(\Omega)$, strongly in $L^{2}(\Omega)$, and strongly in $L^{2}(\partial \Omega)$ by the usual compactness arguments. It also converges strongly in $W^{1,2}(\Omega)$ to $u_{N-1}$ since $\lambda_{N}^{\left(\delta_{N}\right)} \rightarrow \lambda_{N-1}$; the convergence is uniform in a neighborhood of $K$ by the equicontinuity obtained from de Giorgi. Since $u_{N-1} \geq a_{N-1}$ on the compact set $K$, we can achieve $u_{N} \geq a_{N-1}-\varepsilon$ for any $\varepsilon>0$ by making $\delta_{N}$ small; in particular we can achieve $u_{N} \geq a_{N}$.

It is now easy to show that $u$ is discontinuous at 0 . Indeed, as $N \rightarrow \infty, u_{N} \rightarrow$ $u$ in the Sobolev spaces mentioned above. Again, the convergence is uniform in a neighborhood of each single $y_{n}$. Therefore, $u\left(y_{n}\right) \geq a / 2$ for each $n$, whereas $u\left(x_{n}\right)=0$. Hence $u$ is discontinuous at 0 .

We finally refer to Lemma 6.1, which gives continuity estimates under distortion of a window by means of a bi-Lipschitz homeomorphism. Due to the similarity of proofs, we conveyed it to section 6 .
5.2. On upper semicontinuity of eigenfunctions. Here, we will prove semicontinuity of eigenfunctions as a consequence of a subharmonicity argument.

THEOREM 5.7. If $\Omega \subset \mathbb{R}^{2}$ has a $C^{1, \alpha}$ boundary, then for any measurable window $D \subset \partial \Omega$, the eigenfunction $u$ has an upper semicontinuous preferred representative $\tilde{u}$. If $\Omega \subset \mathbb{R}^{d}$ with $d>2$, then $\tilde{u}$ is upper semicontinuous at any boundary point where the boundary is locally part of a hyperplane.

Proof. Let $u$ be the solution of the CHVP (1.5) for $D$, the eigenvalue being $\lambda(D)$. Fix $x_{0} \in \partial \Omega$. We will show that if the $\partial \Omega$ coincides with a hyperplane in some neighborhood of $x_{0}$, then the limit

$$
\begin{equation*}
\tilde{u}(x):=\lim _{r \rightarrow 0} f_{B_{r}(x) \cap \Omega} u(y) d y \tag{5.6}
\end{equation*}
$$

exists for all points in this neighborhood and defines an upper semicontinuous function. This limit agrees with the preferred representative defined in (1.7). In the special case of two dimensions, the conclusion holds assuming only that $\partial \Omega$ is of regularity $C^{1, \alpha}$ near $x_{0}$. We note that in the interior of $\Omega, u$ is always smooth.

The basic idea is as follows: When the boundary is locally part of a hyperplane, extend $u$ by even reflection, regardless of the type of boundary conditions. The nonnegative function $u$, thus extended, has only such discontinuities as are possible for a subharmonic distribution, and this fact is shown by means of the test function $(u-t \varphi)_{+}$in the CHVP, where $\varphi$ is smooth nonnegative. Subharmonicity implies upper semicontinuity according to Theorem 9.3 in [18]. For curved boundary in 2D, the Riemann mapping theorem locally provides an analogue of the reflection.

Consider first the case where there exists a neighborhood $V$ of $x_{0}$ such that $\partial \Omega \cap V$ is contained in a hyperplane. We may assume that the hyperplane is given by $x_{d}=0$, that $\Omega$ lies above the hyperplane, and that $V$ is symmetric under the reflection $\left(x^{\prime}, x_{d}\right) \mapsto\left(x^{\prime},-x_{d}\right)$. Let $\varphi$ be a smooth nonnegative function with support in $V$. Since $(u-t \varphi)_{+}$is a legitimate candidate for the CHVP when $t \geq 0$, we have

$$
\begin{equation*}
\frac{A(t)}{B(t)} \geq \frac{A(0)}{B(0)} \tag{5.7}
\end{equation*}
$$

where

$$
A(t):=\int_{\Omega}\left|\nabla(u-t \varphi)_{+}\right|^{2}, \quad B(t):=\int_{\Omega}\left|(u-t \varphi)_{+}\right|^{2} .
$$

We calculate from the weak Euler equations

$$
\begin{align*}
A(t) & =\int_{\Omega} \nabla(u-t \varphi)_{+} \nabla u-t \int_{\Omega} \nabla(u-t \varphi)_{+} \nabla \varphi \\
& =\lambda \int_{\Omega}(u-t \varphi)_{+} u-t \int_{u>t \varphi} \nabla u \nabla \varphi+t^{2} \int_{u>t \varphi}|\nabla \varphi|^{2} \tag{5.8}
\end{align*}
$$

and expand

$$
\begin{equation*}
B(t)=\int_{\Omega} u(u-t \varphi)_{+}-t \int_{\Omega} \varphi(u-t \varphi)_{+} \tag{5.9}
\end{equation*}
$$

Inserting (5.8) and (5.9) into (5.7) and using that $A(0)=\lambda$ and $B(0)=1$, we obtain the following for $t>0$ :

$$
\begin{aligned}
0 & \leq t^{-1}(A(t) B(0)-A(0) B(t)) \\
& =\int_{u>t \varphi}[-\nabla u \nabla \varphi+\lambda u \varphi]+t \int_{u>t \varphi}\left[|\nabla \varphi|^{2}-\lambda \varphi^{2}\right] .
\end{aligned}
$$

Since all integrals over sets $u>t \varphi$ converge to integrals over $\Omega$ by Lebesgue's dominated convergence theorem, we obtain for $t \rightarrow 0+$ that

$$
\begin{equation*}
0 \leq \int_{V \cap \Omega}[-\nabla u \nabla \varphi+\lambda u \varphi] \tag{5.10}
\end{equation*}
$$

We now extend $u$ by even reflection $u\left(x^{\prime},-x_{d}\right):=u\left(x^{\prime}, x_{d}\right)$ and use (5.10) for the likewise reflected test function $\varphi$. Adding the reflected and the original (5.10), we obtain

$$
\begin{equation*}
0 \leq \int_{V}[-\nabla u \nabla \varphi+\lambda u \varphi]=\int_{V}[u \Delta \varphi+\lambda u \varphi] \tag{5.11}
\end{equation*}
$$

where we have used that $\varphi$ is $C^{2}$ and supported in $V$.


FIG. 5.1. The Riemann mappings used in the proof of Theorem 5.7.

We have shown that $\Delta u+\lambda u$ is nonnegative in the sense of distributions. If $v:=u+\frac{M \lambda}{2 d}|x|^{2}$, where $M:=\|u\|_{\infty}<\infty$, then $\Delta v \geq 0$ in the sense of distributions. By [18, Theorem 9.3], $v$ is subharmonic; that is,

$$
\begin{equation*}
v(x) \leq f_{B_{r}} v \tag{5.12}
\end{equation*}
$$

for almost every $x \in V$, provided $B_{r}(x) \subset V$. Furthermore, the preferred representative $\tilde{v}$ of $v$ is upper semicontinuous and satisfies the subharmonicity condition (5.12) for all $x$ and $r$ so that $B_{r}(x) \subset V$. Since $\tilde{u}$ differs from $\tilde{v}$ by a continuous function, it is upper semicontinuous as well. This settles the case where $\partial \Omega \cap V$ is contained in a hyperplane, in some neighborhood of $x_{0}$.

In the case where $\Omega \subset \mathbb{R}^{2}$ we use complex notation. Let $V$ be a neighborhood of $z_{0} \in \partial \Omega$ such that $\partial \Omega \cap V$ is of class $C^{1, \alpha}$, and let $V_{+}$be the intersection of $V$ with $\Omega$. Replacing $V$ by a subset, we may assume that there exists a conformal map $\psi$ from a semidisc $B_{+}$to $V_{+}$such that the diameter of the semidisc maps onto $V \cap \partial \Omega$. The function $\bar{u}=u \circ \psi$ on the semidisc satisfies $\Delta \bar{u}=\left|\psi^{\prime}\right|^{2}(\Delta u) \circ \psi$. Our argument will rely on the boundedness of $\left|\psi^{\prime}\right|$ (shown below). By reflection, we can extend $\bar{u}$ into the full disc $B$. The extended function $\bar{u}$ is still in $W^{1,2}\left(B_{+}\right)$since $\psi^{\prime} \in L^{\infty}$; as before, the extended function remains in $W^{1,2}(B)$. From (5.10), we conclude, using the conformal invariance of the Dirichlet integral, that

$$
0 \leq \int_{B_{+}}\left[-\nabla(u \circ \psi) \nabla(\varphi \circ \psi)+\lambda\left|\psi^{\prime}\right|^{2}(u \circ \psi)(\varphi \circ \psi)\right]
$$

for all $0 \leq \varphi \in W^{1,2}\left(V_{+}\right)$that vanish on $\Omega \cap \partial V_{+}$, particularly for all $\varphi:=\bar{\varphi} \circ \psi^{-1}$ with $\bar{\varphi} \in C_{0}^{2}(B)$. As with (5.11), we can now conclude that $v:=\bar{u}+M \lambda 2 d \sup \left|\psi^{\prime}\right|^{2}$ is subharmonic and finish the argument as before.

We still need to explain why $\left|\psi^{\prime}\right|$ remains bounded near $\partial \Omega$; this is where the $C^{1, \alpha}$ regularity of the boundary enters. Refer to Figure 5.1. Choose $U$ to be the intersection of a neighborhood of $z_{0} \in \partial \Omega$ with $\Omega$ such that $U$ is simply connected. Choose a point $p \in U$. The Green's function of $U$ can be obtained in the form $\ln |z-p|+\xi(z)$ with $\xi$ harmonic subject to boundary values $-\ln |z-p|$. Near $z_{0}$, this harmonic function $\xi$ is $C^{1, \alpha}$ up to the boundary, because the boundary has this regularity there. This result follows from the Schauder estimates given in [11], namely their Theorem 5.1 in connection with Lemma 2.1. If $\eta$ is a conjugate harmonic to $\xi$
(namely $\eta_{y}=\xi_{x}, \eta_{x}=-\xi_{y}$ ), then $w: z \mapsto(z-p) \exp [\xi(z)+i \eta(z)]$ is a conformal map of $U$ onto a disc. (For more details, see [5, section I.7].) The mapping $w$ inherits the $C^{1, \alpha}$ regularity from $\xi$. With a conformal mapping $\mu$ from the disc onto a half plane, we select an appropriate semidisc $B_{+}$from this half plane and let $\psi:=\left.(\mu \circ w)^{-1}\right|_{B_{+}}$ with $V_{+}:=\psi\left(B_{+}\right) \subset U$.

It is worth noting that a $C^{1}$ boundary is not sufficient for the bounded derivatives of a Riemann map, as can be seen from the map $w(z)=z \ln z$ and its inverse, which map neighborhoods of 0 in the half planes $\operatorname{Re} z>0$ or $\operatorname{Re} w>0$, respectively, onto domains bounded by $C^{1}$ curves.
6. First variation, and the role of singular coefficients in optimality. In this section, we study how the principal eigenvalue of the Laplacian with window boundary conditions changes under deformations of the window. The first lemma contains some estimates for distortions by bi-Lipschitz maps.

Lemma 6.1. Let $\psi: \bar{\Omega}_{1} \rightarrow \bar{\Omega}_{2}$ be a bi-Lipschitz map. Then for any window $D$ in $\bar{\Omega}_{2}$, it holds that

$$
\lambda\left(\psi^{-1}(D)\right) \leq \lambda(D) \sup _{\Omega_{1}} \rho\left((D \psi)(D \psi)^{T}(\operatorname{det} D \psi)^{-1}\right) \sup _{\Omega_{1}}(\operatorname{det} D \psi)
$$

where $\rho$ denotes the spectral radius. In terms of the distortion ratios

$$
a(x):=\limsup _{y \rightarrow x} \frac{|\psi(y)-\psi(x)|}{|y-x|}, \quad b(x):=1 / \liminf _{y \rightarrow x} \frac{|\psi(y)-\psi(x)|}{|y-x|}
$$

we have the simpler (but weaker) estimates

$$
\frac{\lambda\left(\psi^{-1}(D)\right)}{\lambda(D)} \leq \sup \left(a b^{d-1}\right) \sup \left(a^{d-1} / b\right) \leq(\sup a)^{d+1}(\sup b)^{d-1}
$$

Proof. For any two differentiable functions $h_{1}, h_{2}$ on $\Omega$ and any diffeomorphism $\psi$, we have the transformation formulas

$$
\begin{equation*}
\int_{\Omega} h_{1}(y) h_{2}(y) d y=\int_{\psi^{-1}(\Omega)}\left(h_{1} \circ \psi\right)(x)\left(h_{2} \circ \psi\right)(x) \operatorname{det} D \psi(x) d x \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \nabla h_{1}(y) \cdot \nabla h_{2}(y) d y=\int_{\psi^{-1}(\Omega)} \nabla_{x}\left(h_{1} \circ \psi\right)(x)^{T} M(x) \nabla_{x}\left(h_{2} \circ \psi\right)(x) d x \tag{6.2}
\end{equation*}
$$

where the matrix $M$ is given by

$$
\begin{equation*}
M(x)=D \psi(x)^{-1} D \psi(x)^{-T} \operatorname{det} D \psi(x) \tag{6.3}
\end{equation*}
$$

Let $u$ be the nonnegative normalized eigenfunction for window $D \subset \partial \Omega$, and take $u \circ \psi$ as a test function in the CHVP for $\psi^{-1}(D)$. The first claim follows from (6.1)-(6.3) by setting $h_{1}=h_{2}=u$ and using that the smallest eigenvalue of $M(x)$ is the reciprocal of the spectral radius of $M(x)^{-1}$. The distortion ratio estimates follow for $\psi \in$ $C^{1}$ from $\rho\left(D \psi(x)^{T} D \psi(x)\right) \leq a(x)^{2}$ and $a(x)^{2} / b(x)^{2(d-1)} \leq \operatorname{det}\left(D \psi(x)^{T} D \psi(x)\right) \leq$ $a(x)^{2(d-1)} / b(x)^{2}$, as calculated in an eigenbasis of this symmetric matrix. Both estimates extend to bi-Lipschitz maps by approximation.


Fig. 6.1. The mappings in the proof of Theorem 6.2.

Our main result in this section describes the change of the principal eigenvalue under a diffeomorphism generated by a flow.

Theorem 6.2. Let $\Omega$ be a Lipschitz domain in $\mathbb{R}^{d}$, $D$ a window, u its normalized eigenfunction, and $X$ a vector field of regularity $C^{1}(\bar{\Omega})$ that is "parallel" to the boundary in the sense that $\Omega$ is the union of an increasing sequence of smoothly bounded subdomains $\Omega_{\delta}$, with $\delta \searrow 0$, such that $X$ is tangential on $\partial \Omega_{\delta}$ for $\delta$ sufficiently small.

Let $\psi_{t}$ be the flow of $X$. Consider the dependence of the first eigenvalue $\lambda$ as $D$ changes under the flow. Then it holds that

$$
\begin{equation*}
\left.\frac{d}{d t} \lambda\left(\psi_{t}(D)\right)\right|_{t=0}=-2 \lim _{\delta \rightarrow 0} \int_{\partial \Omega_{\delta}} \partial_{\nu} u L_{X} u \tag{6.4}
\end{equation*}
$$

where $L_{X} u$ denotes the directional derivative of $u$ in direction $X$.
Remark. The assumptions guarantee that $X$ is tangential to the boundary of $\Omega$ at smooth boundary points and $X$ may need to vanish in boundary points where the boundary is not $C^{1}$.

Proof. Let $\psi_{t}: x \mapsto \psi_{t}(x)=y$, and $\Omega \rightarrow \Omega$ be the bi-Lipschitz homeomorphism arising from the vector field $X$, i.e., $\left.\frac{d}{d t} \psi_{t}(x)\right|_{t=0}=X\left(\psi_{t}(x)\right), \psi_{0}(x)=x$. Refer to Figure 6.1. Since $X \in C^{1}, \psi$ is a $C^{1}$-diffeomorphism in the interior of $\Omega$ and satisfies a Lipschitz estimate up to the boundary.

Let $u_{t}(\cdot)$ and $\lambda(t)$ be the eigenfunctions and eigenvalue for $D(t):=\psi_{t}(D)$, and let $g$ be a test function on $\Omega$ whose trace vanishes on $D$. The variation of geometry will be expressed as a variation of the operator by referring all windows back to the coordinates $x$.

We will denote the pullback of the eigenfunction $u_{t}$ to $\Omega$ with window boundary conditions on $D$ as $u_{t} \circ \psi_{t}=: v_{t}$. Similarly $f_{t}:=g \circ \psi_{t}^{-1}$, the pushforward of the test function $g$. The weak eigenvalue equation for $u_{t}(\cdot)$ is

$$
\int_{\Omega(t)} \nabla_{y} u_{t}(y) \cdot \nabla_{y} f_{t}(y) d y=\lambda(t) \int_{\Omega(t)} u_{t}(y) f_{t}(y) d y
$$

where, in our case, $\Omega(t) \equiv \Omega, g$ vanishes on $D$, and $f_{t}$ vanishes on $D(t)$.

We now use (6.1)-(6.3) with $\psi=\psi_{t}, h_{1}=u_{t}, h_{2}=f_{t}$ and expand to first order in $t$. From $\frac{d}{d t} \psi_{t}(x)=X\left(\psi_{t}(x)\right), \psi_{0}(x)=x$, we obtain

$$
\begin{aligned}
\psi_{t}(x) & =x+t X(x)+o(t) \\
D \psi_{t}(x)^{j}{ }_{i} & =\delta_{i}^{j}+t \frac{\partial X^{j}}{\partial x^{i}}+o(t) \\
\left(D \psi_{t}(x)^{-1}\right)^{j}{ }_{i} & =\delta_{i}^{j}-t \frac{\partial X^{j}}{\partial x^{i}}+o(t) \\
\operatorname{det} D \psi_{t}(x) & =1+t \operatorname{div} X+o(t)
\end{aligned}
$$

The estimates for the remainder terms are uniform in $x \in \Omega$. Inserting the first and last estimate into (6.1) with $\psi=\psi_{t}, h_{1}=u_{t}, h_{2}=f_{t}$ yields

$$
u_{t} f_{t} d y=\left(v_{t} g(1+t \operatorname{div} X)+o(t)\right) d x
$$

where the $o(t)$ term represents an $L^{1}$ function. Similarly, we obtain from (6.2)

$$
\begin{aligned}
\nabla_{y} u_{t}(y) \cdot & \nabla_{y} f_{t}(y) d y=\left\{\nabla_{x} v_{t}(x) \cdot \nabla_{x} g(x)\right. \\
& \left.+t\left((\operatorname{div} X) \nabla_{x} v_{t} \cdot \nabla_{x} g-\left(\frac{\partial g}{\partial x^{i}} \frac{\partial v_{t}}{\partial x^{j}}+\frac{\partial v_{t}}{\partial x^{i}} \frac{\partial g}{\partial x^{j}}\right) \frac{\partial X^{j}}{\partial x^{i}}\right)+o(t)\right\} d x
\end{aligned}
$$

where the $o(t)$ term again represents an $L^{1}$ function. We have used the Einstein summation convention to express the sum over $i$ and $j$.

If we truncate the bilinear forms by dropping the $o(t)$ terms, it is immediate that the eigenvalue will only change by $o(t)$. Since the truncated operators depend analytically on the perturbation parameter $t$, we may use results from Chapter VII of Kato [14] to estimate the eigenvalue up to errors of order $o(t)$. Kato's Theorem VII.4.2 and his discussion in Chapter VII $\S 6$, sections $2-5$ ascertain, via spectral projections and for any finite set of isolated eigenvalues, that the perturbation theory works as in finite-dimensional spaces. In particular, a simple eigenvalue and its corresponding eigenfunction of the truncated operators depend analytically on $t$. We may therefore write down expansions $v_{t}=v_{0}+t v_{1}+O\left(t^{2}\right)$ of the eigenfunction for the truncated problem, and $\lambda(t)=\lambda_{0}+t \lambda_{1}+o(t)$ of the eigenvalue (for the truncated as well as for the full problem), and compare like powers of $t$.

Order $t^{0}$ yields

$$
\int_{\Omega} \nabla v_{0} \cdot \nabla g d x=\lambda_{0} \int_{\Omega} v_{0} g d x
$$

which is just the weak Euler equation for $v_{0}$. Order $t^{1}$ yields

$$
\begin{aligned}
& \lambda_{1} \int v_{0} g d x+\lambda_{0} \int\left\{v_{1} g+(\operatorname{div} X) v_{0} g\right\} d x \\
& \quad=\int\left\{\nabla v_{1} \cdot \nabla g+(\operatorname{div} X) \nabla v_{0} \cdot \nabla g-\frac{\partial X^{j}}{\partial x^{i}}\left(\frac{\partial g}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{j}}+\frac{\partial v_{0}}{\partial x^{i}} \frac{\partial g}{\partial x^{j}}\right)\right\} d x
\end{aligned}
$$

These equations are valid for integration over any subdomain of $\Omega$. We will integrate over $\Omega_{\delta}$, where $\Omega_{\delta}$ runs through an increasing sequence of smoothly bounded domains compactly contained in $\Omega$ such that $X$ is tangent to the boundary of $\Omega_{\delta}$. We write

$$
\oint:=\int_{\Omega_{\delta}} \quad \text { and } \quad \oint:=\int_{\partial \Omega_{\delta}}
$$

for volume and surface integrals, respectively. Using $g=v_{0}$ as a test function, we obtain in first order
$\lambda_{1} \oint v_{0}^{2}=\oint\left(\nabla v_{1} \cdot \nabla v_{0}-\lambda_{0} v_{0} v_{1}\right)+\oint\left\{(\operatorname{div} X)\left(\left|\nabla v_{0}\right|^{2}-\lambda_{0} v_{0}^{2}\right)-2 \frac{\partial X^{j}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{j}}\right\}$.
Since $v_{1}$ lies in $W^{1,2}(\Omega)$ and satisfies window boundary conditions for $D$, it is a valid test function in the Euler-Lagrange equation for $v_{0}$, and we conclude that the first integral vanishes as $\delta \rightarrow 0$. For the second integral, we use the identity

$$
\begin{aligned}
\frac{\partial X^{j}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{j}} & =\frac{\partial}{\partial x^{i}}\left(\frac{\partial v_{0}}{\partial x^{i}} L_{X} v_{0}\right)-X^{j} \frac{\partial}{\partial x^{i}}\left(\frac{\partial v_{0}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{j}}\right) \\
& =\operatorname{div}\left(L_{X} v_{0} \nabla v_{0}\right)+\frac{1}{2} L_{X}\left(\lambda_{0} v_{0}^{2}-\left|\nabla v_{0}\right|^{2}\right)
\end{aligned}
$$

and Gauss' divergence theorem to compute

$$
\begin{aligned}
\oint\left\{( \operatorname { d i v } X ) \left(\left|\nabla v_{0}\right|^{2}\right.\right. & \left.\left.-\lambda_{0} v_{0}^{2}\right)-2 \frac{\partial X^{j}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{i}} \frac{\partial v_{0}}{\partial x^{j}}\right\} \\
& =\oint \operatorname{div}\left(\left(\left|\nabla v_{0}\right|^{2}-\lambda_{0} v_{0}^{2}\right) X\right)-2 \operatorname{div}\left(\nabla v_{0} L_{X} v_{0}\right) \\
& =\oint\left(\left|\nabla v_{0}\right|^{2}-\lambda_{0} v_{0}^{2}\right) X \cdot \nu-2 \partial_{\nu} v_{0} L_{X} v_{0}
\end{aligned}
$$

The first term under the integral vanishes since $X$ is tangential to the boundary of $\Omega_{\delta}$ by assumption, and the claim follows as $\delta \rightarrow 0$.

We note that, at least formally, the integrand on the right-hand side of (6.4) vanishes on both the Dirichlet and the Neumann parts of the boundary of $\Omega$. The evaluation of the limit of the integral as $\delta \rightarrow 0$ is far from trivial in higher dimensions, but reasonably straightforward in two dimensions with nice window geometry. It amounts to the evaluation of certain singular coefficients at interface points between the Neumann and Dirichlet parts of $\partial \Omega$. It has been shown that in polygonal domains, in the neighborhood of a corner, solutions of elliptic boundary problems lie locally in the direct sum of $W^{2,2}$ with a singular space, and in two dimensions, this singular space is one-dimensional. See, eg., Grisvard [12], in particular his Theorem 2.4.3. Indeed, functions in the singular space behave like the explicit harmonic functions $\operatorname{Re}\left(c z^{\alpha}\right)$ with $\alpha$ appropriate for the boundary conditions. In this context, it is understood that an interface point between Dirichlet and Neumann data is a corner even if (in particular if!) the geometric boundary is smooth there. As noted, corners that can be made to disappear by means of the reflection principle (like the geometric corners of a rectangle) do not have a singular space. The singular coefficients (also called stress intensity coefficients) must be calculated (numerically) in practical situations. They depend on global information. For a wider background concerning singular contributions, see [7], [12], [16], [21], [23], and much other work by these authors and references given there.

In particular, the variational equation gives rise to the following corollary.
Corollary 6.3. Consider a segment on the boundary of a rectangle, such that one endpoint of the segment is a corner of the rectangle, whereas the other endpoint is a point that is not a corner. Such a segment is not an optimal window, but can be improved infinitesimally by shifting in the direction that brings the corner point inside the window

Proof. In self-explanatory notation, we refer to the windows as intervals; let $[a, b]$ be an interval with corner point $b$ and noncorner point $a$. We will show that (with some positive constants $m, M$ )

$$
\lambda([a+\varepsilon, b+\varepsilon]) \leq \lambda([a+\varepsilon, b])+M \varepsilon^{2} \quad \text { and } \quad \lambda([a+\varepsilon, b]) \leq \lambda([a, b])-m \varepsilon
$$

From this the claim is immediate.
The first estimate (local near $b$ ) follows from Lemma 5.1 , with $G$ a ball of radius $2 \varepsilon$ centered at the corner $b$. The eigenfunction is smooth near $b$, because reflection in the Neumann boundary removes the singularity: $|u|=O(\varepsilon)$ in $G$, and the estimate is uniform with respect to small changes at the other end $a$. The capacity term is bounded as $\varepsilon \rightarrow 0$, based on a radial test function $\ln _{+}\left(\left|x-b_{1}\right| / \varepsilon\right) / \ln 2$ as in the proof of Proposition 5.2.

The second estimate (local near a) follows from an evaluation of the singular boundary integral $\int_{\partial \Omega} L_{X} u \partial_{\nu} u$. In the particular case of an interface point on a straight line, the local behavior of a solution $u$ is $u=c \sqrt{r} \sin (\varphi / 2)+v$ with $v \in W^{2,2}$.


Fig. 6.2. Coordinates near an interface point.

To evaluate the singular boundary integral in terms of the singular coefficient, define coordinates as in Figure 6.2, with the boundary point $a$ located at $(0,0)$. Let us assume that the $C^{1}$ vector field $X$ is given by $f(x, y) \partial_{x}$ with the coefficient at the interface $f(0,0)=1$. It can easily be seen that the regular function $v$ does not contribute to the integral, nor do the mixed terms. We have

$$
-2 \int_{-t}^{t} L_{X} u \partial_{\nu} u d x=2 \int_{-t}^{t} \frac{\partial u_{s}}{\partial x} \frac{\partial u_{s}}{\partial y} d x=-\frac{c^{2}}{4} \int_{-t}^{t} \frac{y}{x^{2}+y^{2}} d x=-\frac{c^{2}}{2} \arctan \frac{t}{y}
$$

and this converges to $-\frac{c^{2} \pi}{4}$ as $y \rightarrow 0+$.
Finally, we estimate the singular coefficient. Choose $r$ so small that $B_{r}(0)$ intersects $\partial \Omega$ in a straight line as in Figure 6.2, with one radius $\left(N_{r}\right)$ being Neumann boundary and one radius $\left(D_{r}\right)$ Dirichlet boundary; let $S_{r}:=\left(\partial B_{r}(0)\right) \cap \Omega$, and count $\varphi$ from the Dirichlet to the Neumann boundary. Let

$$
\begin{aligned}
& -\Delta h=0 \text { in } B_{r}(0) \cap \Omega, \quad \partial_{\nu} h=0 \text { on } N_{r}, h=0 \text { on } D_{r}, h=u \text { on } S_{r}, \\
& -\Delta v=\lambda u \text { in } B_{r}(0) \cap \Omega, \quad \partial_{\nu} v=0 \text { on } N_{r}, v=0 \text { on } D_{r}, v=0 \text { on } S_{r} .
\end{aligned}
$$

Then $u=v+h$ with $v \geq 0$. Evaluation on the boundary implies that the singular coefficient of $u$ is at least as large as the singular coefficient of $h$. Explicit calculation of the singular coefficient of $h$ by means of Fourier analysis gives exactly

$$
c \geq \frac{2}{\pi r^{1 / 2}} \int_{0}^{\pi} u\left(r e^{i \varphi}\right) \sin \frac{\varphi}{2} d \varphi>0
$$

The above estimate of the singular coefficient is closely related to formula (2.3) in Dauge, Lubuma, and Nicaise [7], which actually gives the exact coefficient (in terms of $u$ ). However, their formula is not designed to show nonvanishing (which relies on using the maximum principle), but is instead built on Fredholm properties. (The distinction that their formula is for a Dirichlet-Dirichlet corner, not a DirichletNeumann corner, is a minor issue.)

Our argument shows that shortening a window infinitesimally at the interface decreases the eigenvalue by an amount proportional to the square of the singular coefficient at the end of the window. Moving a window amounts to shortening it at one end and lengthening it at the other end. To decrease the eigenvalue, the window should be moved in the direction of the smaller singular coefficient (i.e., towards the corner of the square if it is already close to a corner). If the window consists of several intervals, nonlocal changes that lengthen one component at the expense of the other can also be studied in terms of the singular coefficients. Conversely, singular coefficients can be determined graphically from the slopes in Figure 2.1, for the geometric configurations depicted there.

As an immediate consequence of the role of singular coefficients, a window consisting of any number of equidistant and congruent arcs on the boundary of a circle is a critical point for the first eigenvalue. Since these arcs can now be moved independently, these are critical points of arbitrarily large index. The optimal window in a circle is known to be a single arc [9].

Limitations of our result should also be observed. The variations induced by the flow of vector fields correspond to the "weak," $C^{1}$-small variations (as opposed to "strong," $C^{0}$-small variations) that are exploited in the Euler-Lagrange equations of the classical calculus of variations. It is doubtful how significant a role such variations can play if it comes to show, say, that a certain open-dense set of small measure is not an optimal window.

We have not established an analogue of the fundamental lemma of the calculus of variations that would permit elimination of the vector field $X$. In the absence of a priori regularity for optimal windows, such an attempt seems extremely difficult. There is, however, some hope to get nontrivial boundary regularity for the optimal eigenfunction by selecting vector fields constructed from the eigenfunction in some appropriate way. We plan a further investigation of this issue.

In spite of these limitations, Theorem 6.2 does give some insight into the question of optimal windows, and in particular into the variation of windows with a given a priori regularity.
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#### Abstract

We study the differential operator $L=\frac{\partial^{4}}{\partial x^{4}}+\frac{\partial^{4}}{\partial y^{4}}$ and investigate positivity preserving properties in the sense that $f \geq 0$ implies that solutions $u$ of $L u-\lambda u=f$ are nonnegative. Since the operator is of fourth order we have no maximum principle at our disposal. The operator models the deformation of an anisotropic stiff material like a wire fabric, and it has to be complemented by appropriate boundary conditions. Our operator was introduced by Jacob II Bernoulli as the operator that supposedly models the vibrations of an elastic plate. This model was later revised by Kirchhoff, because the operator and its solutions were anisotropic. Modern materials, however, are often anisotropic, and therefore the old model of Bernoulli deserves an updated investigation. It turns out that even our apparently simple model problem contains some hard analytical challenges.
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1. Introduction. Small vertical deformations $u$ of an elastic membrane are usually described by a second order differential equation $-\Delta u=f$ with $f$ denoting the load, whereas the deformation of a plate is commonly modeled by a fourth order equation $\Delta^{2} u=f$. Suppose that the membrane is replaced by a piece of material or cloth that is woven out of elastic strings. Then the material properties change drastically, and in [4] such a problem was studied for second order differential operators. If a plate is replaced by a stiff woven material [17] (running in Cartesian directions), its deformation energy can be described by

$$
\begin{equation*}
\int_{\Omega}\left(u_{x x}^{2}+u_{y y}^{2}\right) d x d y \tag{1}
\end{equation*}
$$

rather than by the functional for the elastic plate [40]

$$
\begin{equation*}
\int_{\Omega}\left((\Delta u)^{2}-(1-\sigma)\left(u_{x x} u_{y y}-u_{x y}^{2}\right)\right) d x d y \tag{2}
\end{equation*}
$$

For the energy that corresponds to the reinforcement or wire fabric that is embedded in, for example, concrete, a linear combination of (1) and (2) is appropriate.

In contrast to the plate equation, that is, the Euler equation for (2) which contains the operator $\Delta^{2} u=u_{x x x x}+2 u_{x x y y}+u_{y y y y}$, the linearized differential equation for a stiff fabric consisting of perpendicular fibers does not contain mixed terms when these fibers run parallel to the $x$ - and $y$-axes. Indeed, if the torsional stiffness can

[^107]be neglected, the energy stored in the grid under a vertical load $f$ is supposed to be given by
$$
E(u)=\int_{\Omega}\left\{\frac{1}{2}\left(u_{x x}^{2}+u_{y y}^{2}\right)-f u\right\} d x d y .
$$

The corresponding Euler equation is $u_{x x x x}+u_{y y y y}=f$. This equation has to be complemented by suitable boundary conditions, and in the present paper we shall study the problem on a planar domain $\Omega$ :

- as a general grid that is hinged at the boundary

$$
\left\{\begin{align*}
u_{x x x x}+u_{y y y y}=f & \text { in } \Omega,  \tag{3}\\
u=n_{1}^{2} u_{x x}+n_{2}^{2} u_{y y}=0 & \text { on } \partial \Omega,
\end{align*}\right.
$$

where $n=n(x, y)$ is the exterior normal at $(x, y) \in \partial \Omega$;

- or as a general grid that is clamped at the boundary

$$
\left\{\begin{align*}
u_{x x x x}+u_{y y y y}=f & \text { in } \Omega,  \tag{4}\\
u=\frac{\partial}{\partial n} u=0 & \text { on } \partial \Omega .
\end{align*}\right.
$$

When we checked the literature for this type of equation, we found a remarkable hint in the chapter on the history of plate theory in Szabó's book [37, p. 409]. Jacob II Bernoulli, inspired by Chladni's experiments on vibrating plates, had attempted to model their behavior by our differential equation in [5], but this was later dismissed for isotropic plates and replaced by Kirchhoff's theory [24]. However, there is more to it. According to [30], Bernoulli had also studied and absorbed Euler's idea that an elastic membrane should be modeled as a fabric of one-dimensional orthogonal elastic strings, and he tried to carry this idea over to modeling a plate as a fabric of one-dimensional beams. Thus he arrived at

$$
\frac{\partial^{4} z}{\partial x^{4}}+\frac{\partial^{4} z}{\partial y^{4}}=\frac{z}{c^{4}}
$$

as "the fundamental equation of the entire theory" of plate vibrations. In those days church bells were intended as applications for the theory. Both operators, the isotropic plate operator $\Delta^{2}$ and the anisotropic

$$
\begin{equation*}
L=\frac{\partial^{4}}{\partial x^{4}}+\frac{\partial^{4}}{\partial y^{4}}, \tag{5}
\end{equation*}
$$

retain a certain degree of isotropy. They are special cases of

$$
\begin{equation*}
\tilde{L}=\frac{\partial^{4}}{\partial x^{4}}+P \frac{\partial^{4}}{\partial x^{2} \partial y^{2}}+Q \frac{\partial^{4}}{\partial y^{4}} \tag{6}
\end{equation*}
$$

with $P \geq 0$ and $Q>0$ denoting material constants. Notice that $\tilde{L}$ is always invariant under reflections across Cartesian axes, but not always under rotations. Plates whose deformation is described by such operators are called orthotropic; see, e.g., [29], [31]. By scaling $y$ and not scaling $x$ one can always force $Q$ to be 1 . Realistic values for $P$ and $Q$ in the case of plywood material (birch with bakelite glue) can be found in [25, p. 92], [26, p. 269], or [31]. It is not unrealistic to expect $Q$ to be of order 1-10 and $P \in[0,1)$. Modern (composite) materials like GLARE
(see http://www.lr.tudelft.nl/highlights/glare.asp), a composite of layers of fiberglass and aluminum that is also called "plymetal," can be expected to satisfy similar orthotropic equations. Orthotropic plate equations like $\tilde{L} u=f$ have been rigorously derived by homogenization methods as the right macroscopic model for grid structures as the thickness of the structure and the size of its cells go to zero. To be precise, in $[3, \mathrm{p} .130]$ and using our notation, the limit equation has coefficients $Q=1$ and $P=4 /(1+\nu)$, where $\nu$ denotes the Poisson ratio of the original (solid and unhomogenized) plate material. For $\nu=-1 / 3$ one gets $P=6$, as in (19) below. We take the differential equation for granted here and do not address issues of homogenization as in [3].

Section 2 is devoted to proving existence and uniqueness questions, and section 3 to regularity of solutions to these boundary value problems. Regularity near corners of $\Omega$ is delicate, and its discussion will be limited to some special cases. Moreover, we address the subject of representations of solutions by series or by means of a Green function at the end of section 3 .

In section 4 we study the spectrum of the operator $L$ on rectangular domains and for hinged and clamped boundary conditions. Since the operator is separable, on special domains like rectangles all of its eigenfunctions can be represented in terms of products of one-dimensional eigenfunctions. We learned this from Courant and Hilbert (see [10, Chapter II, Par. 1.6]), who did it for operators of second order. Therefore the one-dimensional cases will always be treated before the rectangular domains. We present all eigenvalues and eigenfunctions for a number of examples and compare spectra for different (parallel or diagonal) alignments of our anisotropic grid.

Section 5 is dedicated to positivity questions. Suppose that the load $f$ on a beam (or grid) is pointing downwards. Does this imply that the deformation $u$ has the same sign everywhere in $\Omega$ ? The answer is in general negative, unless the geometry of the domain is special or unless the beam (or grid) is embedded in an elastic ambient medium that exerts a restoring force proportional to the deformation. So the modified question is for which (presumably negative) values of $\lambda$ one can show that $f \geq 0$ implies positivity of the solution to

$$
u_{x x x x}+u_{y y y y}=\lambda u+f \quad \text { in } \Omega
$$

which satisfies the boundary conditions under consideration. This question turns out to be technically most challenging, and its answer is given using different tricks for different alignments or boundary conditions.

For the reader's convenience we finish with a summary in section 6 and an appendix.
2. Existence and uniqueness for hinged and clamped grids. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded simply connected set. Then the variational problem

$$
\begin{equation*}
\text { Minimize: } \quad E(v)=\int_{\Omega}\left(\frac{1}{2} \sum_{i=1}^{n} v_{x_{i} x_{i}}^{2}-f v\right) d x \quad \text { on } W_{0}^{1,2}(\Omega) \cap W^{2,2}(\Omega) \tag{7}
\end{equation*}
$$

has a unique solution. To see this directly we follow the ideas of [16] and first show that $E(v)$ is coercive on $W^{2,2}(\Omega)$. Obviously $2 u_{x x} u_{y y} \leq u_{x x}^{2}+u_{y y}^{2}$, so that

$$
E(v) \geq c(n) \int_{\Omega}(\Delta v)^{2} d x-\int_{\Omega} f v d x
$$

If we denote $\Delta v$ by $g$, then a well-known a priori estimate for solutions of Dirichlet problems for second order elliptic differential equations on bounded domains (see, e.g., [14, p. 317]) implies that

$$
\left\|D^{2} v\right\|_{L^{2}(\Omega)} \leq C\|\Delta v\|_{L^{2}(\Omega)}
$$

so that all second derivatives of $v$ are in $L^{2}(\Omega)$. This and a Poincaré-type inequality show the coerciveness of $E$ on $W_{0}^{1,2}(\Omega) \cap W^{2,2}(\Omega)$. Now the existence and uniqueness of a solution follow from the direct method in the calculus of variations and from the strict convexity of the functional $E$. The solution satisfies the Euler equation $\sum_{i=1}^{n} u_{x_{i} x_{i} x_{i} x_{i}}=f$ in $\Omega$. To derive the boundary conditions, we note that a weak solution satisfies

$$
\begin{equation*}
\int_{\Omega}\left(\sum_{i=1}^{n} u_{x_{i} x_{i}} \varphi_{x_{i} x_{i}}-f \varphi\right) d x=0 \tag{8}
\end{equation*}
$$

and after two integrations by parts we obtain

$$
\begin{align*}
0 & =\int_{\Omega}\left(-\sum_{i=1}^{n} u_{x_{i} x_{i} x_{i}} \varphi_{x_{i}}-f \varphi\right) d x+\int_{\partial \Omega} \sum_{i=1}^{n} u_{x_{i} x_{i}} \varphi_{x_{i}} \nu_{i} d \sigma  \tag{9}\\
& =0+\int_{\partial \Omega} \sum_{i=1}^{n} u_{x_{i} x_{i}} \varphi_{x_{i}} \nu_{i} d \sigma-\int_{\partial \Omega} \sum_{i=1}^{n} u_{x_{i} x_{i} x_{i}} \varphi \nu_{i} d \sigma  \tag{10}\\
& =\int_{\partial \Omega}\left(\sum_{i=1}^{n} u_{x_{i} x_{i}} \nu_{i}^{2}\right) \frac{\partial \varphi}{\partial \nu} d \sigma \tag{11}
\end{align*}
$$

Notice that the last integral in (10) vanishes because $\varphi$ vanishes on the boundary. Therefore the first boundary integral in (10) must vanish too. The vanishing of $\varphi$ on $\partial \Omega$ implies in particular that the bracket in (11) must vanish on $\partial \Omega$. Thus we have formally derived (3) in the plane case. See also [32].

If the grid or stiff fabric is clamped, we consider the variational problem

$$
\begin{equation*}
\text { Minimize: } \quad E(v)=\int_{\Omega}\left(\frac{1}{2} \sum_{i=1}^{n} v_{x_{i} x_{i}}^{2}-f v\right) d x \quad \text { on } W_{0}^{2,2}(\Omega) \tag{12}
\end{equation*}
$$

and observe that the same existence proof works for this problem, too. The solution satisfies

$$
\left\{\begin{align*}
\sum_{i=1}^{n} u_{x_{i} x_{i} x_{i} x_{i}}=f & \text { in } \Omega  \tag{13}\\
u=\frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega
\end{align*}\right.
$$

We have the following existence and uniqueness results.
THEOREM 2.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with piecewise smooth boundary, and suppose that $f \in L^{2}(\Omega)$. Then problems (7) and (12) have a unique minimizer. Moreover, the corresponding boundary value problems, which in the case $n=2$ are given by (3) and (4), have a unique weak solution.

Remark 2.1. As usual, a weak solution for (3) is a function $u$ in $W_{0}^{2,2}(\Omega)$ that satisfies (8) for all $\varphi \in W_{0}^{2,2}(\Omega)$. A weak solution of (4) is a function $u$ in $W^{2,2}(\Omega) \cap$ $W_{0}^{1,2}(\Omega)$, satisfying (8) for all $\varphi \in W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega)$.

The existence was shown above by variational methods, and the uniqueness of the weak solution follows from the strict convexity of the underlying functional $E$. Notice that the second order boundary condition holds only in the sense of distributions. To see that it holds pointwise in every smooth point of the boundary, we need to know more about its regularity.
3. Regularity. One may use the standard regularity theory for elliptic operators whenever the elliptic system is of an appropriate type and if the boundary is sufficiently smooth. First we will show that our systems are regular elliptic.
3.1. Regular elliptic. The symbol, that is $L=\mathcal{L}\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)$, of our fourth order operator can be decomposed as follows:

$$
\begin{equation*}
\mathcal{L}\left(\xi_{1}, \xi_{2}\right):=\xi_{1}^{4}+\xi_{2}^{4}=\left(\xi_{1}^{2}+\sqrt{2} \xi_{1} \xi_{2}+\xi_{2}^{2}\right)\left(\xi_{1}^{2}-\sqrt{2} \xi_{1} \xi_{2}+\xi_{2}^{2}\right) \tag{14}
\end{equation*}
$$

Hence $L$ can be written as the composition of two second order elliptic operators. Notice, however, that the boundary value problem (4) cannot be split into a system of two second order equations with separated boundary conditions. In fact, even for the boundary value problem (3) this seems to be out of reach. The boundary operators have the following symbols:

- for $(3): \mathcal{B}_{1}(\xi)=1$ and $\mathcal{B}_{2}(\xi)=n_{1}(x)^{2} \xi_{1}^{2}+n_{2}(x)^{2} \xi_{2}^{2}$;
- for $(4): \mathcal{B}_{1}(\xi)=1$ and $\mathcal{B}_{2}(\xi)=n_{1}(x) \xi_{1}+n_{2}(x) \xi_{2}$.

A necessary condition for obtaining the full classical regularity results is that the corresponding boundary value problem should be regular elliptic in the sense of [27], and this is indeed the case.

Lemma 3.1. Problems (3) and (4) are regular elliptic.
Proof. The differential operator is regular elliptic of order $2 k$ if there is $c>0$ such that $\mathcal{L}(\xi) \geq c|\xi|^{2 k}$ for $\xi \in \mathbb{R}^{2}$. To show that the operator and boundary conditions constitute a regular elliptic problem in the sense of [27], one has to consider the factorization of $\tau \mapsto \mathcal{L}(\xi+\tau \eta)$. One finds that the roots of this polynomial are

$$
\tau_{k}=-\frac{\xi_{1}+(-1)^{\frac{2 k-1}{4}} \xi_{2}}{\eta_{1}+(-1)^{\frac{2 k-1}{4}} \eta_{2}} \quad \text { with } k \in\{1,2,3,4\}
$$

We use $(-1)^{\alpha}=\cos \pi \alpha+\boldsymbol{i} \sin \pi \alpha$. Depending on $\xi$ and $\eta$, which should be taken independently, there are two roots, $\tau_{I}$ and $\tau_{I I}$, which have positive imaginary part. We find $\mathcal{L}(\xi+\tau \eta)=a^{+}(\xi, \eta ; \tau) a^{-}(\xi, \eta ; \tau)$ with

$$
\begin{aligned}
& a^{+}(\xi, \eta ; \tau)=\sqrt{\eta_{1}^{4}+\eta_{2}^{4}}\left(\tau-\tau_{I}\right)\left(\tau-\tau_{I I}\right) \\
& a^{-}(\xi, \eta ; \tau)=\sqrt{\eta_{1}^{4}+\eta_{2}^{4}}\left(\tau-\bar{\tau}_{I}\right)\left(\tau-\bar{\tau}_{I I}\right)
\end{aligned}
$$

Since the imaginary parts of $\tau_{I}$ and $\tau_{I I}$ have the same sign the first order term in $a^{+}(\xi, \eta ; \tau)$ has a coefficient with a strictly negative imaginary part; indeed,

$$
\left(\tau-\tau_{I}\right)\left(\tau-\tau_{I I}\right)=\tau^{2}-\left(\tau_{I}+\tau_{I I}\right) \tau-\tau_{I} \tau_{I I}
$$

The condition for regularity that has to be verified is that, for $\xi$ a tangential direction and $\eta$ a normal direction, the polynomials $\tau \mapsto \mathcal{B}_{1}(\xi+\tau \eta)$ and $\tau \mapsto \mathcal{B}_{2}(\xi+\tau \eta)$ are independent modulo $\tau \mapsto a^{+}(\xi, \eta ; \tau)$. Therefore we set $\eta=\left(n_{1}, n_{2}\right)$ and $\xi=$ $\left(-n_{2}, n_{1}\right)$.


Fig. 1. A rectangular wire fabric with fibers in Cartesian directions.

For $(3), \mathcal{B}_{1}(\xi+\tau \eta)=1$ and

$$
\begin{aligned}
\mathcal{B}_{2}(\xi+\tau \eta) & =n_{1}^{2}\left(-n_{2}+n_{1} \tau\right)^{2}+n_{2}^{2}\left(n_{1}+n_{2} \tau\right)^{2} \\
& =2 n_{1}^{2} n_{2}^{2}+\left(n_{2}^{2}-n_{1}^{2}\right) n_{1} n_{2} \tau+\left(n_{1}^{4}+n_{2}^{4}\right) \tau^{2}
\end{aligned}
$$

This is a polynomial with only real coefficients. Since $a^{+}(\xi, \eta ; \tau)$ contains a real second order term and an imaginary first order term, both polynomials are linearly independent.

For $(4), \mathcal{B}_{1}(\xi+\tau \eta)=1$ and $\mathcal{B}_{2}(\xi+\tau \eta)=1+\tau$. These are clearly independent modulo any second order polynomial.
3.2. Regularity for smooth domains. Near the smooth boundary part the standard regularity results, e.g., from [27, Ch. 2], may be used, since both the clamped and the hinged problems are regular elliptic. Only the corners need more attention. But to fix the facts let us summarize the regularity results in a theorem.

THEOREM 3.2. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain with piecewise smooth boundary, and let $\Omega^{\prime} \subset \Omega$ be a subset such that $\overline{\Omega^{\prime}}$ contains only the smooth boundary points of $\partial \Omega$. If $f \in W^{k, 2}(\Omega)$ and $k \in\{0,1,2, \ldots\}$, then the weak solutions of (3) and (4) are of class $W^{k+4}\left(\Omega^{\prime}\right)$. In particular, for $f \in L^{2}(\Omega)$ the derivatives $u_{x_{i} x_{i}}$ are in $W^{3 / 2,2}\left(\partial \Omega \cap \partial \Omega^{\prime}\right)$, so that the boundary condition in (3) holds pointwise a.e. on $\partial \Omega$.
3.3. Regularity near corners. It remains to discuss the regularity near singular points of the boundary, and this will be done for some special but typical situations. First we will give an explanation for a simple case.
3.3.1. The hinged rectangular grid with aligned fibers. Let $R=(0, a) \times$ $(0, b)$ be the rectangle. It will be relatively easy to study the regularity of the hinged grid near a corner, say $(0,0)$, when the grid is aligned with the rectangle as in Figure 1.

Reflection. The first approach is through a reflection argument. As an example we will consider the hinged rectangular grid with horizontally and vertically aligned fibers.

Note that the differential operator and boundary conditions all satisfy

$$
\mathcal{L}\left( \pm \frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)=\mathcal{L}\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right) \quad \text { and } \quad \mathcal{B}\left( \pm \frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)=\mathcal{B}\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)
$$

Instead of considering

$$
\left\{\begin{align*}
u_{x x x x}+u_{y y y y}=f & \text { in } R,  \tag{15}\\
u=u_{x x}=0 & \text { on }\{0, a\} \times[0, b] \\
u=u_{y y}=0 & \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$

we extend $f$ to $\tilde{f}$ on $(-a, a) \times(0, b)$ by

$$
\tilde{f}(x, y)=\operatorname{sign}(x) f(|x|, y)
$$



Fig. 2. Rectangular grid with diagonal fabric.
and consider

$$
\left\{\begin{array}{cl}
\tilde{u}_{x x x x}+\tilde{u}_{y y y y}=\tilde{f} & \text { in } \tilde{R}=(-a, a) \times(0, b),  \tag{16}\\
\tilde{u}=\tilde{u}_{x x}=0 & \text { on }\{-a, a\} \times[0, b] \\
\tilde{u}=\tilde{u}_{y y}=0 & \text { on }[-a, a] \times\{0, b\}
\end{array}\right.
$$

If $f \in L^{p}(R)$, then $\tilde{f} \in L^{p}(\tilde{R})$, and by the result above there is unique solution $\tilde{u} \in W^{2, p}(\tilde{R})$ and $\tilde{u} \in W^{4, p}(\tilde{R} \backslash N)$ with $N$ some neighborhood of the four corners of $\tilde{R} ;(0,0)$ has become a regular boundary point. Since the solution $\tilde{u}$ is unique one finds that $\tilde{u}(x, y)=-\tilde{u}(-x, y)$ and hence $\tilde{u}(0, y)=\tilde{u}_{x x}(0, y)=0$. In other words, $u:=\tilde{u}_{\mid R}$ is the solution of (15) which is in $W^{4, p}\left(R \cap B_{\varepsilon}(0)\right)$. Since we may do so for every corner of $R$ we find that $u \in W^{4, p}(R)$.

Separation of eigenfunctions. A second approach can be used if there is a complete orthonormal system of eigenfunctions of the form $\left\{\varphi_{i}(x) \psi_{j}(y) ; i, j \in \mathbb{N}\right\}$. For example, for the problem (15) the set $\left\{\Phi_{i j} ; i, j \in \mathbb{N}^{+}\right\}$with

$$
\Phi_{i, j}(x, y)=\frac{2}{\sqrt{a b}} \sin \left(i \frac{\pi}{a} x\right) \sin \left(j \frac{\pi}{b} y\right)
$$

is a complete orthonormal set of eigenfunctions. Writing $f_{i j}=\left\langle\Phi_{i, j}, f\right\rangle$, the solution $u$ is given by

$$
u(x, y)=\sum_{i, j=1}^{\infty} \frac{f_{i j}}{\left(i \frac{\pi}{a}\right)^{4}+\left(j \frac{\pi}{b}\right)^{4}} \Phi_{i, j}
$$

Using Parseval's identity, a straightforward computation shows that

$$
\left\|\left(\frac{\partial}{\partial x}\right)^{k}\left(\frac{\partial}{\partial y}\right)^{\ell} u\right\|_{L^{2}(R)}^{2}=\sum_{i, j=1}^{\infty} \frac{\left(i \frac{\pi}{a}\right)^{2 k}\left(j \frac{\pi}{b}\right)^{2 \ell}}{\left(\left(i \frac{\pi}{a}\right)^{4}+\left(j \frac{\pi}{b}\right)^{4}\right)^{2}}\left(f_{i j}\right)^{2}
$$

which is bounded if $f \in L^{2}(R)$ and $k, l \in \mathbb{N}$ with $k+l \leq 4$. Thus $u \in W^{4,2}(R)$.
3.3.2. The hinged rectangular grid with diagonal fibers. Now suppose that the grid runs diagonally into the horizontal and vertical axes, as in Figure 2, and that $\hat{x}:=\frac{1}{2} \sqrt{2}(x+y)$ and $\hat{y}=\frac{1}{2} \sqrt{2}(y-x)$. Then a straightforward calculation shows that

$$
\begin{equation*}
u_{x x x x}+u_{y y y y}=\frac{1}{2} u_{\hat{x} \hat{x} \hat{x} \hat{x}}+\frac{6}{2} u_{\hat{x} \hat{x} \hat{y} \hat{y}}+t \frac{1}{2} u_{\hat{y} \hat{y} \hat{y} \hat{y}}=f \tag{17}
\end{equation*}
$$

while the boundary condition from (10) becomes

$$
\begin{equation*}
u_{x x}+u_{y y}=\Delta u=0=u_{\hat{x} \hat{x}}+u_{\hat{y} \hat{y}} \tag{18}
\end{equation*}
$$

because $\left(\nu_{1}\right)^{2}=\left(\nu_{2}\right)^{2}=1 / 2$ on the sides of the rectangle and because the Laplacian is invariant under rotations. Since also $u=0$ on the boundary, this implies $u_{\hat{x} \hat{x}}=0=$ $u_{\hat{y} \hat{y}}$. Therefore after an obvious change of notation the deformation $u$ of the hinged diagonal grid satisfies again a regular elliptic boundary value problem, namely,

$$
\left\{\begin{align*}
u_{x x x x}+6 u_{x x y y}+u_{y y y y}=2 f & \text { in } R=(0, a) \times(0, b),  \tag{19}\\
u=u_{x x}=0 & \text { on }\{0, a\} \times[0, b] \\
u=u_{y y}=0 & \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$

Also for this boundary value problem we find that $\mathcal{L}\left( \pm \frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)=\mathcal{L}\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)$ and $\mathcal{B}\left( \pm \frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)=\mathcal{B}\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}\right)$, and hence we may use the odd reflection argument of (16) to find $u \in W^{4,2}(R)$ that satisfies the boundary conditions for $x=0$.

Incidentally, the transformed elliptic operator has a symbol that can again be factorized as

$$
\begin{equation*}
2 \hat{\mathcal{L}}\left(\xi_{1}, \xi_{2}\right):=\xi_{1}^{4}+6 \xi_{1}^{2} \xi_{2}^{2}+\xi_{2}^{4}=\left(\xi_{1}^{2}+(3-2 \sqrt{2}) \xi_{2}^{2}\right)\left(\xi_{1}^{2}+(3+2 \sqrt{2}) \xi_{2}^{2}\right) \tag{20}
\end{equation*}
$$

The fact that (19) constitutes a regular elliptic boundary value problem does not need to be checked again, since this property is invariant under changes of the coordinate system. Moreover, the boundary conditions fit nicely with this factorization, and we find a system of two well-posed second order problems:

$$
\left\{\begin{align*}
u_{x x}+(3-2 \sqrt{2}) u_{y y}=v & \text { in } R  \tag{21}\\
u=0 & \text { on } \partial R \\
v_{x x}+(3+2 \sqrt{2}) v_{y y}=2 f & \text { in } R \\
v=0 & \text { on } \partial R
\end{align*}\right.
$$

Using the result of Kadlec [22] for second order operators on convex domains, one finds that $f \in L^{2}(R)$ implies $v \in W^{2,2}(R) \cap W_{0}^{1,2}(R)$. Since $v$ satisfies the boundary conditions of $u$ (!), we find not only that $u \in W^{2,2}(R) \cap W_{0}^{1,2}(R)$ but even that $u \in W^{4,2}(R) \cap W_{0}^{1,2}(R)$.

We remark that some boundary value problems with different boundary conditions along each side can be treated by a reflection argument. In fact, the same reflection argument works for the aligned rectangular grid if it is clamped on the horizontal parts of the boundary and hinged on the vertical part. To be specific, for $f \in L^{2}(\Omega)$ the unique solution $u$ of

$$
\left\{\begin{align*}
u_{x x x x}+u_{y y y y}=f & \text { in } R,  \tag{22}\\
u=u_{x x}=0 & \text { on }\{0, a\} \times[0, b] \\
u=u_{y}=0 & \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$

is in $W^{4,2}(R)$.
3.3.3. The clamped rectangular grid with aligned fibers. The regularity of the clamped grid near a corner does not follow from such a simple reflection argument, because $u_{x x}$ does in general not vanish on $(0, y)$ with $y \in(0, b)$. However, provided the grid is aligned with the rectangle as in Figure 1, we may proceed by "separation of eigenfunctions." To complete this argument we need to borrow some results of subsection 4.2.3 and more specifically Lemmas 4.3 and 4.4.

The set $\left\{\Phi_{i j}\right\}$ of eigenfunctions in (34) is a complete orthonormal system in $L^{2}(\Omega)$. Then, as above for the hinged rectangular grid, the solution of (4) can be represented by

$$
u(x, y)=\sum_{i, j=1}^{\infty} \frac{\alpha_{i j}}{\Gamma_{i j}} \Phi_{i j}(x, y)
$$

where $\alpha_{i j}$ are the Fourier coefficients from the representation of $f$ with $\sum_{i, j} \alpha_{i j}^{2}$ being finite by Parseval's identity. The eigenvalues $\Gamma_{i j}$ are defined by $\Gamma_{i j}=a^{-4} \lambda_{i}+b^{-4} \lambda_{j}$, and we find that

$$
\frac{\partial^{n+m}}{\partial x^{n} \partial y^{m}} u(x, y)=\sum_{i, j=1}^{\infty} \frac{a^{-n} \lambda_{i}^{n / 4} b^{-m} \lambda_{j}^{m / 4}}{a^{-4} \lambda_{i}+b^{-4} \lambda_{j}} \alpha_{i j} \Phi_{i j}(x, y)
$$

which is bounded when $n+m \leq 4$. This shows that $u \in W^{4,2}(R)$ even in this case of a clamped rectangular grid aligned with $R$. From Theorem 2.1 we were allowed to conclude only that $u \in W^{2,2}(R)$.
3.3.4. The clamped rectangular grid with diagonal fibers. How to obtain the regularity of $u$ for a clamped-hinged or clamped-clamped diagonal grid near a corner is a nontrivial problem and will not be discussed here.

One conceivable way to represent a solution would be using a Green function $g^{0, \xi}(\cdot)=F(\cdot-\xi)+h(\xi, \cdot)$. This can in principle be obtained by adding a solution $h$ of $\operatorname{Lh}(\xi, \cdot)=0$ in $R, h(\xi, \cdot)+F(\cdot-\xi)=0=B_{2} h(\xi, \cdot)+B_{2} F(\cdot-\xi)$ on $\partial R$ to a fundamental solution $F(\cdot-\xi)$, i.e., to a distributional solution of $L F(\cdot-\xi)=\delta_{0}(\cdot)$. Clearly $F$ is not unique, but just for the record let us quote a fundamental solution $F$ (for $L$ as in (22)) from [39] or [29]:

$$
\begin{align*}
F(x, y)=-\frac{1}{16 \pi \sqrt{2}}\left[\left(x^{2}+y^{2}\right)\right. & \log \left(x^{4}+y^{4}\right)+2 \sqrt{2} x y \log \left(\frac{x^{2}+y^{2}+\sqrt{2} x y}{x^{2}+y^{2}-\sqrt{2} x y}\right)  \tag{23}\\
& \left.+2 \sqrt{2}\left(x^{2} \arctan \frac{x^{2}}{y^{2}}+y^{2} \arctan \frac{y^{2}}{x^{2}}\right)\right]
\end{align*}
$$

An explicit calculation of the Green function even on a quarter plane seems to be beyond reach.

## 4. Eigenfunctions and eigenvalues.

4.1. Eigenfunctions for a hinged rectangular grid. The eigenfunctions for the hinged beam

$$
\left\{\begin{array}{cl}
\varphi_{x x x x}=\lambda \varphi & \text { in }(0,1),  \tag{24}\\
\varphi=\varphi_{x x}=0 & \text { in }\{0,1\}
\end{array}\right.
$$

are obviously given by $\phi_{i}(x)=\sqrt{2} \sin (i \pi x)$, and the eigenvalues are $\lambda_{i}=i^{4} \pi^{4}$.
If a hinged grid is rectangular and aligned with the Cartesian coordinates, then a calculation shows that the eigenfunctions and eigenvalues of

$$
\left\{\begin{align*}
& \Phi_{x x x x}+\Phi_{y y y y}=\Lambda \Phi  \tag{25}\\
& \text { in } R, \\
& \Phi=\Phi_{x x}=0 \text { on }\{0, a\} \times[0, b] \\
& \Phi=\Phi_{y y}=0 \\
& \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$

are given by

$$
\begin{equation*}
\Phi_{i j}(x, y)=\frac{2}{\sqrt{a b}} \sin \left(\frac{i \pi x}{a}\right) \sin \left(\frac{j \pi y}{b}\right) \quad \text { and } \quad \Lambda_{i j}=\frac{i^{4} \pi^{4}}{a^{4}}+\frac{j^{4} \pi^{4}}{b^{4}} . \tag{26}
\end{equation*}
$$

For $i=j=1$ one finds the following result.
Lemma 4.1. The first eigenfunction for (25), the hinged rectangular grid with aligned fibers, is of fixed sign.

Even if the hinged grid is diagonally aligned, we can determine the eigenfunctions and eigenvalues of

$$
\left\{\begin{align*}
\frac{1}{2} \Phi_{x x x x}+3 \Phi_{x x y y}+\frac{1}{2} \Phi_{y y y y}=\tilde{\Lambda} \Phi & \text { in } R,  \tag{27}\\
\Phi=\Phi_{x x}=0 & \text { on }\{0, a\} \times[0, b], \\
\Phi=\Phi_{y y}=0 & \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$

by a separation of variables. In fact, the eigenfunctions are still given by

$$
\Phi_{i j}(x, y)=\frac{2}{\sqrt{a b}} \sin \left(\frac{i \pi x}{a}\right) \sin \left(\frac{j \pi y}{b}\right),
$$

but now the eigenvalues are given by

$$
\begin{equation*}
2 \tilde{\Lambda}_{i j}=\pi^{4}\left(\frac{i^{4}}{a^{4}}+\frac{6 i^{2} j^{2}}{a^{2} b^{2}}+\frac{j^{4}}{b^{4}}\right) . \tag{28}
\end{equation*}
$$

We may conclude as before, with the following claim.
Lemma 4.2. The first eigenfunction for (27), the hinged rectangular grid with diagonal fibers, is of fixed sign.

Notice that

$$
\begin{equation*}
\frac{1}{2} \Lambda_{i j} \leq \tilde{\Lambda}_{i j} \leq 2 \Lambda_{i j}, \tag{29}
\end{equation*}
$$

$$
\tilde{\Lambda}_{i j}=\frac{\pi^{4}}{2}\left(\frac{i^{4}}{a^{4}}+\frac{6 i^{2} j^{2}}{a^{2} b^{2}}+\frac{j^{4}}{b^{4}}\right) \quad \text { and } \quad \Lambda_{i j}=\pi^{4}\left(\frac{i^{4}}{a^{4}}+\frac{j^{4}}{b^{4}}\right) .
$$

Notice also that the first eigenfunction is of fixed sign.

### 4.2. Eigenfunctions for clamped problems.

4.2.1. Eigenfunctions for the clamped beam. The set of all normalized eigenfunctions for

$$
\left\{\begin{align*}
\varphi^{\prime \prime \prime \prime} & =\lambda \varphi \quad \text { in }(0,1),  \tag{30}\\
\varphi(0)=\varphi^{\prime}(0) & =0=\varphi(1)=\varphi^{\prime}(1)
\end{align*}\right.
$$

forms a complete orthonormal system in $L^{2}(0,1)$.
Lemma 4.3. These eigenfunctions and eigenvalues are

$$
\varphi_{i}(x)=\beta_{i} \cosh \nu_{i}\left(\frac{\cosh \left(\nu_{i} x\right)-\cos \left(\nu_{i} x\right)}{\cosh \nu_{i}-\cos \nu_{i}}-\frac{\sinh \left(\nu_{i} x\right)-\sin \left(\nu_{i} x\right)}{\sinh \nu_{i}-\sin \nu_{i}}\right) \text { and } \lambda_{i}=\nu_{i}^{4}
$$

with $i=1,2, \ldots$, where $\nu_{i}$ is the ith positive zero of $\cos \nu-\frac{1}{\cosh \nu}=0$ and $\beta_{i}$ is the normalization factor such that $\int_{0}^{1} \varphi_{i}(x)^{2} d x=1$.

Note that the first eigenfunction is of fixed sign.
The statement of this lemma is shown by a lengthy but straightforward calculation.

TABLE 1
Comparison of the of the eigenvalues $\lambda_{i}$ and the approximation in Lemma 4.4.

| $\lambda_{i}:$ | 500.56390 | 3803.5370 | 14617.630 | 39943.799 | 89135.406 | 173881.31 | 308208.45 |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| $\left(i-\frac{1}{2}\right)^{4} \pi^{4}:$ | 493.13352 | 3805.0426 | 14617.451 | 39943.815 | 89135.406 | 173881.31 | 308208.45 |

Lemma 4.4. The sequences $\nu_{i}$ and $\beta_{i}$ as above have the following asymptotics:

- $\lim _{i \rightarrow \infty} i \pi-\nu_{i}=\frac{1}{2} \pi$ and hence $\lambda_{i} \approx(i-1 / 2)^{4} \pi^{4}$;
- $\lim _{i \rightarrow \infty} \beta_{i}=1$.

Proof. For obvious reasons two subsequent zeroes $\nu_{i}$ and $\nu_{i+1}$ of $\cos \nu-\frac{1}{\cosh \nu}=0$ are in the interval $\left(\left(i-\frac{1}{2}\right) \pi,\left(i+\frac{1}{2}\right) \pi\right)$ and close to its boundaries. Since $\frac{1}{\cosh \nu_{i}} \leq 2 e^{-\nu_{i}}$ and $|\sin x|>\frac{1}{2}$ in a sufficiently small neighborhood of $\left(i-\frac{1}{2}\right) \pi$ we have

$$
\left|\nu_{i}-\left(i-\frac{1}{2}\right) \pi\right|<4 e^{\pi / 2} e^{-i \pi}
$$

This proves the first statement, as Table 1 illustrates.
Let us now turn to the second statement. With the help of Mathematica one sees that

$$
\beta_{i}=\frac{-Z_{i}\left(\cosh \nu_{i}\right)^{2}}{4 \nu_{i}\left(\cos \nu_{i}-\cosh \nu_{i}\right)^{2}\left(\sin \nu_{i}-\sinh \nu_{i}\right)^{2}}
$$

with

$$
\begin{aligned}
Z_{i}= & 2 \nu_{i} \cos 2 \nu_{i}+4 \cosh \nu_{i} \sin \nu_{i}-\sin 2 \nu_{i}-\cosh 2 \nu_{i}\left(2 \nu_{i}+\sin 2 \nu_{i}\right) \\
& -4 \cos \nu_{i} \sinh \nu_{i}+8 \nu_{i} \sin \nu_{i} \sinh \nu_{i}+\sinh 2 \nu_{i}+\cos 2 \nu_{i} \sinh 2 \nu_{i} .
\end{aligned}
$$

Now the second statement follows by a straightforward computation.
4.2.2. Comparing eigenvalues of clamped plates and grids. In [33] Philippin, following ideas of Hersch [20], obtained estimates for the eigenvalues of a clamped plate through these for clamped rectangular and diagonal grids. Let us state a special result in this direction that compares the first eigenvalues of a clamped grid,

$$
\left\{\begin{align*}
\Phi_{x x x x}+\Phi_{y y y y}=\Gamma \Phi & \text { in } \Omega,  \tag{31}\\
\Phi=|\nabla \Phi|=0 & \text { on } \partial \Omega,
\end{align*}\right.
$$

with those of the clamped plate,

$$
\left\{\begin{array}{cl}
\Delta^{2} \Phi=\Upsilon \Phi & \text { in } \Omega  \tag{32}\\
\Phi=|\nabla \Phi|=0 & \text { on } \partial \Omega .
\end{array}\right.
$$

Lemma 4.5. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain with a $C^{0,1}$-boundary. Let $\Gamma_{1}$ and $\Upsilon_{1}$ be the first eigenvalues of (31), respectively (32). Then it holds that $\frac{1}{2} \Upsilon_{1} \leq \Gamma_{1} \leq$ $\Upsilon_{1}$.

For approximations of the lowest eigenvalues for the clamped aligned square grid and the clamped square plate, see Tables 2 and 3.

Proof. The result follows from the definition of the eigenvalue by Rayleigh's quotient and some energy estimates. For the first inequality one uses

$$
\frac{1}{4} \int_{\Omega}(\Delta u)^{2} d x d y=\frac{1}{4} \int_{\Omega}\left(u_{x x}^{2}+2 u_{x x} u_{y y}+u_{y y}^{2}\right) d x d y \leq \frac{1}{2} \int_{\Omega}\left(u_{x x}^{2}+u_{y y}^{2}\right) d x d y
$$

Table 2
Numerical eigenvalues $\Lambda_{i j}$, with $i, j \leq 5$, of a clamped square grid of length 1 that is aligned with Cartesian coordinates (without repeating the multiple ones like $\Lambda_{1,2}=\Lambda_{2,1}$ ).

| $\Gamma_{i j}:$ | 1001.13 | 4304.10 | 15118.2 | 40444.4 | 89636.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 7607.07 | 18421.2 | 43747.3 | 92938.9 |  |
|  |  | 29235.3 | 54561. | 103753. |  |
|  |  |  | 79887. | 129079. |  |
|  |  |  |  |  |  |

TABLE 3
Numerical eigenvalues for a clamped square plate of length 1. We used the values found in [15, p. 79] and scaled these.

| $\Upsilon_{i j}:$ | 1294.93 | 5386.63 |
| :--- | :--- | :--- |
|  |  | 11710.3 |

For the second one proceeds via an integration by parts that shows, due to the clamped boundary conditions,

$$
\begin{aligned}
\int_{\Omega} u_{x x} u_{y y} d x d y & =\int_{\partial \Omega}\left(u_{x} u_{y y} n_{1}-u_{x} u_{x y} n_{2}\right) d \sigma+\int_{\Omega} u_{x y}^{2} d x d y \\
& =\int_{\Omega} u_{x y}^{2} d x d y \geq 0
\end{aligned}
$$

and hence

$$
\frac{1}{2} \int_{\Omega}\left(u_{x x}^{2}+u_{y y}^{2}\right) d x d y \leq \frac{1}{2} \int_{\Omega}\left(u_{x x}^{2}+2 u_{x y}^{2}+u_{y y}^{2}\right) d x d y=\frac{1}{2} \int_{\Omega}(\Delta u)^{2} d x d y
$$

This completes the proof.
4.2.3. Eigenfunctions for the clamped rectangular grid. A complete orthonormal system of eigenfunctions and eigenvalues for the grid aligned with the Cartesian coordinates

$$
\left\{\begin{array}{cc}
\Phi_{x x x x}+\Phi_{y y y y}=\Gamma \Phi & \text { in } R,  \tag{33}\\
\Phi=|\nabla \Phi|=0 & \text { on } \partial R
\end{array}\right.
$$

with $R=(0, a) \times(0, b)$ is given in terms of the one-dimensional eigenfunctions and eigenvalues $\varphi_{j}$ and $\lambda_{j}$ from Lemma 4.3 by

$$
\begin{equation*}
\Phi_{i j}(x, y)=\frac{1}{\sqrt{a b}} \varphi_{i}\left(\frac{x}{a}\right) \varphi_{j}\left(\frac{y}{b}\right) \quad \text { and } \quad \Gamma_{i j}=a^{-4} \lambda_{i}+b^{-4} \lambda_{j} \tag{34}
\end{equation*}
$$

LEmma 4.6. The first eigenfunction for (33), the clamped rectangular grid with aligned fibers, is of fixed sign.

This is in marked contrast to the biharmonic operator, whose first eigenfunction under Dirichlet conditions on a rectangle is known to change sign infinitely often (see [8]), and positivity of the ground state for our anisotropic operator cannot be expected for a general domain.

An explicit determination of all eigenfunctions and eigenvalues for the diagonally aligned clamped grid, however,

$$
\left\{\begin{align*}
\frac{1}{2} \Phi_{x x x x}+3 \Phi_{x x y y}+\frac{1}{2} \Phi_{y y y y}=\tilde{\Gamma} \Phi & \text { in } R  \tag{35}\\
\Phi=\Phi_{x}=0 & \text { on }\{0, a\} \times[0, b] \\
\Phi=\Phi_{y}=0 & \text { on }[0, a] \times\{0, b\}
\end{align*}\right.
$$



Fig. 3. Numerical approximations of the first "clamped" eigenfunctions on a disk for $L_{i}$, $i=1,2,3$. One sees hardly any difference. We remark that the eigenfunctions for the first and the second operator differ "analytically" just by a $45^{\circ}$ rotation. The finite difference scheme, however, is different since in each case the discrete version of the corresponding operator $L_{i}$ has been used.
seems to be a nontrivial problem. From Lemma 4.5 we can find an estimate, namely $\Gamma_{1} \leq 2 \tilde{\Gamma}_{1}$, by using $\Gamma_{1} \leq \Upsilon_{1}$ and $\frac{1}{2} \Upsilon_{1} \leq \tilde{\Gamma}_{1}$, and similarly $\tilde{\Gamma}_{1} \leq 2 \Gamma_{1}$. This is consistent with inequality (29) for hinged grids. Note that the estimate $\frac{1}{2} \tilde{\Gamma}_{1} \leq \Gamma_{1} \leq 2 \tilde{\Gamma}_{1}$ even holds on general domains.

Remark 4.1. We do not know if the first eigenfunction for (35), the clamped rectangular grid with diagonal fibers, is of fixed sign. Some evidence against a fixed sign follows from Coffman's result in [8].
4.2.4. Eigenfunctions for the clamped circular grid. For a clamped circular plate there are radially symmetric eigenfunctions, and these can be expressed in terms of the (modified) Bessel functions $J_{0}$ and $I_{0}$. Since Boggio [2] gave an explicit formula for the Dirichlet biharmonic on a circular disk Jentzsch's theorem implies that the first eigenfunction is positive (of fixed sign) and unique and hence radially symmetric. Although a numerical approximation shows that the first eigenfunction of the clamped grid looks similar to the one for the clamped plate (see Figure 3), this eigenfunction is not radially symmetric.

Lemma 4.7. Let $D$ denote the unit disk. There is no radial eigenfunction for

$$
\left\{\begin{array}{cc}
\Phi_{x x x x}+\Phi_{y y y y}=\Gamma \Phi & \text { in } D,  \tag{36}\\
\Phi=|\nabla \Phi|=0 & \text { on } \partial D .
\end{array}\right.
$$

Remark 4.2. Of course, since the differential equation $u_{x x x x}+u_{y y y y}=\lambda u$ is not rotation invariant, this result should not come as a surprise. A nasty consequence, however, is that the first eigenfunction does not seem to have an "easy" explicit representation. We do not even have analytical proof that this eigenfunction has a fixed sign or that it is unique.

Remark 4.3. The first eigenvalue $\lambda_{c p, 1} \approx 104.363$ for the circular clamped plate may be found in [1]. The first one for the clamped grid is approximately $75 \%$ of this value.

Proof of Lemma 4.7. Suppose that $\Phi$ is a radial eigenfunction. Then we can rotate this eigenfunction by $\pi / 4$ and it is still an eigenfunction. However, the rotated $\Phi$ now satisfies (see (19))

$$
\left\{\begin{array}{rlrl}
\frac{1}{2} \Phi_{x x x x}+3 \Phi_{x x y y}+\frac{1}{2} \Phi_{y y y y} & =\Gamma \Phi & & \text { in } D  \tag{37}\\
\Phi=|\nabla \Phi|=0 & & \text { on } \partial D .
\end{array}\right.
$$

Consequently we can add (36) to (37) to arrive at $\frac{3}{2} \Phi_{x x x x}+3 \Phi_{x x y y}+\frac{3}{2} \Phi_{y y y y}=2 \Gamma \Phi$ or

$$
\left\{\begin{align*}
\Delta^{2} \Phi=\frac{4}{3} \Gamma \Phi & & \text { in } D  \tag{38}\\
\Phi=|\nabla \Phi|=0 & & \text { on } \partial D .
\end{align*}\right.
$$

But then $\Phi$ must be a radial eigenfunction of the plate equation, an unlikely coincidence. To show that this cannot be the case suppose that $\Phi(r)$ is such a radial function. Then

$$
\Phi_{x x}=\Phi^{\prime \prime} \frac{x^{2}}{r^{2}}+\Phi^{\prime} \frac{y^{2}}{r^{3}} \quad \text { and } \quad \Phi_{x x}=\Phi^{\prime \prime} \frac{y^{2}}{r^{2}}+\Phi^{\prime} \frac{x^{2}}{r^{3}}
$$

and

$$
\begin{aligned}
& \Phi_{x x x x}+\Phi_{y y y y} \\
& =\Phi^{\prime \prime \prime \prime} \frac{r^{4}-2 x^{2} y^{2}}{r^{4}}+\Phi^{\prime \prime \prime} \frac{12 x^{2} y^{2}}{r^{5}}+\Phi^{\prime \prime} \frac{3 r^{4}-30 x^{2} y^{2}}{r^{6}}+\Phi^{\prime} \frac{-3 r^{4}+30 x^{2} y^{2}}{r^{7}}=\Gamma \Phi
\end{aligned}
$$

or equivalently

$$
2 x^{2} y^{2}\left(-\Phi^{\prime \prime \prime \prime}+6 r^{-1} \Phi^{\prime \prime \prime}-15 r^{-2} \Phi^{\prime \prime}+15 r^{-3} \Phi^{\prime}\right)=r^{4} \Gamma \Phi-r^{4} \Phi^{\prime \prime \prime \prime}-3 r^{2} \Phi^{\prime \prime}+3 r \Phi^{\prime}
$$

But this implies that either $x^{2} y^{2}$ is a function of $r$ or both sides are identical zero. Thus we have to show that this second case cannot occur. Suppose that both sides are identical zero. The solutions of

$$
-\Phi^{\prime \prime \prime \prime}+6 r^{-1} \Phi^{\prime \prime \prime}-15 r^{-2} \Phi^{\prime \prime}+15 r^{-3} \Phi^{\prime}=0
$$

that satisfy the boundary conditions are the functions $\left(a r^{2}+b\right)\left(1-r^{2}\right)^{2}$. No nonzero $a$ and $b$ will make the right-hand side identically zero, a contradiction.
5. Positivity questions. From the Krein-Rutman theorem one knows that for a regular elliptic problem strong positivity of the solution operator implies that the first eigenfunction has multiplicity one and, moreover, is of fixed sign. If the solution operator has an integral kernel, one may even use a much earlier result of Jentzsch [21]. Let us be more precise and consider

$$
\left\{\begin{array}{cl}
L u=\lambda u+f & \text { in } \Omega  \tag{39}\\
B u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

If the solution operator $(L-\lambda)_{B}^{-1}: X \mapsto X$ for (39) in the Banach lattice $X$ is compact, positive, and irreducible for some $\lambda_{0}$, then there exists an eigenvalue $\lambda_{1} \in$ $\left(\lambda_{0}, \infty\right)$ with a positive eigenfunction. For a precise statement, see [6]. Moreover, for all $\lambda \in\left[\lambda_{0}, \lambda_{1}\right)$ and $f \in X$ one finds that there is a solution $u_{\lambda} \in X$ and

$$
f>0 \quad \text { implies } \quad u_{\lambda}>0
$$

5.1. Known results for plates. Let us recall some of the known positivity preserving results for plates.

For the hinged plate

$$
\left\{\begin{array}{cl}
\Delta^{2} u=\lambda u+f & \text { in } \Omega  \tag{40}\\
u=\Delta u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

this question was studied in [23] on a general bounded domain $\Omega$. The problem is positivity preserving if $\lambda \in\left[-\lambda_{c}(\Omega), \lambda_{1}(\Omega)^{2}\right)$. Here $\lambda_{c}$ is a critical number which is bounded above by $\lambda_{1}(\Omega) \lambda_{2}(\Omega)$, and $\lambda_{i}(\Omega)$ are the eigenvalues of the Laplacian operator under Dirichlet conditions. If $\Omega$ is a rectangle $R$ with sides $a$ and $b<a$, one can easily calculate $\lambda_{1}(R)=\pi^{2}\left(a^{2}+b^{2}\right)$ and $\lambda_{2}(R)=\pi^{2}\left(a^{2}+4 b^{2}\right)$, so that (40) with $\Omega=R$ is positivity preserving for

$$
\begin{equation*}
-\pi^{4}\left(a^{2}+b^{2}\right)\left(a^{2}+4 b^{2}\right) \leq-\lambda_{c}(R) \leq \lambda<\pi^{4}\left(a^{2}+b^{2}\right)^{2} . \tag{41}
\end{equation*}
$$

The clamped plate

$$
\begin{cases}\Delta^{2} u=\lambda u+f & \text { in } \Omega,  \tag{42}\\ u=|\nabla u|=0 & \text { on } \partial \Omega\end{cases}
$$

is a more delicate problem. In general (42) is not positivity preserving for $\lambda=0$; see [13] or [36]. The boundary value problem in (42) is positivity preserving only in the case of the following special domains $\Omega$ :

- If $\Omega$ is a ball or a disk, Boggio's explicit formula for the solution operator with $\lambda=0$ implies positivity.
- For small perturbations of the disk, positivity has been shown in [19].
- For $\Omega$ some limaçons positivity can be found in [11].
- For a combination of the above results with Möbius transformations, see [12].


### 5.2. Positivity under hinged boundary conditions.

### 5.2.1. Hinged beam. For the hinged beam

$$
\left\{\begin{array}{cl}
u_{x x x x}=\lambda u+f & \text { in }(0,1)  \tag{43}\\
u=u_{x x}=0 & \text { in }\{0,1\},
\end{array}\right.
$$

the boundary value problem (43) is positivity preserving, provided that (see [23])

$$
\begin{equation*}
-950.884 \approx \lambda_{c} \leq \lambda<\pi^{4} \approx 97.409 \tag{44}
\end{equation*}
$$

Here the lower bound $\lambda_{c}$ equals $4\left(\kappa_{0}\right)^{4}$, where $\kappa_{0}$ is the first positive zero of $\tan (x)+$ $\tanh (x)$.

The Green function of the hinged beam. For the sake of completeness we list some facts about the Green function of the hinged beam problem (43). We set $\nu=\sqrt[4]{\lambda}$ and $\mu=\sqrt[4]{-\frac{1}{4} \lambda}$,

$$
\begin{aligned}
& \phi(\lambda ; x)=\left\{\begin{array}{cl}
\frac{\sinh \nu x-\sin \nu x}{\nu^{3}} & \text { if } \lambda>0, \\
\frac{1}{3} x^{3} & \text { if } \lambda=0, \\
\frac{\cosh (\mu x) \sin \mu x-\cos (\mu x) \sinh \mu x}{2 \mu^{3}} & \text { if } \lambda<0,
\end{array}\right. \\
& \psi(\lambda ; x)=\left\{\begin{array}{cl}
\frac{\sinh \nu x+\sin \nu x}{2 \nu} & \text { if } \lambda>0, \\
x & \text { if } \lambda=0, \\
\frac{\cosh (\mu x) \sin \mu x+\cos (\mu x) \sinh \mu x}{2 \mu} & \text { if } \lambda<0 .
\end{array}\right.
\end{aligned}
$$

Table 4
These values for the coefficients in (45) were obtained using Mathematica.

|  | $0<\lambda \neq \lambda_{i}$ <br> $\operatorname{set} \nu=\sqrt[4]{\lambda}$ | $\lambda=0$ | $\lambda<0$ |
| :---: | :---: | :---: | :---: |
| $\alpha_{\lambda}$ | $\frac{\nu^{3}}{8}\left(\frac{1}{\sin \nu}-\frac{1}{\sinh \nu}\right) \frac{\nu}{2 \sin \nu}$ | 0 | $\mu^{3} \frac{\cos \mu \sinh \mu-\cosh \mu \sin \mu}{\cosh 2 \mu-\cos 2 \mu}$ |
| $\beta_{\lambda}$ | $-\frac{\nu}{4}\left(\frac{1}{\sin \nu}+\frac{1}{\sinh \nu}\right)$ | $-\frac{1}{2}$ | $-\mu \frac{\sinh \mu \cos \mu+\cosh \mu \sin \mu}{\cosh 2 \mu-\cos 2 \mu}$ |
| $\gamma_{\lambda}$ | $-\frac{1}{2 \nu}\left(\frac{1}{\sin \nu}-\frac{1}{\sinh \nu}\right)$ | $\frac{1}{6}$ | $\frac{\cosh \mu \sin \mu-\cos \mu \sinh \mu}{\mu(\cosh 2 \mu-\cos 2 \mu)}$ |

Now $g_{\lambda}(x, y)$ can be represented as follows:

$$
g_{\lambda}(x, y)= \begin{cases}\alpha_{\lambda} \phi(\lambda ; x) \phi(\lambda ; 1-y)+\beta_{\lambda} \psi(\lambda ; x) \phi(\lambda ; 1-y) &  \tag{45}\\ +\beta_{\lambda} \phi(\lambda ; x) \phi^{\prime}(\lambda ; 1-y)+\gamma_{\lambda} \psi(\lambda ; x) \psi(\lambda ; 1-y) & \text { if } 0 \leq x \leq y \leq 1 \\ \alpha_{\lambda} \phi(\lambda ; y) \phi(\lambda ; 1-x)+\beta_{\lambda} \psi(\lambda ; y) \phi(\lambda ; 1-x) \\ +\beta_{\lambda} \phi(\lambda ; y) \psi(\lambda ; 1-x)+\gamma_{\lambda} \psi(\lambda ; y) \psi(\lambda ; 1-x) & \text { if } 0 \leq y<x \leq 1\end{cases}
$$

and the constants $\alpha_{\lambda}, \beta_{\lambda}$, and $\gamma_{\lambda}$ are suitably chosen in order to accommodate the boundary values in 1 and the continuity requirements of $g_{\lambda}$. Some tedious calculations lead to the coefficients in Table 4.

For $\lambda \geq 0$ formula (45) can be simplified to

$$
\begin{array}{ll}
g_{\lambda}(x, y)=\frac{\sin (x \nu) \sin (\nu(1-y))}{2 \nu^{3} \sin \nu}-\frac{\sinh (x \nu) \sinh (\nu(1-y))}{2 \nu^{3} \sinh \nu} & \text { if } 0 \leq x \leq y \leq 1 \\
g_{0}(x, y)=\frac{1}{6} x(1-y)-\frac{1}{6} x(1-y)^{3}-\frac{1}{6} x^{3}(1-y) & \text { if } 0 \leq x \leq y \leq 1 \tag{46}
\end{array}
$$

5.2.2. Hinged rectangular grid with aligned fibers. In this section it will be convenient to use $\left(x_{1}, x_{2}\right)$ instead of $(x, y)$. An investigation of positivity preserving properties for the hinged rectangular grid that is aligned with the Cartesian axes seems to be difficult. The eigenfunctions are

$$
\Phi_{i j}\left(x_{1}, x_{2}\right)=\frac{1}{\sqrt{a b}} \varphi_{i}\left(a^{-1} x_{1}\right) \varphi_{j}\left(b^{-1} x_{2}\right)
$$

with $\varphi_{i}(t)=\sqrt{2} \sin (i \pi t)$. Recall that the first eigenfunction is of fixed sign and has multiplicity one. Using these eigenfunctions and the Green function $g_{\lambda}$ from (45) or (46), the solution of

$$
\left\{\begin{align*}
\left(\frac{\partial^{4}}{\partial x_{1}^{4}}+\frac{\partial^{4}}{\partial x_{2}^{4}}\right) u=\lambda u+f & \text { in } R,  \tag{47}\\
u=\Delta u=0 & \text { on } \partial R,
\end{align*}\right.
$$

can be written as

$$
\begin{aligned}
u(x) & =\sum_{i, j=1}^{\infty} \frac{1}{a^{-4} \lambda_{i}+b^{-4} \lambda_{j}-\lambda}\left\langle\Phi_{i j}, f\right\rangle \Phi_{i j}(x) \\
& =\frac{1}{\sqrt{a b}} \sum_{j=1}^{\infty}\left\langle\varphi_{j}\left(\frac{\circ}{b}\right), \int_{s=0}^{a} g_{b^{-4} \lambda_{j}-\lambda}\left(x_{1}, s\right) f(s, \circ) d s\right\rangle_{(0, b)} \varphi_{j}\left(\frac{x_{2}}{b}\right) .
\end{aligned}
$$



Fig. 4. The sets $R_{\varepsilon}$ and $R \backslash\left(C+B^{\varepsilon}\right)$ from Lemma 5.1.

An inspection of the series representation above suggests that for nonnegative and nontrivial $f$, for $\lambda<\Lambda_{11}$ and $\lambda$ close to $\Lambda_{11}$ the coefficient in front of $\Phi_{11}$ becomes very large and positive. This suggests that the first term in the series determines the sign of $u$. But estimating the remainder of the series in terms of $\Phi_{1,1}$ turns out to be a hard technical problem.

In order to verify that problem (47) is positivity preserving at least for $\lambda$ in some interval $\left[\Lambda_{11}-\gamma, \Lambda_{11}\right)$ it suffices to show that the solution of (47) with $f=\delta_{y}$ is positive for every $y \in R$, where $\delta_{y}$ is the delta function at $y$.

Since the first eigenfunction is strictly positive in the interior we may prove the following result, in which we use this notation for a domain $\Omega$ :

- the $\varepsilon$-interior: $A_{\varepsilon}=\{x \in A ; d(x, \partial \Omega)>\varepsilon\}$,
- the $\varepsilon$-neighborhood: $A+B^{\varepsilon}=\{x \in \Omega ; d(x, \partial A)<\varepsilon\}$.

LEMMA 5.1. Let $u^{\lambda}$ be the solution of (47). For every $\varepsilon>0$ there is a positive $\gamma>0$ such that for $\lambda \in\left[\Lambda_{11}-\gamma, \Lambda_{11}\right)$ and $f \geq 0$ the following two statements hold (here $C$ denotes the set of corner points):

- if support $f \in R_{\varepsilon}$, then $u^{\lambda}(x) \geq 0$ for all $x \in R \backslash\left(C+B^{\varepsilon}\right)$,
- if support $f \in R \backslash\left(C+B^{\varepsilon}\right)$, then $u^{\lambda}(x) \geq 0$ for all $x \in R_{\varepsilon}$.

See Figure 4.
Proof. It is sufficient to show such a result for $f=\delta_{y}$, the delta function, with $y \in R_{\varepsilon}$. Formally we have

$$
\delta_{y}(\cdot)=\sum_{i, j=1}^{\infty} \Phi_{i j}(y) \Phi_{i j}(\cdot)
$$

but since $\delta_{y} \notin L^{2}(R)$ this series does not converge. The distributional solution $u^{y, \lambda}$ of (47) with $f=\delta_{y}$, that is,

$$
\begin{equation*}
u^{y, \lambda}(\cdot)=\sum_{i, j=1}^{\infty} \frac{\Phi_{i j}(y)}{\Lambda_{i j}-\lambda} \Phi_{i j}(\cdot) \tag{48}
\end{equation*}
$$

lies in $L^{2}(R)$ since its coefficients are in $\ell_{2}$ :

$$
\sum_{i, j=1}^{\infty}\left(\frac{\Phi_{i j}(y)}{\Lambda_{i j}-\lambda}\right)^{2} \leq \sum_{i, j=1}^{\infty}\left(\frac{1}{\pi^{4}\left(\frac{i^{4}}{a^{4}}+\frac{j^{4}}{b^{4}}\right)-\lambda}\right)^{2}<\infty
$$

We even find for $\alpha+\beta<3$ that

$$
\left\{i^{\alpha} j^{\beta} \frac{\Phi_{i j}(y)}{\Lambda_{i j}-\lambda}\right\} \in \ell_{2}
$$



Fig. 5. The sets $\operatorname{supp} f$ and $R_{\varepsilon} \cup\left(R \backslash\left(\operatorname{supp} f+B_{\varepsilon}\right)\right)$ from Lemma 5.2.
and hence $u^{y, \lambda} \in W^{3-t, 2}(R)$ for all $t>0$.
We split $u^{y, \lambda}=u_{1}^{y, \lambda}+u_{2}^{y, \lambda}$, where

$$
u_{1}^{y, \lambda}(\cdot)=\frac{\Phi_{11}(y)}{\Lambda_{11}-\lambda} \Phi_{11}(\cdot)
$$

By our assumption we have

$$
\left|\Phi_{i j}(y)\right| \leq \frac{c}{\varepsilon} \Phi_{11}(y) \quad \text { and } \quad\left|\Phi_{i j}(x)\right| \leq c \max (i, j) \Phi_{11}(x)
$$

This implies that we find

$$
\begin{aligned}
\left|u_{2}^{y, \lambda}(x)\right| & \leq \sum_{\substack{i, j=1 \\
(i, j) \neq(1,1)}}^{\infty}\left|\frac{\Phi_{i j}(y)}{\Lambda_{i j}-\lambda} \Phi_{i j}(x)\right| \\
& \leq \frac{c^{3}}{\varepsilon^{2}} \Phi_{11}(x) \Phi_{11}(y) \sum_{\substack{i, j=1 \\
(i, j) \neq(1,1)}}^{\infty} \frac{\max (i, j)}{\pi^{4}\left(\frac{i^{4}}{a^{4}}+\frac{j^{4}}{b^{4}}\right)-\lambda} .
\end{aligned}
$$

Since $\Lambda_{12}$ and $\Lambda_{21}$ are greater than $\Lambda_{11}$, a straightforward computation shows that the last sum is bounded uniformly with respect to $\lambda<\Lambda_{11}$ by a constant $\gamma=C(a, b) \varepsilon^{-2}$. For $\lambda \in\left[\Lambda_{11}-\gamma, \Lambda_{11}\right)$ we find

$$
\left|u_{2}^{y, \lambda}(x)\right| \leq \gamma \Phi_{11}(x) \Phi_{11}(y) \leq u_{1}^{y, \lambda}(x)
$$

and hence that $u^{y, \lambda}(x)>0$. $\quad \square$
Lemma 5.2. For every $\varepsilon>0$ there is a $\gamma>0$ such that if $\lambda \in\left[\Lambda_{11}-\gamma, \Lambda_{11}\right)$ and $f \geq 0$, then the solution of (47) satisfies $u^{\lambda}(x) \geq 0$ for all $x \in R_{\varepsilon} \cup\left(R \backslash\left(\operatorname{supp} f+B_{\varepsilon}\right)\right)$; see Figure 5.

Proof. If $\operatorname{supp} f \in R_{\varepsilon}$, then the previous lemma yields that $u^{\lambda}(x) \geq 0$ except near the corners $C$. By Proposition A. 1 in the appendix and using duality, we find that $\left\|u_{2}^{\lambda}\right\|_{W^{28,2}\left(C+B_{\varepsilon / 2}\right)} \leq c(\varepsilon)\|f\|_{W^{-4,2}(\Omega)}$. Let us denote by $d_{h}(x)$ and $d_{v}(x)$ the distance of $x \in R$ to the horizontal and vertical parts of its boundary, and by $\langle v, f\rangle$ the $L^{2}(R)$ product, when applicable. Then one continues with the imbedding of $W_{0}^{4,2}(\Omega)$ in $C^{2}(\bar{\Omega}) \cap C_{0}^{1}(\bar{\Omega})$, through

$$
\begin{aligned}
\|f\|_{W^{-4,2}(\Omega)} & =\sup \left\{\langle v, f\rangle ; v \in W_{0}^{4,2}(\Omega) \text { with }\|v\|_{W^{4,2}(\Omega)} \leq 1\right\} \\
& \leq c \sup \left\{\langle v, f\rangle ; v \in C^{2}(\bar{\Omega}) \cap C_{0}^{1}(\bar{\Omega}) \text { with }\|v\|_{C^{2}(\bar{\Omega})} \leq 1\right\} \\
& \leq c \sup \left\{\langle v, f\rangle ;|v(x)| \leq d_{h}(x) d_{v}(x) \mid\right\} \\
& \leq c^{\prime}\left\langle\Phi_{11}, f\right\rangle
\end{aligned}
$$

The last inequality is due to the fact that $\Phi_{11}$ can be bounded above and below by multiples of $d_{h}(x) d_{v}(x)$.

Similarly, again with an imbedding, we find for the function $u_{2}^{\lambda} \in C^{2}(\bar{\Omega}) \cap C_{0}^{1}(\bar{\Omega})$ and for $x \in C+B_{\varepsilon / 2}$ that

$$
\begin{aligned}
u_{2}^{\lambda}(x) & \leq c_{1}\left\|u_{2}^{\lambda}\right\|_{C^{2}\left(C+B_{\varepsilon / 2}\right)} \Phi_{11}(x) \leq c_{2}\left\|u_{2}^{\lambda}\right\|_{W^{28,2}\left(C+B_{\varepsilon / 2}\right)} \Phi_{11}(x) \\
& \leq c(\varepsilon)\|f\|_{W^{-3,2}(\Omega)} \Phi_{11}(x) \leq c^{\prime}(\varepsilon)\left\langle\Phi_{11}, f\right\rangle \Phi_{11}(x)
\end{aligned}
$$

Since $u_{1}^{\lambda}(x)=\left(\Lambda_{11}-\lambda\right)^{-1}\left\langle\Phi_{11}, f\right\rangle \Phi_{11}(x)$ we find $u^{\lambda}(x)>0$ near the corners for $\Lambda_{11}-\lambda$ chosen sufficiently small. A similar proof can be followed for the remaining claim.

Let us summarize our results in terms of positivity for the Green function $u^{y, \lambda}$ from (48) belonging to the hinged rectangular grid.

Corollary 5.3. For every $\varepsilon>0$ there is a $\gamma(\varepsilon)>0$ such that $u^{y, \lambda}(x) \geq 0$ for all $x \in R$, all $y \in R_{2 \varepsilon}$, and all $\lambda \in\left[\Lambda_{11}-\gamma(\varepsilon), \Lambda_{11}\right)$.

Proof. We approximate $\delta_{y}(\cdot)$ in $\mathcal{D}^{\prime}(\Omega)$ by a sequence of smooth $f_{n}$ with support in $B_{\varepsilon}(y)$, and note that the corresponding solutions $u_{n}^{y, \lambda}(x)$ of (47) are nonnegative for all $x \in R$ and all $y \in R_{2 \varepsilon}$ due to Lemma 5.2. Then we send $n \rightarrow \infty$. Since $f_{n}$ converges in $W^{-1,2}(R)$, the sequence $u_{n}$ converges pointwise.

Notice that when sending $\varepsilon$ to zero it is conceivable (although it seems unlikely) that $\gamma(\varepsilon) \rightarrow 0$. In that case, as $\varepsilon_{n} \rightarrow 0$ there exist sequences $\lambda_{n}<\Lambda_{11}$ with $\lambda_{n} \rightarrow \Lambda_{11}$, $y_{n} \in R \backslash R_{2 \varepsilon_{n}}$ with $y_{n} \rightarrow y_{0} \in \partial R$, and $x_{n} \rightarrow x_{0} \in R$ such that

$$
z_{n}:=u^{y_{n}, \lambda_{n}}\left(x_{n}\right)<0 \quad \text { for all } n \in \mathbb{N} .
$$

At present we are unable to derive a contradiction from this.
We will end this section by a another nonuniform positivity result near $\Lambda_{11}$ by using the fact that the projection on the first eigenfunction will dominate near $\Lambda_{11}$. We proceed as for the nonuniform version of the antimaximum principle in [7] to obtain the following nonuniform result.

Proposition 5.4. For all $f \in L^{2}(R)$ with $f \geq 0$ there exists $\lambda_{f}<\Lambda_{11}$ such that for $\lambda \in\left[\lambda_{f}, \Lambda_{11}\right)$ the solution $u_{\lambda}$ of (47) satisfies $u_{\lambda} \geq 0$.

Proof. We will adjust the arguments in [7] for the present situation. Let $\mathcal{L}$ : $W^{4,2}(R) \cap W_{0}^{2,2}(R) \rightarrow L^{2}(R)$ be the operator that corresponds to (47). Fix $P_{0}$ to be the projection on the first eigenfunction, that is, $P_{0} f=\left\langle\Phi_{11}, f\right\rangle_{R} \Phi_{11}$, and set $\tilde{\Lambda} \in\left(\Lambda_{11}, \min \left(\Lambda_{12}, \Lambda_{21}\right)\right)$. Then, using our regularity result for (47) as in [7], we find that there exists a constant $C$ such that for all $\lambda \in[0, \tilde{\Lambda}]$ the following holds:

$$
\left\|(\mathcal{L}-\lambda)^{-1}\left(I-P_{0}\right) f\right\|_{W^{4,2}(R)} \leq C\|f\|_{L^{2}(R)}
$$

Since the domain $R$ satisfies a uniform interior cone condition we find by [18, Theorem $7.26]$ that $W^{4,2}(R)$ is imbedded in $C^{2, \alpha}(\bar{\Omega})$ for any $\alpha \in(0,1)$. Since

$$
(\mathcal{L}-\lambda)^{-1}\left(I-P_{0}\right) f \in W_{0}^{2,2}(\Omega)
$$

we find that $u \in C_{0}(\bar{\Omega})$ and hence that

$$
\left\|\frac{(\mathcal{L}-\lambda)^{-1}\left(I-P_{0}\right) f}{\Phi_{11}}\right\|_{\infty} \leq C^{\prime}\left\|(\mathcal{L}-\lambda)^{-1}\left(I-P_{0}\right) f\right\|_{W^{4,2}(R)}
$$



Fig. 6. Top to bottom: a hinged plate, a hinged grid with rectangular fibers, and a hinged grid with diagonal fibers. The arrow denotes the location of the pointed force, and the red (dark) part represents the part of the grid with a negative deviation.

The solution $u_{\lambda}$ of (47) can be written as

$$
\begin{aligned}
u_{\lambda}(x) & =\frac{\left\langle\Phi_{11}, f\right\rangle_{R}}{\Lambda_{11}-\lambda} \Phi_{11}(x)+\left((\mathcal{L}-\lambda)^{-1}\left(I-P_{0}\right) f\right)(x) \\
& \geq\left(\frac{\left\langle\Phi_{11}, f\right\rangle_{R}}{\Lambda_{11}-\lambda}-C^{\prime \prime}\|f\|_{L^{2}(R)}\right) \Phi_{11}(x)
\end{aligned}
$$

which is positive for $0 \leq \Lambda_{11}-\lambda$ sufficiently small.
5.2.3. Hinged rectangular grid with diagonal fibers. The positivity question is much simpler to decide if the grid runs diagonally. For the diagonally hinged grid on the rectangle $R$ as in (17)-(20),

$$
\left\{\begin{array}{cl}
\frac{1}{2} u_{x x x x}+3 u_{x x y y}+\frac{1}{2} u_{y y y y}=\lambda u+f & \text { in } R,  \tag{49}\\
u=u_{x x}=0 & \text { on }\{0, a\} \times[0, b], \\
u=u_{y y}=0 & \text { on }[0, a] \times\{0, b\},
\end{array}\right.
$$

one may decouple the fourth order equation (19) (or (49) with $\lambda=0$ ) into a system of two second order equations by using (20).

Since the boundary conditions decouple nicely with the two second order operators, one may use the substitution $v:=-u_{x x}-(3+2 \sqrt{2}) u_{y y}$ and two iterations of the standard maximum principle for second order differential operators to find that (49) is positivity preserving for $\lambda=0$.

Going back to the fourth order problem, one has a strongly positive and compact solution operator that maps $f \in C(\bar{\Omega})$ to $u \in C(\bar{\Omega})$. From the Krein-Rutman theorem one finds that there exists a first eigenvalue, and this eigenvalue corresponds to an eigenfunction of fixed sign. But then one can show the following as in [35].

Proposition 5.5. For $\lambda \in\left[0, \pi^{4}\left(\frac{1}{2} a^{-4}+3 a^{-2} b^{-2}+\frac{1}{2} b^{-4}\right)\right)$ the problem (49) is positivity preserving.

The upper bound for $\lambda$ is the first eigenvalue $\Gamma_{11}$ given in (28).
5.2.4. Numerical comparison for hinged rectangles. For the hinged rectangular plate and grids we obtained the numerical result shown in Figure 6 by a finite difference method.

### 5.3. Positivity under clamped boundary conditions.

Table 5
These values for the coefficients in (52) were obtained using Mathematica.

|  | $0<\lambda \neq \lambda_{i}$ <br> $\operatorname{set} \nu=\sqrt[4]{\lambda}$ | $\lambda=0$ | $\lambda<0$ |
| :---: | :---: | :---: | :---: |
| $\alpha_{\lambda}$ | $\frac{\nu^{3}(\sinh \nu+\sin \nu)}{4-4 \cosh \nu \cos \nu}$ | 3 | $\frac{2 \mu^{3}(\cos \mu \sinh \mu+\cosh \mu \sin \mu)}{\cosh 2 \mu+\cos 2 \mu-2}$ |
| $\beta_{\lambda}$ | $\frac{\nu^{2}(\cos \nu-\cosh \nu)}{4-4 \cosh \nu \cos \nu}$ | $-\frac{3}{2}$ | $\frac{-2 \mu^{2} \sinh \mu \sin \mu}{\cosh 2 \mu+\cos 2 \mu-2}$ |
| $\gamma_{\lambda}$ | $\frac{\nu(\sinh \nu-\sin \nu)}{4-4 \cosh \nu \cos \nu}$ | $\frac{1}{2}$ | $\frac{\mu(\cosh \mu \sin \mu-\cos \mu \sinh \mu)}{\cosh 2 \mu+\cos 2 \mu-2}$ |

5.3.1. Clamped beam. What can be said about positivity preservation for the clamped beam (50)?

$$
\left\{\begin{array}{cl}
u_{x x x x}=\lambda u+f & \text { in }(0,1)  \tag{50}\\
u=u_{x}=0 & \text { in }\{0,1\} .
\end{array}\right.
$$

This requires more effort. If $\lambda$ is not an eigenvalue, there exists a Green function $g_{\lambda}$ for the clamped beam problem (50) such that the solution can be represented as

$$
u(x)=\int_{0}^{1} g_{\lambda}(x, y) f(y) d y
$$

Let us define

$$
\phi(\lambda ; x)= \begin{cases}\nu^{-3}(\sinh (\nu x)-\sin (\nu x)) & \text { if } \lambda>0,  \tag{51}\\ \frac{1}{3} x^{3} & \text { if } \lambda=0, \\ \frac{1}{2} \mu^{-3}(\cosh (\mu x) \sin (\mu x)-\sinh (\mu x) \cos (\mu x)) & \text { if } \lambda<0,\end{cases}
$$

where $\nu=\sqrt[4]{\lambda}$ and $\mu=\sqrt[4]{-\frac{1}{4} \lambda}$. The functions $\phi(\lambda ; \cdot)$ and $\frac{\partial}{\partial x} \phi(\lambda ; \cdot)$ are two linearly independent solutions of the differential equation and the boundary conditions of (50) in the left end point 0 . By the definition of the Green function it follows that

$$
g_{\lambda}(x, y)= \begin{cases}\alpha_{\lambda} \phi(\lambda ; x) \phi(\lambda ; 1-y)+\beta_{\lambda} \phi^{\prime}(\lambda ; x) \phi(\lambda ; 1-y) &  \tag{52}\\ +\beta_{\lambda} \phi(\lambda ; x) \phi^{\prime}(\lambda ; 1-y)+\gamma_{\lambda} \phi^{\prime}(\lambda ; x) \phi^{\prime}(\lambda ; 1-y) & \text { if } 0 \leq x \leq y \leq 1 \\ \alpha_{\lambda} \phi(\lambda ; y) \phi(\lambda ; 1-x)+\beta_{\lambda} \phi^{\prime}(\lambda ; y) \phi(\lambda ; 1-x) \\ +\beta_{\lambda} \phi(\lambda ; y) \phi^{\prime}(\lambda ; 1-x)+\gamma_{\lambda} \phi^{\prime}(\lambda ; y) \phi^{\prime}(\lambda ; 1-x) & \text { if } 0 \leq y<x \leq 1\end{cases}
$$

with appropriate constants to accommodate the boundary values in 1 and the continuity requirements of $g_{\lambda}$. Some tedious calculations lead to the coefficients given in Table 5.

For $\lambda=0$ formula (52) can be simplified to

$$
g_{0}(x, y)= \begin{cases}\frac{1}{2} x^{2}(1-y)^{2}\left(y-x+\frac{2}{3} x(1-y)\right) & \text { if } 0 \leq x \leq y \leq 1 \\ \frac{1}{2} y^{2}(1-x)^{2}\left(x-y+\frac{2}{3} y(1-x)\right) & \text { if } 0 \leq y<x \leq 1\end{cases}
$$

Problem (50) is positivity preserving if and only if the Green function is positive, and for $g_{0}$ this is now easily seen to be the case. Instead of directly computing for
which $\lambda$ the Green function $g_{\lambda}$ is in fact positive, one may proceed through the results of Schröder in [34]. The Green function changes sign for some $\lambda$ if and only if this $\lambda$ is an eigenvalue of either (30) or of

$$
\left\{\begin{array}{c}
\varphi^{\prime \prime \prime \prime}=\lambda \varphi \text { in }(0,1)  \tag{53}\\
\varphi(0)=\varphi^{\prime}(0)=\varphi^{\prime \prime \prime}(0)=0=\varphi(1)
\end{array}\right.
$$

The "first" solution of (53) is $g_{\lambda}(x, 1)$ with $\lambda_{c}=-4 \nu_{0}^{4}$, where $\nu_{0}$ is the first positive zero of $\tanh \nu=\tan \nu$.

Lemma 5.6. Problem (50) is positivity preserving if and only if $\lambda \in\left[\lambda_{c}, \lambda_{1}\right)$, where

- $\lambda_{1}$ is the first eigenvalue of (30), that is, the fourth power of the first positive solution of

$$
\cos \lambda=\frac{1}{\cosh \lambda}
$$

- $\lambda_{c}$ is the "first" eigenvalue of (53), that is, the first negative solution of

$$
\begin{equation*}
\tan \sqrt[4]{-\frac{1}{4} \lambda}=\tanh \sqrt[4]{-\frac{1}{4} \lambda} \tag{54}
\end{equation*}
$$

The numerical approximations are $\lambda_{1} \approx 4.7300$ and $\lambda_{c} \approx-950.884$. Notice that this is the same $\lambda_{c}$ as in (44) for problem (43).

Proof. The arguments are similar to the ones in [23] and reflect the ideas from [34].

Direct inspection shows that $g_{0}$ is strictly positive. To study the case of positive $\lambda$, notice that (50) can be rewritten as $\left(I-\lambda L^{-1}\right) u=f$, where $L u=u_{x x x x}$, so that by a Neumann series argument $u=\sum_{k=1}^{\infty}\left(\lambda L^{-1}\right)^{k} f$ converges and is positive for all $\lambda \in\left[0, \lambda_{1}\right)$. For $\lambda=\lambda_{1}$ no solution exists when $f=\varphi_{1}$. For $\lambda>\lambda_{1}$ and $f=\varphi_{1}$ the solution is $u=\left(\lambda_{1}-\lambda\right)^{-1} \varphi_{1}$, and this is negative.

For $\lambda<0$ one finds from (52)-(51) and the coefficients in Table 4 that $\lambda \mapsto g_{\lambda}(x, y)$ is continuous for $\lambda \leq 0$ in almost every sense. Let $\lambda_{c}<0$ be the first number after which positivity fails. Suppose that for a fixed $y \in(0,1)$ the value of $g_{\lambda_{c}}(x, y)$ is nonnegative but equals 0 for some $x_{y} \in(0,1)$. And suppose w.l.o.g. that $x_{y} \leq y$. Then $g_{\lambda_{c}}\left(x_{y}, y\right)=\frac{\partial}{\partial x} g_{\lambda_{c}}\left(x_{y}, y\right)=\frac{\partial}{\partial x} g_{\lambda_{c}}(0, y)=\frac{\partial}{\partial x} g_{\lambda_{c}}(0, y)=0$ and we have found an eigenfunction scaled to $\left[0, x_{y}\right]$, a contradiction. Hence $x_{y}=0$. Using the symmetry $g_{\lambda}(x, y)=g_{\lambda}(y, x)$, we may assume that $y$ is at the boundary, say $y=1$. We may repeat the argument above for $\tilde{g}_{\lambda_{c}}$ defined by $\tilde{g}_{\lambda}(x)=\lim _{y \uparrow 1}(1-y)^{-2} g_{\lambda}(x, y)$, which is a nontrivial function. Again if $\tilde{g}\left(x_{1}\right)=0$ for some $x_{1} \in(0,1)$, we find an eigenfunction by scaling on $\left[0, x_{1}\right]$. Since $\tilde{g}^{\prime}(1)<0=\tilde{g}(1)$ it remains that $x_{1}=0$. One finds that $\tilde{g}$ is an eigenfunction of (53). The first eigenfunction of that eigenvalue problem is

$$
\psi_{1}(x)=\cosh (\mu x) \sin (\mu x)-\sinh (\mu x) \cos (\mu x)
$$

with $\mu$ the first positive root of $\cosh \mu \sin \mu=\sinh \mu \cos \mu$ and $\lambda_{c}=4 \mu^{2}$. This can be rephrased to (54). For $\lambda<\lambda_{c}$ one finds that $\tilde{g}_{\lambda}$ is sign changing, implying that for $y$ near 1 the function $x \mapsto g_{\lambda}(x, y)$ is sign changing.


FIG. 7. Numerical simulation of a clamped rectangularly aligned grid; (55) with $\mu=0$ and a point source $f$.


FIG. 8. Numerical simulation of a clamped diagonally aligned grid.
5.3.2. Clamped rectangular grid with aligned fibers. In this section we investigate the problem

$$
\left\{\begin{array}{cc}
u_{x x x x}+u_{y y y y}=\lambda u+f & \text { in } R,  \tag{55}\\
u=|\nabla u|=0 & \text { on } \partial R .
\end{array}\right.
$$

Numerical calculations suggest that for $\lambda=0$ a point load $f=\delta_{y}(\cdot)$ can lead to a sign changing solution; see Figure 7, in which the sign of $u$ is color coded. This behavior is also known and recorded in [9] for isotropic rectangular plates, whose deformation solves $\Delta^{2} u=f$ instead.

However, since the first eigenfunction is positive, by using the eigenfunction expansion one finds the following solution formula for (55):

$$
u(x, y)=\sum_{i, j=1}^{\infty} \frac{1}{\Lambda_{i j}-\lambda}\left\langle\Phi_{i j}, f\right\rangle_{R} \Phi_{i j}(x, y)
$$

As for the hinged plate one might hope that for $\lambda$ near $\Lambda_{11}$ the projection on the first eigenfunction will dominate the sign. But to find such a result we would need a $C^{4}$ estimate near corner points, which, unfortunately, we do not have at our disposal.
5.3.3. Clamped diagonal grid. Since we do not know if the first eigenfunction is of fixed sign for this grid we can only give some numerical evidence. With the same point source and domain as in rectangularly aligned grid from Figure 7, the area where the solutions change sign seems to be much smaller for the diagonally aligned grid; see Figure 8.
5.3.4. Numerical comparison for clamped rectangles. Duffin's famous counterexample in [13] for the conjecture of Boggio and Hadamard (the clamped plate problem on convex domains is positivity preserving) uses a long thin rectan-


FIG. 9. Top to bottom: a clamped plate, a clamped grid with rectangular fibers, and a clamped grid with diagonal fibers. The arrow denotes the location of the pointed force and the red (dark) part represents the part of the grid with a negative deviation.

Table 6
Overview for rectangular plates and grids.

|  |  | Positive eigenfunction | Positivity preserving |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \ddot{D}_{0} \\ & \text { DE } \\ & \text { in } \end{aligned}$ | Plate | $\Phi_{1}>0$ | for $\lambda \in\left[0, \Lambda_{1}\right)$ |
|  | Grid aligned with sides | $\Phi_{1}>0$ | conditionally near $\Lambda_{1}$ |
|  | Grid with diagonal fibers | $\Phi_{1}>0$ | for $\lambda \in\left[0, \Lambda_{1}\right)$ |
|  | Plate | $\Phi_{1}$ changes sign | no |
|  | Grid aligned with sides | $\Phi_{1}>0$ | conditionally near $\Lambda_{1}$ |
|  | Grid with diagonal fibers | ? | ? |

gle. In Figure 9 we present numerical results for long clamped rectangular plates and grids. Rather surprisingly, the numerical result for a long thin rectangle with a diagonal fabric hardly shows any sign change.

The numerical illustrations have been obtained using a finite difference method.
6. Summary for rectangular grids. We set out to study positivity for rectangular grids with aligned and with diagonal fibers. An overview of the results we obtained for those problems can be found in Table 6 . For the sake of comparison we include the known results for the rectangular plate.

Numerics for the clamped plate with diagonal fabric suggest that the first question mark in the table above should be answered affirmatively; the second question mark might have a positive answer for $\lambda$ near $\Lambda_{1}$. Of course "near $\Lambda_{1}$ " always means in a left neighborhood of $\Lambda_{1}$.

Appendix. Nonlocal smoothness. The standard regularity statement for $2 m$-th order elliptic problems is usually a statement of the form that $f \in W^{k, p}(\Omega)$ implies $u \in W^{k+2 m, p}(\Omega)$ or $f \in C^{k, \gamma}(\bar{\Omega})$ implies $u \in C^{k+2 m, \gamma}(\bar{\Omega})$. Such a maximal regularity result is optimal. However, for a function $f \in L^{p}(\Omega)$ which has its support in $\Omega^{\prime} \subset \Omega$ one may show that the corresponding solution is smooth outside of $\Omega^{\prime}$. Although this result is well known, we are not aware of any reference. So allow us to formulate a corresponding statement.

Consider a regular elliptic problem with $L$ of order $2 m$ and $\Omega$ a domain in $\mathbb{R}^{n}$ :

$$
\begin{cases}L u=f & \text { in } \Omega  \tag{56}\\ B_{i} u=0 & \text { on } \partial \Omega \text { for } i=0, \ldots, m\end{cases}
$$

Proposition A.1. Let $\Omega_{1}, \Omega_{2}$ be two disjoint subdomains of $\Omega$ having a positive distance $r$, that is, $r:=\inf \left\{|x-y| ; x \in \Omega_{1}, y \in \Omega_{2}\right\}>0$. Suppose that there exists $c>0$ such that for all $k \in\{0, \ldots, \kappa\}$ and all $f \in W^{k, 2}(\Omega)$ there is a solution $u \in W^{2 m+k, 2}(\Omega)$ of (56) with

$$
\begin{equation*}
\|u\|_{W^{2 m+k, 2}(\Omega)} \leq c\|f\|_{W^{k, 2}(\Omega)} \tag{57}
\end{equation*}
$$

then there exists $C(c, \kappa, r)$ such that for all $f \in L_{2}(\Omega)$ with support $f \subset \Omega_{1}$ the following holds true:

$$
\begin{equation*}
\|u\|_{W^{2 m+\kappa, 2}\left(\Omega_{2}\right)} \leq C(c, \kappa, r)\|f\|_{L_{2}\left(\Omega_{1}\right)} \tag{58}
\end{equation*}
$$

Proof. We will prove this by induction. For $k=0$ the estimate (58) follows from (57) and the fact that supp $f \subset \Omega_{1}$. Next we do the induction from $k$ to $k+1$ and suppose that $\|u\|_{W^{2 m+k, 2}\left(\Omega_{2}\right)} \leq C(c, k, r)\|f\|_{L_{2}\left(\Omega_{1}\right)}$ for some $k \geq 0$. One may construct a cut-off function $\chi$ such that for some $c_{1} \in \mathbb{R}^{+}$

1. $\chi \in C^{\infty}(\bar{\Omega})$ with $\chi_{\perp \Omega_{1}}=0$ and $\chi_{\mid \Omega_{2}}=1$;
2. $\bar{\Omega}_{2} \Subset$ support $\chi \Subset \Omega \backslash \Omega_{1}$;
3. $\|\chi\|_{C^{i}(\bar{\Omega})} \leq c_{1} r^{-i}$ for $i \in\{0, \ldots, k\}$.

Note that $L(\chi u)=\chi L u+$ l.o.t. $=0+$ l.o.t. and that $\chi u$ satisfies the boundary conditions from (56). Since the right-hand-side l.o.t. lies in $W^{k+1,2}(\Omega)$ we find $\chi u \in$ $W^{2 m+k+1,2}(\Omega)$. Moreover,

$$
\begin{aligned}
& \|u\|_{W^{2 m+k+1,2}\left(\Omega_{2}\right)} \leq\|\chi u\|_{W^{2 m+k+1,2}(\Omega)} \leq c_{1}\|l . o . t .\|_{W^{k+1,2}(\Omega)} \\
= & c_{1}\|l . o . t .\|_{W^{k+1,2}(\text { support } \chi)} \leq c(r)\|u\|_{W^{2 m+k, 2}\left(\tilde{\Omega}_{2}\right)} \leq C^{\prime}(c, k, r / 2)\|f\|_{L_{2}\left(\Omega_{1}\right)} .
\end{aligned}
$$

Here $\tilde{\Omega}_{2}$ can be chosen so that $d\left(\Omega_{1}, \tilde{\Omega}_{2}\right)<r /(2 k)$.
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#### Abstract

In this paper the vanishing Debye length limit (space charge neutral limit) of bipolar time-dependent drift-diffusion models for semiconductors with p-n junctions (i.e., with a fixed bipolar background charge) is studied in one space dimension. For general sign-changing doping profiles, the quasi-neutral limit (zero-Debye-length limit) is justified rigorously in the spatial mean square norm uniformly in time. One main ingredient of our analysis is the construction of a more accurate approximate solution, which takes into account the effects of initial and boundary layers, by using multiple scaling matched asymptotic analysis. Another key point of the proof is the establishment of the structural stability of this approximate solution by an elaborate energy method which yields the uniform estimates with respect to the scaled Debye length.
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1. Introduction. The scaled one-dimensional isothermal drift-diffusion model for semiconductors reads

$$
\begin{align*}
& n_{t}^{\lambda}=\left(n_{x}^{\lambda}-n^{\lambda} \Phi_{x}^{\lambda}\right)_{x}, \quad 0<x<1, \quad t>0,  \tag{1}\\
& p_{t}^{\lambda}=\left(p_{x}^{\lambda}+p^{\lambda} \Phi_{x}^{\lambda}\right)_{x}, \quad 0<x<1, \quad t>0,  \tag{2}\\
& \lambda^{2} \Phi_{x x}^{\lambda}=n^{\lambda}-p^{\lambda}-D, \quad 0<x<1, \quad t>0,  \tag{3}\\
& n_{x}^{\lambda}-n^{\lambda} \Phi_{x}^{\lambda}=p_{x}^{\lambda}+p^{\lambda} \Phi_{x}^{\lambda}=\Phi_{x}^{\lambda}=0, \quad x=0,1, \quad t>0,  \tag{4}\\
& n^{\lambda}(x, 0)=n_{0}^{\lambda}(x), \quad p^{\lambda}(x, 0)=p_{0}^{\lambda}(x), \quad 0 \leq x \leq 1 . \tag{5}
\end{align*}
$$

The variables $n^{\lambda}, p^{\lambda}, \Phi^{\lambda}$ are the electron density, the hole density, and the electric potential, respectively. The constant $\lambda$ is the scaled Debye length of the semiconductor device under consideration. $D=D(x)$ is the given function of space and models the doping profile (i.e., the preconcentration of electrons and holes). Because of the occurrence of p-n junctions in realistic semiconductor devices, the doping profile $D(x)$ typically changes its sign.

[^108]In this paper, we assume that $D(x)$ is a smooth function.
Note that for the sake of simplicity we take insulating boundary conditions modeled by outward electric field and current density components, namely (4).

A necessary solvability condition for the Poisson equation (3) subject to the Neumann boundary condition for the field in $(4)_{3}$ is global space charge neutrality

$$
\int_{0}^{1}\left(n^{\lambda}-p^{\lambda}-D\right) d x=0
$$

Since the total numbers of electrons and holes are conserved, it is sufficient to require the following corresponding condition for the initial data:

$$
\begin{equation*}
\int_{0}^{1}\left(n_{0}^{\lambda}-p_{0}^{\lambda}-D\right) d x=0 \tag{6}
\end{equation*}
$$

Usually semiconductor physics are concerned with large-scale structures with respect to the Debye length $\lambda$ ( $\lambda$ takes small values, typically $\lambda^{2} \approx 10^{-7}$ ). For such scales, the semiconductor is almost electrically neutral, i.e., there is no space charge separation or electric field. This is the so-called quasi-neutrality assumption of semiconductors or plasma physics, which was applied by Shockley [31] in the first theoretical studies of semiconductor devices in 1949, but was also applied in other contexts such as the modeling of plasmas [32] and ionic membranes [29]. Under the assumption of space charge neutrality, i.e., $\lambda=0$, we formally arrive at the following quasi-neutral drift-diffusion model:

$$
\begin{align*}
n_{t} & =\left(n_{x}+n \mathcal{E}\right)_{x},  \tag{7}\\
p_{t} & =\left(p_{x}-p \mathcal{E}\right)_{x},  \tag{8}\\
0 & =n-p-D,  \tag{9}\\
\mathcal{E} & =-\Phi_{x} .
\end{align*}
$$

This formal limit was obtained by Roosbroeck [28] in 1950. For further formal asymptotic analysis, see [25, 27, 20, 33].

Generally speaking, it should be expected at least formally that $\left(n^{\lambda}, p^{\lambda},-\Phi_{x}^{\lambda}\right) \rightarrow$ $(n, p, \mathcal{E})$ as $\lambda \rightarrow 0$ in the interior of the interval [ 0,1$]$, while it cannot be expected a priori that all boundary and initial value conditions are maintained for the limit problem because of the singular perturbation character of the problem (the Poisson equation becomes an algebraic equation in the limit). However, by the conservation form of the continuity equations the property of zero fluxes through the boundary will prevail in the limit

$$
\begin{equation*}
n_{x}+n \mathcal{E}=0, \quad p_{x}-p \mathcal{E}=0, \quad x=0,1, \quad t>0 \tag{10}
\end{equation*}
$$

while the boundary condition for the electric field $E^{\lambda}$ does not.
Similarly, we can expect a priori that quasi-neutral drift-diffusion models (7)-(9) are supplemented by the initial data

$$
\begin{equation*}
n(x, 0)=n_{0}(x), \quad p(x, 0)=p_{0}(x) \tag{11}
\end{equation*}
$$

satisfying locally initial time space charge neutrality

$$
\begin{equation*}
n_{0}-p_{0}-D=0 \tag{12}
\end{equation*}
$$

The aim of this paper is to justify rigorously the above formal limit for $O(1)$-time and sufficiently smooth solutions.

It is important to mention that the quasi-neutral limit is a well-known challenging and physically very complex modeling problem for (bipolar) fluid dynamic models and for kinetic models of semiconductors and plasmas. In both cases there exist only partial results. In particular, for time-dependent transport models, the limit $\lambda \rightarrow 0$ has been performed for the Vlasov-Poisson system by Brenier [2], Grenier [12, 13], and Masmoudi [21]; for the Schrödinger-Poisson system by Puel [26] and Jüngel and Wang [16]; for the drift-diffusion-Poisson system by Gasser et al. [10, 11], Jüngel and Peng [15], and Schmeiser and Wang [30] under much more restrictive assumptions on the doping profile that is used in this paper (no sign changes of D are allowed); and for the Euler-Poisson system by Cordier and Grenier [5, 6], Cordier et al. [4], and Wang [35]. However, as already mentioned, all these results are restricted to the special cases of doping profiles, i.e., either assuming that $D(x)$ is constant zero or assuming that $D(x)$ does not change its sign. But p-n junctions are of great importance both in modern electronic applications and in understanding semiconductor devices since the p-n junction theory serves as the foundation of the physics of semiconductor devices (see Sze [34]). For physically interesting doping profiles with p-n junctions, i.e., for the case where the doping profile can change its sign, there is no rigorous result available for time-dependent semiconductor models for either fluid dynamic models or for kinetic models up to now. Therefore, it is natural to study the quasineutral limit on the level of the drift-diffusion-Poisson models first. For stationary drift-diffusion-Poisson models, rigorous convergence results for p-n junction devices with contacts can be found in Markowich [19], and recent extensions were done by Caffarelli et al. [3] and Dolbeault, Markowich, and Unterreiter [7].

In this paper we consider the quasi-neutral limit of the time-dependent driftdiffusion model (1)-(6) for semiconductors with p-n junctions in the general case of physically relevant sign-changing doping profiles.

Our main result can be summarized as follows: The convergence of the drift diffusion models (1)-(5) to (7)-(11) is rigorously proved for general sign-changing and smooth doping profiles in one-space dimension case on time intervals, on which a smooth nonvacuum solution of the reduced problem (7)-(11) exists (the precise statement will be given in section 2).

We mention that one of the main difficulties in dealing with quasi-neutral limits is the oscillatory behavior of the electric field. Usually it is difficult to obtain uniform estimates on the electric field with respect to the Debye length $\lambda$ due to a possible vacuum set of the density, in particular, the occurrence of the depletion region.

In this paper, we overcome this difficulty by the following strategy. First, we introduce a new transformation (see (13) in section 2) that changes the original problem, (1)-(5), into an equivalent one, (14)-(17), where the dissipation for the electric field becomes apparent. Second, we construct carefully a better uniformly valid approximation solution to (14)-(17) by using a method of matched asymptotic analysis. Finally, we show the asymptotic structural stability of the resulting approximate solution by energy methods based on studies on a weighted entropy and entropy dissipation. This approach is strongly motivated by the analysis of boundary layers in the fluid-dynamic limit of a nonlinear Boltzmann equation by Liu and Xin in [18] and viscous boundary layers by Xin in [36]. This ansatz deviates from the solutions to (7)-(11) slightly in a region away from the parabolic boundaries, since it changes more rapidly in the electronic field in the parabolic boundaries (boundary layers and initial layers). It is this kind of structure of the ansatz that governs the main oscillatory feature of the electric field and plays a key role in our analysis. Due to the special structure of the quasi-neutral drift-diffusion model (7)-(11), and the more or less explicit forms
of the boundary layer functions and initial layer functions, the asymptotic ansatz can be estimated rather easily. Thus, the quasi-neutral limit problem is reduced to show the structural stability of such an ansatz. To achieve this goal, our basic idea in the whole analysis in this paper is that the more accurate approximate solutions make it easier to obtain their structural stability for the following reasons.

First, though the linearized system around the approximate solutions is complictaed and involves many scales due to the presence of boundary and initial layers, the detailed forms of the layer structure in the ansatz and the explicit form of the dissipation for the electric field make it possible to derive the uniform energy estimates for the linearized operator. Furthermore, the ansatz is constructed in such a way so that the deviation from the ansatz, the error, satisfies the so-called "error" system (see (104)-(105)) which is only weakly nonlinear with source terms suitably small in appropriate norms. Since the detailed estimates, given in section 4, are very lengthy and involved, we would like to outline some main ingredients here. Note that although the "error" system is very complicated due to the layer structure of the ansatz and the complexity of the problem involved, it is in fact a coupled nonlinear parabolic system with nonhomogeneous source terms, and the major part of its linearized operator has an extra dissipative term for the electric field due to the uniform positivity of the total interior density $\mathcal{Z}^{0}$, which yields the uniform energy estimates of the electric field with respect to the Debye length $\lambda$ if one just deals with only the linearized system of the error system. Moreover, according to the structure of the ansatz, we can decompose the inhomogeneous source term of the error system into the inner part, the boundary layer part, the initial layer part, and the mixed boundary and initial layer part, which has a uniform decay rate with respect to $\lambda$ in a weighted Sobolev's norm. Hence an extra power of $\lambda$ can be created in the energy bound, as is the main purpose of the approximate solution constructed in this paper. Because there is no maximal principle for the error system (104)-(105), the classical energy method is employed to establish the uniform energy estimates with respect to the Debye length $\lambda$ in Sobolev's space. However, due to the complexity of the "error" equations, it is not easy to obtain the uniformly a priori energy bound with respect to the Debye length $\lambda$ or the decay rate (a power of $\lambda$ ) if one just uses only the standard energy estimate techniques. So one needs some new techniques for establishing the uniformly a priori estimate in order to derive the energy bound. One basic point of our approach here is to derive high order spatial energy estimates by combining the basic $L^{2}$-estimates of ( $z_{R}^{\lambda}, E_{R}^{\lambda}$ ) (see below) and the $L^{2}$-estimates of the time derivatives of $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$ to avoid meeting the strong singularity caused by the boundary layer function appearing in the ansatz. Hence the inhomogeneous source terms can be controlled by further using the decay rate of the boundary layer and initial layer functions. Another technique involved here is to control strong nonlinear oscillation, caused by the nonlinearity of the error system, by a combination of the entropy and the entropy dissipation, which is the reason why one can establish the uniform energy bound. Namely, one controls the deviation of the solution to (14)-(17) from the ansatz by introducing the following two $\lambda$-weighted Liapunov-type functionals:

$$
\Gamma^{\lambda}(t)=\int_{0}^{1}\left(\left|z_{R}^{\lambda}\right|^{2}+\left|z_{R, x}^{\lambda}\right|^{2}+\left|z_{R, t}^{\lambda}\right|^{2}+\lambda^{2}\left(\left|E_{R}^{\lambda}\right|^{2}+\left|E_{R, x}^{\lambda}\right|^{2}+\left|E_{R, t}^{\lambda}\right|^{2}\right)+\left|E_{R}^{\lambda}\right|^{2}\right) d x
$$

and

$$
G^{\lambda}(t)=\int_{0}^{1}\left(\left|z_{R, x}^{\lambda}\right|^{2}+\left|z_{R, x t}^{\lambda}\right|^{2}+\left|E_{R}^{\lambda}\right|^{2}+\left|E_{R, t}^{\lambda}\right|^{2}+\lambda^{2}\left(\left|E_{R, x}^{\lambda}\right|^{2}+\left|E_{R, x t}^{\lambda}\right|^{2}\right)\right) d x
$$

where $z_{R}^{\lambda}=n_{R}^{\lambda}+p_{R}^{\lambda}, E_{R}^{\lambda}=-\Phi_{R, x}^{\lambda}$, and $\left(n_{R}^{\lambda}, p_{R}^{\lambda}, \Phi_{R}^{\lambda}\right)^{T}$ denotes the difference between the solution to (14)-(17) from the ansatz (see section 2 for details). Notice that, physically, $\Gamma^{\lambda}(t)$ is called the entropy while $G^{\lambda}(t)$ is called the entropy dissipation because it is an entropy derived from the dissipation term of the error system (14)-(17). By a careful energy method, we are able to prove the entropy production integration inequality

$$
\begin{aligned}
& \Gamma^{\lambda}(t)+\int_{0}^{t} G^{\lambda}(s) d s \\
\leq & M \Gamma^{\lambda}(t=0)+M \int_{0}^{t}\left(\Gamma^{\lambda}(s)+\left(\Gamma^{\lambda}(s)\right)^{\iota}\right) d s \\
& +M \int_{0}^{t} \Gamma^{\lambda}(s) G^{\lambda}(s) d s+M \lambda^{q}, \quad t \geq 0
\end{aligned}
$$

for some $\iota>1, q>0$, and $M>0$, independent of $\lambda$, which implies the desired convergence result of this paper.

Finally, we also mention that for drift-diffusion models there are many results on existence, uniqueness, large time asymptotic behavior, stability of stationary states, regularity of weak solutions, etc. For example, see [1, 8, 9, 14, 20, 22, 23, 24].

The plan of this paper is as follows. In section 2 we reformulate our problem and state the main results of this paper; furthermore, the existence and regularity of solutions to the quasi-neutral drift-diffusion models are discussed. In section 3 we give the approximate solutions by a method of matched asymptotic analysis and study the properties of initial and boundary layer function. Finally, section 4 is devoted to the energy estimates for the main theorems of this paper.
2. Reformulation of the equations and main results. Introduce the new variables $\left(z^{\lambda}, E^{\lambda}\right)$ by the following transformation:

$$
\begin{equation*}
E^{\lambda}=-\Phi_{x}^{\lambda}, \quad n^{\lambda}=\frac{z^{\lambda}+D-\lambda^{2} E_{x}^{\lambda}}{2}, \quad p^{\lambda}=\frac{z^{\lambda}-D+\lambda^{2} E_{x}^{\lambda}}{2} \quad\left(z^{\lambda}=n^{\lambda}+p^{\lambda}\right) \tag{13}
\end{equation*}
$$

Adding (1) and (2) and using (3); taking $\partial_{t}$ of (3) and replacing $n_{t}, p_{t}$ of the resulting equation by (1), (2) and then integrating over $[0, x]$ with respect to $x$; and using the boundary condition (4) and the transformation (13), we can reduce the initial boundary value problem (1)-(6) to the following equivalent system for $\left(z^{\lambda}, E^{\lambda}\right)$ :

$$
\begin{align*}
& z_{t}^{\lambda}=\left(z_{x}^{\lambda}+D E^{\lambda}\right)_{x}-\lambda^{2}\left(E^{\lambda} E_{x}^{\lambda}\right)_{x}, \quad 0 \leq x \leq 1, \quad t>0,  \tag{14}\\
& \lambda^{2}\left(E_{t}^{\lambda}-E_{x x}^{\lambda}\right)=-\left(D_{x}+z^{\lambda} E^{\lambda}\right), \quad 0 \leq x \leq 1, \quad t>0  \tag{15}\\
& z_{x}^{\lambda}=E^{\lambda}=0, \quad x=0,1, \quad t>0,  \tag{16}\\
& z^{\lambda}(x, 0)=z_{0}^{\lambda}(x), \quad E^{\lambda}(x, 0)=E_{0}^{\lambda}(x), \quad 0 \leq x \leq 1 \tag{17}
\end{align*}
$$

Note that the equivalence between system (1)-(6) and system (14)-(17) is easily verified for classical solutions by using the transformation (13). Thus, we have the following proposition.

Proposition 1 (existence and uniqueness). Assume that $\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right) \in\left(C^{2}\right)^{2}$ satisfies the compatibility conditions

$$
\begin{equation*}
z_{0, x}^{\lambda}=E_{0}^{\lambda}=0, \quad-\lambda^{2} E_{0, x x}^{\lambda}=-D_{x} \text { at } x=0,1 \tag{18}
\end{equation*}
$$

Then system (14)-(17) has a unique, global, and classical solution $\left(z^{\lambda}, E^{\lambda}\right) \in C^{2,1}([0,1] \times$ $[0, \infty)$ ).

Remark 1. The existence in Proposition 1 is obtained by the known existence results for (1)-(6) (see, for example, $[24,9]$ ) and by the transformation (13), while uniqueness in Proposition 1 can be proved easily for $H^{1}$-solutions of (14)-(17).

Let us assume that the initial datum $\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)$ is taken to guarantee that boundaryinitial consistency for the initial boundary value problem (14)-(17) for $\lambda>0$ holds. In particular, the compatibility condition (18) is assumed and the initial datum $\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)$ is assumed to have an expansion of the form

$$
\begin{array}{r}
\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)^{T}=\left(z_{0}^{0}(x)+\lambda\left(f(x) z_{+}^{1}\left(\frac{x}{\lambda}\right)+g(x) z_{-}^{1}\left(\frac{1-x}{\lambda}\right)\right)+\lambda z_{0 R}^{\lambda}(x)\right. \\
\left.E_{0}^{0}(x)+f(x) E_{+}^{0}\left(\frac{x}{\lambda}\right)+g(x) E_{-}^{0}\left(\frac{1-x}{\lambda}\right)+\lambda E_{0 R}^{\lambda}(x)\right)^{T} . \tag{19}
\end{array}
$$

To justify the rigorous quasi-neutral assumptions, we make the following ansatz for the approximate solution:

$$
\begin{array}{r}
\left(z^{\lambda}, E^{\lambda}\right)_{a p p}^{T}=\left(\mathcal{Z}^{0}(x, t)+\sum_{i=0}^{2} \lambda^{i}\left(f(x) z_{+}^{i}(\xi, t)+g(x) z_{-}^{i}(\eta, t)+z_{I}^{i}(x, s)\right)\right. \\
\left.\mathcal{E}^{0}(x, t)+f(x) E_{+}^{0}(\xi, t)+g(x) E_{-}^{0}(\eta, t)+E_{I}^{0}(x, s)\right)^{T} \tag{20}
\end{array}
$$

where the inner function $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)^{T}$ is independent of $\lambda ; z_{+}^{i}, E_{+}^{0}, z_{-}^{i}, E_{-}^{0}, i=0,1,2$, are the left boundary layer functions near $x=0$ and the right boundary layer functions near $x=1$, respectively; and $z_{I}^{i}, i=0,1,2, E_{I}^{0}$, are the initial time layer functions near $t=0$. The cut-off functions $f(x)$ and $g(x)$ are smooth $C^{2}$ functions satisfying $f(0)=g(1)=1$ and $f(1)=f^{\prime}(1)=f^{\prime \prime}(1)=f^{\prime}(0)=f^{\prime \prime}(0)=g(0)=g^{\prime}(0)=g^{\prime \prime}(0)=$ $g^{\prime}(1)=g^{\prime \prime}(1)=0$. Here we set

$$
\xi=\frac{x}{\lambda}, \quad \eta=\frac{1-x}{\lambda}, \quad s=\frac{t}{\lambda^{2}}
$$

which corresponds physically to the dielectric relaxation time scale, and $(\cdot, \cdot)^{T}$ represents transposition. We will discuss in detail the construction of the inner, boundary layer, and initial layer functions in the next section; however, we summarize the results here.

First, the inner function $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)^{T}$ is determined as a solution of the following initial boundary value problems for the transformed quasi-neutral drift/diffusion equations:

$$
\begin{align*}
& \mathcal{Z}_{t}^{0}=\left(\mathcal{Z}_{x}^{0}+D \mathcal{E}^{0}\right)_{x}, \quad 0<x<1, \quad t>0  \tag{21}\\
& 0=-\left(D_{x}+\mathcal{Z}^{0} \mathcal{E}^{0}\right), \quad 0<x<1, \quad t>0  \tag{22}\\
& \left(\mathcal{Z}_{x}^{0}+D \mathcal{E}^{0}\right)(0,1 ; t)=0, \quad t>0  \tag{23}\\
& \mathcal{Z}^{0}(x, 0)=z_{0}^{0}(x), \quad 0 \leq x \leq 1 \tag{24}
\end{align*}
$$

The existence of the above inner problem is guaranteed by the following proposition.

Proposition 2. Assume that $D \in C^{2(l+1)+1}$ and that $z_{0}^{0} \in C^{2(l+1)}$ for some integer $l \geq 0$. Also assume that $z_{0}^{0} \geq \delta_{0}>0$ satisfy the compatibility condition of order $l$ for (21)-(24). Then there exist a $T_{0} \in(0,+\infty]$ and a unique classical
solution $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)$, well defined on $[0,1] \times\left[0, T_{0}\right]$, of $(21)-(24)$ satisfying $\mathcal{Z}^{0}, \mathcal{E}^{0} \in$ $C^{2(l+1), l+1}\left([0,1] \times\left[0, T_{0}\right]\right)$ and $\mathcal{Z}^{0}(x, t) \geq \delta_{1}>0$ on $[0,1] \times\left[0, T_{0}\right]$ for some positive constant $\delta_{1}$. In particular, if $D \in C^{\infty}([0,1])$ and $z_{0}^{0} \in C^{\infty}([0,1])$ satisfying the compatibility condition of any order, then $\mathcal{Z}^{0}, \mathcal{E}^{0} \in C^{\infty}\left([0,1] \times\left[0, T_{0}\right]\right)$.

Moreover, if $\delta_{0}$ is suitably large, then $T_{0}=\infty$.
Proof of Proposition 2. The proof is elementary. For completeness, we outline it here. First, it follows from (80) that $\mathcal{E}^{0}(x, t)=-\frac{D_{x}}{\mathcal{Z}^{0}(x, t)}$. Then the problem (79)-(82) is reduced to the following system:

$$
\begin{align*}
& \mathcal{Z}_{t}^{0}=\left(\mathcal{Z}_{x}^{0}-\frac{D D_{x}}{\mathcal{Z}^{0}}\right)_{x}, \quad 0<x<1, \quad t>0  \tag{25}\\
& \left(\mathcal{Z}_{x}^{0}-\frac{D D_{x}}{\mathcal{Z}^{0}}\right)(0,1 ; t)=0, \quad t>0  \tag{26}\\
& \mathcal{Z}^{0}(x, 0)=z_{0}^{0}(x), \quad 0 \leq x \leq 1 \tag{27}
\end{align*}
$$

For $z_{0}^{0} \geq \delta_{0}>0$, the standard parabolic theory yields the desired local existence of classical positive solution $\mathcal{Z}^{0}$. This concludes the first part of Proposition 2.

To prove the global existence of large classical solutions for large initial data, one introduces the transformation

$$
\begin{equation*}
\left(\mathcal{Z}^{0}\right)^{2}-D^{2}=w \tag{28}
\end{equation*}
$$

Then it follows from the system (25)-(27) that $w$ satisfies

$$
\begin{align*}
& w_{t}=w_{x x}-\frac{w_{x}^{2}+2 D D_{x} w_{x}}{2\left(w+D^{2}\right)}, \quad 0<x<1, \quad t>0  \tag{29}\\
& w_{x}(0,1, t)=0, \quad t>0  \tag{30}\\
& w(x, 0)=w_{0}(x)=\left(z_{0}^{0}\right)^{2}-D^{2} \tag{31}
\end{align*}
$$

If $\delta_{0} \geq \sqrt{D^{2}+\delta_{2}}$ for some $\delta_{2}>0$, then $w_{0} \geq \delta_{2}>0$.
By the standard parabolic theory [17], we know that there exists a unique, classical, and global solution $w$ for (29)-(31) satisfying $0<\delta_{2} \leq w \in C^{2(l+1), l+1}([0,1] \times$ $[0, T])$ for any $T>0$. By transformation (28), we conclude the second part of Proposition 2. The proof of Proposition 2 is complete.

Remark 2. By the transformation

$$
n(x, t)=\frac{\mathcal{Z}^{0}(x, t)+D(x)}{2}, \quad p(x, t)=\frac{\mathcal{Z}^{0}(x, t)-D(x)}{2}, \quad \mathcal{E}(x, t)=\mathcal{E}^{0}(x, t)
$$

it is easy to verify that the system (7)-(12) and the system (21)-(24) are equivalent. Thus, by Proposition 2, one obtains the existence of the classical nonvacuum solution of the quasi-neutral drift-diffusion system (7)-(12). The uniform positivity of $z_{0}^{0}(x)$, together with (12), excludes singularities of the solution of the quasi-neutral driftdiffusion system (7)-(12). Indeed, if $z_{0}^{0}(x)=D(x)$, then (21)-(24) has a stationary solution

$$
\mathcal{Z}^{0}(x, t)=D(x), \quad \mathcal{E}^{0}=-(\ln D(x))_{x}
$$

In this case, the electric field $\mathcal{E}^{0}$ has a singularity in the vacuum set of the density $\mathcal{Z}^{0}$. In the present paper, the case of singular solutions of the quasi-neutral drift-diffusion
models is thus not allowed due to our assumption that $z_{0}^{0} \geq \delta_{0}>0$. But the singular solution case is interesting and will be investigated in the future.

Remark 3. Proposition 2 cannot hold true in the unipolar case. In fact, in the unipolar case we must have $z_{0}^{0}(x)=D(x)$ or $z_{0}^{0}(x)=-D(x)$ due to the local quasi-neutrality assumption (12) of the initial data, and hence we have no uniform positivity of $z_{0}^{0}(x)$ if the doping profile $D(x)$ changes sign. This comes back to the above vacuum singular solution case.

Next, the boundary layer functions $z_{B}^{i}, E_{B}^{0}, B=+/-, i=0,1,2$, are governed by the following boundary value problems for the elliptic equations:

$$
\begin{align*}
& -E_{+, \xi \xi}^{0}=J_{+}^{0}, \quad-E_{-, \eta \eta}^{0}=J_{-}^{0}, \quad 0<\xi, \quad \eta<\infty, \quad t>0  \tag{32}\\
& E_{+}^{0}(\xi=0, t)=-\mathcal{E}^{0}(x=0, t), \quad E_{-}^{0}(\eta=0, t)=-\mathcal{E}^{0}(x=1, t), \quad t>0  \tag{33}\\
& E_{+}^{0}(\xi \rightarrow \infty, t)=E_{-}^{0}(\eta \rightarrow \infty, t)=0, \quad t>0 \tag{34}
\end{align*}
$$

and

$$
\begin{align*}
& z_{+}^{0}=z_{-}^{0}=z_{+}^{2}=z_{+}^{2}=0, \quad 0<\xi, \quad \eta<\infty, \quad t>0  \tag{35}\\
& z_{+, \xi}^{1}+D(0) E_{+}^{0}=0, \quad 0<\xi, \quad \eta<\infty, \quad t>0  \tag{36}\\
& -z_{-, \eta}^{1}+D(1) E_{-}^{0}=0, \quad 0<\xi, \quad \eta<\infty, \quad t>0  \tag{37}\\
& z_{+}^{0}(\xi \rightarrow \infty, t)=z_{-}^{0}(\eta \rightarrow \infty, t)=0, \quad t>0 \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
J_{+}^{0}=-\mathcal{Z}^{0}(0, t) E_{+}^{0}, \quad J_{-}^{0}=-\mathcal{Z}^{0}(1, t) E_{-}^{0} \tag{39}
\end{equation*}
$$

Finally, the initial layer functions $z_{I}^{i}, i=0,1,2, E_{I}^{0}$, are given by the following equations (initial value problems):

$$
\begin{align*}
E_{I, s}^{0} & =J_{I}^{0}, \quad s>0, \quad 0<x<1  \tag{40}\\
E_{I}^{0}(x, 0) & =E_{0}^{0}(x)-\mathcal{E}^{0}(x, 0), \quad 0<x<1 \tag{41}
\end{align*}
$$

and

$$
\begin{align*}
& z_{I}^{0}=z_{I}^{1}=0, \quad 0<x<1, \quad s>0  \tag{42}\\
& z_{I, s}^{2}=\left(D E_{I}^{0}\right)_{x}, \quad 0<x<1, \quad s>0  \tag{43}\\
& z_{I}^{2}(x, 0)=0, \quad 0<x<1 \tag{44}
\end{align*}
$$

where

$$
\begin{equation*}
J_{I}^{0}=-\mathcal{Z}^{0}(x, 0) E_{I}^{0} \tag{45}
\end{equation*}
$$

It follows from the special structures of the boundary layer problem (32)-(38) and the initial layer problem (40)-(44) that the existence of solutions of these equations is immediate. We will solve these equations explicitly in section 3.

Define the error term $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)^{T}$ of the approximation solution (20) to (14)-(17) with the initial datum

$$
\begin{align*}
& \left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)^{T} \\
& \qquad \begin{array}{l}
=\left(z_{0}^{0}(x)+\lambda\left(f(x) z_{+}^{1}\left(\frac{x}{\lambda}, 0\right)+g(x) z_{-}^{1}\left(\frac{1-x}{\lambda}, 0\right)\right)+\lambda z_{0 R}^{\lambda}(x)\right. \\
\left.\quad E_{0}^{0}(x)+f(x) E_{+}^{0}=\left(\frac{x}{\lambda}, 0\right)+g(x) E_{-}^{0}\left(\frac{1-x}{\lambda}, 0\right)+\lambda E_{0 R}^{\lambda}(x)\right)^{T}
\end{array} .
\end{align*}
$$

by

$$
\begin{equation*}
\left(z_{R}^{\lambda}(x, t), E_{R}^{\lambda}(x, t)\right)^{T}=\left(z^{\lambda}, E^{\lambda}\right)^{T}-\left(z^{\lambda}, E^{\lambda}\right)_{a p p}^{T} \tag{47}
\end{equation*}
$$

Theorem 3. Let $l \geq 1$ and all assumptions of Proposition 2 hold. Assume also that the initial datum $\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)$ satisfies (46) with $E_{0}^{0} \in C^{2(l+1)}([0,1])$,

$$
\begin{equation*}
\left.E_{0}^{0}(x)\right|_{x=0,1}=-\left.\frac{D_{x}(x)}{z_{0}^{0}(x)}\right|_{x=0,1}\left(=\mathcal{E}^{0}(x=0,1, \quad t=0)\right) \tag{48}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|z_{0 R}^{\lambda}(x)\right\|_{H^{1}} \leq M \sqrt{\lambda}, \quad\left\|\partial_{x}^{2} z_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \leq M \lambda^{-\frac{1}{2}}  \tag{49}\\
& \left\|\partial_{x}^{j} E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \leq M \lambda^{\frac{1}{2}-j}, \quad j=0,1,2 . \tag{50}
\end{align*}
$$

Then, for any $T \in\left(0, T_{0}\right)$, where $T_{0}$ is given by Proposition 2, there exist positive constants $M$ and $\lambda_{0}, \lambda_{0} \ll 1$ such that, for any $\lambda \in\left(0, \lambda_{0}\right]$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(\left\|\left(z_{R}^{\lambda}, E_{R}^{\lambda}, z_{R, x}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}+\lambda\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}\right) \leq M \sqrt{\lambda^{1-\delta}} \tag{51}
\end{equation*}
$$

for any $\delta$ with $0<\delta<1$.
In particular, if $\left(z_{0}^{\lambda}, E_{0}^{\lambda}\right)$ satisfies (46) with $\left(z_{0 R}^{\lambda}, E_{0 R}^{\lambda}\right)=(0,0)$, then

$$
\sup _{0 \leq t \leq T}\left\|\left(z^{\lambda}-\mathcal{Z}^{0}\right)(\cdot, t)\right\|_{L_{x}^{\infty}} \leq M \sqrt{\lambda^{1-\delta}}
$$

Remark 4. The compatibility assumption (48) in Theorem 3 is important in our analysis. It guarantees that one can take the "well-prepared" initial datum (46) instead of the general initial datum (19), and hence the ansatz (20) is appropriate in this case while, generally speaking, its breakdown will introduce an extra layer $W_{I B}(x, \xi, \eta, s)$ of mixing of fast time and fast space scales. The main strategy involved here can be applied to this case too. This will be done in the future.

It should also be noted that assumptions (49) and (50) are just technical ones. In general, $\left(z_{0 R}^{\lambda}, E_{0 R}^{\lambda}\right)^{T}$ in (19) can be written as

$$
\begin{equation*}
\left(z_{0 R}^{\lambda}, E_{0 R}^{\lambda}\right)^{T}=\left(z_{0}^{1}(x), E_{0}^{1}(x)\right)^{T}+\left(\tilde{z}_{0 R}^{\lambda}, \tilde{E}_{0 R}^{\lambda}\right)^{T}, \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\tilde{z}_{0 R}^{\lambda}, \tilde{E}_{0 R}^{\lambda}\right)^{T}=\lambda O(1) \tag{53}
\end{equation*}
$$

Here $O(1)$ is a smooth bounded function in $x, \frac{x}{\lambda}, \frac{1-x}{\lambda}$, so that the general assumptions on the initial data become

$$
\begin{align*}
& \left\|\left(z_{0 R}^{\lambda}-z_{0}^{1}\right)(x)\right\|_{H^{1}} \leq M \sqrt{\lambda}, \quad\left\|\partial_{x}^{2}\left(z_{0 R}^{\lambda}-z_{0}^{1}\right)(x)\right\|_{L_{x}^{2}} \leq M \lambda^{-\frac{1}{2}}  \tag{54}\\
& \left\|\partial_{x}^{j}\left(E_{0 R}^{\lambda}-E_{0}^{1}\right)(x)\right\|_{L_{x}^{2}} \leq M \lambda^{\frac{1}{2}-j}, \quad j=0,1,2 \tag{55}
\end{align*}
$$

In this case, it turns out that an additional correction term $\lambda\left(z_{0}^{1}, E_{0}^{1}\right)$, and hence an extra initial layer term $\left(\lambda^{3} z_{I}^{3}, \lambda E_{I}^{1}\right)$, caused by $z_{0}^{1}$, will appear in the solution. Thus, we have more general results as follows.

THEOREM 4. Under the assumptions of Theorem 3, with assumptions (49) and (50) replaced by (54) and (55) with $\left(z_{0}^{1}, E_{0}^{1}\right) \in C^{3}$, we have that, for any
$T \in\left(0, T_{0}\right)$, where $T_{0}$ is given by Proposition 2 , there exist positive constants $M$ and $\lambda_{0}, \lambda_{0} \ll 1$ such that, for any $\lambda \in\left(0, \lambda_{0}\right]$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(\left\|\left(\tilde{z}_{R}^{\lambda}, \tilde{E}_{R}^{\lambda}, \tilde{z}_{R, x}^{\lambda}, \tilde{z}_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}+\lambda\left\|\left(\tilde{E}_{R}^{\lambda}, \tilde{E}_{R, x}^{\lambda}, \tilde{E}_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}\right) \leq M \sqrt{\lambda^{1-\delta}} \tag{56}
\end{equation*}
$$

for any $\delta \in(0,1)$, where

$$
\begin{aligned}
\left(\tilde{z}_{R}^{\lambda}(x, t), \tilde{E}_{R}^{\lambda}(x, t)\right)^{T} & =\left(z_{R}^{\lambda}(x, t), E_{R}^{\lambda}(x, t)\right)^{T}-\left(\lambda z_{0}^{1}+\lambda^{3} z_{I}^{3}, \lambda\left(E_{0}^{1}+E_{I}^{1}\right)\right)^{T} \\
& =\left(z^{\lambda}, E^{\lambda}\right)^{T}-\left(z^{\lambda}, E^{\lambda}\right)_{a p p}^{T}-\left(\lambda z_{0}^{1}+\lambda^{3} z_{I}^{3}, \lambda\left(E_{0}^{1}+E_{I}^{1}\right)\right)^{T}
\end{aligned}
$$

The initial layer functions $z_{I}^{3}$ and $E_{I}^{1}$ solve the following problems (initial value problems):

$$
\begin{align*}
E_{I, s}^{1} & =-\mathcal{Z}^{0}(x, 0) E_{I}^{1}-z_{0}^{1}(x) E_{I}^{0}, \quad s>0, \quad 0<x<1  \tag{57}\\
E_{I}^{1}(x, 0) & =0, \quad 0<x<1 \tag{58}
\end{align*}
$$

and

$$
\begin{align*}
z_{I, s}^{3} & =\left(D E_{I}^{1}\right)_{x}, \quad 0<x<1, \quad s>0  \tag{59}\\
z_{I}^{3}(x, 0) & =0, \quad 0<x<1 \tag{60}
\end{align*}
$$

Remark 5. It follows from Theorems 3 and 4 above that the approximation of vanishing space charge holds in the interior part of the parabolic domain, but it cannot be valid uniformly up to the boundary in the case where the doping profile changes its sign.

Remark 6. Note that our smoothness assumption on the doping profile D excludes so-called abrupt p-n junctions, where the doping profile has a jump discontinuity. An additional layer thus has to be introduced locally at abrupt junctions. This will be studied further in the future.

Remark 7. It should be noted that in Theorems 3 and 4 the quasi-neutral limits justified rigorously only in spatial $L^{2}$-norm. In order to justify this limit in supernorm, a more accurate ansatz than (20) has to be constructed by using higher order corrections. This is left for the future.
3. Approximate solutions and matched asymptotic analysis. In this section we derive the limit equation and the forms of the boundary layers and of the initial time layers by the multiple scaling asymptotic expansion of a singular perturbation with respect to the scaled Debye length.

Let us look for $W^{\lambda}=\left(z^{\lambda}, E^{\lambda}\right)^{T}$ of the form

$$
W^{\lambda}=\sum_{i=0}^{N} \lambda^{i} W^{i}\left(x, \frac{x}{\lambda}, \frac{1-x}{\lambda}, t, \frac{t}{\lambda^{2}}\right)+W_{R}^{\lambda}(x, t)
$$

where $\lambda$ and $\lambda^{2}$ are the lengths of the boundary layer and of the initial time layer, respectively, and

$$
W^{i}=W_{I n n}^{i}(x, t)+W_{B}^{i}(x, \xi, \eta, t)+W_{I}^{i}(x, s)
$$

is the sum of an interior term $W_{I n n}^{i}$, the boundary layer term $W_{B}^{i}$ near $x=0$ and $x=1$, and the initial time layer term $W_{I}^{i}$ near $t=0$. Here we set $\xi=\frac{x}{\lambda}, \eta=\frac{1-x}{\lambda}$, $s=\frac{t}{\lambda^{2}}$, and $W=(z, E)^{T}$.

For simplicity of presentation, we will carry out the constructions of boundary layers $W_{B}^{i}=W_{+}^{i}(\xi, t)$ only near the left boundary, $x=0$; the parts at $x=1$ can be done similarly. Thus, we enforce

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} W_{B}(\xi, t)=0 \tag{61}
\end{equation*}
$$

In this section, without explicitly writing out the scaled variables, the functions marked by Inn, B, I, BI, and R are ones with respect to $(x, t),(\xi, t),(x, s),(x, \xi, t, s)$, and $(x, t)$. In the following we denote $\left(z_{\text {Inn }}, E_{\text {Inn }}\right)$ by $(\mathcal{Z}, \mathcal{E})$.

Our primary interests lie in the rigorous justification of the quasi-neutral assumptions. Thus, we will ignore the higher corrections to the drift-diffusion equations. Hence, we impose the following decomposition for the solution $\left(z^{\lambda}, E^{\lambda}\right)$ of (14)-(17):

$$
\begin{gather*}
\left(z^{\lambda}, E^{\lambda}\right)^{T}=\left(\mathcal{Z}^{0}+z_{B}^{0}+z_{I}^{0}+\lambda\left(z_{B}^{1}+z_{I}^{1}\right)+\lambda^{2}\left(z_{B}^{2}+z_{I}^{2}\right)+z_{R}^{\lambda}(x, t)\right. \\
\left.\mathcal{E}^{0}+E_{B}^{0}+E_{I}^{0}+E_{R}^{\lambda}(x, t)\right)^{T} . \tag{62}
\end{gather*}
$$

Thus, we obtain an approximation of the solution $\left(z^{\lambda}, E^{\lambda}\right)$ of (14)-(17). The expansion (62) will satisfy the differential equations (14)-(15), the boundary condition (16), and the initial condition (17) for arbitrary "well-prepared" initial data ( $z_{0}^{\lambda}, E_{0}^{\lambda}$ ) satisfying (46).

Inserting (62) into (14) and (15), by direct computations one gets

$$
\begin{align*}
\mathcal{Z}_{t}^{0}+ & \sum_{i=0}^{2} \lambda^{i} z_{B, t}^{i}+\frac{1}{\lambda^{2}} z_{I, s}^{0}+\frac{1}{\lambda} z_{I, s}^{1}+z_{I, s}^{2}+z_{R, t}^{\lambda} \\
= & {\left[\left(z_{R, x}^{\lambda}+D E_{R}^{\lambda}\right)_{x}+\left(\mathcal{Z}_{x}^{0}+D \mathcal{E}^{0}\right)_{x}\right.} \\
& +\frac{1}{\lambda}\left(\frac{1}{\lambda} z_{B, \xi}^{0}+\left(z_{B, \xi}^{1}+D(0) E_{B}^{0}\right)+\lambda z_{B, \xi}^{2}+(D(\lambda \xi)-D(0)) E_{B}^{0}\right)_{\xi} \\
& \left.+\sum_{i=0}^{2} \lambda^{i} z_{I, x x}^{i}+\left(D E_{I}^{0}\right)_{x}\right]-\lambda^{2}\left[K_{I n n}^{0}+\tilde{K}_{B}+K_{I}^{\lambda}+\tilde{K}_{I B}^{\lambda}+\tilde{F}_{R}^{\lambda}\right]_{x} \tag{63}
\end{align*}
$$

and

$$
\begin{align*}
& \lambda^{2}\left(\mathcal{E}_{t}^{0}-\mathcal{E}_{x x}^{0}\right)+\left(E_{I, s}^{0}-\lambda^{2} E_{I, x x}^{0}\right)+\left(\lambda^{2} E_{B, t}^{0}-E_{B \xi \xi}^{0}\right)+\lambda^{2}\left(E_{R, t}^{\lambda}-E_{R, x x}^{\lambda}\right) \\
& \text { 4) } \quad=J_{I n n}^{0}+\left(\tilde{J}_{B}^{0}+\tilde{J}_{B R}^{0}\right)+\left(J_{I}^{0}+J_{I R}^{0}\right)+\tilde{J}_{B I}^{0}+\sum_{i=1}^{2} \lambda^{i}\left(\tilde{J}_{B}^{i}+J_{I}^{i}+\tilde{J}_{B I}^{i}\right)+\tilde{G}_{R}^{\lambda} \tag{64}
\end{align*}
$$

where $K_{I n n}^{0}, \tilde{K}_{B}^{i}, K_{I}^{\lambda}, \tilde{K}_{I B}^{\lambda}$, and $\tilde{F}_{R}^{\lambda}$ are defined by

$$
\begin{aligned}
K_{I n n}^{0}= & \mathcal{E}^{0} \mathcal{E}_{x}^{0} \\
\tilde{K}_{B}^{\lambda}= & \left(\mathcal{E}^{0}(0, t)+E_{B}^{0}\right) E_{B, \xi}^{0}+E_{B}^{0} \mathcal{E}_{x}^{0}(0, t) \\
& +\left(\mathcal{E}^{0}(\lambda \xi, t)-\mathcal{E}^{0}(0, t)\right) E_{B, \xi}^{0}+E_{B}^{0}\left(\mathcal{E}_{x}^{0}(\lambda \xi, t)-\mathcal{E}_{x}^{0}(0, t)\right) \\
K_{I}^{\lambda}= & \left(\mathcal{E}^{0}\left(x, \lambda^{2} s\right) E_{I, x}^{0}+E_{I}^{0}\left(E_{I n n, x}^{0}\left(x, \lambda^{2} s\right)+E_{I, x}^{0}\right)\right) \\
\tilde{K}_{I B}^{\lambda}= & E_{B}^{0} E_{I, x}^{0}+E_{I}^{0} \frac{1}{\lambda} E_{B, \xi}^{0} \\
\tilde{F}_{R}^{\lambda}= & \left(\mathcal{E}^{0}+E_{B}^{0}+E_{I}^{0}\right) E_{R, x}^{\lambda}+E_{R}^{\lambda}\left(\mathcal{E}_{x}^{0}+E_{B, \xi}^{0} \frac{1}{\lambda}+E_{I, x}^{0}\right)+E_{R, x}^{\lambda},
\end{aligned}
$$

and $J_{I n n}^{0}, \tilde{J}_{B}^{0}, \tilde{J}_{B R}^{0}, J_{I}^{0}, J_{I R}^{0}, \tilde{J}_{B I}^{0}, \tilde{J}_{B}^{i}, J_{I}^{i}, \tilde{J}_{B I}^{i}, i=1,2$, and $\tilde{G}_{R}^{\lambda}$ are defined by the following:

$$
\begin{aligned}
J_{I n n}^{0} & =-\left(D_{x}+\mathcal{Z}^{0} \mathcal{E}^{0}\right) \\
\tilde{J}_{B}^{0} & =-\left(\mathcal{Z}^{0}(0, t) E_{B}^{0}+z_{B}^{0}\left(\mathcal{E}^{0}(0, t)+E_{B}^{0}\right)\right) \\
\tilde{J}_{B R}^{0} & =-\left(\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(0, t)\right) E_{B}^{0}+z_{B}^{0}\left(\mathcal{E}-\mathcal{E}^{0}(0, t)\right)\right) \\
J_{I}^{0} & =-\left(\mathcal{Z}^{0}(x, 0) E_{I}^{0}+z_{I}^{0}\left(\mathcal{E}^{0}(x, 0)+E_{I}^{0}\right)\right) \\
J_{I R}^{0} & =-\left(\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right) E_{I}^{0}+z_{I}^{0}\left(\mathcal{E}^{0}-\mathcal{E}^{0}(x, 0)\right)\right) \\
\tilde{J}_{B I}^{0} & =-\left(z_{B}^{0} E_{I}^{0}+z_{I}^{0} E_{B}^{0}\right), \\
\widetilde{J}_{B}^{i} & =-z_{B}^{i}\left(\mathcal{E}^{0}+E_{B}^{0}\right), \quad i=1,2 \\
J_{I}^{i} & =-z_{I}^{i}\left(\mathcal{E}^{0}+E_{I}^{0}\right), \quad i=1,2 \\
\tilde{J}_{B I}^{i} & =-z_{B}^{i} E_{I}^{0}+z_{I}^{i} E_{B}^{0}, \quad i=1,2
\end{aligned}
$$

and

$$
G_{R}^{\lambda}=-\left(\left(\mathcal{E}^{0}+E_{B}^{0}+E_{I}^{0}\right) z_{R}^{\lambda}+\left(\mathcal{Z}^{0}+z_{B}^{0}+z_{I}^{0}+\sum_{i=1}^{2} \lambda^{i}\left(z_{B}^{i}+z_{I}^{i}\right)\right) E_{R}^{\lambda}\right)-z_{R}^{\lambda} E_{R}^{\lambda}
$$

Similarly, inserting (62) into the boundary condition (16) yields an expansion at the boundary $x=0$. Since the boundary expansion is expected to correct the boundary conditions of inner solutions to quasi-neutral drift-diffusion equations well, according to the expansion at the boundary $x=0$ we may impose the following boundary conditions:

$$
\begin{align*}
& z_{B, \xi}^{0}(\xi=0 ; t)=0  \tag{65}\\
& z_{B, \xi}^{1}(\xi=0 ; t)=-\mathcal{Z}_{x}^{0}(x=0 ; t)  \tag{66}\\
& z_{B, \xi}^{2}(\xi=0 ; t)=0  \tag{67}\\
& E_{B}^{0}(\xi=0 ; t)=-\mathcal{E}^{0}(x=0 ; t) \tag{68}
\end{align*}
$$

Now we start to derive the equations of the inner solution $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)$ of the various orders of boundary layer and initial time layer functions in the above expansion (62) by comparing coefficients of $O\left(\lambda^{k}\right)$ of (63) and (64). At the leading order $\lambda^{-2}$ of (63), one gets

$$
\begin{equation*}
z_{I, s}^{0}(x, s)=0 \tag{69}
\end{equation*}
$$

For $z_{I}^{0}$ we take the initial data

$$
\begin{equation*}
z_{I}^{0}(x, 0)=0 \tag{70}
\end{equation*}
$$

The only solution of (69) and (70) is given as

$$
\begin{equation*}
z_{I}^{0}(x, s)=0, \quad x \in[0,1], \quad s \geq 0 \tag{71}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
z_{B, \xi \xi}^{0}=0 \tag{72}
\end{equation*}
$$

We also expect the decay condition at the infinity for $z_{B}^{0}$ such that

$$
\begin{equation*}
z_{B}^{0}(\xi, t) \rightarrow 0 \text { as } \xi \rightarrow \infty \tag{73}
\end{equation*}
$$

The only solution of (65), (72), and (73) is given as

$$
\begin{equation*}
z_{B}^{0}(\xi, t)=0, \quad \xi \geq 0, \quad t \geq 0 \tag{74}
\end{equation*}
$$

which partially explains that the Neumann boundary condition of the density does not produce the boundary layer at the leading order.

At the order $\lambda^{-1}$ of (63), one gets

$$
\begin{equation*}
z_{I, s}^{1}(x, s)=0, \text { hence } z_{I}^{1}=0, \quad x \in[0,1], \quad s \geq 0 \tag{75}
\end{equation*}
$$

since $z_{I}^{1}(x, 0)=0$.
One also has from the order $\lambda^{-1}$ of (63) that

$$
\begin{equation*}
z_{B, \xi \xi}^{1}+D(0) E_{B, \xi}^{0}=0 \tag{76}
\end{equation*}
$$

As before, we impose the decay condition at the infinity such that

$$
\begin{equation*}
z_{B}^{1}(\xi, t) \rightarrow 0, \quad E_{B}^{0}(\xi, t) \rightarrow 0 \quad \text { as } \xi \rightarrow \infty \tag{77}
\end{equation*}
$$

It follows from (76) and (77) that

$$
\begin{equation*}
z_{B, \xi}^{1}+D(0) E_{B}^{0}=0 \tag{78}
\end{equation*}
$$

Next, we determine the limit equations, which form a system satisfied by the firstorder term $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)$ in the above expansion. At the order of $\lambda^{0}$ of (63) and (64), one gets

$$
\begin{align*}
\mathcal{Z}_{t}^{0} & =\left(\mathcal{Z}_{x}^{0}+D \mathcal{E}^{0}\right)_{x}, \quad 0<x<1, \quad t>0  \tag{79}\\
0 & =-\left(D_{x}+\mathcal{Z}^{0} \mathcal{E}^{0}\right), \quad 0<x<1, \quad t>0 \tag{80}
\end{align*}
$$

This is nothing but the well-known quasi-neutral drift-diffusion model, which can be formally obtained by setting $\lambda$ equal to zero in (14)-(15), too. In the context of semiconductor device physics, problems (79)-(80) are referred to as "space charge approximation."

Notice that (80) is an algebraic equation. If $\mathcal{Z}^{0}(x, t) \geq C_{0}>0$, then

$$
\mathcal{E}^{0}(x, t)=-\frac{D_{x}(x)}{\mathcal{Z}^{0}(x, t)}
$$

Generally speaking, $\left.\mathcal{E}^{0}(x, t)\right|_{x=0,1} \neq 0$, but $\left.E^{\lambda}(x, t)\right|_{x=0,1}=0$. Therefore, $\mathcal{E}^{0}(x, t)$ has to be supplemented by a boundary layer term there. Similarly, owing to the arbitrariness of the initial data $E_{0}^{\lambda}(x)$, there is an initial layer. Furthermore, it should be clear that the boundary and initial layers are caused by the electric field.

Now we supplement the limit equations (79)-(80) by the appropriate boundary conditions. According to conditions (66) and (68) and equation (78), one gets

$$
\mathcal{Z}_{x}^{0}(x=0, t)=-z_{B, \xi}^{1}(\xi=0, t)=D(0) E_{B}^{0}(\xi=0)=-D(0) \mathcal{E}^{0}(x=0, t), \quad t \geq 0
$$

i.e.,

$$
\begin{equation*}
\mathcal{Z}_{x}^{0}+D(0) \mathcal{E}^{0}=0, \quad x=0, \quad t \geq 0 \tag{81}
\end{equation*}
$$

For the initial data of $\mathcal{Z}^{0}(x, t)$, we can take this as

$$
\begin{equation*}
\mathcal{Z}^{0}(x, 0)=z_{0}^{0}(x) \geq \delta>0, \quad 0 \leq x \leq 1 \tag{82}
\end{equation*}
$$

Here $z_{0}^{0}(x)$ is given by (19).

Finally, one also gets from the order $\lambda^{0}$ of (63) and (64) that

$$
\begin{align*}
E_{I, s}^{0}(x, s) & =J_{I}^{0}(x, s), \quad 0 \leq x \leq 1, \quad s \geq 0  \tag{83}\\
z_{I, s}^{2}(x, s) & =\left(D(x) E_{I}^{0}\right)_{x}, \quad 0 \leq x \leq 1, \quad s \geq 0 \tag{84}
\end{align*}
$$

and

$$
\begin{align*}
-E_{B, \xi \xi}^{0}(\xi, t) & =\tilde{J}_{B}^{0}(\xi, t), \quad \xi>0, \quad t>0  \tag{85}\\
z_{B, \xi \xi}^{2} & =0, \quad \xi>0, \quad t>0 \tag{86}
\end{align*}
$$

The initial data of $E_{I}^{0}$ can be taken as

$$
\begin{equation*}
E_{I}^{0}(x, 0)=E_{0}^{0}(x)-\mathcal{E}^{0}(x, 0), \quad 0 \leq x \leq 1 \tag{87}
\end{equation*}
$$

The only solution to (83) and (87) can be given explicitly by

$$
\begin{equation*}
E_{I}^{0}(x, s)=\left(E_{0}^{0}(x)-\mathcal{E}^{0}(x, 0)\right) \exp \left(-z_{0}^{0}(x) s\right) \tag{88}
\end{equation*}
$$

The initial data of $z_{I}^{2}$ are

$$
\begin{equation*}
z_{I}^{2}(x, 0)=0, \quad 0 \leq x \leq 1 \tag{89}
\end{equation*}
$$

The unique solution of (84) and (89) can be given, using (88), by

$$
\begin{align*}
z_{I}^{2}(x, s) & =\int_{0}^{s}\left(D(x) E_{I}^{0}\right)_{x} d s \\
& =b(x)+\left(b_{0}(x)+b_{1}(x) s\right) \exp \left\{-z_{0}^{0}(x) s\right\}, \quad 0 \leq x \leq 1, \quad s \geq 0 \tag{90}
\end{align*}
$$

where $b(x), b_{0}(x)$, and $b_{1}(x)$ depend only upon $D(x)$ and $\left(z_{0}^{0}, E_{0}^{0}\right)$ and satisfy $b_{0}(x)=$ $-b(x) \neq 0$.

For $E_{B}^{0}$, we impose the decay condition at infinity as

$$
\begin{equation*}
E_{B}^{0}(\xi, t)=0 \text { as } \xi \rightarrow \infty \tag{91}
\end{equation*}
$$

and we also take the boundary condition at $\xi=0$ as

$$
\begin{equation*}
E_{B}^{0}(\xi=0, t)=-\mathcal{E}^{0}(x=0, t), \quad t>0 \tag{92}
\end{equation*}
$$

The unique solution of (85), (91), and (92) can be given by

$$
\begin{equation*}
E_{B}^{0}(\xi, t)=-\mathcal{E}^{0}(0, t) \exp \left(-\sqrt{\mathcal{Z}^{0}(0, t)} \xi\right) \tag{93}
\end{equation*}
$$

For $z_{B}^{2}$, the decay condition at infinity is

$$
\begin{equation*}
z_{B}^{2}(\xi, t)=0 \text { as } \xi \rightarrow \infty \tag{94}
\end{equation*}
$$

Then the only solution of $(86),(67)$, and (94) is given by

$$
\begin{equation*}
z_{B}^{2}(\xi, t)=0, \quad \xi>0, \quad t>0 \tag{95}
\end{equation*}
$$

Similarly, we can construct the boundary layer functions near $x=1$ and hence deduce the similar boundary conditions of the inner solutions at $x=1$.

We end this section by summarizing some properties of the boundary layers and the initial time layer and discussing their decay rate, which will be useful for the energy estimates in the next section.

Using (93), one gets from (78) and (77) that

$$
\begin{align*}
z_{B}^{1}(\xi, t) & =-D(0) \mathcal{E}^{0}(0, t) \int_{\xi}^{\infty} e^{-\sqrt{\mathcal{Z}^{0}(0, t)} y} d y \\
& =-\frac{D(0) \mathcal{E}^{0}(0, t)}{\sqrt{\mathcal{Z}^{0}(0, t)}} e^{-\sqrt{\mathcal{Z}^{0}(0, t) \xi} .} \tag{96}
\end{align*}
$$

Thus, we obtained exact formulae of all initial layer functions and the left boundary layer functions. In particular, we can determine the values of $z_{B}^{1}(\xi)$ and $E_{B}^{0}(\xi)$, depending only upon $D(0), z_{0}^{0}(0)$, and $\mathcal{E}^{0}(0,0)=E_{0}^{0}(0)$, which are given by

$$
\begin{align*}
z_{B}^{1}(\xi) & =z_{B}^{1}(x, 0) \\
& =-\frac{D(0) E_{0}^{0}(0)}{\sqrt{z_{0}^{0}(0)}} e^{-\sqrt{z_{0}^{0}(0) \xi}}, \quad \xi>0  \tag{97}\\
E_{B}^{0}(\xi) & =E_{B}^{0}(x, 0)=-E_{0}^{0}(0) e^{-\sqrt{z_{0}^{0}(0)} \xi}, \quad \xi>0 \tag{98}
\end{align*}
$$

Similarly, the right boundary layer functions at $x=1$, denoted by $z_{-}^{i}(\eta, t), i=$ $0,1,2, E_{-}^{0}(\eta, t)$, satisfy similar equations and have exactly the same properties as the left boundary layer functions $z_{B}^{i}(\xi, t), i=0,1,2, E_{B}^{0}(\xi, t)$ at $x=0$, denoted by $z_{+}^{i}(\xi, t)$, $i=0,1,2, E_{+}^{0}(\xi, t)$. We omit this.

Thus, we have the following properties of the boundary layer and initial layer functions.

LEMMA 5. (i) $z_{+}^{0}=z_{-}^{0}=z_{+}^{2}=z_{-}^{2}=z_{I}^{0}=z_{I}^{1}=0$.
(ii) Assume that the inner solution $\left(\mathcal{Z}^{0}, \mathcal{E}^{0}\right)$ is $C^{\infty}$. Then,
(a) for any $T>0$, there exists a positive constant $M$ independent of $\lambda$ such that

$$
\begin{equation*}
\left\|\partial_{t}^{k_{1}}\left(\xi^{k_{2}} \partial_{\xi}^{k_{3}}\left(z_{+}^{1}, E_{+}^{0}\right), \eta^{k_{4}} \partial_{\eta}^{k_{5}}\left(z_{-}^{1}, E_{-}^{0}\right)\right)\right\|_{L_{(x, t)}^{\infty}([0,1] \times[0, T])} \leq M \tag{99}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{t}^{k_{1}}\left(\xi^{k_{2}} \partial_{\xi}^{k_{3}}\left(z_{+}^{1}, E_{+}^{0}\right), \eta^{k_{4}} \partial_{\eta}^{k_{5}}\left(z_{-}^{1}, E_{-}^{0}\right)\right)\right\|_{L_{t}^{\infty}\left([0, T] ; L_{x}^{2}([0,1])\right)} \leq M \lambda^{\frac{1}{2}} \tag{100}
\end{equation*}
$$

for any nonnegative integer $k_{j}, j=0, \ldots, 5$;
(b) for any $T>0$, there exists a positive constant $M$ independent of $\lambda$ such that

$$
\begin{equation*}
\left\|\partial_{x}^{k_{6}}\left(z_{I}^{2}, s^{k_{7}}\left(\partial_{s}^{k_{8}} z_{I}^{2}, \partial_{s}^{k_{9}} E_{I}^{0}\right)\right)\right\|_{L_{(x, t)}^{\infty}([0,1] \times[0, T])} \leq M \tag{101}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\partial_{x}^{k_{10}} s^{k_{11}}\left(\partial_{s}^{k_{12}} z_{I}^{2}, \partial_{s}^{k_{13}} E_{I}^{0}\right)\right\|_{L_{t}^{2}\left([0, T] ; L_{x}^{\infty}([0,1])\right)} \leq M \lambda \tag{102}
\end{equation*}
$$

for any nonnegative integer $k_{j}, j=6,7,9,10,11,13$, and any positive integers $k_{8}, k_{12}$.
4. Energy estimates. In this section we investigate the asymptotic behavior of the solution to the problem (14)-(17) as $\lambda \rightarrow 0$ and prove our main theorems, Theorems 3 and 4 . From now on, we may assume $0<\lambda \leq 1$.
4.1. The proof of Theorem 3. In this subsection we prove Theorem 3 by a careful energy method based on the approximate solutions constructed in the previous section.

Let $\mathcal{Z}^{0}, \mathcal{E}^{0}, E_{+}^{0}, E_{-}^{0}, E_{I}^{0}, z_{+}^{1}, z_{-}^{1}, z_{I}^{2}$ be the functions constructed in the previous sections.

Let us assume

$$
\begin{aligned}
&\left(z^{\lambda}(x, 0), E^{\lambda}(x, 0)\right)^{T} \\
&=\left(z_{0}^{0}(x)+\lambda\left(f(x) z_{+}^{1}\left(\frac{x}{\lambda}, 0\right)+g(x) z_{-}^{1}\left(\frac{1-x}{\lambda}, 0\right)\right)+\lambda z_{0 R}^{\lambda}(x),\right. \\
&\left.E_{0}^{0}(x)+f(x) E_{+}^{0}\left(\frac{x}{\lambda}, 0\right)+g(x) E_{-}^{0}\left(\frac{1-x}{\lambda}, 0\right)+\lambda E_{0 R}^{\lambda}(x)\right)^{T}
\end{aligned}
$$

where $f(x)$ and $g(x)$ are two smooth $C^{2}$ cut-off functions satisfying $f(0)=g(1)=1$ and $f(1)=f^{\prime}(1)=f^{\prime \prime}(1)=f^{\prime}(0)=f^{\prime \prime}(0)=g(0)=g^{\prime}(0)=g^{\prime \prime}(0)=g^{\prime}(1)=g^{\prime \prime}(1)=$ 0 , and $\left(z_{0 R}^{\lambda}, E_{0 R}^{\lambda}\right)$ satisfies assumptions (49) and (50). In this case, one gets

$$
\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)^{T}(x, 0)=\lambda\left(z_{0 R}^{\lambda}(x), E_{0 R}^{\lambda}(x)\right)^{T}
$$

Replacing $\left(z^{\lambda}, E^{\lambda}\right)^{T}$ by

$$
\begin{array}{r}
\left(z^{\lambda}, E^{\lambda}\right)^{T}=\left(\mathcal{Z}^{0}+\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right)+\lambda^{2} z_{I}^{2}+z_{R}^{\lambda}(x, t)\right. \\
\left.\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}+E_{I}^{0}+E_{R}^{\lambda}(x, t)\right)^{T} \tag{103}
\end{array}
$$

in the system (14)-(15) and using the equations of the inner solutions, the boundary layers, and the initial layers, one gets

$$
\begin{align*}
z_{R, t}^{\lambda} & =H_{x}^{\lambda}+f^{\lambda}, \quad 0<x<1, \quad t>0  \tag{104}\\
\lambda^{2}\left(E_{R, t}^{\lambda}-E_{R, x x}^{\lambda}\right)+\mathcal{Z}^{0} E_{R}^{\lambda} & =g^{\lambda}, \quad 0<x<1, \quad t>0 \tag{105}
\end{align*}
$$

where

$$
\begin{aligned}
& H^{\lambda}=z_{R, x}^{\lambda}+D E_{R}^{\lambda}+H_{I n n}+H_{B}^{\lambda}+H_{I}^{\lambda}+H_{I B}^{\lambda}+H_{R}^{\lambda} \\
& f^{\lambda}=-\lambda^{1}\left(f(x) z_{+, t}^{1}+g(x) z_{-, t}^{1}\right), \quad g^{\lambda}=G_{I n n}+G_{B}^{\lambda}+G_{I}^{\lambda}+G_{I B}^{\lambda}+G_{R}^{\lambda}
\end{aligned}
$$

and $H_{I n n}\left(G_{I n n}\right), H_{B}^{\lambda}\left(G_{B}^{\lambda}\right), H_{I}^{\lambda}\left(G_{I}^{\lambda}\right), H_{I B}^{\lambda}\left(G_{I B}^{\lambda}\right), H_{R}^{\lambda}\left(G_{R}^{\lambda}\right)$ represent the inner part, the boundary layer part, the initial layer part, the mixed boundary and initial layer part, and the error parts involving nonlinearities, respectively, and are defined by the following:

$$
\left.\begin{array}{c}
H_{\text {Inn }}(x, t)=-\lambda^{2} \mathcal{E}^{0} \mathcal{E}_{x}^{0} \\
H_{B}^{\lambda}(x, t, \xi, \eta)=\left((D(x)-D(0)) f(x) E_{+}^{0}+(D(x)-D(1)) g(x) E_{-}^{0}\right) \\
+\lambda\left(f^{\prime}(x) z_{+}^{1}+g^{\prime}(x) z_{-}^{1}-\mathcal{E}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right. \\
\\
\left.\quad+\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right)\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right) \\
+ \\
+\lambda^{2}\left(-\mathcal{E}^{0}\left(f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right)\right. \\
\end{array} \quad-\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right)\left(\mathcal{E}_{x}^{0}+f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right)\right) .
$$

Note that $\{\cdots\}_{H B}^{R}$ is the sum of the boundary layer functions $z_{+}^{1}, z_{-}^{1}, E_{+}^{0}, E_{-}^{0}$, $E_{+, \xi}^{0}, E_{-, \eta}^{0}, E_{+}^{0} E_{+}^{0}, E_{-}^{0} E_{-}^{0}, E_{+}^{0} E_{-}^{0}, E_{+}^{0} E_{+, \xi}^{0}, E_{-}^{0} E_{-, \eta}^{0}, E_{+}^{0} E_{-, \eta}^{0}$, and $E_{-}^{0} E_{+, \xi}^{0}$ with the coefficients consisting of $D(x), f(x), g(x), \mathcal{E}^{0}, f^{\prime}(x), g^{\prime}(x)$, and $\mathcal{E}_{x}^{0}$, and that $\{\cdots\}_{H B}^{R}$ does not depend upon the fast dielectric relaxation time scale. Hence, by (99) and (100), we easily obtain that there exists a constant $M$, independent of $\lambda$, such that

$$
\begin{equation*}
\left\|\{\cdots\}_{H B}^{R}(t)\right\|_{L_{x}^{2}}^{2}+\int_{0}^{t}\left\|\partial_{t}\{\cdots\}_{H B}^{R}(t)\right\|_{L_{x}^{2}}^{2} d t \leq M \lambda \tag{106}
\end{equation*}
$$

$$
\begin{aligned}
H_{I}^{\lambda}(x, s)= & \lambda^{2} z_{I, x}^{2}-\lambda^{2}\left(\mathcal{E}^{0} E_{I}^{0}+E_{I}^{0}\left(\mathcal{E}_{x}^{0}+E_{I, x}^{0}\right)\right) \\
H_{I B}^{\lambda}(x, \xi, \eta, t, s)= & -\lambda\left(E_{I}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right) \\
& -\lambda^{2}\left(E_{I}^{0}\left(f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right)+\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) E_{I, x}^{0}\right),
\end{aligned}
$$

$$
H_{R}^{\lambda}=-\lambda E_{R}^{\lambda}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)
$$

$$
-\lambda^{2}\left(\left(\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) E_{R, x}^{\lambda}+\left(\mathcal{E}_{x}^{0}+f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right) E_{R}^{\lambda}\right)
$$

$$
-\lambda^{2}\left(E_{I}^{0} E_{R, x}^{\lambda}+E_{I, x}^{0} E_{R}^{\lambda}\right)-\lambda^{2} E_{R}^{\lambda} E_{R, x}^{\lambda}
$$

$$
G_{I n n}(x, t)=-\lambda^{2}\left(\mathcal{E}_{t}^{0}-\mathcal{E}_{x x}^{0}\right),
$$

$$
\begin{aligned}
G_{B}^{\lambda}(x, \xi, \eta, t)= & \left(-f(x)\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(0, t)\right) E_{+}^{0}-g(x)\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(1, t)\right) E_{-}^{0}\right) \\
& +\lambda\{\cdots\}_{G B}^{R}
\end{aligned}
$$

Here $\{\cdots\}_{G B}^{R}$ is the sum of the boundary layer functions $z_{+, t}^{1}, z_{-, t}^{1}, E_{+}^{0}, E_{-}^{0}, E_{+, \xi}^{0}$, $E_{-, \eta}^{0}, z_{+}^{1} E_{+}^{0}, z_{-}^{1} E_{-}^{0}, z_{+}^{1} E_{-}^{0}$, and $z_{-}^{1} E_{+}^{0}$ with the coefficients consisting of $f(x), g(x)$, $\mathcal{E}^{0}, f^{\prime}(x), g^{\prime}(x), f^{\prime \prime}(x), g^{\prime \prime}(x)$, and $\mathcal{Z}^{0}$. Like $\{\cdots\}_{H B}^{R},\{\cdots\}_{G B}^{R}$ does not depend upon the fast dielectric relaxation time scale, and hence it easily follows from (99) and (100) that there exists a constant $M$, independent of $\lambda$, such that

$$
\begin{align*}
&\left\|\{\cdots\}_{G B}^{R}(t)\right\|_{L_{x}^{2}}^{2}+\int_{0}^{t}\left\|\partial_{t}\{\cdots\}_{G B}^{R}(t)\right\|_{L_{x}^{2}}^{2} d t \leq M \lambda  \tag{107}\\
& G_{I}^{\lambda}=\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right) E_{I}^{0}+\lambda^{2} E_{I, x x}^{0}+\lambda^{2} z_{I}^{2}\left(\mathcal{E}^{0}+E_{I}^{0}\right), \\
& G_{I B}^{\lambda}=-\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right) E_{I}^{0}-\lambda^{2} z_{I}^{2}\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) \\
& G_{R}^{\lambda}=-\left(\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}+E_{I}^{0}\right) z_{R}^{\lambda} \\
&-\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right) E_{R}^{\lambda}-\lambda^{2} z_{I}^{2} E_{R}^{\lambda}-z_{R}^{\lambda} E_{R}^{\lambda}
\end{align*}
$$

We now derive the boundary conditions for the error functions.
First, the assumption

$$
E_{0}^{0}(x=0,1)=-\frac{D_{x}(x=0,1)}{z_{0}^{0}(x=0,1)}=\mathcal{E}^{0}(x=0,1 ; t=0)
$$

together with the initial layer function (88), gives

$$
\begin{equation*}
E_{I}^{0}(x=0,1 ; t)=0, \quad t>0 \tag{108}
\end{equation*}
$$

Then it follows from (17), (68), and (108) that

$$
\begin{equation*}
E_{R}^{\lambda}(x=0,1 ; t)=0, \quad t>0 \tag{109}
\end{equation*}
$$

Next we claim that

$$
\begin{equation*}
H^{\lambda}(x=0,1 ; t)=0, \quad t>0 \tag{110}
\end{equation*}
$$

In fact, we can rewrite $H^{\lambda}(x, t)$ as

$$
\begin{align*}
H^{\lambda}= & z_{R, x}^{\lambda}+D E_{R}^{\lambda}+H_{I n n}+H_{B}^{\lambda}+H_{I}^{\lambda}+H_{I B}^{\lambda}+H_{R}^{\lambda} \\
= & z_{R, x}^{\lambda}+\lambda\left(f^{\prime}(x) z_{+}^{1}+g^{\prime}(x) z_{-}^{1}\right)+\lambda^{2} z_{I, x}^{2}+f(x)(D(x)-D(0)) E_{+}^{0} \\
& +g(x)(D(x)-D(1)) E_{-}^{0}+D E_{R}^{\lambda}-\lambda^{2} E^{\lambda} E_{x}^{\lambda} . \tag{111}
\end{align*}
$$

Then, by the definitions of cut-off functions $f(x)$ and $g(x)$, the boundary condition $E^{\lambda}(x=0,1 ; t)=0$, and (109), one gets from (111) that

$$
\begin{equation*}
H^{\lambda}(x=0,1 ; t)=\left.\left(z_{R, x}^{\lambda}+\lambda^{2} z_{I}^{2}\right)\right|_{x=0,1} . \tag{112}
\end{equation*}
$$

Also, replacing $z^{\lambda}$ by (103) in the boundary condition $z_{x}^{\lambda}(x=0,1 ; t)=0$ and using

$$
z_{+, \xi}^{1}(\xi=0 ; t)=-\mathcal{Z}_{x}^{0}(x=0 ; t), \quad z_{-, \eta}^{1}(\eta=0 ; t)=\mathcal{Z}_{x}^{0}(x=1 ; t), \quad t>0
$$

one gets

$$
\left.\left(z_{R, x}^{\lambda}+\lambda^{2} z_{I}^{2}\right)\right|_{x=0,1}=0,
$$

which, together with (112), gives (110).
Now we start the energy estimates. In the following, we use $c_{i}, \delta_{i}, \epsilon$, and $M(\epsilon)$ or $M$ to denote the constants which are independent of $\lambda$ and may differ from one line to another.

First we derive the basic energy estimates on $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$.
Lemma 6. Under the assumptions of Theorem 3, we have

$$
\begin{aligned}
\| z_{R}^{\lambda}(t) & \left\|_{L_{x}^{2}}^{2}+\lambda^{2}\right\| E_{R}^{\lambda}(t)\left\|_{L_{x}^{2}}^{2}+\int_{0}^{t}\right\|\left(z_{R, x}^{\lambda}, E_{R}^{\lambda}\right)\left\|_{L_{x}^{2}}^{2} d t+\lambda^{2} \int_{0}^{t}\right\| E_{R, x}^{\lambda} \|_{L_{x}^{2}}^{2} d t \\
\leq & \left\|z_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2} \\
& +M \int_{0}^{t}\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& +M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda .
\end{aligned}
$$

Proof of Lemma 6. Multiplying (104) by $z_{R}^{\lambda}$ and integrating the resulting equation over $[0,1]$ with respect to $x$, by (110) and integrations by parts one gets

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}= & -\int_{0}^{1} H^{\lambda} z_{R, x}^{\lambda} d x+\int_{0}^{1} f^{\lambda} z_{R}^{\lambda} d x \\
= & -\int_{0}^{1}\left(z_{R, x}^{\lambda}+D E_{R}^{\lambda}\right) z_{R, x}^{\lambda} d x+\int_{0}^{1} f^{\lambda} z_{R}^{\lambda} d x \\
& -\int_{0}^{1}\left(H_{\text {Inn }}+H_{B}^{\lambda}+H_{I}^{\lambda}+H_{I B}^{\lambda}+H_{R}^{\lambda}\right) z_{R, x}^{\lambda} d x . \tag{114}
\end{align*}
$$

Now we estimate each term in the right-hand side of (114).
First, by the Cauchy-Schwarz inequality and the properties of the boundary layers, one gets

$$
\begin{equation*}
-\int_{0}^{1}\left(z_{R, x}^{\lambda}+D E_{R}^{\lambda}\right) z_{R, x}^{\lambda} d x \leq-\frac{1}{2}\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M(\epsilon)\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} f^{\lambda} z_{R}^{\lambda} d x \leq M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|f^{\lambda}\right\|_{L_{x}^{2}}^{2} d x \leq M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{3} \tag{116}
\end{equation*}
$$

Here we used $\left\|\left(z_{+, t}^{1}, z_{-, t}^{1}\right)\right\|_{L_{x}^{2}}^{2} \leq M \lambda$ due to (100).
Then, using the regularity of inner solutions, the properties (99) and (100) of boundary layer functions, the properties (101) and (102) of initial layer functions, and the definitions of $H_{I n n}, H_{B}^{\lambda}, H_{I}^{\lambda}$, and $H_{I B}^{\lambda}$, one easily gets

$$
\left\|H_{I n n}\right\|_{L_{x}^{2}}^{2}+\left\|H_{B}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|H_{I}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|H_{I B}^{\lambda}\right\|_{L_{x}^{2}}^{2} \leq M \lambda
$$

This, combined with the Cauchy-Schwarz inequality, yields

$$
\begin{align*}
& -\int_{0}^{1}\left(H_{I n n}+H_{B}^{\lambda}+H_{I}^{\lambda}+H_{I B}^{\lambda}\right) z_{R, x}^{\lambda} d x \\
\leq & \epsilon\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M(\epsilon)\left(\left\|H_{I n n}\right\|_{L_{x}^{2}}^{2}+\left\|H_{B}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|H_{I}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|H_{I B}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) \\
\leq & \epsilon\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda . \tag{117}
\end{align*}
$$

Finally, for the nonlinear term, using $\mathcal{E}^{0}, \mathcal{E}_{x}^{0} \in C^{0}([0,1] \times[0, T])$, (99), and (101), one gets, with the aid of the Cauchy-Schwarz inequality and Sobolev's lemma, that

$$
\begin{align*}
\int_{0}^{1} & H_{R}^{\lambda} z_{R, x}^{\lambda} d x \\
& \leq \epsilon\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M(\epsilon)\left\|H_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \leq \epsilon\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{4} \int_{0}^{1}\left|E_{R}^{\lambda} E_{R, x}^{\lambda}\right|^{2} d x \\
& \leq \epsilon\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \quad+M \lambda^{4}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} . \tag{118}
\end{align*}
$$

Thus, combining (114) with (115)-(118) and taking $\epsilon$ small enough, one gets

$$
\begin{align*}
\frac{d}{d t}\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+c_{1}\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \leq & M\left\|\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& +M \lambda^{4}\left(\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda\right. \tag{119}
\end{align*}
$$

Integrating (119) with respect to $t$ over $[0, t]$, one gets

$$
\begin{align*}
& \left\|z_{R}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+c_{1} \int_{0}^{t}\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& \quad \leq \\
& \quad\left\|z_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t  \tag{120}\\
& \\
& \quad+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda
\end{align*}
$$

Multiplying (105) by $E_{R}^{\lambda}$ and integrating the resulting equation over [ 0,1$]$ with respect to $x$, by (109) and integrations by parts one gets

$$
\begin{equation*}
\frac{\lambda^{2}}{2} \frac{d}{d t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\int_{0}^{1} \mathcal{Z}^{0}\left|E_{R}^{\lambda}\right|^{2} d x=\int_{0}^{1} g^{\lambda} E_{R}^{\lambda} d x \tag{121}
\end{equation*}
$$

By the Cauchy-Schwarz inequality, we have

$$
\int_{0}^{1} g^{\lambda} E_{R}^{\lambda} d x \leq \epsilon\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M(\epsilon)\left\|g^{\lambda}\right\|_{L_{x}^{2}}^{2}
$$

On one hand, noting that

$$
\begin{aligned}
& \int_{0}^{1}\left|\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(x, 0)\right) E_{I}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|^{2} d x \\
= & \int_{0}^{1}\left|\int_{0}^{1} \partial_{t} \mathcal{Z}^{0}(x, t \theta) d \theta t \cdot E_{I}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|^{2} d x \\
\leq & M \sup _{s \geq 0}\left(\max _{0 \leq x \leq 1}\left|s E_{I}^{0}(x, s)\right|^{2}\right) \lambda^{4} \\
\leq & M \lambda^{4}
\end{aligned}
$$

and using $\mathcal{Z}^{0}, \mathcal{E}^{0} \in C^{2,1}([0,1] \times[0, T]),(99),(100),(101)$, and (102), and the definitions of $G_{I n n}, G_{B}^{\lambda}, G_{I}^{\lambda}$, and $G_{I B}^{\lambda}$, we have

$$
\int_{0}^{1}\left(\left|G_{I n n}\right|^{2}+\left|G_{B}^{\lambda}\right|^{2}+\left|G_{I}^{\lambda}\right|^{2}+\left|G_{I B}^{\lambda}\right|^{2}\right) d x \leq M \lambda
$$

On the other hand, as in (118), with the aid of Sobolev's lemma we have that

$$
\left\|G_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \leq M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}
$$

Thus
$\int_{0}^{1} g^{\lambda} E_{R}^{\lambda} d x \leq \epsilon\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda$.
Then, combining (121) with (122), using the positivity of $\mathcal{Z}^{0}$, taking $\epsilon$ small enough, and then restricting $\lambda$ to be small enough, one gets

$$
\begin{align*}
& \lambda^{2} \frac{d}{d t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+c_{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \quad \leq M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda \tag{123}
\end{align*}
$$

Integrating (123) with respect to $t$, one gets

$$
\begin{align*}
& \lambda^{2}\left\|E_{R}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+\lambda^{2} \int_{0}^{t}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+c_{2} \int_{0}^{t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& \leq \\
& \quad \lambda^{2}\left\|E_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+M \int_{0}^{t}\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t  \tag{124}\\
& \quad+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda
\end{align*}
$$

The desired estimate (113) follows from (120) and (124). This completes the proof of Lemma 6.

Next we show the estimates of the time derivatives $\partial_{t}\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$ of $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$.
Lemma 7. Under the assumptions of Theorem 3, we have

$$
\begin{align*}
& \left\|z_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+\int_{0}^{t}\left\|\left(z_{R, x t}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+\lambda^{2} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t  \tag{125}\\
& \leq M\left(\left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}\right) \\
& \quad+M \int_{0}^{t}\left\|\left(E_{R}^{\lambda}, z_{R}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{2} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R, x}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
& \quad+M \lambda^{4} \int_{0}^{t}\left(\left\|\left(E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t \\
& \quad+M \int_{0}^{t}\left(\left\|\left(z_{R, t}^{\lambda}, z_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda .
\end{align*}
$$

Proof of Lemma 7. Differentiating (104) with respect to $t$, multiplying the resulting equations by $z_{R, t}^{\lambda}$, then integrating it over $[0,1] \times[0, t]$ and noting that $H_{t}^{\lambda}$ also satisfies the same boundary condition as in (110), one gets by integration by parts that

$$
\begin{aligned}
\left\|z_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}= & \left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+\int_{0}^{t} \int_{0}^{1} f_{t}^{\lambda} z_{R, t}^{\lambda} d x d t-\int_{0}^{t} \int_{0}^{1}\left(z_{R, x t}^{\lambda}+D E_{R, t}^{\lambda}\right) z_{R, x t}^{\lambda} d x d t \\
& -\int_{0}^{t} \int_{0}^{1} H_{I n n, t} z_{R, x t}^{\lambda} d x d t-\int_{0}^{t} \int_{0}^{1} H_{B, t}^{\lambda} z_{R, x t}^{\lambda} d x d t-\int_{0}^{t} \int_{0}^{1} H_{I, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \\
& -\int_{0}^{t} \int_{0}^{1} H_{I B, t}^{\lambda} z_{R, x t}^{\lambda} d x d t-\int_{0}^{t} \int_{0}^{1} H_{R, t}^{\lambda} z_{R, x t}^{\lambda} d x d t
\end{aligned}
$$

One needs to estimate the terms on the right in the above carefully.
First, it follows from the Cauchy-Schwarz inequality that

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left(z_{R, x t}^{\lambda}+D E_{R, t}^{\lambda}\right) z_{R, x t}^{\lambda} d x d t \leq-\frac{1}{2} \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \tag{127}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} f_{t}^{\lambda} z_{R, t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|z_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \lambda^{3} \tag{128}
\end{equation*}
$$

since $f^{\lambda}$ does not depend upon the fast time scale. Here we also used $\mathcal{Z}_{t t}^{0}, \mathcal{E}_{t t}^{0} \in$ $C^{0}([0,1] \times[0, T])$.

Similarly, since $H_{I n n}$ and $H_{B}^{\lambda}$ do not depend upon the fast time scale, $H_{I n n, t}$ and $H_{B, t}^{\lambda}$ have the same structures as $H_{I n n}$ and $H_{B, t}$, respectively. Hence, using (106) one obtains in a similar way as for (117) that

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} H_{I n n, t} z_{R, x t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \tag{129}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} H_{B, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda \tag{130}
\end{equation*}
$$

Here we used the regularity of the inner solutions $\mathcal{E}^{0}, \mathcal{E}_{x}^{0}, \mathcal{E}_{t}^{0}, \mathcal{E}_{x t}^{0}, \mathcal{Z}^{0}, \mathcal{Z}_{x}^{0}, \mathcal{Z}_{t}^{0}, \mathcal{Z}_{x t}^{0} \in$ $C^{0}([0,1] \times[0, T])$.

Owing to the strong singularity of time derivatives of the initial layers, we must estimate the integrals involving initial layers carefully.

First, by the Cauchy-Schwarz inequality, we have

$$
\int_{0}^{t} \int_{0}^{1} H_{I, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1}\left|H_{I, t}^{\lambda}\right|^{2} d x d t
$$

But, by (101) and (102), one gets

$$
\begin{aligned}
\int_{0}^{t} & \int_{0}^{1}\left|H_{I, t}^{\lambda}\right|^{2} d x d t \\
= & \int_{0}^{t} \int_{0}^{1} \mid z_{I, x s}^{2}-\lambda^{2}\left(\mathcal{E}_{t}^{0}(x, t) E_{I, x}^{0}+E_{I}^{0} \mathcal{E}_{x t}^{0}(x, t)\right) \\
& -\left.\left(\mathcal{E}^{0}(x, t) E_{I, x s}^{0}+E_{I, s}^{0}\left(\mathcal{E}_{x}^{0}(x, t)+E_{I, x}^{0}\right)+E_{I}^{0} E_{I, x s}^{0}\right)\right|^{2} d x d t \\
\leq & M \int_{0}^{t} \int_{0}^{1}\left(\left|z_{I, x s}^{2}\right|^{2}+\left|E_{I, x}^{0}\right|^{2}+\left|E_{I}^{0}\right|^{2}+\left|E_{I, x s}^{0}\right|^{2}+\left|E_{I, s}^{0}\right|^{2}\right) d x d t \\
\leq & M \lambda^{2}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} H_{I, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{2} \tag{131}
\end{equation*}
$$

Then, using the definition of $H_{I B}^{\lambda}$, we have

$$
\begin{align*}
\int_{0}^{t} & \int_{0}^{1} H_{I B, t}^{\lambda} z_{R, t x}^{\lambda} d x d t \\
\quad= & \int_{0}^{t} \int_{0}^{1}-\lambda\left(E_{I}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right)_{t} z_{R, t x}^{\lambda} d x d t \\
& +\int_{0}^{t} \int_{0}^{1} \lambda^{2} \partial_{t}(\cdots)_{H I B}^{R} z_{R, x t}^{\lambda} d x d t \tag{132}
\end{align*}
$$

where $(\cdots)_{H I B}^{R}$ represents the remaining higher order term $O\left(\lambda^{2}\right)$ of $H_{I B}^{\lambda}$. By (101) and (102), one easily gets

$$
\int_{0}^{t} \int_{0}^{1}\left|\lambda^{2} \partial_{t}(\cdots)_{H I B}^{R}\right|^{2} d x d t \leq M \lambda^{3}
$$

which leads to

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} \lambda^{2} \partial_{t}(\cdots)_{H I B}^{R} z_{R, t x}^{\lambda} d x d t \\
& \quad \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1}\left|\lambda^{2} \partial_{t}(\cdots)_{H I B}^{R}\right|^{2} d x d t \\
& \quad \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{3} . \tag{133}
\end{align*}
$$

It remains to control the first term on the right-hand side of (132). Note that this singular integration is caused by the interactions between the boundary layer and the initial layer. So, to control it, we must use twofold integrals in the time and space directions to cancel the oscillation of the electric field. Indeed, it can be treated as follows:

$$
\begin{aligned}
-\int_{0}^{t} & \int_{0}^{1} \lambda\left(E_{I}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right)_{t} z_{R, t x}^{\lambda} d x d t \\
= & -\frac{1}{\lambda} \int_{0}^{t} \int_{0}^{1}\left(E_{I, s}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right) z_{R, t x}^{\lambda} d x d t \\
& -\int_{0}^{t} \int_{0}^{1} \lambda\left(E_{I}^{0}\left(f(x) E_{+, \xi t}^{0}-g(x) E_{-, \eta t}^{0}\right)\right) z_{R, t x}^{\lambda} d x d t \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right|^{2} d x d t+M \lambda^{5} \\
34 \leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda
\end{aligned}
$$

where we have used

$$
\begin{aligned}
& \frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0}\left(f(x) E_{+, \xi}^{0}+g(x) E_{-, \eta}^{0}\right)\right|^{2} d x d t \\
& \quad \leq \frac{M}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0}\right|^{2}\left(\left|E_{+, \xi}^{0}\right|^{2}+\left|E_{-, \eta}^{0}\right|^{2}\right) d x d t \\
& \quad \leq \frac{M}{\lambda^{2}} \int_{0}^{t} \max _{0 \leq x \leq 1}\left|E_{I, s}^{0}\right|^{2} d t\left(\int_{0}^{1} \max _{0 \leq t \leq T}\left|E_{+, \xi}^{0}\right|^{2} d x+\int_{0}^{1} \max _{0 \leq t \leq T}\left|E_{+, \xi}^{0}\right|^{2} d x\right) \\
& \quad \leq M \lambda
\end{aligned}
$$

Combining (132) with (133) and (134), one gets

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} H_{I B, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \leq \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda \tag{135}
\end{equation*}
$$

Finally, we estimate the last integral on the right-hand side of (126). We split it into five parts:

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} H_{R, t}^{\lambda} z_{R, x t}^{\lambda} d x d t=I_{1}+I_{2}+I_{3}+I_{4}+I_{5} \tag{136}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{1}=-\lambda \int_{0}^{t} \int_{0}^{1}\left\{\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right) E_{R, t}^{\lambda}\right. \\
\left.+\left(f(x) E_{+, \xi t}^{0}-g(x) E_{-, \eta t}^{0}\right) E_{R}^{\lambda}\right\} z_{R, x t}^{\lambda} d x d t \\
I_{2}=-\lambda^{2} \int_{0}^{t} \int_{0}^{1}\left\{\left(\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) E_{R, x t}^{\lambda}\right. \\
+\left(\mathcal{E}_{t}^{0}+f(x) E_{+, t}^{0}+g(x) E_{-, t}^{0}\right) E_{R, x}^{\lambda}+\left(\mathcal{E}_{x}^{0}+f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right) E_{R, t}^{\lambda} \\
\left.+\left(\mathcal{E}_{x t}^{0}+f^{\prime}(x) E_{+, t}^{0}+g^{\prime}(x) E_{-, t}^{0}\right) E_{R}^{\lambda}\right\} z_{R, x t}^{\lambda} d x d t
\end{gathered}
$$

$$
\begin{aligned}
I_{3} & =-\lambda^{2} \int_{0}^{t} \int_{0}^{1}\left(E_{I}^{0} E_{R, x t}^{\lambda}+E_{I, x}^{0} E_{R, t}^{\lambda}\right) z_{R, x t}^{\lambda} d x d t \\
I_{4} & =-\lambda^{2} \int_{0}^{t} \int_{0}^{1}\left(E_{R, t}^{\lambda} E_{R, x}^{\lambda}+E_{R}^{\lambda} E_{R, x t}^{\lambda}\right) z_{R, x t}^{\lambda} d x d t \\
I_{5} & =-\int_{0}^{t} \int_{0}^{1}\left(E_{I, s}^{0} E_{R, x}^{\lambda}+E_{I, x s}^{0} E_{R}^{\lambda}\right) z_{R, x t}^{\lambda} d x d t
\end{aligned}
$$

Noting that there are an $\lambda$ factor in the first term $I_{1}$ of (136) and an $\lambda^{2}$ factor in the second and third terms $I_{2}, I_{3}$ of (136), by the Cauchy-Schwarz inequality, (99), (101), and the fact that $\mathcal{E}^{0}, \mathcal{E}_{x}^{0}, \mathcal{E}_{t}^{0}, \mathcal{E}_{x t}^{0} \in C^{0}([0,1] \times[0, T])$, we have

$$
\begin{equation*}
I_{2} \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \lambda^{4} \int_{0}^{t}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}, E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \tag{138}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{3} \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \lambda^{4} \int_{0}^{t}\left\|\left(E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \tag{139}
\end{equation*}
$$

For the nonlinear term $I_{4}$ of (136), one gets by Sobolev's lemma that

$$
\begin{align*}
I_{4} \leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M(\epsilon) \lambda^{4} \int_{0}^{t} \int_{0}^{1}\left(\left|E_{R, t}^{\lambda} E_{R, x}^{\lambda}\right|^{2}+\left|E_{R}^{\lambda} E_{R, x t}^{\lambda}\right|^{2}\right) d x d t \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{4} \int_{0}^{t}\left(\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{\infty}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{\infty}}^{2}\left\|E_{R, x x}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& +M \lambda^{4} \int_{0}^{t}\left(\left\|\left(E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t \tag{140}
\end{align*}
$$

It remains to estimate $I_{5}$. This is more difficult due to the lack of the uniform $L^{2}$ estimate of $E_{R, x}^{\lambda}$. This will be achieved by using the uniform boundedness on $\left\|s\left(E_{I, s}^{0}, E_{I, x s}^{0}\right)\right\|_{L_{(x, t)}^{\infty}([0,1] \times[0, T])}$ and employing Hardy-Littlewood's inequality. In fact, by the Cauchy-Schwarz inequality, one gets

$$
\begin{align*}
I_{5} \leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0} E_{R, x}^{\lambda}+E_{I, x s}^{0} E_{R}^{\lambda}\right|^{2} d x d t  \tag{141}\\
= & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1} \left\lvert\, t\left(E_{I, s}^{0} \frac{E_{R, x}^{\lambda}-E_{R, x}^{\lambda}(x, 0)}{t}\right.\right. \\
& \left.+E_{I, x s}^{0} \frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right)+\left.\left(E_{I, s}^{0} E_{R, x}^{\lambda}(x, 0)+E_{I, x s}^{0} E_{R}^{\lambda}(x, 0)\right)\right|^{2} d x d t
\end{align*}
$$

$$
\begin{aligned}
= & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1} \left\lvert\, \lambda^{2} s\left(E_{I, s}^{0} \frac{E_{R, x}^{\lambda}-E_{R, x}^{\lambda}(x, 0)}{t}\right.\right. \\
& \left.+E_{I, x s}^{0} \frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right)+\left.\left(E_{I, s}^{0} E_{R, x}^{\lambda}(x, 0)+E_{I, x s}^{0} E_{R}^{\lambda}(x, 0)\right)\right|^{2} d x d t \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& +M \lambda^{4} \max _{0 \leq s \leq \infty} \max _{0 \leq x \leq 1}\left(s\left|E_{I, s}^{0}\right|+s\left|E_{I, x s}^{0}\right|\right)^{2} \int_{0}^{1} \int_{0}^{t}\left(\left|\frac{E_{R, x}^{\lambda}-E_{R, x}^{\lambda}(x, 0)}{t}\right|^{2}\right. \\
& \left.+\left|\frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right|^{2}\right) d t d x+M \int_{0}^{t} \int_{0}^{1}\left(\left|E_{I, s}^{0} E_{R, x}^{\lambda}(x, 0)\right|^{2}+\left|E_{I, x s}^{0} E_{R}^{\lambda}(x, 0)\right|^{2}\right) d x d t \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{1}\left(\int_{0}^{t}\left|E_{R, x t}^{\lambda}\right|^{2} d t+\int_{0}^{t}\left|E_{R, t}^{\lambda}\right|^{2} d t\right) d x+M \lambda \\
\leq & \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R, x t}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda .
\end{aligned}
$$

Here we have used

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{1}\left(\left|E_{I, s}^{0} E_{R, x}^{\lambda}(x, 0)\right|^{2}+\left|E_{I, x s}^{0} E_{R}^{\lambda}(x, 0)\right|^{2}\right) d x d t \\
& \quad \leq M \lambda^{2}\left(\left\|E_{0 R, x}^{\lambda}\right\|_{L_{x}^{\infty}}^{2} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0}\right|^{2} d x d t+\left\|E_{0 R}^{\lambda}\right\|_{L_{x}^{\infty}}^{2} \int_{0}^{t} \int_{0}^{1}\left|E_{I, x s}^{0}\right|^{2} d x d t\right) \\
& \quad \leq M \lambda^{4}\left(\left(M \lambda^{\frac{1}{2}-2}\right)^{2}+\left(M \lambda^{\frac{1}{2}-1}\right)^{2}\right) \\
& \quad \leq M \lambda
\end{aligned}
$$

due to Sobolev's lemma; (102) and the assumption (50);

$$
\begin{aligned}
\max _{0 \leq s \leq \infty} & \max _{0 \leq x \leq 1}\left(s\left|E_{I, s}^{0}\right|+s\left|E_{I, x s}^{0}\right|\right) \\
& =\max _{0 \leq t \leq T} \max _{0 \leq x \leq 1}\left(\frac{t}{\lambda^{2}}\left(\left|E_{I, s}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|+\left|E_{I, x s}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|\right)\right) \\
& \leq M \max _{0 \leq t \leq T}\left(\left(\frac{t}{\lambda^{2}}\right) e^{-\delta \frac{t}{\lambda^{2}}}\right) \\
& \leq M
\end{aligned}
$$

and the fact that $\left(E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)\right)(x, 0)=0$ and hence $\left(E_{R, x}^{\lambda}-E_{R, x}^{\lambda}(x, 0)\right)(x, 0)=0$.
We have also applied Hardy-Littlewood's inequality to control $\int_{0}^{t}\left|\frac{E_{R, x}^{\lambda}-E_{R, x}^{\lambda}(x, 0)}{t}\right|^{2} d t$ and $\int_{0}^{t}\left|\frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right|^{2} d t$ by $\int_{0}^{t}\left|E_{R, x t}^{\lambda}\right|^{2} d t$ and $\int_{0}^{t}\left|E_{R, t}^{\lambda}\right|^{2} d t$, respectively.

Combining (136) with (137)-(142), one gets

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{1} H_{R, t}^{\lambda} z_{R, x t}^{\lambda} d x d t \\
& \\
& \quad \leq \epsilon \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{2} \int_{0}^{t}\left\|\left(E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R, x}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
& (142) \quad+M \lambda^{4} \int_{0}^{t}\left(\left\|\left(E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda^{2} .
\end{aligned}
$$

Therefore, putting (126) and estimates (127), (128), (129), (130), (131), (135), and (142) together and taking $\epsilon$ small enough, one shows that

$$
\begin{align*}
& \left\|z_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+c_{3} \int_{0}^{t}\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& \leq\left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+M \int_{0}^{t}\left\|\left(z_{R, t}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
& +M \lambda^{2} \int_{0}^{t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{4} \int_{0}^{t}\left\|\left(E_{R, x}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
& +M \lambda^{4} \int_{0}^{t}\left(\left\|\left(E_{R, t}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda . \tag{143}
\end{align*}
$$

Note that $E_{R, t}^{\lambda}$ also satisfies the same boundary condition as in (109). Thus, differentiating (104) with respect to $t$, multiplying the resulting equations by $z_{R, t}^{\lambda}$, and then integrating it over $[0,1] \times[0, t]$, one gets by integrations by parts that

$$
\begin{align*}
& \frac{\lambda^{2}}{2}\left\|E_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+\lambda^{2} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+\int_{0}^{t} \int_{0}^{1} \mathcal{Z}^{0}\left|E_{R, t}^{\lambda}\right|^{2} d x d t \\
& \quad=\frac{\lambda^{2}}{2}\left\|E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}-\int_{0}^{t} \int_{0}^{1} \mathcal{Z}_{t}^{0} E_{R}^{\lambda} E_{R, t}^{\lambda} d x d t+\int_{0}^{t} \int_{0}^{1} g_{t}^{\lambda} E_{R, t}^{\lambda} d x d t \tag{144}
\end{align*}
$$

First, by the Cauchy-Schwarz inequality, one gets

$$
\begin{equation*}
-\int_{0}^{t} \int_{0}^{1} \mathcal{Z}_{t}^{0} E_{R}^{\lambda} E_{R, t}^{\lambda} d x d t \leq \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \tag{145}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{0}^{t} & \int_{0}^{1} g_{t}^{\lambda} E_{R, t}^{\lambda} d x d t \\
& \leq \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t}\left\|g^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
\leq & \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M\left(\int_{0}^{t} \int_{0}^{1}\left|G_{I n n, t}\right|^{2} d x d t+\int_{0}^{t} \int_{0}^{1}\left|G_{B, t}^{\lambda}\right|^{2} d x d t\right. \\
& \left.\quad+\int_{0}^{t} \int_{0}^{1}\left|G_{I, t}^{\lambda}\right|^{2} d x d t+\int_{0}^{t} \int_{0}^{1}\left|G_{I B, t}^{\lambda}\right|^{2} d x d t+\int_{0}^{t} \int_{0}^{1}\left|G_{R, t}^{\lambda}\right|^{2} d x d t\right) \tag{146}
\end{align*}
$$

Now we treat each term on the right-hand side of (146).
Using the structures of the inner solutions $\mathcal{E}_{t t}^{0}, \mathcal{E}_{x x t}^{0} \in C^{0}([0,1] \times[0, T])$, one can get

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left|G_{\text {Inn,t }}\right|^{2} d x d t \leq M \lambda^{4} \tag{147}
\end{equation*}
$$

Since $G_{B, t}^{\lambda}$ has the same structure as $G_{B}^{\lambda}$, one can estimate the third term of (146) by (107) as

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left|G_{B, t}^{\lambda}\right|^{2} d x d t \leq M \lambda \tag{148}
\end{equation*}
$$

Using the definition of $G_{I}^{\lambda}$, we have

$$
\begin{align*}
\int_{0}^{t} & \int_{0}^{1}\left|G_{I, t}^{\lambda}\right|^{2} d x d t \\
& \leq \int_{0}^{t} \int_{0}^{1}\left|E_{I, x x s}^{0}\right|^{2} d x d t+J_{I R} \\
& \leq M \lambda^{2}+J_{I R} \tag{149}
\end{align*}
$$

where

$$
\begin{aligned}
J_{I R}= & \int_{0}^{t} \int_{0}^{1}\left|z_{I, s}^{2}\left(\mathcal{E}^{0}+E_{I}^{0}\right)+z_{I}^{2} E_{I, s}^{0}\right|^{2} d x d t+\int_{0}^{t} \int_{0}^{1}\left(\left|\lambda^{2} z_{I}^{2} \mathcal{E}_{t}^{0}\right|^{2}+\left|\mathcal{Z}_{t}^{0} E_{I}^{0}\right|^{2}\right) d x d t \\
& +\int_{0}^{t} \int_{0}^{1}\left|\lambda^{-2}\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right) E_{I, s}^{0}\right|^{2} d x d t
\end{aligned}
$$

Using $\left\|z_{I}^{2}\right\|_{L_{x, t}^{\infty}} \leq M$ and $\left\|\left(z_{I, s}^{2}, E_{I}^{0}, E_{I, s}^{0}\right)\right\|_{L_{t}^{2}\left(L_{x}^{\infty}\right)} \leq M \lambda$, one gets

$$
\begin{equation*}
J_{I R} \leq M \lambda^{2}+\int_{0}^{t} \int_{0}^{1}\left|\lambda^{-2}\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right) E_{I, s}^{0}\right|^{2} d x d t \tag{150}
\end{equation*}
$$

To estimate the remaining singular term on the right-hand side of (150), we will use the higher regularity of $\mathcal{Z}_{t}^{0}$. It will follow from the mean value theorem and (102) that

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1}\left|\lambda^{-2}\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right) E_{I, s}^{0}\right|^{2} d x d t \\
& \quad=\int_{0}^{t} \int_{0}^{1}\left|\int_{0}^{1} \mathcal{Z}_{t}^{0}(x, t \theta) d \theta \frac{t}{\lambda^{2}} E_{I, s}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|^{2} d x d t \\
& \quad \leq M \int_{0}^{t} \int_{0}^{1}\left(\frac{t}{\lambda^{2}}\right)^{2}\left|E_{I, s}^{0}\left(x, \frac{t}{\lambda^{2}}\right)\right|^{2} d x d t \\
& \quad \leq M \lambda^{2} \tag{151}
\end{align*}
$$

Thus,

$$
\begin{equation*}
J_{I R} \leq M \lambda^{2} \tag{152}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left|G_{I, t}^{\lambda}\right|^{2} d x d t \leq M \lambda^{2} \tag{153}
\end{equation*}
$$

The fifth term of (146) can be treated as in (132) so that

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1}\left|G_{I B, t}^{\lambda}\right|^{2} d x d t \\
& \quad=\int_{0}^{t} \int_{0}^{1}\left|\lambda\left(\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right) E_{I}^{0}\right)_{t}+\lambda^{2} \partial_{t}(\cdots)_{G I B}^{R}\right|^{2} d x d t \\
& \quad \leq \frac{M}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left(\left|z_{+}^{1} E_{I, s}^{0}\right|^{2}+\left|z_{-}^{1} E_{I, s}^{0}\right|^{2}\right) d x d t+M \lambda^{2} \\
& \quad \leq M \lambda . \tag{154}
\end{align*}
$$

To estimate the sixth term of (146), we split it into four parts:

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} G_{R, t}^{\lambda} E_{R, t}^{\lambda} d x d t=I_{6}+I_{7}+I_{8}+I_{9} \tag{155}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{6}=-\int_{0}^{t} \int_{0}^{1}\left\{\left(\mathcal{E}_{t}^{0}+f(x) E_{+, t}^{0}+g(x) E_{-, t}^{0}\right) z_{R}^{\lambda}\right. \\
&+\left(\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}+E_{I}^{0}\right) z_{R, t}^{\lambda} \\
&\left.+\left(\mathcal{Z}_{t}^{0}+\lambda\left(f(x) z_{+, t}^{1}+g(x) z_{-, t}^{1}\right)\right) E_{R}^{\lambda}\right\} E_{R, t}^{\lambda} d x d t \\
& I_{7}=-\int_{0}^{t} \int_{0}^{1}\left(\mathcal{Z}^{0}+\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right)+\lambda^{2} z_{I}^{2}\right) E_{R, t}^{\lambda} E_{R, t}^{\lambda} d x d t \\
& I_{8}=-\int_{0}^{t} \int_{0}^{1}\left(z_{R, t}^{\lambda} E_{R}^{\lambda}+z_{R}^{\lambda} E_{R, t}^{\lambda}\right) E_{R, t}^{\lambda} d x d t
\end{aligned}
$$

and

$$
I_{9}=-\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left(E_{I, s}^{0} z_{R}^{\lambda}+\lambda^{2} z_{I, s}^{2} E_{R}^{\lambda}\right) E_{R, t}^{\lambda} d x d t
$$

First $I_{6}, I_{7}$, and $I_{8}$ are treated as in (137)-(140) so that

$$
\begin{equation*}
I_{6}+I_{7} \leq \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda^{2} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \tag{156}
\end{equation*}
$$

and

$$
\begin{align*}
I_{8} \leq & \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t} \int_{0}^{1}\left(\left|z_{R, t}^{\lambda} E_{R}^{\lambda}\right|^{2}+\left|z_{R}^{\lambda} E_{R, t}^{\lambda}\right|^{2}\right) d x d t \\
\leq & \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t}\left(\left\|z_{R, t}^{\lambda}\right\|_{L^{\infty}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|z_{R}^{\lambda}\right\|_{L_{x}^{\infty}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t \\
\leq & \epsilon \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& +M \int_{0}^{t}\left(\left\|\left(z_{R, t}^{\lambda}, z_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t \tag{157}
\end{align*}
$$

Now we treat the most singular term $I_{9}$ by employing the Hardy-Littlewood inequality.

$$
\begin{align*}
I_{9}= & -\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left(E_{I, s}^{0} z_{R}^{\lambda}+\lambda^{2} z_{I, s}^{2} E_{R}^{\lambda}\right) E_{R, t}^{\lambda} d x d t  \tag{158}\\
= & -\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1} t\left(E_{I, s}^{0} \frac{z_{R}^{\lambda}-z_{R}^{\lambda}(x, 0)}{t}+\lambda^{2} z_{I, s}^{2} \frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right) E_{R, t}^{\lambda} d x d t \\
& -\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left(E_{I, s}^{0} z_{R}^{\lambda}(x, 0)+\lambda^{2} z_{I, s}^{2} E_{R}^{\lambda}(x, 0)\right) E_{R, t}^{\lambda} d x d t
\end{align*}
$$

$$
\begin{aligned}
\leq & \int_{0}^{t} \int_{0}^{1}\left(\left\|s E_{I, s}^{0}\right\|_{L_{(x, t)}^{\infty}}\left|\frac{z_{R}^{\lambda}-z_{R}^{\lambda}(x, 0)}{t} \| E_{R, t}^{\lambda}\right|\right. \\
& \left.+\lambda^{2}\left\|s z_{I, s}^{2}\right\|_{L_{(x, t)}^{\infty}}\left|\frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t} \| E_{R, t}^{\lambda}\right|\right) d x d t \\
& +\frac{1}{\lambda^{2}} \int_{0}^{t} \int_{0}^{1}\left|\left(E_{I, s}^{0} z_{R}^{\lambda}(x, 0)+\lambda^{2} z_{I, s}^{2} E_{R}^{\lambda}(x, 0)\right) E_{R, t}^{\lambda}\right| d x d t \\
\leq & M \int_{0}^{1}\left\|\frac{z_{R}^{\lambda}-z_{R}^{\lambda}(x, 0)}{t}\right\|_{L_{t}^{2}}\left\|E_{R, t}^{\lambda}\right\|_{L_{t}^{2}} d x+M \lambda^{2} \int_{0}^{1}\left\|\frac{E_{R}^{\lambda}-E_{R}^{\lambda}(x, 0)}{t}\right\|_{L_{t}^{2}}\left\|E_{R, t}^{\lambda}\right\|_{L_{t}^{2}} d x \\
& +\frac{\epsilon}{2} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+\frac{M}{\lambda^{4}} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0} z_{R}^{\lambda}(x, 0)\right|^{2} d x d t+M \int_{0}^{t} \int_{0}^{1}\left|z_{I, s}^{2} E_{R}^{\lambda}(x, 0)\right|^{2} d x d t \\
\leq & \frac{\epsilon}{2} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{1}\left\|z_{R, t}^{\lambda}\right\|_{L_{t}^{2}}\left\|E_{R, t}^{\lambda}\right\|_{L_{t}^{2}} d x+M \lambda^{2} \int_{0}^{1}\left\|E_{R, t}^{\lambda}\right\|_{L_{t}^{2}}\left\|E_{R, t}^{\lambda}\right\|_{L_{t}^{2}} d x \\
& +\frac{M}{\lambda^{4}}\left\|z_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{\infty}}^{2} \int_{0}^{t} \int_{0}^{1}\left|E_{I, s}^{0}\right|^{2} d x d t+M\left\|E_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{\infty}}^{2} \int_{0}^{t} \int_{0}^{1}\left|z_{I, s}^{2}\right|^{2} d x d t \\
\leq & \left(\epsilon+M \lambda^{2}\right) \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M(\epsilon) \int_{0}^{t}\left\|z_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \lambda .
\end{aligned}
$$

Here we used the fact that $\left\|z_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{\infty}}=\lambda\left\|z_{0 R}^{\lambda}\right\|_{L_{x}^{\infty}} \leq M \lambda^{\frac{3}{2}}$ and $\left\|E_{R}^{\lambda}(x, 0)\right\|_{L_{x}^{\infty}}=$ $\lambda\left\|E_{0 R}^{\lambda}\right\|_{L_{x}^{\infty}} \leq M$.

Hence, combining (155) with (156)-(158), one gets

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} G_{R, t}^{\lambda} E_{R, t}^{\lambda} d x d t \\
& \quad \leq \\
& \quad\left(\epsilon+M \lambda^{2}\right) \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t  \tag{159}\\
& \quad+M \int_{0}^{t}\left(\left\|\left(z_{R, t}^{\lambda}, z_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t
\end{align*}
$$

Thus, putting (146), (147), (148), (153), (154), and (159) together and taking $\epsilon$ small enough shows

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} g_{t}^{\lambda} E_{R, t}^{\lambda} d x d t \\
& \quad \leq\left(\epsilon+M \lambda^{2}\right) \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
& \quad 0) \quad+M \int_{0}^{t}\left(\left\|\left(z_{R, t}^{\lambda}, z_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda . \tag{160}
\end{align*}
$$

Therefore, for $\epsilon$ small enough, (144), together with (145) and (160), gives

$$
\begin{align*}
& \lambda^{2}\left\|E_{R, t}^{\lambda}(t)\right\|_{L_{x}^{2}}^{2}+\lambda^{2} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+c_{4} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& \leq M \lambda^{2}\left\|E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+M \lambda^{2} \int_{0}^{t}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t+M \int_{0}^{t}\left\|\left(z_{R}^{\lambda}, E_{R}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
&+M \int_{0}^{t}\left(\left\|\left(z_{R, t}^{\lambda}, z_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda \tag{161}
\end{align*}
$$

The desired estimate (126) follows from (143) and (161). This completes the proof of Lemma 7.

Finally, we use the basic estimates and the time derivative estimates of $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$ to obtain these estimates of the space derivatives $\partial_{x}\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$ of $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$.

Lemma 8. Under the assumptions of Theorem 3, we have

$$
\begin{align*}
& \left\|\left(z_{R, x}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \quad \leq M\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|\left(E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \quad+M \lambda^{4}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda \tag{162}
\end{align*}
$$

Proof of Lemma 8. It follows from (119) and the Cauchy-Schwarz inequality that

$$
\begin{align*}
c_{1}\left\|z_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \leq & -\frac{d}{d t}\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& +M \lambda^{4}\left(\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda\right. \\
\leq & M\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}, E_{R}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& +M \lambda^{4}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda . \tag{163}
\end{align*}
$$

Similarly, it follows from (123) and the Cauchy-Schwarz inequality that

$$
\begin{aligned}
& \lambda^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+c_{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \\
& \quad \leq-\lambda^{2} \frac{d}{d t}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda \\
& \\
& \quad \leq M \lambda^{2}\left\|\left(E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M\left\|z_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda .
\end{aligned}
$$

The desired estimate (162) follows from (163) and (164). This completes the proof of Lemma 8.

The end of the proof of Theorem 3. Introduce the following $\lambda$-weighted functional for the remainder terms

$$
\begin{equation*}
\Gamma^{\lambda}(t)=\left\|\left(z_{R}^{\lambda}, z_{R, x}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|\left(E_{R}^{\lambda}, E_{R, x}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+\left\|E_{R}^{\lambda}\right\|_{L_{x}^{2}}^{2} \tag{165}
\end{equation*}
$$

Then it follows from (113) $+(126)+\delta(162)$ that, by taking $\delta$ small enough and then $\lambda$ small enough, and hence absorbing $\delta\left(M\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+M \lambda^{2}\left\|\left(E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}\right)$ and $M \delta \lambda^{4}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+M \lambda^{4} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t$ of the right-hand side of (113) $+(126)+\delta(162)$ by $\left\|\left(z_{R}^{\lambda}, z_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|\left(E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2}$ and $\delta \lambda^{2}\left\|E_{R, x}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\lambda^{2} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t$ of the left-hand side of $(113)+(126)+\delta(162)$, and then using the definition of $\Gamma^{\lambda}(t)$,

$$
\begin{align*}
\Gamma^{\lambda}(t)+ & \int_{0}^{t}\left\|\left(z_{R, x}^{\lambda}, z_{R, x t}^{\lambda}, E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+\lambda^{2} \int_{0}^{t}\left\|\left(E_{R, x}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
\leq & M \Gamma^{\lambda}(t=0)+M \int_{0}^{t}\left(\Gamma^{\lambda}(t)+\left(\Gamma^{\lambda}(t)\right)^{2}\right) d t+M \lambda^{2} \int_{0}^{t} \Gamma^{\lambda}(t)\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
6) \quad & +M \int_{0}^{t} \Gamma^{\lambda}(t)\left\|\left(z_{R, x t}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda+M\left(\Gamma^{\lambda}(t)\right)^{2} . \tag{166}
\end{align*}
$$

We claim that, for any $T \in\left[0, T_{\tilde{m} \max }\right), T_{\max } \leq \infty$, there exists an $\lambda_{0} \ll 1$ such that, for any $\lambda \leq \lambda_{0}$, if $\Gamma^{\lambda}(t=0) \leq \tilde{M} \lambda^{\min \{\alpha, 1\}}$ for some $\alpha>0$, then

$$
\begin{equation*}
\Gamma^{\lambda}(t) \leq \tilde{M} \lambda^{\min \{\alpha, 1\}-\delta} \tag{167}
\end{equation*}
$$

holds for any $\delta \in(0, \min \{\alpha, 1\})$ and $0 \leq t \leq T$.

Otherwise, there exists $T \in\left[0, T_{\max }\right), T_{\max } \leq \infty$, for any $\lambda_{0} \ll 1$ such that, for some $\lambda \leq \lambda_{0}$,

$$
\Gamma^{\lambda}\left(t_{0}^{\lambda}\right)>\tilde{M} \lambda^{\min \{\alpha, 1\}-\delta}
$$

holds for some $\delta \in(0, \min \{\alpha, 1\})$ and for some $0<t_{0}^{\lambda} \leq T$.
Denote the first root of $\Gamma^{\lambda}(t)=\tilde{M} \lambda^{\min \{\alpha, 1\}-\delta}$ in $\left[0, t_{0}^{\lambda}\right]$ by $t_{1}^{\lambda}$. Then we have

$$
\begin{equation*}
\Gamma^{\lambda}(t) \leq \tilde{M} \lambda^{\min \{\alpha, 1\}-\delta}, \quad 0<t \leq t_{1}^{\lambda} \leq t_{0}^{\lambda} \leq T, \quad \Gamma^{\lambda}\left(t_{1}^{\lambda}\right)=\tilde{M} \lambda^{\min \{\alpha, 1\}-\delta} \tag{168}
\end{equation*}
$$

Using (166) and (168), one gets

$$
\begin{align*}
\Gamma^{\lambda}(t)+ & \int_{0}^{t}\left\|\left(z_{R, x}^{\lambda}, z_{R, x t}^{\lambda}, E_{R}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+\lambda^{2} \int_{0}^{t}\left\|\left(E_{R, x}^{\lambda}, E_{R, x t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t \\
\leq & M \tilde{M} \lambda^{\min \{\alpha, 1\}} \\
& +M \int_{0}^{t}\left(\Gamma^{\lambda}(t)+\tilde{M} \lambda^{\min \{\alpha, 1\}-\delta} \Gamma^{\lambda}(t)\right) d t+M \lambda^{2} \int_{0}^{t} \tilde{M} \lambda^{\min \{\alpha, 1\}-\delta}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
& +M \int_{0}^{t} \tilde{M} \lambda^{\min \{\alpha, 1\}-\delta}\left\|\left(z_{R, x t}^{\lambda}, E_{R, t}^{\lambda}\right)\right\|_{L_{x}^{2}}^{2} d t+M \lambda+M \tilde{M} \lambda^{\min \{\alpha, 1\}-\delta} \Gamma^{\lambda}(t) \\
\leq & M \tilde{M} \lambda^{\min \{\alpha, 1\}}+2 M \int_{0}^{t} \Gamma^{\lambda}(t) d t+\frac{\lambda^{2}}{2} \int_{0}^{t}\left\|E_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2} d t \\
(169) & +\frac{1}{2} \int_{0}^{t}\left(\left\|z_{R, x t}^{\lambda}\right\|_{L_{x}^{2}}^{2}+\left\|E_{R, t}^{\lambda}\right\|_{L_{x}^{2}}^{2}\right) d t+M \lambda+\frac{1}{2} \Gamma^{\lambda}(t), \tag{169}
\end{align*}
$$

since $\lambda \leq \lambda_{0} \ll 1$ and $\lambda_{0}$ can be chosen to satisfy that

$$
\tilde{M} \lambda_{0}^{\min \{\alpha, 1\}-\delta} \leq 1, M \tilde{M} \lambda_{0}^{\min \{\alpha, 1\}-\delta} \leq \frac{1}{2}
$$

Hence, it follows from (169) that

$$
\Gamma^{\lambda}(t) \leq 2 M \tilde{M} \lambda^{\min \{\alpha, 1\}}+4 M \int_{0}^{t} \Gamma^{\lambda}(t) d t+2 M \lambda
$$

Gronwall's lemma gives

$$
\begin{aligned}
\Gamma^{\lambda}(t) & \leq\left(4 M e^{4 M T} T+1\right) \max \{2 M \tilde{M}, 2 M\} \lambda^{\min \{\alpha, 1\}} \\
& \leq\left(4 M e^{4 M T} T+1\right) \max \{2 M \tilde{M}, 2 M\} \lambda^{\delta} \lambda^{\min \{\alpha, 1\}-\delta} \\
& \leq \frac{\tilde{M}}{2} \lambda^{\min \{\alpha, 1\}-\delta}
\end{aligned}
$$

which contradicts (168). This proves our claim (167).
What remains is to prove that there exist a positive constant $\tilde{M}$ and $\alpha>0$ such that

$$
\begin{equation*}
\Gamma^{\lambda}(t=0) \leq \tilde{M} \lambda^{\alpha} \tag{170}
\end{equation*}
$$

In fact, it follows from the assumptions (49) and (50) on the initial data and (165) that

$$
\begin{equation*}
\Gamma^{\lambda}(t=0)=\left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+\lambda^{2}\left\|E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}}^{2}+M \lambda \tag{171}
\end{equation*}
$$

First, note that (104) implies

$$
\begin{aligned}
\left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}} \leq & \lambda\left\|\partial_{x}^{2} z_{0 R}^{\lambda}\right\|_{L_{x}^{2}}+\lambda\left\|\partial_{x}\left(D E_{0 R}^{\lambda}\right)\right\|_{L_{x}^{2}} \\
& +\left\|\left(H_{I n n, x}, H_{B, x}^{\lambda}, H_{I, x}^{\lambda}, H_{I B, x}^{\lambda}, H_{R, x}^{\lambda}\right)(t=0)\right\|_{L_{x}^{2}}+M\left\|f^{\lambda}(t=0)\right\|_{L_{x}^{2}} .
\end{aligned}
$$

The assumptions (49) and (50) lead to

$$
\lambda\left\|\partial_{x}^{2} z_{0 R}^{\lambda}\right\|_{L_{x}^{2}}+\lambda\left\|\partial_{x}\left(D E_{0 R}^{\lambda}\right)\right\|_{L_{x}^{2}} \leq M \sqrt{\lambda},
$$

while the definitions of $H_{I n n}, H_{B}^{\lambda}, H_{I}^{\lambda}, H_{I B}^{\lambda}$, and $f^{\lambda}$ yield that

$$
\begin{gathered}
\left\|\left(H_{I n n, x}, H_{I, x}^{\lambda}, H_{I B, x}^{\lambda}\right)(t=0)\right\|_{L_{x}^{2}} \leq M \sqrt{\lambda}, \\
\left\|f^{\lambda}(t=0)\right\|_{L_{x}^{2}} \leq M \lambda^{\frac{3}{2}},
\end{gathered}
$$

and

$$
\begin{aligned}
& \left\|H_{B, x}^{\lambda}(t=0)\right\|_{L_{x}^{2}} \\
& \quad \leq M \sqrt{\lambda}+\left\|\left((D(x)-D(0)) \frac{1}{\lambda} f(x) E_{+, \xi}^{0}+(D(x)-D(1)) \frac{1}{\lambda} g(x) E_{-, \eta}^{0}\right)(t=0)\right\|_{L_{x}^{2}} \\
& \quad=M \sqrt{\lambda}+\|\left(\int_{0}^{1} D_{x}(\theta x) d \theta \frac{x}{\lambda} f(x) E_{+, \xi}^{0}\right. \\
& \left.\quad \quad-\int_{0}^{1} D_{x}(1-\theta(1-x)) d \theta(x) \frac{1-x}{\lambda} g(x) E_{-, \eta}^{0}\right)(t=0) \|_{L_{x}^{2}} \\
& \quad \leq M \sqrt{\lambda} .
\end{aligned}
$$

Here we have used the mean value theorem and the estimates $\|\left(\xi E_{+, \xi}^{0}, \eta E_{+, \eta}^{0}\right)(t=$ 0) $\|_{L_{x}^{2}} \leq M \sqrt{\lambda}$.

In addition, the definition of $H_{R}^{\lambda}(t=0)$ and assumption (50) imply that

$$
\begin{aligned}
\left\|H_{R, x}^{\lambda}\right\|_{L_{x}^{2}} \leq & M \lambda^{2}\left\|\lambda \partial_{x}^{2} E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}}+M \lambda\left\|\lambda \partial_{x} E_{0 R}^{\lambda}\right\|_{L_{x}^{2}}+M\left\|\lambda E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \\
& +\lambda^{2}\left\|\left(\lambda^{2} E_{0 R}^{\lambda}(x) \partial_{x}^{2} E_{0 R}^{\lambda}(x),\left(\lambda \partial_{x} E_{0 R}^{\lambda}(x)\right)^{2}\right)\right\|_{L_{x}^{2}} \\
\leq & M \lambda^{\frac{3}{2}} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\|z_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}} \leq M \sqrt{\lambda} \tag{172}
\end{equation*}
$$

Next, (105) implies that

$$
\begin{aligned}
\left\|\lambda E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}} \leq & \lambda^{2}\left\|\partial_{x}^{2} E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}}+\left\|z_{0}^{0}(x) E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \\
& +\left\|\frac{1}{\lambda}\left(G_{I n n}, G_{B}^{\lambda}, G_{I}^{\lambda}, G_{I B}^{\lambda}, G_{R}^{\lambda}\right)(t=0)\right\|_{L_{x}^{2}} .
\end{aligned}
$$

Note that the only singular term is

$$
I_{10}=\left\|\frac{1}{\lambda}\left(-f(x)\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(0, t)\right) E_{+}^{0}-g(x)\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(1, t)\right) E_{-}^{0}\right)(t=0)\right\|_{L_{x}^{2}},
$$

while the other terms are easily controlled by $M \sqrt{\lambda}$. By the mean value theorem, one gets

$$
\begin{aligned}
I_{10} \leq & M\left\|\frac{1}{\lambda}\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(0, t)\right) E_{+}^{0}(t=0)\right\|_{L_{x}^{2}} \\
& +M\left\|\frac{1}{\lambda}\left(\mathcal{Z}^{0}(x, t)-\mathcal{Z}^{0}(1, t)\right) E_{-}^{0}(t=0)\right\|_{L_{x}^{2}} \\
= & M\left\|\frac{x}{\lambda} \int_{0}^{1} \mathcal{Z}_{x}^{0}(\theta x, 0) d \theta E_{+}^{0}(t=0)\right\|_{L_{x}^{2}} \\
& +M\left\|\frac{1-x}{\lambda} \int_{0}^{1} \mathcal{Z}_{x}^{0}(1-\theta(1-x), 0) d \theta E_{-}^{0}(t=0)\right\|_{L_{x}^{2}} \\
\leq & M\left\|\left(\xi E_{+}^{0}, \eta E_{-}^{0}\right)(t=0)\right\|_{L_{x}^{2}}^{2} \\
\leq & M \sqrt{\lambda} .
\end{aligned}
$$

This gives

$$
\begin{equation*}
\left\|\lambda E_{R, t}^{\lambda}(x, 0)\right\|_{L_{x}^{2}} \leq M \sqrt{\lambda} \tag{173}
\end{equation*}
$$

Notice that here we have used the assumptions

$$
\left\|\partial_{x}^{2} E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \leq M \lambda^{\frac{1}{2}-2}, \quad\left\|E_{0 R}^{\lambda}(x)\right\|_{L_{x}^{2}} \leq M \sqrt{\lambda}
$$

Thus, (171), together with (172) and (173), gives the desired result (170) with $\alpha=1$.

By (167) with $\alpha=1$, one gets (51). This completes the proof of Theorem 3.
4.2. The proof of Theorem 4. In this subsection we prove Theorem 4 by pointing out some necessary modifications of the proof of Theorem 3. We want to proceed as in the proof of Theorem 3.

Now we assume that (54) and (55) hold. In this case, we must consider the effect of the nonzero limit $\left(z_{0}^{1}, E_{0}^{1}\right)$ of the error terms $\left(z_{0 R}^{\lambda}, E_{0 R}^{\lambda}\right)$ of the initial data (46). In fact, $z_{0}^{1}(x)$ produces the extra initial layer functions $\left(z_{I}^{3}, E_{I}^{1}\right)$, given by the solution to (57)-(60). Since (57)-(60) can be solved exactly, it is easy to see that $\left(z_{I}^{3}, E_{I}^{1}\right)$ has exactly the same properties as $\left(z_{I}^{2}, E_{I}^{0}\right)$. Hence we choose the ansatz as

$$
\begin{array}{r}
\left(\tilde{z}^{\lambda}, \tilde{E}^{\lambda}\right)_{a p p}^{T}=\left(\mathcal{Z}^{0}+\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right)+\lambda z_{0}^{1}(x)+\lambda^{2} z_{I}^{2}+\lambda^{3} z_{I}^{3}\right. \\
\left.\mathcal{E}^{0}+f(x) E_{+}^{0}+g(x) E_{-}^{0}+E_{I}^{0}+\lambda\left(E_{0}^{1}(x)+E_{I}^{1}\right)\right)^{T}
\end{array}
$$

Set

$$
\begin{equation*}
\left(\tilde{z}_{R}^{\lambda}(x, t), \tilde{E}_{R}^{\lambda}(x, t)\right)^{T}=\left(z^{\lambda}, E^{\lambda}\right)^{T}-\left(\tilde{z}^{\lambda}, \tilde{E}^{\lambda}\right)_{a p p}^{T} \tag{174}
\end{equation*}
$$

Then

$$
\begin{aligned}
\left(\tilde{z}_{R}^{\lambda}(x, t), \tilde{E}_{R}^{\lambda}(x, t)\right)^{T}(x, 0) & =\lambda\left(z_{0 R}^{\lambda}-z_{0}^{1}, E_{0 R}^{\lambda}-E_{0}^{1}\right)^{T} \\
& =\lambda\left(\tilde{z}_{0 R}^{\lambda}, \tilde{E}_{0 R}^{\lambda}\right) .
\end{aligned}
$$

By assumptions (54) and (55), one gets that ( $\left.\tilde{z}_{0 R}^{\lambda}, \tilde{E}_{0 R}^{\lambda}\right)$ satisfies assumptions (54) and (55). It remains to establish the energy estimates for the error function

$$
\left(\tilde{z}_{R}^{\lambda}(x, t), \tilde{E}_{R}^{\lambda}(x, t)\right)^{T}
$$

First, replacing $\left(z^{\lambda}, E^{\lambda}\right)^{T}$ with

$$
\left(z^{\lambda}, E^{\lambda}\right)^{T}=\left(\tilde{z}^{\lambda}, \tilde{E}^{\lambda}\right)_{a p p}^{T}+\left(\tilde{z}_{R}^{\lambda}(x, t), \tilde{E}_{R}^{\lambda}(x, t)\right)^{T}
$$

in the system (14)-(15), we obtain (104) and (105) with $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$ replaced by ( $\tilde{z}_{R}^{\lambda}(x, t)$, $\left.\tilde{E}_{R}^{\lambda}(x, t)\right)^{T}$ and $H, G$ replaced by $\tilde{H}, \tilde{G}$, where $\tilde{H}_{B}^{\lambda}=H_{B}^{\lambda}, \tilde{G}_{B}^{\lambda}=G_{B}^{\lambda}$, and $\tilde{H}_{\text {Inn }}\left(\tilde{G}_{\text {Inn }}\right)$, $\tilde{H}_{I}^{\lambda}\left(\tilde{G}_{I}^{\lambda}\right), \tilde{H}_{I B}^{\lambda}\left(\tilde{G}_{I B}^{\lambda}\right), \tilde{H}_{R}^{\lambda}\left(\tilde{G}_{R}^{\lambda}\right)$ are defined by the following:

$$
\begin{gathered}
\tilde{H}_{I n n}(x, t)=\lambda\left(z_{0 x}^{1}(x)+D(x) E_{0}^{1}(x)\right)-\lambda^{2} \mathcal{E}^{0} \mathcal{E}_{x}^{0}-\lambda^{3} \mathcal{E}^{0} E_{0}^{1}(x), \\
\tilde{H}_{I}^{\lambda}(x, s)=\lambda^{2} z_{I, x}^{2}+\lambda^{3} z_{I, x}^{3} \\
-\lambda^{2}\left(\mathcal{E}^{0}\left(E_{I, x}^{0}+\lambda E_{I, x}^{1}\right)+\left(E_{I}^{0}+\lambda E_{I}^{1}\right)\left(\mathcal{E}_{x}^{0}+E_{I, x}^{0}+\lambda\left(E_{0 x}^{1}+E_{I, x}^{1}\right)\right)\right), \\
\tilde{H}_{I B}^{\lambda}(x, \xi, \eta, t, s)=-\lambda\left(\left(E_{I}^{0}+\lambda E_{I}^{1}\right)\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right)\right) \\
-\lambda^{2}\left(\left(E_{I}^{0}+\lambda E_{I}^{1}\right)\left(f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right)\right. \\
\left.\quad+\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right)\left(E_{I, x}^{0}+\lambda E_{I, x}^{1}\right)\right) \\
\left.\quad+\left(\left(\mathcal{E}_{x}^{0}+\lambda E_{0 x}^{1}\right)+f^{\prime}(x) E_{+}^{0}+g^{\prime}(x) E_{-}^{0}\right) \tilde{E}_{R}^{\lambda}\right) \\
\tilde{H}_{R}^{\lambda}=-\lambda \tilde{E}_{R}^{\lambda}\left(f(x) E_{+, \xi}^{0}-g(x) E_{-, \eta}^{0}\right) \\
-\lambda^{2}\left(\left(\left(\mathcal{E}^{0}+\lambda E_{0}^{1}\right)+f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) \tilde{E}_{R, x}^{\lambda}\right. \\
-\lambda^{2}\left(\left(E_{I}^{0}+\lambda E_{I}^{1}\right) \tilde{E}_{R, x}^{\lambda}+\left(E_{I, x}^{0}+\lambda E_{I, x}^{1}\right) \tilde{E}_{R}^{\lambda}\right)-\lambda^{2} \tilde{E}_{R}^{\lambda} \tilde{E}_{R, x}^{\lambda}, \\
\tilde{G}_{I n n}(x, t)=-\lambda^{2}\left(\mathcal{E}_{t}^{0}-\mathcal{E}_{x x}^{0}-\lambda E_{0 x x}^{1}\right)-\lambda\left(\mathcal{Z}^{0} E_{0}^{1}+z_{0}^{1} \mathcal{E}^{0}\right)-\lambda^{2} z_{0}^{1} E_{0}^{1}, \\
\tilde{G}_{I}^{\lambda}=-\left(\mathcal{Z}^{0}-\mathcal{Z}^{0}(x, 0)\right)\left(E_{I}^{0}+\lambda E_{I}^{1}\right)+\lambda^{2} E_{I, x x}^{0}+\lambda^{3} E_{I, x x}^{1}-\lambda^{2} z_{0}^{1} E_{I}^{1} \\
-\lambda^{2}\left(z_{I}^{2}+\lambda z_{I}^{3}\right)\left(\mathcal{E}^{0}+\lambda E_{0}^{1}+E_{I}^{0}+\lambda E_{I}^{1}\right) \\
\tilde{G}_{I B}^{\lambda}=-\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}\right)\left(E_{I}^{0}+\lambda E_{I}^{1}\right)-\lambda^{2}\left(z_{I}^{2}+\lambda z_{I}^{3}\right)\left(f(x) E_{+}^{0}+g(x) E_{-}^{0}\right) \\
\tilde{G}_{R}^{\lambda}=-\left(\mathcal{E}^{0}+\lambda E_{0}^{1}+f(x) E_{+}^{0}+g(x) E_{-}^{0}+E_{I}^{0}+\lambda E_{I}^{1}\right) \tilde{z}_{R}^{\lambda} \\
-\lambda\left(f(x) z_{+}^{1}+g(x) z_{-}^{1}+z_{0}^{1}\right) \tilde{E}_{R}^{\lambda}-\lambda^{2}\left(z_{I}^{2}+\lambda z_{I}^{3}\right) \tilde{E}_{R}^{\lambda}-\tilde{z}_{R}^{\lambda} \tilde{E}_{R}^{\lambda}
\end{gathered}
$$

Next, we point out the difference at the boundary between $\left(\tilde{z}_{R}^{\lambda}, \tilde{E}_{R}^{\lambda}\right)$ and $\left(z_{R}^{\lambda}, E_{R}^{\lambda}\right)$. At present, $\tilde{E}_{R}^{\lambda}$ satisfies the nonhomogeneous boundary condition

$$
\begin{equation*}
\left(\tilde{E}_{R}^{\lambda}+\lambda E_{0}^{1}\right)(x=0,1 ; t)=0, \quad t>0 \tag{175}
\end{equation*}
$$

In fact, since $E_{I}^{0}(x=0,1 ; t)=0$, it follows from the system (57)-(58) that

$$
\begin{equation*}
E_{I}^{0}(x=0,1 ; t)=0, \quad t>0 \tag{176}
\end{equation*}
$$

which gives with (57) and (58) that

$$
\begin{equation*}
E_{I}^{1}(x=0,1 ; t)=0, \quad t>0 \tag{177}
\end{equation*}
$$

Combining (174), the boundary condition (16), (68), (176), and (177), one gets (175).
But $\tilde{H}^{\lambda}$ still satisfies the homogeneous boundary condition

$$
\tilde{H}^{\lambda}(x=0,1 ; t)=0, \quad t>0
$$

Thus

$$
\tilde{H}_{t}^{\lambda}(x=0,1 ; t)=\tilde{E}_{R, t}^{\lambda}(x=0,1 ; t)=0, \quad t>0
$$

due to the fact that $E_{0}^{1}=E_{0}^{1}(x)$ does not depend upon time $t$.
Finally, notice that $\tilde{H}(\tilde{G})$ is the sum of $H(G)$ and the extra higher order $O(\lambda)$, and hence it has the very similar structure as $H(G)$, and that the only term to be affected by nonhomogeneous boundary condition (175) is $-\lambda^{2} \int_{0}^{1} \tilde{E}_{R, x x}^{\lambda} \tilde{E}_{R}^{\lambda} d x$, which can be dealt with as follows:

$$
\begin{aligned}
& -\lambda^{2} \int_{0}^{1} \tilde{E}_{R, x x}^{\lambda} \tilde{E}_{R}^{\lambda} d x \\
& \quad=-\lambda^{2} \int_{0}^{1} \tilde{E}_{R, x x}^{\lambda}\left(\tilde{E}_{R}^{\lambda}+\lambda E_{0}^{1}\right) d x+\lambda^{3} \int_{0}^{1} \tilde{E}_{R, x x}^{\lambda} E_{0}^{1} d x \\
& \quad=\lambda^{2} \int_{0}^{1}\left|\tilde{E}_{R, x}^{\lambda}\right|^{2} d x+\lambda^{3} \int_{0}^{1} \tilde{E}_{R, x}^{\lambda} E_{0 x}^{1} d x+\lambda \int_{0}^{1}\left(\lambda^{2} \tilde{E}_{R, t}^{\lambda}+\mathcal{Z}^{0} \tilde{E}_{R}^{\lambda}-g^{\lambda}\right) E_{0}^{1} d x \\
& \\
& \quad \geq \frac{\lambda^{2}}{2} \int_{0}^{1}\left|\tilde{E}_{R, x}^{\lambda}\right|^{2} d x-M \lambda-M \lambda^{5} \int_{0}^{1}\left|\tilde{E}_{R, t}^{\lambda}\right|^{2} d x-\lambda \int_{0}^{1}\left(\left|\tilde{E}_{R}^{\lambda}\right|^{2}+\left|g^{\lambda}\right|^{2}\right) d x \\
& \quad \geq \frac{\lambda^{2}}{2} \int_{0}^{1}\left|\tilde{E}_{R, x}^{\lambda}\right|^{2} d x-M \lambda^{5} \int_{0}^{1}\left|\tilde{E}_{R, t}^{\lambda}\right|^{2} d x-\lambda \int_{0}^{1}\left|\tilde{E}_{R}^{\lambda}\right|^{2} d x-M \lambda
\end{aligned}
$$

Here we had used (105). Thus, we can proceed with the energy method as in the previous proof of Theorem 3. The proof of Theorem 4 is complete.
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#### Abstract

We consider a family of large-eddy simulation (LES) models with an arbitrarily high consistency error $O\left(\delta^{2 N+2}\right)$ for $N=1,2,3, \ldots$ that are based on the van Cittert deconvolution procedure. This family of models has been proposed and tested for LES with success by Adams and Stolz in a series of papers, e.g., [Deconvolution methods for subgrid-scale approximation in largeeddy simulation, in Modern Simulation Strategies for Turbulent Flow, R. T. Edwards, Philadelphia, 2001, pp. 21-41], [Phys. Fluids, 11 (1999), pp. 1699-1701]. We show that these models have an interesting and quite strong stability property. Using this property we prove an energy equality, existence, uniqueness, and regularity of strong solutions and give a rigorous bound on the modeling error $\|\overline{\mathbf{u}}-\mathbf{w}\|$, where $\mathbf{w}$ is the model's solution and $\overline{\mathbf{u}}$ is the true flow averages.
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1. Introduction. We consider the problem of modeling the motion of large structures in a turbulent fluid. This involves the interaction of many complex decisions made in the simulation. To isolate some effects, we study herein the correctness of the approximate deconvolution modeling (ADM) approach to closure pioneered by Adams and Stolz; see, e.g., [1], [9].

The pointwise velocity and pressure, $\mathbf{u}, p$, in an incompressible viscous flow satisfy the Navier-Stokes equations

$$
\begin{align*}
\mathbf{u}_{t}+\nabla \cdot\left(\mathbf{u u}^{T}\right)-\nu \Delta \mathbf{u}+\nabla p & =\mathbf{f} \\
\nabla \cdot \mathbf{u} & =0  \tag{1}\\
\mathbf{u}(\mathbf{x}, 0) & =\mathbf{u}_{0}(\mathbf{x}) .
\end{align*}
$$

We study (1) subject to periodic boundary conditions (with zero mean)

$$
\begin{equation*}
\mathbf{u}(x+L e, t)=\mathbf{u}(x, t) \tag{2}
\end{equation*}
$$

for $x \in \mathbb{R}^{3}, 0<t \leq T$.
Periodic boundary conditions separate the hard problem of closure for the interior equations from another hard problem of wall laws and near wall models in turbulence.

Let an overbar denote a local spacial averaging associated with a length scale $\delta$ which commutes with differentiation. Averaging the Navier-Stokes equations gives the nonclosed equations for $\overline{\mathbf{u}}, \bar{p}$,

$$
\begin{align*}
\overline{\mathbf{u}}_{t}+\nabla \cdot\left(\overline{\mathbf{u u}^{T}}\right)-\nu \Delta \overline{\mathbf{u}}+\nabla \bar{p} & =\overline{\mathbf{f}} \\
\nabla \cdot \overline{\mathbf{u}} & =0 \tag{3}
\end{align*}
$$

[^109]Let the averaging operation $\mathbf{u} \rightarrow \overline{\mathbf{u}}$ be denoted formally by G so $\overline{\mathbf{u}}=\mathrm{Gu}$. In the most interesting cases G is not invertible. Nevertheless, the closure problem (of replacing $\overline{\mathbf{u u}^{T}}$ by a tensor depending only on $\overline{\mathbf{u}}$ ) is solved once the approximate deconvolution problem (of approximating the action of $\mathrm{G}^{-1}$ ) is solved.

The van Cittert approximation to $\mathrm{G}^{-1}$ can be developed in various ways (see [2] and section 2 for a precise definition of it). The simplest is to find an approximation to $\mathbf{u}$ by extrapolating from the resolved scales of $\overline{\mathbf{u}}$ to those of $\mathbf{u}$. The first three examples are

$$
\begin{array}{ll}
\mathbf{u} \approx \mathrm{G}_{0} \overline{\mathbf{u}}:=\overline{\mathbf{u}} & \text { (constant extrapolation in } \delta), \\
\mathbf{u} \approx \mathrm{G}_{1} \overline{\mathbf{u}}:=\overline{\mathbf{u}}-\overline{\mathbf{u}} & \text { (linear extrapolation in } \delta),  \tag{4}\\
\mathbf{u} \approx \mathrm{G}_{2} \overline{\mathbf{u}}:=3 \overline{\mathbf{u}}-3 \overline{\overline{\mathbf{u}}}+\overline{\overline{\mathbf{u}}} & \text { (quadratic extrapolation in } \delta) .
\end{array}
$$

Let $\mathrm{G}_{N} \overline{\mathbf{u}}$ denote the analogous $N$ th degree accurate approximate inverse (section 2). Calling $(\mathbf{w}, q)$ the approximations that result when this is used in (3) to treat the closure problem, we are inevitably led to the fundamentally important question of how well the solution $\mathbf{w}$ of the resulting model,

$$
\begin{align*}
\mathbf{w}_{t}+\nabla \cdot\left(\overline{\mathrm{G}_{N} \mathbf{w}\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}}\right)-\nu \Delta \mathbf{w}+\nabla \bar{q} & =\overline{\mathbf{f}},  \tag{5}\\
\nabla \cdot \mathbf{w} & =0,
\end{align*}
$$

matches the behavior of the true flow averages $\overline{\mathbf{u}}$. This question has obvious theoretical and experimental components. We consider herein the theoretical parts of the question for the whole family of models. Our analysis is based on a delicate skew symmetry property that the model's nonlinear interaction terms have when the averaging operator is the differential filter $\varphi \rightarrow \bar{\varphi}$ (as studied by Germano [4]). Here for given $\varphi \in L^{2}(Q), \bar{\varphi}$ is defined to be the unique periodic solution of

$$
\begin{equation*}
-\delta^{2} \Delta \bar{\varphi}+\bar{\varphi}=\varphi \tag{6}
\end{equation*}
$$

in $Q$, where $Q$ denotes the $d$-dimensional cube of size $L>0, Q=(0, L)^{d}$.
Our analysis is for periodic boundary conditions. We believe that many of the results presented in this work can be extended to nonperiodic boundary conditions with further research. Indeed, the basic model (5) does not increase the order of the differential operator, so the model makes perfect sense coupled with any of the well-posed boundary conditions used for the Navier-Stokes equations.

Remark 1.1. The model (5) using $\mathrm{G}_{0}$ was considered recently in [6] and [7]. On the other hand, practical calculations of Adams and Stolz in [1] and [9] have stressed the superiority of models of order 4, 5 and higher in practical tests.

Herein we show that a single, unified mathematical theory is possible for the entire family of models building on the analysis in [6] and [7].
2. Deconvolution models. It has been pointed out by Germano (presented well in [5]) that with the differential filter $\bar{\varphi}:=\left(-\delta^{2} \Delta+\mathrm{I}\right)^{-1} \varphi$ it seems that no deconvolution is necessary; one can write exactly $\varphi:=\left(-\delta^{2} \Delta+\mathrm{I}\right) \bar{\varphi}$.

This leads to the exact model for $\overline{\mathbf{u}}$ given by

$$
\begin{equation*}
\overline{\mathbf{u}}_{t}+\nabla \cdot\left(\overline{\left(-\delta^{2} \Delta+\mathrm{I}\right) \overline{\mathbf{u}}\left[\left(-\delta^{2} \Delta+\mathrm{I}\right) \overline{\mathbf{u}}\right]^{T}}\right)-\nu \Delta \overline{\mathbf{u}}+\nabla \bar{p}=\overline{\mathbf{f}} \tag{7}
\end{equation*}
$$

subject to the periodic boundary conditions. One criticism with using the exact deconvolution model (7) to predict $\overline{\mathbf{u}}$ is that going from the Navier-Stokes equations to (7), no information is lost.

Thus there is no reason to believe that (7) can be approximated with fewer degrees of freedom than the Navier-Stokes equation itself. Another difficulty with (7) is that any model that increases the order of the differential equation must be supplied with extra boundary conditions. Thus for nonperiodic problems, models such as (7) shift the essential difficulty from interior closure to the harder problem of specifying as boundary conditions the higher derivatives of turbulent velocities at walls. Thus approximate deconvolution which will lose information is necessary. The van Cittert method of approximate deconvolution (see [2]) constructs a family $\mathrm{G}_{N}$ of inverses to G as follows: writing $\mathrm{G}=\mathrm{I}-(\mathrm{I}-\mathrm{G})$, a formal inverse to G can be written as the nonconvergent power series,

$$
\mathrm{G}^{-1}=\sum_{n=0}^{\infty}(\mathrm{I}-\mathrm{G})^{n}
$$

Truncating this series gives

$$
\begin{equation*}
\mathrm{G}_{N}=\sum_{n=0}^{N}(\mathrm{I}-\mathrm{G})^{n} \tag{8}
\end{equation*}
$$

The first three approximations are given in (4).
Lemma 2.1. The operator $\mathrm{G}_{N}: L^{2}(Q) \rightarrow L^{2}(Q)$ is compact, self-adjoint, and positive.

Proof. The operator $\mathrm{G}: L^{2}(Q) \rightarrow L^{2}(Q)$ is compact and self-adjoint. Multiplying (6) by $\bar{\varphi}$ and integrating over $Q$ gives

$$
\delta^{2}\|\nabla \bar{\varphi}\|^{2}+\|\bar{\varphi}\|^{2}=(\varphi, \bar{\varphi}) \leq \frac{1}{2}\|\varphi\|^{2}+\frac{1}{2}\|\bar{\varphi}\|^{2}
$$

It follows that G is positive and $\|\mathrm{G}\| \leq 1$. Let $h_{N}(x)=\sum_{k=0}^{N}(1-x)^{k}$. By the definition of $\mathrm{G}_{N}$,

$$
\mathrm{G}_{N}=h_{N}(\mathrm{G})
$$

and, consequently, $\mathrm{G}_{N}$ is also a compact self-adjoint operator. Because $h_{N}$ is positive on $[0,1]$, which contains the spectrum of $G$, it also follows that $\mathrm{G}_{N}$ is positive.

REMARK 2.1. The operators $\left\{\mathrm{G}_{N}\right\}_{N}$ satisfy the following recursion:

$$
\begin{equation*}
\left(\mathrm{I}-\delta^{2} \Delta\right) \mathrm{G}_{N} \mathbf{u}=-\delta^{2} \Delta \mathrm{G}_{N-1} \mathbf{u}+\left(\mathrm{I}-\delta^{2} \Delta\right) \mathbf{u} \tag{9}
\end{equation*}
$$

The following lemma, which is a consequence of the identity

$$
G_{N} G=I-(I-G)^{N+1}
$$

was proved in [10].
Lemma 2.2. For smooth u the approximate deconvolution (8) has the consistency error $O\left(\delta^{2 N+2}\right)$,

$$
\begin{equation*}
\mathbf{u}-\mathrm{G}_{N} \overline{\mathbf{u}}=(-1)^{N+1} \delta^{2 N+2} \Delta^{N+1} G^{N+1} \overline{\mathbf{u}} \tag{10}
\end{equation*}
$$

locally in $Q$ and also

$$
\left\|\mathbf{u}-\mathrm{G}_{N} \overline{\mathbf{u}}\right\| \leq \delta^{2 N+2}\|\overline{\mathbf{u}}\|_{H^{2 N+2}(Q)}
$$

Lemma 2.2 shows that $\mathrm{G}_{N} \overline{\mathbf{u}}$ gives an approximation to $\mathbf{u}$ to the accuracy $O\left(\delta^{2 N+2}\right)$ in the smooth flow regions. Thus it is justified to use it for the closure approximation

$$
\nabla \cdot \overline{\left(\mathbf{u} \mathbf{u}^{T}\right)} \approx \nabla \cdot \overline{\left(\mathrm{G}_{N} \overline{\mathbf{u}}\left(\mathrm{G}_{N} \overline{\mathbf{u}}\right)^{T}\right)}+O\left(\delta^{2 N+2}\right)
$$

If $\mu$ denotes the usual subfilter scale stress tensor $\mu(\mathbf{u}, \mathbf{u}):=\overline{\mathbf{u} u^{T}}-\overline{\mathbf{u}} \overline{\mathbf{u}}^{T}$, then the closure approximation is equivalent to the closure model

$$
\begin{equation*}
\mu(\mathbf{u}, \mathbf{u}) \approx \mu_{N}(\overline{\mathbf{u}}, \overline{\mathbf{u}}):=\overline{\mathrm{G}_{N} \overline{\mathbf{u}}\left(\mathrm{G}_{N} \overline{\mathbf{u}}\right)^{T}}-\overline{\mathbf{u}} \overline{\mathbf{u}}^{T} \tag{11}
\end{equation*}
$$

The true subgrid stress tensor $\mu(\mathbf{u}, \mathbf{u})$ is both reversible and Galilean invariant (Sagaut [8]). Thus many feel that appropriate closure models should at least, to leading order effects, share these two properties. We next show that the model (11) is both reversible and Galilean invariant.

Lemma 2.3. For each $N=0,1,2, \ldots$ the closure model (11) is reversible and Galilean invariant.

Proof. Reversibility is immediate. Galilean invariance also follows easily once it is noted that $\overline{\mathrm{Uw}}{ }^{T}=\mathrm{U} \overline{\mathbf{w}}^{T}$ so $\mathrm{G}_{N}\left(\mathrm{U} \overline{\mathbf{u}}^{T}=\mathrm{UG}_{N}(\overline{\mathbf{u}})^{T}\right.$. Using these and other analogous properties gives

$$
\begin{aligned}
\nabla \cdot \mu(\overline{\mathbf{u}}+\mathrm{U}, \overline{\mathbf{u}}+\mathrm{U})= & \nabla \cdot\left[\overline{\mathrm{G}_{N}(\overline{\mathbf{u}}) \mathrm{G}_{N}(\overline{\mathbf{u}})^{T}}+\mathrm{U} \overline{\mathrm{G}}_{N}(\overline{\mathbf{u}})^{T}\right. \\
& +\overline{\left.\mathrm{G}_{N}(\overline{\mathbf{u}}) \mathrm{U}^{T}+\overline{\mathrm{UU}^{T}}-(\overline{\mathbf{u}}+\mathrm{U})(\overline{\mathbf{u}}+\mathrm{U})^{T}\right]} \\
= & \nabla \cdot\left[\overline{\mathrm{G}_{N}(\overline{\mathbf{u}}) \mathrm{G}_{N}(\overline{\mathbf{u}})^{T}}-\overline{\mathbf{u}} \overline{\mathbf{u}}^{T}\right]+\nabla \cdot \overline{\mathrm{G}_{N}(\overline{\mathbf{u}})} \mathrm{U} \\
& +\mathrm{U} \nabla \cdot\left(\overline{\mathrm{G}_{N}(\overline{\mathbf{u}})}-\nabla \cdot(\overline{\mathbf{u}}) \mathrm{U}-\mathrm{U} \nabla \cdot(\overline{\mathbf{u}})\right. \\
= & \nabla \cdot\left[\overline{\mathrm{G}_{N}(\overline{\mathbf{u}}) \mathrm{G}_{N}(\overline{\mathbf{u}})^{T}}-\overline{\mathbf{u}} \overline{\mathbf{u}}^{T}\right]=\nabla \cdot \mu_{N}(\overline{\mathbf{u}}, \overline{\mathbf{u}})
\end{aligned}
$$

since $\nabla \cdot \overline{\mathbf{u}}=\nabla \cdot \mathrm{G}_{N}(\overline{\mathbf{u}})=\nabla \cdot \overline{\mathrm{G}_{N}(\overline{\mathbf{u}})}=0$ and $\overline{\mathrm{UU}^{T}}=\mathrm{UU}^{T}$.
3. Variational spaces. $Q$ denotes a $d$-dimensional cube of size $L>0$,

$$
Q=(0, L)^{d}
$$

Let

$$
H^{m}(Q)=\left\{\mathbf{u} \in H_{l o c}^{m}\left(\mathbb{R}^{n}\right) \mid \mathbf{u} \text { periodic with period } Q\right\}
$$

and

$$
\bar{H}^{m}(Q)=\left\{\mathbf{u} \in H^{m}(Q) \mid \int_{Q} \mathbf{u} \mathrm{~d} x=0\right\}
$$

For the variational formulation of the scale similarity model with periodic boundary conditions, we consider the spaces of divergence-free functions

$$
V=\left\{\mathbf{u} \in H^{1}(Q), \nabla \cdot \mathbf{u}=0 \text { in } \mathbb{R}^{d}\right\}
$$

and

$$
H=\left\{\mathbf{u} \in L^{2}(Q), \nabla \cdot \mathbf{u}=0 \text { in } \mathbb{R}^{d}\right\}
$$

as in Temam [12].
$D(Q)$ is defined as

$$
D(Q)=\left\{\psi \in C^{\infty}\left(\mathbb{R}^{d}\right) \mid \psi \text { is periodic with period } Q\right\}
$$

and
$D\left(Q_{T}\right)=\left\{\psi \in C^{\infty}\left([0, T) \times \mathbb{R}^{d}\right) \mid\right.$ for $t \in[0, T), \psi(\cdot, t)$ is periodic with period $Q$ and $\psi$ has compact support in variable $t \in[0, T)\}$.

The space of vector valued functions $\mathbb{D}(Q)$ is defined as

$$
\begin{equation*}
\mathbb{D}(Q)=D(Q)^{d} \tag{12}
\end{equation*}
$$

The other spaces $\mathbb{D}\left(Q_{T}\right), \mathbb{H}, \overline{\mathbb{H}}^{p}(Q)$, and $\mathbb{V}, \mathbb{L}^{2}(Q)$ are defined accordingly.
REMARK 3.1. Because the inclusion $\bar{H}^{2}(Q) \rightarrow H$ is compact, the inverse of the Laplacian operator $(-\Delta)^{-1}: H \rightarrow \bar{H}^{2}(Q) \subset H$ is a bounded, self-adjoint, and compact operator. This implies that there exists an orthonormal basis $\left(\mathbf{w}_{j}\right)_{j \in \mathbb{N}}$ of $H$ consisting of eigenfunctions of the Laplacian operator.

## 4. The models and the existence of weak solutions.

Definition 4.1. The strong form of the Stolz-Adams model that we analyze is as follows: Find $(\mathbf{w}, q)$ such that

$$
\begin{array}{ll}
\mathbf{w} \in\left(\bar{H}^{2}(Q) \cap H\right)^{d} & \text { for a.e. } t \in[0 . T] \\
\mathbf{w} \in\left(H^{1}(0, T)\right)^{d} & \text { for a.e. } \mathbf{x} \in \bar{Q}  \tag{13}\\
q \in H^{1}(Q) \cap L_{0}^{2}(Q) & \text { if } t \in(0, T]
\end{array}
$$

and

$$
\begin{align*}
\mathbf{w}_{t}-\nu \Delta \mathbf{w}+\nabla \cdot\left(\overline{\left(\mathrm{G}_{N} \mathbf{w}\right)\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}}\right)+\nabla \bar{q} & =\overline{\mathbf{f}} & & \text { in }(0, T) \times Q, \\
\nabla \cdot \mathbf{w} & =0 & & \text { in }(0, T] \times Q, \\
\left.\mathbf{w}\right|_{t=0} & =\overline{\mathbf{u}_{0}} & & \text { in } Q,  \tag{14}\\
\int_{Q} q \mathrm{~d} x & =0 & & \text { in }(0, T] .
\end{align*}
$$

Definition 4.2. Let $\mathbf{f} \in L^{2}\left(0, T ; \mathbb{V}^{\prime}\right)$ and $\mathbf{w}_{0} \in \overline{\mathbb{H}}^{2}(Q)$. A measurable function $\mathbf{w}:[0, T] \times Q \rightarrow \mathbb{R}^{d}$ is a weak solution of (14) if

$$
\begin{equation*}
\mathbf{w} \in L^{2}\left(0, T, \overline{\mathbb{H}}^{1}(Q)\right) \cap L^{\infty}(0, T ; \mathbb{H}) \tag{15}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{0}^{\infty}\left[\left(\mathbf{w}, \frac{\partial \varphi}{\partial t}\right)-\nu(\nabla \mathbf{w}, \nabla \phi)-\left(\nabla \cdot\left(\overline{\left(\mathrm{G}_{N} \mathbf{w}\right)\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}}\right), \varphi\right)\right] \mathrm{d} t  \tag{16}\\
& \quad=-\int_{0}^{\infty}(\mathbf{f}, \varphi) \mathrm{d} t-\left(\mathbf{w}_{0}, \varphi(0)\right)
\end{align*}
$$

for all $\varphi \in \mathbb{D}(Q)$.
The following lemma gives an energy inequality satisfied by the strong solutions of the Stolz-Adams models. We mention here that the same argument is used to derive an energy inequality for the approximate solutions in the proof of existence of weak solutions to the Stolz-Adams models.

Lemma 4.1. If $\mathbf{w}$ is a strong solution of (14) as in Definition 4.1, then $\mathbf{w}$ satisfies the following energy inequality:

$$
\begin{align*}
& \frac{1}{2}\left(\|\mathbf{w}(t)\|^{2}+\delta^{2}\|\nabla \mathbf{w}(t)\|^{2}\right)+\frac{\nu}{2} \int_{0}^{t}\|\nabla \mathbf{w}(s)\|^{2}+\delta^{2}\|\Delta \mathbf{w}(s)\|^{2} \mathrm{~d} s  \tag{17}\\
& \quad \leq K\left(\int_{0}^{T}\|\mathbf{f}(s)\|_{V^{\prime}}^{2} \mathrm{~d} s+\left\|\mathbf{w}_{0}\right\|^{2}+\delta^{2}\left\|\nabla \mathbf{w}_{0}\right\|^{2}\right)
\end{align*}
$$

for all $t \in[0, T]$ with $K=\max \left\{\frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}}{\nu}, \frac{1}{2} \delta^{2}, \frac{1}{2}, \frac{\delta^{2}}{2}\left\|\mathrm{G}_{N-1}\right\|_{L^{2}(Q)}\right\}$.
Proof. We multiply (14) by the test function $\varphi=\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}$ and integrate on $Q$. Because the weak form of the nonlinear term will vanish,

$$
\begin{gather*}
\left(\nabla \cdot \overline{\left(\left(\mathrm{G}_{N} \mathbf{w}\right)\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}\right)},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}\right)  \tag{18}\\
=\left(\nabla \cdot\left(\left(\mathrm{G}_{N} \mathbf{w}\right)\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}\right), \overline{\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}}\right)=\left(\nabla \cdot\left(\left(\mathrm{G}_{N} \mathbf{w}\right)\left(\mathrm{G}_{N} \mathbf{w}\right)^{T}\right), \mathrm{G}_{N} \mathbf{w}\right)=0 \tag{19}
\end{gather*}
$$

we obtain the following energy equality:

$$
\begin{equation*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathbf{w},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}\right)+\nu\left(\Delta \mathbf{w},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}\right)=\left(\overline{\mathbf{f}},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}\right) \tag{20}
\end{equation*}
$$

In the above equality all terms $\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathrm{G}_{N} \mathbf{w}$ are replaced using Remark 2.1, leading to

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathbf{w},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathbf{w}\right)+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathbf{w},-\delta^{2} \Delta \mathrm{G}_{N-1} \mathbf{w}\right)-\nu\left(\Delta \mathbf{w},\left(-\delta^{2} \Delta+\mathrm{I}\right) \mathbf{w}\right) \\
& \quad+\nu \delta^{2}\left(\Delta \mathbf{w}, \delta^{2} \Delta \mathrm{G}_{N-1} \mathbf{w}\right)=\left(\mathbf{f}, \mathrm{G}_{N} \mathbf{w}\right)
\end{aligned}
$$

Using integration by parts and the commutation property of the operator $\mathrm{G}_{N-1}$ with differentiation gives

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\mathbf{w}\|^{2}+\frac{1}{2} \delta^{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\nabla \mathbf{w}\|^{2}+\frac{\delta^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\nabla \mathbf{w}, \mathrm{G}_{N-1} \nabla \mathbf{w}\right) \\
& \quad+\nu\|\nabla \mathbf{w}\|^{2}+\nu \delta^{2}\|\Delta \mathbf{w}\|+\nu \delta^{4}\left(\Delta \mathbf{w}, \mathrm{G}_{N-1} \Delta \mathbf{w}\right)=\left(\mathbf{f}, \mathrm{G}_{N} \mathbf{w}\right) \tag{21}
\end{align*}
$$

We then integrate on $[0, t]$ and obtain

$$
\begin{aligned}
& \frac{1}{2}\|\mathbf{w}(t)\|^{2}+\frac{1}{2} \delta^{2}\|\nabla \mathbf{w}(t)\|^{2}+\frac{\delta^{2}}{2}\left(\nabla \mathbf{w}(t), \mathrm{G}_{N-1} \nabla \mathbf{w}(t)\right)+\nu \int_{0}^{t}\|\nabla \mathbf{w}(s)\|^{2} \mathrm{~d} s \\
& \quad+\nu \delta^{2} \int_{0}^{t}\|\Delta \mathbf{w}(s)\|^{2} \mathrm{~d} s+\nu \delta^{4} \int_{0}^{t}\left(\Delta \mathbf{w}(s), \mathrm{G}_{N-1} \Delta \mathbf{w}(s)\right) \mathrm{d} s \\
& =\int_{0}^{t}\left(\mathbf{f}(\mathbf{s}), \mathrm{G}_{N} \mathbf{w}(s)\right) \mathrm{d} s+\frac{1}{2}\left\|\mathbf{w}_{0}\right\|^{2}+\frac{1}{2} \delta^{2}\left\|\nabla \mathbf{w}_{0}\right\|^{2}+\frac{\delta^{2}}{2}\left(\nabla \mathbf{w}_{0}, \mathrm{G}_{N-1} \nabla \mathbf{w}_{0}\right)
\end{aligned}
$$

We use the positivity of the operators $\left(\mathrm{G}_{N}\right)_{N}$ in the above inequality to get

$$
\begin{align*}
& \frac{1}{2}\|\mathbf{w}(t)\|^{2}+\frac{1}{2} \delta^{2}\|\nabla \mathbf{w}(t)\|^{2}+\nu \int_{0}^{t}\|\nabla \mathbf{w}(s)\|^{2} \mathrm{~d} s+\nu \delta^{2} \int_{0}^{t}\|\Delta \mathbf{w}(s)\|^{2} \mathrm{~d} s  \tag{22}\\
& \quad \leq \int_{0}^{t}\left(\mathbf{f}(\mathbf{s}), \mathrm{G}_{N} \mathbf{w}(s)\right) \mathrm{d} s+\frac{1}{2} \delta^{2}\left\|\mathbf{w}_{0}\right\|^{2}+\frac{1}{2}\left\|\nabla \mathbf{w}_{0}\right\|^{2}+\frac{\delta^{2}}{2}\left(\nabla \mathbf{w}_{0}, \mathrm{G}_{N-1} \nabla \mathbf{w}_{0}\right)
\end{align*}
$$

An application of Cauchy's inequality on the first term on the right-hand side above gives

$$
\begin{aligned}
& \int_{0}^{t}\left(\mathbf{f}(\mathbf{s}), \mathrm{G}_{N} \mathbf{w}(s)\right) \mathrm{d} s \leq \int_{0}^{t}\|\mathbf{f}(s)\|_{V^{\prime}}\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}\|\nabla \mathbf{w}(s)\|_{L^{2}(Q)} \mathrm{d} s \\
& \quad \leq \frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}}{\nu} \int_{0}^{t}\|\mathbf{f}(\mathbf{s})\|_{V^{\prime}}^{2} \mathrm{~d} s+\frac{\nu}{2} \int_{0}^{T}\|\nabla \mathbf{w}(s)\|_{L^{2}(Q)}^{2} \mathrm{~d} s
\end{aligned}
$$

We use this inequality in (22) to obtain

$$
\begin{aligned}
& \frac{1}{2}\|\mathbf{w}(t)\|^{2}+\frac{1}{2} \delta^{2}\|\nabla \mathbf{w}(t)\|^{2}+\nu \delta^{2} \int_{0}^{t}\|\Delta \mathbf{w}(s)\|^{2} \mathrm{~d} s \\
& \quad+\frac{\nu}{2} \int_{0}^{t}\|\nabla \mathbf{w}(s)\|^{2} \mathrm{~d} s \leq \frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}}{\nu} \int_{0}^{t}\|\mathbf{f}(\mathbf{s})\|_{V^{\prime}}^{2} \mathrm{~d} s \\
& \quad+\frac{1}{2} \delta^{2}\left\|\mathbf{w}_{0}\right\|^{2}+\frac{1}{2}\left\|\nabla \mathbf{w}_{0}\right\|^{2}+\frac{\delta^{2}}{2}\left\|\mathrm{G}_{N-1}\right\|_{L^{2}}\left\|\nabla \mathbf{w}_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

REMARK 4.1. The turbulence model based on the approximate deconvolution procedure introduced by Stolz and Adams in [9] and tested by Stolz, Adams, and Kleizer in [10] and [11] contains a relaxation term added to the right-hand side of the first equation in (14) to drain energy near cutoff length scale. This term takes the form

$$
\begin{equation*}
-\chi_{\omega}\left(I-G_{N} G\right) \mathbf{w} \tag{23}
\end{equation*}
$$

where $\chi_{\omega}>0$ is a function of space and time. If $\chi_{\omega}$ is smooth and bounded in space and time, the addition of the relaxation term (23) does not change the mathematical results proved in this paper. For this model one can derive an energy estimate like Lemma 4.1 by treating the weak form of the relaxation term in the following way:

$$
\begin{aligned}
& \left(-\chi_{\omega}\left(I-G_{N} G\right) \mathbf{w},\left(-\delta^{2} \Delta+I\right) G_{N} \mathbf{w}\right) \\
= & \left(-\chi_{\omega}\left(I-G_{N} G\right) \mathbf{w}, G_{N} \mathbf{w}\right)+\left(\chi_{\omega}\left(I-G_{N} G\right) \mathbf{w}, \delta^{2} G_{N} \Delta \mathbf{w}\right) \\
\leq & C\left(\varepsilon,\left\|\chi_{\omega}\right\|_{\infty}, N, \delta, \nu,\|G\|\right)\|\mathbf{w}\|^{2}+\varepsilon\|\Delta \mathbf{w}\|^{2}
\end{aligned}
$$

for given $\varepsilon>0$
One can then pick $\varepsilon=\frac{\nu \delta^{2}}{4}$, which results in the cancellation of the term $\frac{\nu \delta^{2}}{4}\|\Delta \mathbf{w}\|$ on the right-hand side (see (21)) and apply the Gronwall lemma to get an energy inequality similar to (17).

Based on this energy inequality all other results proved here for the Stolz-Adams model without the relaxation term can be extended to the case where the relaxation term is incorporated into the equations.

For less regular functions $\chi_{\omega}>0$ the same results cannot be proved with the same arguments; this case requires further investigation.

Proposition 4.1. Let $T>0$. Then for $\mathbf{w}_{0} \in \overline{\mathbb{H}}^{2}(Q) \cap \mathbb{H}$ and $\mathbf{f} \in L^{2}\left(0, T ; \mathbb{V}^{\prime}\right)$, there exists a weak solution $\mathbf{w}$ of (14) in the sense of Definition 4.2. This solution $\mathbf{w}$ belongs to the space $L^{2}\left(0, T, \overline{\mathbb{H}}^{2}(Q)\right) \cap L^{\infty}(0, T ; \mathbb{V})$; it is $L^{2}$-weakly continuous and satisfies the following energy inequality:

$$
\begin{align*}
& \frac{1}{2}\left(\|\mathbf{w}(t)\|^{2}+\delta^{2}\|\nabla \mathbf{w}(t)\|^{2}\right)+\delta^{2} \nu \int_{0}^{t}\|\Delta \mathbf{w}(s)\|^{2} \mathrm{~d} s  \tag{24}\\
& \quad \leq K\left(\int_{0}^{t}\|\mathbf{f}(\mathbf{s})\|_{V^{\prime}}^{2} \mathrm{~d} s+\left\|\mathbf{w}_{0}\right\|^{2}+\left\|\nabla \mathbf{w}_{0}\right\|^{2}\right)
\end{align*}
$$

for all $t \in[0, T]$ with $K=\max \left\{\frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}}{\nu}, \frac{1}{2} \delta^{2}, \frac{1}{2}, \frac{\delta^{2}}{2}\left\|\mathrm{G}_{N-1}\right\|_{L^{2}(Q)}\right\}$.
Proof. The proof uses the Faedo-Galerkin method. We will use Galdi [3] as a reference and only point out the differences between the proof of existence of the weak solution of the Navier-Stokes equations and the proof of existence for our models. We pick an orthonormal basis $\left\{\psi_{j}\right\}_{j} \in \mathbb{D}(Q)$ of $\mathbb{H}$ consisting of eigenfunctions of the Laplacian operator as in Remark (3.1). Let

$$
\begin{equation*}
\mathbf{w}_{k}(x, t)=\sum_{r=1}^{k} \eta_{k r}(t) \psi_{r}(x) \tag{25}
\end{equation*}
$$

for $k \in \mathbb{N}$ be the solution of the following ODE system:

$$
\begin{equation*}
\left(\frac{\partial \mathbf{w}_{k}}{\partial t}, \psi_{r}\right)+\nu\left(\nabla \mathbf{w}_{k}, \nabla \psi_{r}\right)+\left(\nabla \cdot \overline{\left(\mathrm{G}_{N} \mathbf{w}_{k}\right)\left(\mathrm{G}_{N} \mathbf{w}_{k}\right)^{T}}, \psi_{r}\right)=\left(\mathbf{f}, \psi_{r}\right) \tag{26}
\end{equation*}
$$

for all $r=1, \ldots, k$ with the initial condition

$$
\left(\mathbf{w}_{k}(0), \psi_{r}\right)=\left(\mathbf{w}_{0}, \psi_{r}\right)
$$

for all $r=1, \ldots, k$. It follows that the coefficients $\eta_{k r}$ satisfy the following ODE system:

$$
\begin{equation*}
\frac{\mathrm{d} \eta_{k r}}{\mathrm{~d} t}+\sum_{i=1}^{k} a_{i r} \eta_{k i}+\sum_{i, j=1}^{k} a_{i j r} \eta_{k i} \eta_{k j}=f_{r} \tag{27}
\end{equation*}
$$

for all $r=1, \ldots, k$ with the initial condition

$$
\eta_{k r}(0)=C_{0 r} \quad \text { for all } r=1, \ldots, k
$$

where $a_{i r}=\nu\left(\nabla \psi_{i}, \nabla \psi_{r}\right), a_{i j r}=\left(\nabla \cdot \overline{\left(\left(\mathrm{G}_{N} \psi_{i}\right)\left(\mathrm{G}_{N} \psi_{j}\right)^{T}\right)}, \psi_{r}\right), f_{r}=\left(\mathbf{f}, \psi_{r}\right)$, and $C_{0 r}=$ $\left(b w_{0}, \psi_{r}\right)$.

The function $f_{r}$ belongs to $L^{2}[0, T)$ for any $r$, and consequently (27) has a unique solution near 0,

$$
\eta_{k r} \in W^{1,2}\left(0, T_{k}\right)
$$

where $T_{k} \leq T$. Because $\mathbf{w}_{0} \in \overline{\mathbb{H}}^{2}(Q) \cap \mathbb{H}$ there exists $\mathbf{u}_{0} \in \mathbb{H}$ such that $\overline{\mathbf{u}}_{0}=\mathbf{w}_{0}$. For the ODE defined above we have $\left(\mathbf{w}_{k 0}, \psi_{r}\right)=\left(\mathbf{w}_{0}, \psi_{r}\right)$ for all $r=1, \ldots, k$. This gives

$$
\begin{equation*}
\left(\mathbf{w}_{k 0}, \psi_{r}\right)=\left(\overline{\mathbf{u}}_{0}, \psi_{r}\right) \tag{28}
\end{equation*}
$$

for all $r=1, \ldots, k$. But $\mathbf{w}_{k, 0} \in \mathrm{G}_{k}=\operatorname{span}\left\{\psi_{j}\right\}_{j=1, \ldots, k}$ and $\mathrm{G}_{k}$ is an invariant subspace of the Laplacian operator. Consequently, we can replace $\psi_{r}$ in formula (28) with $\left(\mathrm{I}-\delta^{2} \Delta\right) \mathbf{w}_{k, 0}$ to get

$$
\begin{equation*}
\left(\mathbf{w}_{k 0},\left(\mathrm{I}-\delta^{2} \Delta\right) w_{k, 0}\right)=\left(\overline{\mathbf{u}}_{0},\left(\mathrm{I}-\delta^{2} \Delta\right) \mathbf{w}_{k, 0}\right)=\left(\mathbf{u}_{0}, \mathbf{w}_{k, 0}\right) \tag{29}
\end{equation*}
$$

Integrating by parts the first term above and using Cauchy's inequality in the second, we get

$$
\begin{equation*}
\left\|\mathbf{w}_{k 0}\right\|^{2}+\delta^{2}\left\|\nabla \mathbf{w}_{k 0}\right\|^{2}=\left(\mathbf{u}_{0}, \mathbf{w}_{k, 0}\right) \leq \frac{1}{2}\left(\left\|\mathbf{u}_{0}\right\|^{2}+\left\|\mathbf{w}_{k 0}\right\|^{2}\right) \tag{30}
\end{equation*}
$$

which gives the following estimate:

$$
\begin{equation*}
\frac{1}{2}\left\|\mathbf{w}_{k 0}\right\|^{2}+\delta^{2}\left\|\nabla \mathbf{w}_{k 0}\right\|^{2} \leq \frac{1}{2}\left\|\mathbf{u}_{0}\right\|^{2} \tag{31}
\end{equation*}
$$

We want to prove that we can pick $T_{k}=T$. In (26) we replace $\psi_{r}$ with (I $\left.\delta^{2} \Delta\right) \mathrm{G}_{N} \mathbf{w}_{k}$. We can do this since $\left(\mathrm{I}-\delta^{2} \Delta\right) \mathrm{G}_{N} \mathbf{w}_{k}(t) \in \mathrm{G}_{k}=\operatorname{span}\left\{\psi_{j}\right\}_{j=1, \ldots, k}$ for any $t \in[0, T)$. In the same way in which the energy inequality (17) for strong solutions was derived, we obtain

$$
\begin{equation*}
\frac{1}{2}\left(\left\|\mathbf{w}_{k}(t)\right\|^{2}+\delta^{2}\left\|\nabla \mathbf{w}_{k}(t)\right\|^{2}\right)+\delta^{2} \nu \int_{0}^{t}\left\|\Delta \mathbf{w}_{k}(s)\right\|^{2} \mathrm{~d} s+\frac{\nu}{2} \int_{0}^{t}\left\|\Delta \mathbf{w}_{k}(s)\right\|^{2} \mathrm{~d} s \leq M \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
M:=K\left(\int_{0}^{t}\|\mathbf{f}(\mathbf{s})\|_{V^{\prime}}^{2} \mathrm{~d} s+\left\|\mathbf{w}_{k 0}\right\|^{2}+\delta^{2}\left\|\nabla \mathbf{w}_{k 0}\right\|^{2}\right) \tag{33}
\end{equation*}
$$

with $K=\max \left\{\frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}}{\nu}, \frac{1}{2} \delta^{2}, \frac{1}{2}, \frac{\delta^{2}}{2}\left\|\mathrm{G}_{N-1}\right\|_{L^{2}(Q)}\right\}$.
$M$ does not depend on $t$ and using (31) $M$ also does not depend on $k$. Due to orthonormality of the family $\left\{\psi_{j}\right\}_{j}$ in $H$ we get that a priori the coefficients $\eta_{k r}$ satisfy

$$
\left|\eta_{k r}\right|^{2} \leq 2 M^{\frac{1}{2}}
$$

for any $t \in[0, T), r=1, \ldots, k$, and $k \in \mathbb{N}$. This implies that for any $k$ there exists a global solution (that is, on $[0, T)$ )

$$
\eta_{k r} \in W^{1,2}[0, T)
$$

$r=1, \ldots, k$, of the ODE system (26).
In the same way as in Galdi [3] one can show, using estimate (32), that there exists a subsequence of $\mathbf{w}_{k}$ (which is redenoted by $\mathbf{w}_{k}$ ) which converges weakly in $V$ uniformly in $t$ to a function $\mathbf{w} \in L^{\infty}(0, T, \mathbb{V})$. From estimate (32) we infer that the sequence $\mathbf{w}_{k}$ is bounded in $L^{2}\left(0, T, \overline{\mathbb{H}}^{2}(Q)\right)$; consequently, it contains a subsequence (which is redenoted by $\mathbf{w}_{k}$ ) which is weakly convergent to a function $\mathbf{w}^{\prime} \in L^{2}\left(0, T, \overline{\mathbb{H}}^{2}(Q)\right)$. One can show, taking limits of $\mathbf{w}_{k}$ in the space $L^{2}\left(0, T, \mathbb{L}^{2}(Q)\right)$, that $\mathbf{w}=\mathbf{w}^{\prime}$. It follows that $\mathbf{w} \in\left(\overline{\mathbb{H}}^{2}(Q) \cap \mathbb{H}\right)^{d}$.

We can show that $\mathbf{w}$ satisfies the variational equality (16) in the same way as in Galdi [3] taking the limits of $\mathbf{w}_{k}$ in equality (26). In the case of Stolz-Adams models, when taking limits, the nonlinear term is handled in the following way: one needs to show that for a given eigenfunction $\psi_{r}$,

$$
\int_{0}^{t}\left(\overline{\mathrm{G}_{N} \mathbf{w}_{k} \cdot \nabla \mathrm{G}_{N} \mathbf{w}_{k}},\left(\mathrm{I}-\delta^{2} \Delta\right)^{-1} \psi_{r}\right)-\left(\overline{\mathrm{G}_{N} \mathbf{w} \cdot \nabla \mathrm{G}_{N} \mathbf{w}},\left(\mathrm{I}-\delta^{2} \Delta\right)^{-1} \psi_{r}\right) \mathrm{d} s \rightarrow 0
$$

However,

$$
\begin{aligned}
& \left|\int_{0}^{t}\left(\overline{\mathrm{G}_{N} \mathbf{w}_{k} \cdot \nabla \mathrm{G}_{N} \mathbf{w}_{k}},\left(\mathrm{I}-\delta^{2} \Delta\right)^{-1} \psi_{r}\right)-\left(\overline{\mathrm{G}_{N} \mathbf{w} \cdot \nabla \mathrm{G}_{N} \mathbf{w}},\left(\mathrm{I}-\delta^{2} \Delta\right)^{-1} \psi_{r}\right) \mathrm{d} s\right| \\
& \quad=\left|\int_{0}^{t}\left(\mathrm{G}_{N} \mathbf{w}_{k} \cdot \nabla \mathrm{G}_{N} \mathbf{w}_{k}, \psi_{r}\right)-\left(\mathrm{G}_{N} \mathbf{w} \cdot \nabla \mathrm{G}_{N} \mathbf{w}, \psi_{r}\right) \mathrm{d} s\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left|\int_{0}^{t}\left(\mathrm{G}_{N}\left(\mathbf{w}_{k}-\mathbf{w}\right) \cdot \nabla \mathrm{G}_{N} \mathbf{w}_{k}, \psi_{r}\right) \mathrm{d} s\right|+\left|\int_{0}^{t}\left(\mathrm{G}_{N} \mathbf{w} \cdot \nabla \mathrm{G}_{N}\left(\mathbf{w}_{k}-\mathbf{w}\right), \psi_{r}\right) \mathrm{d} s\right| \\
\leq & \left\|\mathrm{G}_{N}\right\|_{L^{2}(Q)}^{2}\left\|\mathbf{w}_{k}-\mathbf{w}\right\|_{L^{2}\left(0, T, L^{2}\right)}\left\|\psi_{r}\right\|_{\infty}\left\|\nabla \mathbf{w}_{k}\right\|_{L^{2}\left(0, T, L^{2}\right)} \\
& +\left|\int_{0}^{t}\left(\mathrm{G}_{N} \mathbf{w} \cdot \mathrm{G}_{N}\left(\nabla\left(\mathbf{w}_{k}-\mathbf{w}\right)\right), \psi_{r}\right) \mathrm{d} s\right|
\end{aligned}
$$

The first term on the right-hand side above converges to 0 since $\mathbf{w}_{k} \rightarrow \mathbf{w}$ in $L^{2}\left(0, T, \mathbb{L}^{2}(Q)\right)$, and the second converges to 0 because $\nabla \mathbf{w}_{k} \rightarrow \nabla \mathbf{w}$ weakly in $L^{2}\left(0, T, \mathbb{L}^{2}(Q)\right)$ and the operator $\mathrm{G}_{N}$ is self-adjoint. The energy inequality (24) is obtained in the same way as in the case of the Navier-Stokes equations taking limits in (32).

Lemma 4.2. The weak solution $\mathbf{w}$ that was constructed in the previous theorem is also a strong solution of (14).

Proof. This follows directly from definition (16), the regularity proven for the solution, and an integration by parts.

Lemma 4.3. The weak solution $\mathbf{w}$ of (14) constructed in Proposition 4.1 is the unique weak solution of (14).

Proof. This is a consequence of the regularity of $\mathbf{w}$. The proof is the same as in the case of the Navier-Stokes equations.
5. An a priori estimate of the modeling error. Our goal here is to give an a priori estimate of the modeling error $\|\overline{\mathbf{u}}-\mathbf{w}\|$. In this direction there are several fundamental problems. First, in three dimensions there is no proof of uniqueness of weak solutions $\mathbf{u}$ of the Navier-Stokes equations. Thus for $\mathbf{u}$ a general weak solution of the Navier-Stokes equations, the best result attainable in the usual norms with the present technique seems to be the following.

Proposition 5.1. Let $\mathbf{w}=\mathbf{w}(\delta)$ be the unique strong solution of the model (14). Then there is a subsequence $\delta_{j} \rightarrow 0$ as $j \rightarrow \infty$ and a weak solution $\mathbf{u}$ of the Navier-Stokes equations such that $\mathbf{w}\left(\delta_{j}\right) \rightarrow \mathbf{u}$ in $L^{\infty}\left(0, T, \mathbb{L}^{2}(Q)\right) \cap L^{2}\left(0, T, \mathbb{H}^{1}(Q)\right)$.

Proof. This proof follows that of Theorem 3.1 of Layton and Lewandowski [6].

The second question concerns the right norm. Obviously if we are restricting our attention to general weak solutions, the right norm must be a very weak norm for which the modeling residual $\left\|\mathbf{u} u^{T}-\mathrm{G}_{N} \overline{\mathbf{u}}\left(\mathrm{G}_{N} \overline{\mathbf{u}}\right)^{T}\right\|$ is not only well defined but also vanishes as $\delta \rightarrow 0$. The answer to this question is still unknown; see, e.g., Layton and Lewandowski [6] for first steps. The third question concerns extracting a rate of convergence for $\|\overline{\mathbf{u}}-\mathbf{w}\|$ which gives some insight into the model's accuracy on the laminar regions. This problem is much simpler. It reduces to proving the highest possible rate of convergence for $\|\overline{\mathbf{u}}-\mathbf{w}\| \rightarrow 0$ for very smooth solution $\mathbf{u}$.

In the remainder of this subsection we give the answer: the modeling error is a priori $O\left(\delta^{2 N+2}\right)$ for smooth $\mathbf{u}$.

Proposition 5.2. Assume u is a weak solution of the Navier-Stokes equations and $\nabla \mathbf{u} \in L^{4}\left(0, T, \mathbb{L}^{2}(Q)\right)$. For $\mathbf{w} \in L^{2}\left(0, T, \overline{\mathbb{H}}^{2}(Q)\right) \cap L^{\infty}(0, T ; \mathbb{V})$ a weak solution of (14) and $\tau:=\mathbf{u u}^{T}-\mathrm{G}_{N} \overline{\mathbf{u}}\left(\mathrm{G}_{N} \overline{\mathbf{u}}\right)^{T}$ there exists a positive constant $P=$ $P\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, \mathbb{L}^{2}\right)}\right) \geq 0$ such that

$$
\begin{equation*}
\|\overline{\mathbf{u}}-\mathbf{w}\|_{L^{\infty}\left(0, T, \mathbb{L}^{2}\right)}^{2}+\|\nabla(\overline{\mathbf{u}}-\mathbf{w})\|_{L^{2}\left(0, T, \mathbb{L}^{2}\right)}^{2} \leq P\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, \mathbb{L}^{2}\right)}\right)\|\tau\|_{L^{2}\left(0, T, \mathbb{L}^{2}\right)}^{2} \tag{34}
\end{equation*}
$$

Proof. To begin we derive an equation for $\phi:=\overline{\mathbf{u}}-\mathbf{w}$. First we note that $\mathbf{w}$ is a unique strong solution of the model and under stated regularity assumptions on $\mathbf{u}, \mathbf{u}$ is a unique strong solution of the Navier-Stokes equations; see [12, Remark 3.3]. Thus there are no subtleties in the derivation of the error equation. Equality (3) can be rewritten as

$$
\begin{align*}
\overline{\mathbf{u}}_{t}+\nabla \cdot\left(\overline{\mathrm{G}_{N} \overline{\mathbf{u}} \mathrm{G}_{N} \overline{\mathbf{u}}^{T}}\right)-\nu \Delta \overline{\mathbf{u}}+\nabla \bar{p} & =\overline{\mathbf{f}}+\nabla \cdot\left(\overline{\mathrm{G}_{N} \overline{\mathbf{u}} \mathrm{G}_{N} \overline{\mathbf{u}}^{T}-\mathbf{u} u^{T}}\right), \\
\nabla \cdot \overline{\mathbf{u}} & =0 . \tag{35}
\end{align*}
$$

Subtraction gives the equation for $\varphi:=\overline{\mathbf{u}}-\mathbf{w}$,

$$
\begin{array}{rlrl}
\bar{\varphi}_{t}+\nabla \cdot \overline{\left(\mathrm{G}_{N} \overline{\mathbf{u}} \mathrm{G}_{N} \overline{\mathbf{u}}^{T}-\mathrm{G}_{N} \mathbf{w} \mathrm{G}_{N} \mathbf{w}^{T}\right)}-\nu \Delta \varphi+\nabla \overline{(p-q)} & =-\nabla \cdot \bar{\tau} & & \text { in }(0, T) \times \mathbb{R}^{d}, \\
\nabla \cdot \varphi & =0 & & \text { in }(0, T] \times \mathbb{R}^{d}, \\
\left.\varphi\right|_{t=0} & =0 & & \text { in } \mathbb{R}^{d},  \tag{36}\\
36) & & \text { in }(0, T] .
\end{array}
$$

We multiply the first equation in (36) by $\left(\mathrm{I}-\delta^{2} \Delta\right)^{-1} \mathrm{G}_{N} \varphi$ and then integrate on Q . Following exactly the same computations as in Lemma 4.1 gives

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\varphi\|^{2}+\frac{1}{2} \delta^{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\nabla \varphi\|^{2}+\frac{\delta^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\nabla \varphi, \mathrm{G}_{N-1} \nabla \varphi\right)+\nu\|\nabla \varphi\|^{2}+\nu \delta^{2}\|\Delta \varphi\|  \tag{37}\\
& \quad+\nu \delta^{4}\left(\Delta \phi, \mathrm{G}_{N-1} \Delta \varphi\right)=-\left(\nabla \cdot \tau, \mathrm{G}_{N} \varphi\right)+b\left(\mathrm{G}_{N} \varphi, \mathrm{G}_{N} \overline{\mathbf{u}}, \mathrm{G}_{N} \varphi\right)
\end{align*}
$$

where $b$ is the standard trilinear form

$$
b(\mathbf{u}, \mathbf{v}, \mathbf{w})=((\mathbf{u} \cdot \nabla) \mathbf{v}, \mathbf{w})
$$

The first term on the right-hand side is bounded as follows:

$$
\left|\left(\nabla \cdot \tau, \mathrm{G}_{N} \varphi\right)\right|=\left|\left(\tau, \mathrm{G}_{N} \nabla \varphi\right)\right| \leq\|\tau\|\left\|\mathrm{G}_{N}\right\|_{L^{2}}\|\nabla \varphi\| \leq \frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}}^{2}}{\nu}\|\tau\|^{2}+\frac{1}{2} \nu\|\nabla \varphi\|^{2}
$$

To bound the second term we use Young's inequality

$$
a b \leq \epsilon a^{4}+\frac{3}{4}(4 \epsilon)^{-\frac{1}{3}} b^{\frac{4}{3}}
$$

together with the standard estimate for the trilinear form

$$
\left|b\left(\mathrm{G}_{N} \varphi, \mathrm{G}_{N} \overline{\mathbf{u}}, \mathrm{G}_{N} \varphi\right)\right| \leq C(Q)\|\nabla \overline{\mathbf{u}}\|\|\varphi\|^{\frac{1}{2}}\|\nabla \varphi\|^{\frac{3}{2}}
$$

to obtain that for any $\epsilon>0$,

$$
\left|b\left(\mathrm{G}_{N} \varphi, \mathrm{G}_{N} \overline{\mathbf{u}}, \mathrm{G}_{N} \varphi\right)\right| \leq \epsilon\left\|\mathrm{G}_{N}\right\|^{2}\|\nabla \varphi\|^{2}+\frac{3}{4}(4 \epsilon)^{-\frac{1}{3}}\left\|\mathrm{G}_{N} \nabla \overline{\mathbf{u}}\right\|^{4}\left\|\mathrm{G}_{N} \varphi\right\|^{2}
$$

Plugging $\epsilon=\frac{\nu}{2\left\|\mathrm{G}_{N}\right\|^{2}}$ into the above inequality, we get that

$$
\left|b\left(\mathrm{G}_{N} \varphi, \mathrm{G}_{N} \overline{\mathbf{u}}, \mathrm{G}_{N} \varphi\right)\right| \leq \frac{\nu}{2}\|\nabla \varphi\|^{2}+\frac{3}{4}\left(\frac{2 \nu}{\left\|\mathrm{G}_{N}\right\|^{2}}\right)^{-\frac{1}{3}}\left\|\mathrm{G}_{N}\right\|^{4}\|\nabla \overline{\mathbf{u}}\|^{4}\|\varphi\|^{2}
$$

Using the last two inequalities in (37) gives

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\varphi\|^{2}+\frac{1}{2} \delta^{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\nabla \varphi\|^{2}+\frac{\delta^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\nabla \varphi, \mathrm{G}_{N-1} \nabla \varphi\right)+\nu \delta^{2}\|\Delta \varphi\| \\
& \quad+\nu \delta^{4}\left(\Delta \phi, \mathrm{G}_{N-1} \Delta \varphi\right) \leq \frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}}^{2}}{\nu}\|\tau\|^{2}+\frac{3}{4}(2 \nu)^{-\frac{1}{3}}\left\|\mathrm{G}_{N}\right\|^{\frac{10}{3}}\|\nabla \overline{\mathbf{u}}\|^{4}\|\mathbf{w}\|^{2}
\end{aligned}
$$

Gronwall's inequality and positivity of the operators $\left(\mathrm{G}_{N}\right)_{N}$ give

$$
\|\varphi\|^{2} \leq \int_{0}^{t} \exp \left(-2 \int_{s}^{t} \frac{3}{4}(2 \nu)^{-\frac{1}{3}}\left\|\mathrm{G}_{N}\right\|^{\frac{10}{3}}\|\nabla \overline{\mathbf{u}}\|^{4} \mathrm{~d} s^{\prime}\right) \frac{2\left\|\mathrm{G}_{N}\right\|_{L^{2}}^{2}}{\nu}\|\tau\|_{L^{2}}^{2} \mathrm{~d} s
$$

For fixed $N$ we have that

$$
\left\|\mathrm{G}_{N}\right\| \leq 1+(1+\|\mathrm{G}\|)+(1+\|\mathrm{G}\|)^{2}+\cdots+(1+\|\mathrm{G}\|)^{N}
$$

and since for every $\delta,\|\mathrm{G}\| \leq 1$ it follows that

$$
\left\|\mathrm{G}_{N}\right\| \leq 2^{N+1}-1
$$

uniformly in $\delta$. Under the assumption that $\nabla \mathbf{u} \in L^{4}\left(0, T, L^{2}\right)$ we infer the existence of a constant $M=M\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right)$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}\left(0, T, L^{2}\right)}^{2} \leq M\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right) \int_{0}^{T}\|\tau\|_{0, T, L^{2}}^{2} \tag{38}
\end{equation*}
$$

To estimate $\|\nabla \varphi\|_{L^{2}\left(0, T, L^{2}\right)}^{2}$ we integrate (37) from 0 to $t$ and, using inequality (38), we obtain

$$
\|\nabla \phi\|_{L^{2}\left(0, T, L^{2}\right)}^{2} \leq R\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right) \int_{0}^{T}\|\tau\|_{0, T, L^{2}}^{2}
$$

for positive constant $R=R\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right)$. Consequently, there exists a constant $P=P\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right)$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}\left(0, T, L^{2}\right)}^{2}+\|\nabla \phi\|_{L^{2}\left(L^{2}\right)}^{2} \leq P\left(\nu, N,\|\nabla \mathbf{u}\|_{L^{4}\left(0, T, L^{2}\right)}\right)\|\tau\|_{L^{2}\left(0, T, L^{2}\right)}^{2} \tag{39}
\end{equation*}
$$

Proposition 5.3. Under the conditions of the previous theorem, if $\mathbf{u} \in \mathbb{H}^{N+1}(Q)$, there exists $P=P(\nu, N, \mathbf{u}) \geq 0$ such that

$$
\begin{equation*}
\|\overline{\mathbf{u}}-\mathbf{w}\|_{L^{\infty}\left(0, T, L^{2}\right)}^{2}+\|\nabla(\overline{\mathbf{u}}-\mathbf{w})\|_{L^{2}\left(0, T, L^{2}\right)}^{2} \leq P(\nu, N, \mathbf{u}) \delta^{2 N+2} \tag{40}
\end{equation*}
$$

Proof. An application of Lemma 2.2 gives

$$
\|\tau\|_{L^{2}\left(0, T, L^{2}\right)}^{2} \leq C(\mathbf{u}) \delta^{2 N+2}
$$

(40) will then follow from (39).
6. Conclusions. The Stolz-Adams deconvolution models analyzed herein are shown to have very good mathematical properties, better than any other large-eddy simulation model for turbulent flows that is currently used.

There exists a weak solution of these models; that solution is unique, and further it is shown that it belongs to higher order Sobolev spaces and that it is also the strong solution of the models.

We proved that the Stolz-Adams models give a good description of the local spatial averages of fluid velocities, the modeling error converges to 0 , and the rate of convergence is also derived.

This paper provides the mathematical foundations of the Stolz-Adams models, giving guidance for practical computations with these models.
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#### Abstract

The construction of discrete velocity models or numerical methods for the Boltzmann equation, may lead to the necessity of computing the collision operator as a sum over lattice points. The collision operator involves an integral over a sphere, which corresponds to the conservation of energy and momentum. In dimension two there are difficulties even in proving the convergence of such an approximation since many circles contain very few lattice points, and some circles contain many badly distributed lattice points. However, by showing that lattice points on most circles are equidistributed we find that the collision operator can indeed be approximated as a sum over lattice points in the two-dimensional case. The proof uses a weak form of the Halberstam-Richert inequality for multiplicative functions (a proof is given in the paper), and estimates for the angular distribution of Gaussian primes. For higher dimensions, this result has already been obtained by Palczewski, Schneider, and Bobylev [SIAM J. Numer. Anal., 34 (1997), pp. 1865-1883].
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1. Introduction. The phase space density $f$ of a dilute gas evolves according to the Boltzmann equation. In the physically relevant case, the gas would be confined to a subset $\Omega \subset \mathbb{R}^{3}$, and then $f(x, v, t): \Omega \times \mathbb{R}^{3} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$, where $x$ denotes a position in space, $v \in \mathbb{R}^{3}$ is a velocity, and $t$ denotes the time. From a mathematical point of view, it is equally natural to consider the Boltzmann equation in any spatial dimension, and in some cases because of symmetries of $\Omega$, it is also relevant to consider $\Omega \subset \mathbb{R}^{d_{1}}$ and $v \in \mathbb{R}^{d_{2}}$ with $d_{1}<d_{2}$.

By a dilute gas we mean one where the particles interact with each other essentially only by pairwise interactions. Moreover, the Boltzmann equation assumes that the particles are so small compared to other distances, that they can be considered to be points.

Under these hypotheses, one can formally derive the Boltzmann equation (see [7])

$$
\begin{equation*}
\partial_{t} f(x, v, t)+v \cdot \nabla_{x} f(x, v, t)=Q(f, f)(x, v, t) . \tag{1}
\end{equation*}
$$

The left-hand side describes the evolution of the density by free transport, and the right-hand side describes the impact of collisions. Per definition, a collision is a pairwise interaction that takes place instantaneously and at one single point in space.

[^110]Hence $x$ and $t$ appear only as parameters in $Q(f, f)$, and we can write

$$
\begin{equation*}
Q(f, f)(v)=\int_{\mathbb{R}^{d}} \int_{S^{d-1}}\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right) q(|w|, \cos \theta) d S(u) d v_{*}, \tag{2}
\end{equation*}
$$

where the velocities "before and after a collision" are related by

$$
\begin{align*}
& v^{\prime}=\frac{1}{2}\left(v+v_{*}\right)+|w| u  \tag{3}\\
& v_{*}^{\prime}=\frac{1}{2}\left(v+v_{*}\right)-|w| u,
\end{align*}
$$

with $w=\left(v_{*}-v\right) / 2$, and with $\cos \theta=\frac{u \cdot w}{|w|} ; d v_{*}$ is the Lebesgue measure in $\mathbb{R}^{d}$, and $d S(u)$ is the surface measure on $S^{d-1}$. Note that the pair of velocities before a collision, $v$ and $v_{*}$, and the pair of velocities after the collision, $v^{\prime}$ and $v_{*}^{\prime}$, are the endpoints of a diameter on the sphere which has its center at $\frac{v+v_{*}}{2}$ and diameter $\left|v_{*}-v\right|$. This is exactly the condition needed in order that the collisions preserve the momentum and energy of the pair of particles. For $d=2$, the sphere becomes a circle, and this motivates the title of the paper.

In a discrete velocity model (DVM), the velocities are concentrated on a (usually finite) set of points $v_{j} \in \mathbb{R}^{d}$ in the velocity space:

$$
f(x, v, t)=\sum_{j} f_{j}(x, t) \delta_{v=v_{j}} .
$$

The Boltzmann equation (1) is then changed into a nonlinear system of conservation laws,

$$
\begin{equation*}
\partial_{t} f_{j}+v_{j} \cdot \nabla_{x} f_{j}=\sum_{k, k^{\prime}, j^{\prime}} \Gamma_{j, k}^{j^{\prime}, k^{\prime}}\left(f_{j^{\prime}} f_{k^{\prime}}-f_{j} f_{k}\right), \tag{4}
\end{equation*}
$$

where the constants $\Gamma_{j, k}^{j_{j}^{\prime}, k^{\prime}} \geq 0$ must be chosen so that (4) makes sense from a physical point of view. In particular, we require that $\left(v_{j}, v_{k}\right)$ and $\left(v_{j^{\prime}}, v_{k^{\prime}}\right)$ define two diameters on the same sphere, just as for the usual Boltzmann equation.

The first example of a discrete velocity model is that of Carleman [5], which has two velocities in $\mathbb{R}$. Many other models have been proposed, and there is vast literature on how to construct and analyze physically realistic models (i.e., that satisfy the right conservation laws and an entropy principle); see, e.g., [4, 24, 25].

In this paper we are not mainly concerned with the question of whether the model we study is correct in this sense (this has actually been demonstrated in [4]), and so we defer our discussion on this matter to the last section of the paper.

Besides offering many interesting mathematical challenges (for example, there is no general theory of global existence of solutions to systems like (4)), the DVMs are also candidates for the numerical approximation of the real Boltzmann equation (1). This leads naturally to the following question, which is the subject matter of the paper.

Suppose that we choose the discrete set of velocities to be $h \mathbb{Z}^{d}$, i.e., the integer lattice in $\mathbb{R}^{d}$, scaled by a factor $h$, and that we take

$$
f^{h}(v)=\sum_{\xi \in \mathbb{Z}^{d}} f_{\xi, h} \delta_{v=h \xi},
$$

so that $f^{h} \rightarrow f$, in some suitable sense, where $f \in L^{1}\left(\mathbb{R}^{d}\right)$. Is it then true that $Q\left(f^{h}, f^{h}\right)(v) \rightarrow Q(f, f)(v)$ for all $v \in h \mathbb{Z}^{d}$ when $h \rightarrow 0$ ? (This property, which is
called consistency, together with stability are the main ingredients when proving that a numerical method converges.) The answer is yes. This was proven by Palczewski, Schneider, and Bobylev [3] for dimensions $d \geq 3$ (see also [2]). In this paper, we prove that it is also true for $d=2$, and hence for all relevant cases.

Results of this kind are interesting, because, together with the corresponding existence results [21], they provide examples that are relevant to previous results of Desvillettes and Mischler [8], who proved that solutions to families of DVMs can converge to DiPerna-Lions' solutions to (1) if certain conditions are satisfied.

Our result should not, however, be considered as relevant for numerical analysis, because the rate of convergence is so slow that a numerical method based on the theory presented here would hardly ever become useful.

The family of models considered here can be seen as coming from a rather straightforward discretization of the collision integral (2). This integral should be interpreted as an average over the $(2 d-1)$-dimensional manifold defined by

$$
\begin{align*}
\mathcal{M}_{v}=\left\{\left(v_{*}, v^{\prime}, v_{*}^{\prime}\right) \in \mathbb{R}^{3 d} \text { such that } v^{\prime}+v_{*}^{\prime}-v_{*}\right. & =v  \tag{5}\\
\left|v^{\prime}\right|^{2}+\left|v_{*}^{\prime}\right|^{2}-\left|v_{*}\right|^{2} & \left.=|v|^{2}\right\}
\end{align*}
$$

and (2) is an iterated integral over this manifold. For a fixed $v$, we write $w=\left(v_{*}-v\right) / 2$, and then (3) becomes

$$
\begin{aligned}
v^{\prime} & =v+w+|w| u \\
v_{*}^{\prime} & =v+w-|w| u
\end{aligned}
$$

and also $v_{*}=v+2 w$. We then write

$$
\begin{equation*}
g_{v}(w, u)=\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right) q(|w|, \cos \theta) \tag{6}
\end{equation*}
$$

and so (after changing variables in the integral),

$$
Q(f, f)(v)=2^{d} \int_{\mathbb{R}^{d}}\left(\int_{S^{d-1}} g_{v}(w, u) d S(u)\right) d w
$$

If $g$ is sufficiently regular (continuous), and decays sufficiently rapidly for large $w$, then the Riemann sum for the outer integral converges:

$$
\begin{equation*}
(2 h)^{d} \sum_{\zeta \in \mathbb{Z}^{d}} \int_{S^{d-1}} g_{v}(h \zeta, u) d S(u) \longrightarrow 2^{d} \int_{\mathbb{R}^{d}}\left(\int_{S^{d-1}} g_{v}(w, u) d S(u)\right) d w \tag{7}
\end{equation*}
$$

when $h \rightarrow 0$. In order to construct a consistent DVM, it is then sufficient to evaluate the inner integral in terms of the values of $g$ on the lattice points $h \mathbb{Z}^{d}$, in such a way that the result converges to $\int_{S^{d-1}} g(w, u) d S(u)$. While with the formula (3), the collision integral should be taken over all $u \in S^{d-1}$, we have here only access to those $u$ for which $v^{\prime}$ and $v_{*}^{\prime}$ belong to $h \mathbb{Z}^{d}$. But this is automatically achieved if $\zeta \in \mathbb{Z}^{d}$, and if $u=\zeta^{\prime} /\left|\zeta^{\prime}\right|$, where $\zeta^{\prime} \in \mathbb{Z}^{d}$ and $\left|\zeta^{\prime}\right|=|\zeta|$; then for all $v \in h \mathbb{Z}^{d}$,

$$
v+h \zeta \pm h|\zeta| u \in h \mathbb{Z}^{d}
$$

However, note that with this construction, the center of the sphere is restricted to lie on a lattice point, so it excludes cases like $v=(0,0), v_{*}=(h, h)$.

Giving all points on the sphere equal weight, one arrives at the expression

$$
\begin{equation*}
\frac{1}{r_{d}\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{d} \\\left|\zeta^{\prime}\right|=|\zeta|}}\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right) q(|h \zeta|, \cos \theta) \tag{8}
\end{equation*}
$$

for approximating the inner integral in (7). The function $r_{d}(n)$ denotes the number of points with integer coordinates on a sphere in $\mathbb{R}^{d}$ with center at the origin and radius $\sqrt{n}$, i.e., the number of integer solutions to $x_{1}^{2}+\cdots+x_{d}^{2}=n$.

We write, for all $v \in h \mathbb{Z}^{d}$,

$$
\begin{equation*}
Q^{h}(f, f)(v)=(2 h)^{d} \sum_{\zeta \in \mathbb{Z}^{d}} \frac{1}{r_{d}\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{d} \\\left|\zeta^{\prime}\right|=|\zeta|}}\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right) q(|h \zeta|, \cos \theta) \tag{9}
\end{equation*}
$$

In the two-dimensional case, all the terms in the sum are $2 \pi$-periodic functions of $\theta$, and assuming sufficient regularity, they can be expressed as a convergent Fourier series. It is then natural to introduce the exponential sum

$$
\begin{equation*}
S(n, k)=\sum_{u \in \mathbb{Z}^{2}:|u|^{2}=n} e^{i k \theta_{u}} \tag{10}
\end{equation*}
$$

where $\theta_{u}$ is defined by $u=|u| \cdot\left(\sin \theta_{u}, \cos \theta_{u}\right)$. We will see in section 4 that to prove that (8) converges to the angular integral in (7), it is enough to prove that for $k \neq 0$, there is sufficient cancellation in the exponential sums $S(n, k)$ on average. Similar exponential sums are relevant for any dimension, and the work of Bobylev et al. [2] and Palczewski et al. [3] also involves such estimates.

Here the needed estimate is given as Proposition 6 in section 3. Then in section 4 we put the estimates together to a proof of the main result.

Theorem 1. Consider the Boltzmann equation in two dimensions. Assume that $f$ and $q$ are so smooth that the function $g_{v}(w, u)$ defined in (6) is a $C^{2}$-function. Then for all $v \in h \mathbb{Z}^{2}$

$$
\left|Q(f, f)(v)-Q^{h}(f, f)(v)\right| \rightarrow 0
$$

when $h \rightarrow 0$.
Section 5, finally, contains a discussion of spurious invariants and of numerical cost. We also illustrate the distribution of points such that the circles passing through them contain many lattice points.

A more general construction of discrete velocity models on scaled integer lattices $h \mathbb{Z}^{2}$ consists of finding sets of integer points on the manifold $\mathcal{M}$ defined in (5). In this way, mass and energy conservation are automatically satisfied, but one also needs to verify that these are the only conserved quantities. Finally, in order that the models converge to the continuous model when $h \rightarrow 0$, it is necessary that the integer points are more or less uniformly distributed on $\mathcal{M}$.

The models studied here are constructed by discretizing, one at a time, the iterated integrals (2). An alternative way of writing this integral was introduced by Carleman [5]. Using that $v^{\prime}-v$ and $v_{*}^{\prime}-v$ are orthogonal, one can write (here we specialize to $d=3$ )

$$
Q(f, f)(v)=\int_{\mathbb{R}^{3}} \int_{E_{v, v^{\prime}}}\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right) q(w, \cos \theta) \frac{1}{\left|v-v^{\prime}\right|^{2}} d E\left(v_{*}^{\prime}\right) d v^{\prime}
$$

where $E_{v, v^{\prime}}$ is the plane that contains $v$ and is orthogonal to $v^{\prime}-v$, and where $d E\left(v_{*}^{\prime}\right)$ is the Euclidean measure on this plane. Panferov and Heintz [17] have analyzed a DVM based on this iterated integral, and proved that the method is consistent with the continuous model. This is somehow easier, because on a given plane, one can find all integer points by solving linear Diophantine equations. However, the density of points depends strongly on $v^{\prime}-v$, and so it is far from trivial to prove the consistency. Again, the two-dimensional situation is more difficult, and has not yet been studied.

Yet another approach was introduced by Rogier and Schneider [23], who used the theory of Farey series to discretize the angular variable in the collision integral. Some recent, related results on DVMs can be found in [1].

## 2. Number theoretic background.

2.1. Points on spheres; Asymptotics. To prove that (8) converges to the correct limit when $h \rightarrow 0$, one has to study the set

$$
\left\{\zeta /|\zeta|: \zeta \in \mathbb{Z}^{d},|\zeta|^{2}=n\right\}
$$

and show that the points of this set are sufficiently well distributed on $S^{d-1}$ when $n$ is large; it is here that the number theoretical issues enter the game. Indeed, we can view the set of points with integer coordinates on a sphere of squared radius $n$ centered at the origin,

$$
\left\{\left(x_{1}, \ldots x_{d}\right) \in \mathbb{Z}^{d}, \sum_{i=1}^{d} x_{i}^{2}=n\right\},
$$

as the solution set for a quadratic form, and use the theory of integral quadratic forms to get estimates on the number of points (see, for instance, [13]). The expected number of points with integer coordinates on a sphere clearly depends on the dimension $d$. The naive approach to find the order of magnitude for a given dimension is to use the volume of a ball, divided by the number of spheres contained in the ball. The volume of a ball of radius $\sqrt{n}$ grows as $n^{d / 2}$ while the number of spheres is $n$. For $d=2$, this leads us to expect a constant number of lattice points on circles, for $d=3$, a growth proportional to $\sqrt{n}$, etc. However, for small $d$ this approach is misleading; the growth is quite irregular and depends on the divisor structure of $n$. For $d=2$, we will see below that only values of $n$ of the form $n=2^{s} q^{2} p_{1}^{\alpha_{1}} \ldots p_{r}^{\alpha_{r}}$, where $q$ is a product of primes of the form $4 k+3$ and the $p_{i}$ 's are primes of the form $4 k+1$ (see below), yield circles with lattice points, and thus most circles have no points at all. In fact, Landau proved in 1908 that the number of circles with at least one lattice point, of integer squared radius smaller than $x$, grows as $C x / \sqrt{\log x}$. Moreover, there are also infinite families of circles with very few lattice points; radii that are a power of 2 yield 4 points for instance, and radii that are the square root of a prime of the form $p=4 k+1$ yield exactly 8 points. On the other hand, the number of lattice points on a circle is not bounded; for instance, a circle with $n=p_{1} \ldots p_{r}$ as above, where all the $p_{i}$ are distinct from each other, has $4 \cdot 2^{r}$ points.

In dimension 3, all values of $n$ not of the form $n=4^{s}(8 k+7)$ yield spheres containing points with integer coordinates. This still leaves a fairly large number of spheres having no points, but for our purposes this does not really matter, as such spheres do not appear in the summation formulas (there is no relevant value for $\zeta$ ). Among the spheres with lattice points, multiplying the radius by a power of 2 does not increase the number of points, but if we correct for this fact, the ratio between the number of points and the naive estimate is bounded, up to constants only depending
on $\epsilon$, from above by $n^{\epsilon}$, and below by $n^{-\epsilon}$ for all $\epsilon>0$ (see [13, Chap. 4] for exact formulas involving class numbers or $L$-series.)

The higher-dimensional cases behave in a somewhat more regular fashion. Lagrange proved that every positive integer can be written as the sum of four squares, and thus for dimension $d \geq 4$, every sphere whose squared radius is an integer has lattice points. For $d=4$, the number of points still oscillates rather wildly (e.g., spheres with radius a power of 2 only have 24 points) but for greater dimensions, the naive estimate gives the correct asymptotic growth of the number of points.

Getting circles (or spheres) with "sufficiently many" lattice points, however, is not quite enough for our purposes: we also require that the lattice points be sufficiently uniformly distributed when projected on the unit sphere. In dimensions 3 and higher, this follows from estimates on Fourier coefficients of modular forms. The case $d \geq 4$, with some restrictions on the set of numbers in which $n$ tends to infinity when $d=4$, is due to Pommerenke [22]. For $d=3$, Duke [10] and Golubeva-Fomenko [14] used Iwaniec's [18] estimates on Fourier coefficients of half integral weight forms to obtain uniform distribution. Unfortunately, these techniques do not apply in dimension 2. Moreover, there are circles with a large number of lattice points that are poorly distributed.

Theorem 2 (see Cilleruelo [6]). For any $\epsilon>0$ and for any integer $k$, there exists a circle $x^{2}+y^{2}=n$ with more than $k$ lattice points such that all the lattice points are on the arcs $\sqrt{n} e^{(\pi / 2)(t+\theta) i}$ with $|\theta|<\epsilon, t \in\{0,1,2,3\}$.

On the other hand, we may use some other techniques from analytic number theory to show that lattice points on circles are equidistributed on average, and this is good enough for our purpose.
2.2. From points on circles to Gaussian integers. In the plane, we can view lattice points on a circle of radius $\sqrt{n}$, centered at the origin, as complex numbers with integer real and imaginary parts, and squared modulus $n$. It might seem as a trivial restatement, but doing so allows us to use use some techniques from algebraic number theory. The Gaussian integers, i.e., the set

$$
\mathbb{Z}[i]=\left\{x+i y \in \mathbb{C},(x, y) \in \mathbb{Z}^{2}\right\}
$$

is the ring of integers of the field $\mathbb{Q}(i)$. It shares an important property with the ordinary integers, namely, unique factorization, ${ }^{1}$ i.e., just as every integer in $\mathbb{Z}$ factors into prime numbers, and the factorization is unique up to ordering the primes and multiplying by -1 , Gaussian integers factor into Gaussian primes, uniquely up to ordering and multiplication by $-1, i,-i$ (these and 1 are the units, i.e., the elements having a multiplicative inverse in $\mathbb{Z}[i])$. For a more thorough introduction to primes in quadratic number fields, see, for instance, [16, Chap. XV].

The Gaussian primes (i.e., the elements of $\mathbb{Z}[i]$ that cannot be written as a product of Gaussian integers with smaller modulus) are of three types:

- The prime numbers $q \in \mathbb{Z}$ such that $q \equiv 3 \bmod 4$ remain prime in $\mathbb{Z}[i]$ (e.g., $3,7,11,19, \ldots)$.
- For prime numbers $p \in \mathbb{Z}$ such that $p \equiv 1 \bmod 4$, there exists $x, y \in \mathbb{Z}$ such that $p=x^{2}+y^{2}$. Hence $p$ factors in $\mathbb{Z}[i]$ as a product of two Gaussian primes

$$
p=(x+i y)(x-i y)
$$

For example, 5 factors into $(2+i)(2-i)$ in $\mathbb{Z}[i]$.

[^111]- Last (and least!), $1+i$ is prime. (Note that $(1+i)(1-i)=2$ and that $1-i=-i(1+i)$ is merely "another form of the same prime," just as 3 and -3 represent the same prime.)
If $n$ is the sum of two squares, then it can be factored in $\mathbb{Z}[i]$ :

$$
n=X^{2}+Y^{2}=(X+i Y)(X-i Y)
$$

If $z=x+i y$ is a prime factor of $X+i Y$, then $\bar{z}=x-i y$ must be a prime factor of $X-i Y$. It follows that prime factors $q \equiv 3 \bmod 4$ of $n$ must appear in even powers. In addition, multiplying $n$ by an even power of a prime $q$ that is congruent with 3 $\bmod 4$ changes neither the number of solutions to $n=X^{2}+Y^{2}$ nor the distribution of arguments of the solutions.

Suppose now that $n$ contains a factor $p^{\alpha}$, where $p \equiv 1 \bmod 4$. The number $p$ can be factored in $\mathbb{Z}[i]$ as $(x+i y)(x-i y)$, and hence the multiplicity of $x+i y$ as a factor of $n$ is $\alpha$, and the same is true for $x-i y$. It follows that the multiplicity of $x+i y$ in $X+i Y$ can be any integer $j$, with $0 \leq j \leq \alpha$, and the multiplicity of $x-i y$ is then $\alpha-j$.

The same calculation can be done for powers of 2 ; however, the solutions given by different choices of $j$ in that case differ by a multiplication by a power of $i$, and so the power of 2 does not influence the number of solutions.

All solutions to $n=X^{2}+Y^{2}$ can now be expressed as $X+i Y=\sqrt{n} \exp (i \theta)$, where all possible values of the argument $\theta$ can be computed as sums of terms deriving from the different factors of $n$ in the following way:

1. $X+i Y$ can be multiplied by any unit, i.e., by $\pm 1$ or $\pm i$. This gives a term $k \pi / 2$ in the argument, $k=0,1,2,3$.
2. If the multiplicity of 2 in $n$ is odd, then the argument must contain $\pi / 4$, the argument of $1+i$; the number of solutions does not change.
3. For each prime factor $p \equiv 1 \bmod 4$ in $n$, let $\alpha_{p}$ be the multiplicity of $p$ in $n$, let $p=x_{p}^{2}+y_{p}^{2}$, and set $\theta_{p}=\arg \left(x_{p}+i y_{p}\right)$. For a particular choice of $j$, $0 \leq j \leq \alpha_{p}$, the argument added to $X+i Y$ is $j \theta_{p}-\left(\alpha_{p}-j\right) \theta_{p}=\left(2 j-\alpha_{p}\right) \theta_{p}$. Since the choices of $k$ and of the different $j^{\prime} s$ are independent the number of different solutions is $4 \prod_{p \equiv 1 \bmod 4}\left(\alpha_{p}+1\right)$.
2.3. Results on the distribution of primes and on the angular distribution of points. We will need the results that follow.

Theorem 3 (Merten's theorem, see [16, Chap. 22.8]).

$$
\prod_{\substack{p \leq x \\ p \text { prime }}}(1-1 / p) \sim e^{-\gamma} / \log x
$$

where $\gamma \simeq 0.57$ is Euler's constant.
As for the angular distribution of Gaussian primes, a result by Kubilyus gives that the angles $\left\{\theta_{p}\right\}_{p \equiv 1 \bmod 4}$ are equidistributed in $[0, \pi / 4]$ as shown in the following theorem.

Theorem 4 (Kubilyus [20]). The number of Gaussian primes $\omega$ in the sector $0 \leq \alpha \leq \arg (\omega) \leq \beta \leq 2 \pi,|\omega|^{2} \leq u$ is equal to

$$
\frac{2}{\pi}(\beta-\alpha) \int_{2}^{u} \frac{d v}{\log v}+O(u \exp (-b \sqrt{\log u}))
$$

where $b$ is an absolute positive constant.

From Kubilyus' theorem, it is straightforward to deduce (see [11, p. 92]) the following corollary.

Corollary 5. If $k \in 4 \mathbb{N}$ and $\log k \leq b \sqrt{\log x}$, then

$$
\sum_{\substack{p \leq x \\ p \equiv 1 \\ \bmod 4}} \frac{\left|\cos \left(k \theta_{p}\right)\right|}{p} \leq \frac{1}{\pi} \log \log x+(1-2 / \pi) \log \log k+O(1) .
$$

3. Equidistribution of lattice points on circles. What is needed for the proof of consistency of the discrete velocity model are estimates on the equidistribution of lattice points on circles, and the aim of this section is to show that lattice points on circles are equidistributed on average.

Let $r(m)=r_{2}(m)$ be the number of integer solutions to $x^{2}+y^{2}=m$. We recall the definition of $S(m, k)$ :

$$
S(m, k)=\sum_{\left|w^{\prime}\right|^{2}=m} e^{i k \theta_{w^{\prime}}}
$$

Proposition 6. If $4 \nmid k$, then $|S(m, k)|=0$. If $4 \mid k$ and $k \neq 0$, there exist $C$ and $b>0$ such that

$$
\log \left(\frac{1}{X} \sum_{m \leq X}|S(m, k)|\right) \leq C-(1-2 / \pi) \log \left(\frac{\log X}{(\log |k|)^{2}}\right)
$$

for $X$ sufficiently large and $\log |k| \leq b \sqrt{\log X}$.
Remark. The mean discrepancy of the distribution of angles of Gaussian integers was studied by Kátai and Környei in [19], and by Erdős and Hall in [11]. Our method is similar to theirs, except that they bound

$$
\frac{1}{X / \sqrt{\log X}} \sum_{m \leq X} \frac{|S(m, k)|}{r(m)}
$$

instead of

$$
\frac{1}{X} \sum_{m \leq X}|S(m, k)| .
$$

The proof is based on the observation that $|S(m, k)| / 4$ is a multiplicative function, i.e., a function $f: \mathbb{N} \rightarrow \mathbb{C}$ such that $f(m n)=f(m) f(n)$ for all $m, n$ such that $(m, n)=1$. It turns out that the mean value of a multiplicative function, under fairly general circumstances, can be bounded in terms of an exponential of a sum over primes. To make the paper more self-contained, we include a weak form of the Halberstam-Richert inequality (cf. [15]).

Theorem 7. Let $f$ be a nonnegative multiplicative function such that

$$
\begin{equation*}
\sum_{n \leq x} f(n)=O(x), \tag{11}
\end{equation*}
$$

and $f\left(p^{k}\right)=O(k)$ for all primes $p$ and $k \geq 1$. Then there exists $C>0$ such that

$$
\frac{1}{X} \sum_{m \leq X} f(m) \leq C \cdot \exp \left(\sum_{p \leq X} \frac{f(p)-1}{p}\right)+O\left(\frac{1}{\log X}\right)
$$

for all sufficiently large $X$.

Proof. Following Wirsing [26], let

$$
F(t)=\sum_{n \leq t} f(n)
$$

Then

$$
\int_{1}^{X} \frac{F(t)}{t} d t=F(X) \log X+O(1)-\sum_{n \leq X} f(n) \log n
$$

On the other hand, by assumption, we have $F(t)=O(t)$, thus

$$
\int_{1}^{X} \frac{F(t)}{t} d t=O(X)
$$

and hence

$$
F(X) \log X \leq O(1)+X+\sum_{n \leq X} f(n) \log n
$$

Using $\log n=\sum_{d \mid n} \Lambda(d)$, where $\Lambda$ is the von Mangoldt function, ${ }^{2}$ we have

$$
\begin{align*}
\sum_{n \leq X} f(n) \log n & =\sum_{n \leq X} f(n) \sum_{d \mid n} \Lambda(d)=\sum_{d \leq X} \Lambda(d) \sum_{m \leq X / d} f(d m) \\
& =\sum_{d \leq X} \Lambda(d) \sum_{\substack{m \leq X / d,(m, d)=1}} f(d m)+\sum_{d \leq X} \Lambda(d) \sum_{\substack{m \leq X / d,(m, d)>1}} f(d m) \tag{12}
\end{align*}
$$

Now, since $\Lambda(d)=0$ unless $d$ is a prime power, we have

$$
\begin{align*}
\sum_{d \leq X} \Lambda(d) \sum_{\substack{m \leq X / d,(m, d)>1}} f(d m) & =\sum_{\substack{p^{k+l} \leq X \\
k, l \geq 1}} \log (p) \sum_{\substack{m \leq X / p^{k+l} \\
(p, m)=1}} f\left(p^{k+l} m\right)  \tag{13}\\
& =\sum_{\substack{p^{k+l} \leq X \\
k, l \geq 1}} \log (p) f\left(p^{k+l}\right) \sum_{\substack{m \leq X / p^{k+l} \\
(p, m)=1}} f(m)
\end{align*}
$$

By the assumptions on $f$,

$$
f\left(p^{k+l}\right) \sum_{\substack{m \leq X / p^{k+l} \\(p, m)=1}} f(m) \leq O(k+l) \sum_{m \leq X / p^{k+l}} f(m)=O\left((k+l) \frac{X}{p^{k+l}}\right)
$$

and thus the second term in (12) is

$$
=O\left(\sum_{\substack{p^{n} \leq X \\ n \geq 2}} \log (p) n^{2} \frac{X}{p^{n}}\right)=O(X)
$$

[^112]since
$$
\sum_{p} \sum_{n \geq 2} \log (p) n^{2} p^{-n} \leq \sum_{p} \frac{\log (p)}{p^{2}} \sum_{m \geq 0}(2+m)^{2} 2^{-m}<\infty
$$

As for the first term in (12), we have (recall that $f$ is multiplicative and nonnegative)

$$
\begin{aligned}
\sum_{d \leq X} \Lambda(d) \sum_{\substack{m \leq X / d,(m, d)=1}} f(d m)= & \sum_{d \leq X} \Lambda(d) f(d) \sum_{\substack{m \leq X / d,(m, d)=1}} f(m) \\
& \leq \sum_{m \leq X} f(m) \sum_{d \leq X / m} \Lambda(d) f(d)
\end{aligned}
$$

Now,

$$
\sum_{d \leq X / m} \Lambda(d) f(d)=\sum_{\substack{p^{k} \leq X / m \\ k \geq 1}} \log (p) f\left(p^{k}\right) \leq \sum_{\substack{p^{k} \leq X / m \\ k \geq 1}} \log (p) O(k)=O(X / m)
$$

since

$$
\sum_{p \leq X / m} \log (p)=O(X / m)
$$

by the prime number theorem, and

$$
\sum_{\substack{k \\ p^{k} \leq X / m \\ k \geq 2}} k \log (p)=O\left((X / m)^{1 / 2} \log ^{3}(X / m)\right)=O(X / m)
$$

Thus,

$$
\sum_{m \leq X} f(m) \sum_{d \leq X / m} \Lambda(d) f(d)=O\left(\sum_{m \leq X} f(m) \frac{X}{m}\right)
$$

But since $f$ is nonnegative and multiplicative, we have

$$
\begin{aligned}
\sum_{m \leq X} \frac{f(m)}{m} & \leq \prod_{p \leq X}\left(1+f(p) / p+f\left(p^{2}\right) / p^{2}+\ldots\right) \\
& \leq \prod_{p \leq X}\left((1+f(p) / p) \cdot\left(1+f\left(p^{2}\right) / p^{2}+f\left(p^{3}\right) / p^{3}+\ldots\right)\right)
\end{aligned}
$$

and since

$$
\sum_{p \leq X}\left(f\left(p^{2}\right) / p^{2}+f\left(p^{3}\right) / p^{3}+\ldots\right) \leq \sum_{p} \sum_{k \geq 2} \frac{O(k)}{p^{k}}<\infty
$$

we find that

$$
\sum_{m \leq X} \frac{f(m)}{m}=O\left(\prod_{p \leq X}(1+f(p) / p)\right)
$$

Thus,

$$
F(X) \log X=O\left(X+X \cdot \prod_{p \leq X}(1+f(p) / p)\right)
$$

and hence

$$
\frac{F(X)}{X}=O\left(\frac{1}{\log X}+\frac{\prod_{p \leq X}(1+f(p) / p)}{\log X}\right)
$$

Now, by Merten's theorem, we have

$$
\prod_{p \leq X}(1-1 / p) \sim \frac{e^{-\gamma}}{\log X}
$$

and thus

$$
\begin{aligned}
\frac{F(X)}{X} & =O\left(\frac{1}{\log X}+\prod_{p \leq X}\left(1+\frac{f(p)-1}{p}-\frac{f(p)}{p^{2}}\right)\right) \\
& =O\left(\frac{1}{\log X}+\exp \left(\sum_{p \leq X} \frac{f(p)-1}{p}\right)\right)
\end{aligned}
$$

Proof of Proposition 6. To see that $|S(m, k) / 4|$ is a multiplicative function, it is enough to recall the factorization of $m$ into Gaussian primes. Namely, if $p_{1}^{\alpha_{1}}, \ldots, p_{J}^{\alpha_{J}}$ are all prime factors of $m$ with $p \equiv 1 \bmod 4$,

$$
S(m, k)=\sum_{\ell=0}^{3} i^{k \ell} \sum_{j_{1}=1}^{\alpha_{1}} \cdots \sum_{j_{J}=1}^{\alpha_{J}} e^{i k\left(\theta_{0}+\left(\alpha_{1}-2 j_{1}\right) \theta_{p_{1}}+\cdots+\left(\alpha_{J}-2 j_{J}\right) \theta_{p_{J}}\right)} .
$$

Here $\theta_{0}$ is a multiple of $\pi / 4$ which comes from powers of 2 in $m$, and the $\theta_{p_{j}}$ can be computed from the Gaussian factorization as described in section 2.2. Also, because $\sum_{\ell=0}^{3} i^{k \ell}=4$ if $4 \mid k$ and zero otherwise,

$$
\frac{|S(m, k)|}{4}=\left|\sum_{j_{1}=1}^{\alpha_{1}} \cdots \sum_{j_{J}=1}^{\alpha_{J}} e^{i k\left(\left(\alpha_{1}-2 j_{1}\right) \theta_{p_{1}}+\ldots+\left(\alpha_{J}-2 j_{J}\right) \theta_{p_{J}}\right)}\right|
$$

and this sum clearly factors, each factor containing a sum of terms corresponding to one of the prime factors $p$. Hence

$$
f_{k}(m)=\frac{|S(m, k)|}{4}
$$

is a nonnegative multiplicative function, as stated. In addition it satisfies $f_{k}(m) \leq$ $r(m) / 4$ for all $m$. Thus, since

$$
\sum_{n \leq T} r(n)=\left|\left\{x, y \in \mathbb{Z}: x^{2}+y^{2} \leq T\right\}\right| \sim \pi(\sqrt{T})^{2}=\pi T
$$

we have

$$
\sum_{n \leq T} f_{k}(n)=O(T)
$$

Moreover, if $p \equiv 3 \bmod 4$, then

$$
f_{k}\left(p^{l}\right)=\left\{\begin{array}{l}
1 \text { if } l \text { is even }  \tag{14}\\
0 \text { if } l \text { is odd }
\end{array}\right.
$$

and if $p \equiv 1 \bmod 4$, then

$$
\begin{equation*}
f_{k}\left(p^{l}\right)=\left|\sum_{j=0}^{l} e^{i k(l-2 j) \theta_{p}}\right| \tag{15}
\end{equation*}
$$

and thus $f_{k}\left(p^{l}\right) \leq l+1$ for all primes $p$ and $l \geq 1$. The assumptions in Theorem 7 are thus satisfied, and we obtain

$$
\frac{1}{X} \sum_{m \leq X}|S(m, k)|=\frac{4}{X} \sum_{m \leq X} f_{k}(m) \leq C \exp \left(\sum_{p \leq X} \frac{f_{k}(p)-1}{p}\right)+O\left(\frac{1}{\log X}\right)
$$

Now, by (14) and (15), we have

$$
f_{k}(p)=\left\{\begin{array}{lll}
2\left|\cos \left(k \theta_{p}\right)\right| & \text { if } p \equiv 1 & \bmod 4 \\
0 & \text { if } p \equiv 3 & \bmod 4
\end{array}\right.
$$

Hence

$$
\sum_{p \leq X} \frac{f_{k}(p)-1}{p}=\sum_{\substack{p \leq X \\ p \equiv 1 \\ \bmod 4}} \frac{2\left|\cos \left(k \theta_{p}\right)\right|}{p}-\sum_{p \leq X} \frac{1}{p}
$$

By Corollary 5,

$$
\sum_{\substack{p \leq X \\ p \equiv 1 \\ \bmod 4}} \frac{2\left|\cos \left(k \theta_{p}\right)\right|}{p} \leq \frac{2}{\pi} \log \log X+2(1-2 / \pi) \log \log k+O(1)
$$

if $\log k \leq b \sqrt{\log X}$. By Merten's theorem,

$$
\sum_{p \leq X} \frac{1}{p}=\log \log X+O(1)
$$

and thus

$$
\sum_{p \leq X} \frac{f_{k}(p)-1}{p} \leq(2 / \pi-1) \log \log x+2(1-2 / \pi) \log \log k+O(1)
$$

4. Proof of Theorem 1. Here we carry out the steps of the proof as indicated in the introduction. First recall that the collision operator can be written

$$
\begin{equation*}
Q(f, f)(v)=4 \int_{\mathbb{R}^{2}}\left(\int_{-\pi}^{\pi} g_{v}(w, \theta) d \theta\right) d w \tag{16}
\end{equation*}
$$

where, if we identify $u \in S^{1}$ with $\theta \in[-\pi, \pi[$,

$$
g_{v}(w, \theta)=q(|w|, \cos (\theta))\left(f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right)
$$

and

$$
\begin{aligned}
v^{\prime} & =v+w+R_{\theta} w, \\
v_{*}^{\prime} & =v+w-R_{\theta} w
\end{aligned}
$$

as before, $w=\left(v_{*}-v\right) / 2$, and $R_{\theta}$ denotes a rotation by an angle $\theta$. Writing the Boltzmann equation for two-dimensional velocities, we have of course already stepped away from the physically realistic case. Disregarding this, a common assumption on $q$ is that

$$
q(|w|, \cos (\theta))=q_{1}(|w|) q_{2}(\theta)
$$

where $q_{1}(|w|) \sim|w|^{\alpha}$ for some $\alpha \in[0,1]$, and where $q_{2}(\theta) \sim|\theta|^{-\gamma}$ for some $\left.\gamma \in\right] 1,3[$. This corresponds to a molecular interaction by hard inverse power law forces. With the stronger assumption that $q_{1}$ is smooth and strictly positive, it is possible to prove that there is a smooth solution $f(v, t)$ to the Boltzmann equation (see [9]), and then this also gives some regularity to $g(w, \theta)$, in spite of the singularity of $q_{2}$.

However, much work on the Boltzmann equation has been done with the hypothesis that $q$ is bounded or continuous with respect to $\theta$. With that assumption, the solution $f(v, t)$ keeps exactly the regularity of the initial data.

Because of this, it is appropriate to assume whatever regularity of the solutions that is needed for the computations. With the aim of making the calculations easy, Theorem 1 has been written with unnecessarily strong hypotheses.

To simplify notation a little, let

$$
G_{v}(w)=\int_{-\pi}^{\pi} g_{v}(w, \theta) d \theta
$$

in the continuous case, and for the discrete case (where we assume, of course, that $v \in h \mathbb{Z}^{2}$ )

$$
G_{v}^{h}(h \zeta)=\frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{d} \\\left|\zeta^{\prime}\right|=|\zeta|}} g_{v}(h \zeta, \theta),
$$

where $\theta$ is the angle between $\zeta^{\prime}$ and $\zeta$. As before, $r\left(|\zeta|^{2}\right)$ denotes the number of integer points on a sphere with radius $|\zeta|$.

Let

$$
\begin{equation*}
Z_{h, R}=\left\{z \in \mathbb{Z}^{2} \text { such that }|z| \leq R / h\right\} \tag{17}
\end{equation*}
$$

for some $R>0$ (this is the most natural example, but other choices might be more efficient). We want to prove that

$$
\begin{equation*}
Q(f, f)(v)-(2 h)^{2} \sum_{\zeta \in Z_{h, R}} G_{v}^{h}(h \zeta) \rightarrow 0 \tag{18}
\end{equation*}
$$

when $h \rightarrow 0$, and also make as precise a statement as possible about the rate of convergence, and thus give a more explicit version of Theorem 1.

Theorem 8. Suppose that $g_{v}(w, \theta)$ in (16) satisfies:
(1) $g_{v}(w, \theta)$ is a $C^{1}$-function w.r.t. $w$,
(2) $g_{v}(w, \theta)$ is a $C^{2}$-function w.r.t. $\theta$, and
(3) $\left\|g_{v}(\cdot, \theta)\left(1+|\cdot|^{2}\right)\right\|_{L^{1}(d w)} \leq C$.
(This holds, e.g., if the function $f$ and the cross section $q$ are $C^{2}$.) For given $R>0$ and $h>0$, let $Z_{h, R}$ be as in (17). Then given $\varepsilon>0$ there are reals $R>0$ and $h>0$ such that

$$
\left|Q(f, f)(v)-(2 h)^{2} \sum_{\zeta \in Z_{h, R}} G_{v}^{h}(h \zeta)\right| \leq \varepsilon
$$

Proof. We still consider $Q(f, f)$ as an iterated integral, and write (for $v \in h \mathbb{Z}^{2}$ )

$$
\begin{align*}
Q(f, f)(v)-(2 h)^{2} \sum_{\zeta \in Z_{h, R}} G_{v}^{h}(h \zeta)= & \int_{\mathbb{R}^{2}} G_{v}(w) d w-(2 h)^{2} \sum_{\zeta \in Z_{h, R}} G_{v}(h \zeta) \\
& +(2 h)^{2} \sum_{\zeta \in Z_{h, R}}\left(G_{v}(h \zeta)-G_{v}^{h}(h \zeta)\right) \tag{19}
\end{align*}
$$

From the third part of the hypothesis on $g$ (which is implied by a decay of $f(v)$ for large velocities), it follows that for all $R>0$,

$$
\begin{equation*}
\int_{|w| \geq R} G_{v}(w) d w \leq \frac{C_{1}}{R^{2}} \tag{20}
\end{equation*}
$$

Continuity of $G_{v}(w)$ would be enough to conclude that

$$
\left|\int_{|w|<R} G_{v}(w) d w-(2 h)^{2} \sum_{\zeta \in Z_{h, R}} G_{v}(h \zeta)\right| \rightarrow 0
$$

when $h \rightarrow 0$. The hypothesis on $g_{v}(w, \theta)$ implies that actually $G_{v}(\cdot) \in C^{1}$, and there is a constant $C_{2}$ such that the difference is smaller than

$$
\begin{equation*}
C_{2} R^{2} h=C \max _{w, j}\left|\partial_{w_{j}} G_{v}(w)\right| R^{2} h \tag{21}
\end{equation*}
$$

Next we turn to the difference $G_{v}(h \zeta)-G_{v}^{h}(h \zeta)$, i.e.,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} g_{v}(h \zeta, \theta) d \theta-\frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{2} \\\left|\zeta^{\prime}\right|=|\zeta|}} g_{v}(h \zeta, \theta) \tag{22}
\end{equation*}
$$

(recall that in the second term, $\theta$ is the angle between $\zeta^{\prime}$ and $\zeta$ ). We first write the periodic function $g_{v}(h \zeta, \theta)$ as a Fourier series,

$$
g_{v}(h \zeta, \theta)=\sum_{k \in \mathbb{Z}} \hat{g}_{v}(\zeta, k) e^{i k \theta}
$$

where

$$
\hat{g}_{v}(\zeta, k)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} g_{v}(h \zeta, \theta) e^{-i k \theta} d \theta
$$

The assumptions on $g$ imply the existence of a constant $C_{3}$ so that

$$
\begin{equation*}
\left|\hat{g}_{v}(\zeta, k)\right| \leq \frac{C_{3}}{1+k^{2}} \tag{23}
\end{equation*}
$$

Then (22) becomes

$$
\hat{g}_{v}(\zeta, 0)-\frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{2} \\\left|\zeta^{\prime}\right|=|\zeta|}} \hat{g}_{v}(\zeta, 0)+\frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{2} \\\left|\zeta^{\prime}\right|=|\zeta|}} \sum_{k \neq 0} \hat{g}_{v}(\zeta, k) e^{i k \theta}
$$

where the first terms cancel out, and only last sum remains. We next split that sum into a part with $|k| \leq M$, and a remainder, which can be made small by choosing $M$ large, if $g$ is sufficiently smooth with respect to $\theta$. Using (23),

$$
\left|\frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{2} \\\left|\zeta^{\prime}\right|=|\zeta|}} \sum_{|k| \geq M} \hat{g}_{v}(\zeta, k) e^{i k \theta}\right| \leq 2 \frac{C_{3}}{M} .
$$

To find the contribution of this term to (19), we multiply by $(2 h)^{2}$ and sum over $\zeta \in Z_{h, R}$ to find a bound of the form

$$
\begin{equation*}
\frac{R^{2} C_{4}}{M} \tag{24}
\end{equation*}
$$

For the remaining part, using (23) again, we find a bound of the form

$$
\begin{equation*}
\left|\sum_{0<|k|<M} \frac{C_{3}}{1+k^{2}} \frac{1}{r\left(|\zeta|^{2}\right)} \sum_{\substack{\zeta^{\prime} \in \mathbb{Z}^{2} \\\left|\zeta^{\prime}\right|=|\zeta|}} e^{i k \theta}\right| \leq \max _{0<|k|<M}\left|\frac{S\left(|\zeta|^{2}, k\right)}{r\left(|\zeta|^{2}\right)}\right| \cdot \sum_{0<|k|<M} \frac{C_{3}}{1+k^{2}} \tag{25}
\end{equation*}
$$

Adding the error terms (20), (21), (24) and (25) gives

$$
\begin{aligned}
& \left|Q(f, f)(v)-Q^{h}\left(f^{h}, f^{h}\right)(v)\right| \\
& \leq \frac{C_{1}}{R^{2}}+C_{2} R^{2} h+\frac{R^{2} C_{4}}{M}+C_{3}(2 h)^{2} \max _{0<|k|<M} \sum_{\zeta \in Z_{h, R}}\left|\frac{S\left(|\zeta|^{2}, k\right)}{r\left(|\zeta|^{2}\right)}\right|
\end{aligned}
$$

In the sum on the right-hand side,

$$
\sum_{\zeta \in Z_{h, R}}\left|\frac{S\left(|\zeta|^{2}, k\right)}{r\left(|\zeta|^{2}\right)}\right|=\sum_{n<(R / h)^{2}}|S(n, k)|
$$

and this can be estimated by using Proposition 6 with $X=(R / h)^{2}$. To do this, we must require that

$$
\begin{equation*}
R / h>\exp \left(\log (M)^{2} / b\right) \tag{27}
\end{equation*}
$$

for some positive constant $b$. Then there is a constant $C_{5}$ such that

$$
\sum_{n<(R / h)^{2}}|S(n, k)| \leq C_{5}\left(\frac{R}{h}\right)^{2} \exp \left(-\left(1-\frac{2}{\pi}\right) \frac{\log \left((R / h)^{2}\right)}{(\log M)^{2}}\right)
$$

The last term in (26) will always be the dominating one, and at this point, it does not give much to try to optimize the choices of $R, M$ and $h$. Hence to achieve an error of magnitude $\varepsilon$ we

1. Take $R=\sqrt{4 C_{1} / \varepsilon}$,
2. Observe that we must have $h<\varepsilon /\left(4 R^{2} C_{2}\right)=\varepsilon^{2} /\left(4 C_{1} C_{2}\right)$, and
3. Choose $M=4 R^{2} C_{4} / \varepsilon=64 C_{1} C_{4} / \varepsilon^{2}$.

With these choices of $R$ and $M$, the last term can then be bounded by

$$
\begin{equation*}
4 C_{3} C_{5} \frac{4 C_{1}}{\varepsilon} \exp \left(-\left(1-\frac{2}{\pi}\right) \log \frac{\log \left(4 C_{1} /\left(\varepsilon h^{2}\right)\right)}{\left(\log \left(64 C_{1} C_{4} / \varepsilon^{2}\right)\right)^{2}}\right) \tag{28}
\end{equation*}
$$

which converges to zero when $h \rightarrow 0$, and so there is an $h$ so small that also the last term in (26) is smaller than $\varepsilon / 4$. We see that in order to achieve an error of magnitude $\varepsilon$, one must take $h$ very small:

$$
h=o\left(\exp \left(-2(\log \varepsilon)^{2} \varepsilon^{-2 /\left(1-\frac{2}{\pi}\right)}\right)\right)
$$

(note that (27) is then satisfied).
5. Some remarks. From a numerical point of view, the discretization discussed above would be far too costly. It is most common to express the rate of convergence by giving an estimate of the error as a function of $h$, which in our case is the lattice parameter. The proof of Theorem 8 gives an estimate of $h$ needed to achieve an error of the order $\varepsilon$, and this corresponds to a rate of convergence of the order $(\log (1 / h))^{p}$, where $p<(1-2 / \pi) / 2$. This can then be used to give an estimation of the computational cost. A discrete velocity model with $N$ velocities would at least correspond to a computational cost of $O(N)$ per time step, because one needs to compute a value for each velocity. When the collision term is computed by the sum (18), the cost is $O\left(N^{2}\right)$ times some logarithmic factor of $N$ (which comes from the summation over the points on the circles). Because $N \sim h^{-2}$, we can conclude that $N \gg \exp \left(\varepsilon^{-c}\right)$ for some positive constant $c$. It seems clear that this kind of DVM will rarely be useful for numerical computations.

However, disregarding the computational cost, there is also another interesting issue with this kind of discrete velocity model, namely, the possibility of spurious invariants. By a collision invariant, we mean a function $\Psi(v)$ that satisfies

$$
\begin{align*}
\forall\left(j, k, j^{\prime}, k^{\prime}\right) \text { such that } \Gamma_{j, k}^{j^{\prime}, k^{\prime}} & >0 \\
\Psi\left(v_{j}\right)+\Psi\left(v_{k}\right) & =\Psi\left(v_{j^{\prime}}\right)+\Psi\left(v_{k^{\prime}}\right) \tag{29}
\end{align*}
$$

The only invariants should be those corresponding to the conservation of mass, momentum and energy, i.e.,

$$
\Psi(v)=1, \quad \Psi(v)=b \cdot v \quad\left(b \in \mathbb{R}^{2}\right), \quad \text { and } \Psi(v)=|v|^{2}
$$

All other functions satisfying (29) are called spurious invariants.


FIG. 1. Lattice points such that circles through these points contain at least 72 lattice points.

It is interesting to note that the present planar lattice model does not admit any spurious invariants, at least under some very modest requirements on the differential cross section (29). The proof, which can be found in [4], is constructive and basically works in the following way: Starting from a model which is known to possess the correct invariants, one adds one point at a time in such a way that the correct invariants are maintained. The planar lattice models that we study in this paper can thus be obtained by adding points to the Broadwell model, which consists of the velocities $( \pm 1,0),(0, \pm 1)$, extended with the point $(0,0)$.

Another question one might ask is whether it is always essential to avoid spurious invariants. When considering whole families of models, one can at least imagine two different definitions of a spurious invariant. Taking into account the scaling of the lattice with respect to the total number of velocity points, $N$, the definition of a collision invariant would be

$$
\begin{align*}
\forall\left(j, k, j^{\prime}, k^{\prime}\right) \text { such that } \Gamma_{j, k}^{j^{\prime}, k^{\prime}} & >0 \\
\Psi\left(h_{N} v_{j}\right)+\Psi\left(h_{N} v_{k}\right) & =\Psi\left(h_{N} v_{j^{\prime}}\right)+\Psi\left(h_{N} v_{k^{\prime}}\right) \tag{30}
\end{align*}
$$

where $h_{N}$ is the lattice parameter corresponding to a given model with $N$ velocities. A "strong invariant" would then be a function $\Psi$ that satisfies (30), for all $N$ sufficiently


FIG. 2. Lattice points such that circles through these points contain at least 72 lattice points (small dots), or at least 192 points (large dots).
large, or for a large set of $N \in \mathbb{Z}$. However, besides the desired ones, such functions cannot exist in our case, because that would contradict the strong convergence result, namely, Theorem 8.

Although the estimated rate of convergence indicates that the computational cost would be prohibitive for a model with many velocities, it is still possible to carry out simulations. In a companion paper [12], a numerical calculation on a $400 \times 400$ grid is reported. This calculation could not have been done with a reasonable computational effort if all terms in (9) had been included. To reduce the number of terms, we chose to only include those $\zeta$ for which $r_{2}\left(|\zeta|^{2}\right)$ is larger than an (arbitrary) threshold. To justify this, one should check that the remaining points are well distributed, and one should verify that there are no spurious invariants in the reduced model.

Proposition 6, which gives an effective estimate on the equidistribution of points, is indirect, and it is interesting to see how the points $\zeta \in \mathbb{Z}^{2} \zeta$ are distributed. We consider $\left\{\zeta=\left(\zeta_{1}, \zeta_{2}\right) \in \mathbb{Z}^{2}\right.$ such that $\left.\zeta_{1}, \zeta_{2} \geq 0,|\zeta|<20000\right\}$. This is an extremely large set of points, which corresponds to a huge number of velocities (the $O\left(N^{2}\right)$ factor would in this case be of the order $10^{17}$, which is, of course, absurd).

Among the circles with radii $|\zeta|$ in this set, the largest number of points on one circle is 384 . In Figure 1, we show all points $\zeta=\left(\zeta_{1}, \zeta_{2}\right)$ with $0<\zeta_{i}<2000$ such that the circle passing through $\zeta$ has more than 72 points. There are 36163 points in this set. This is a small fraction of the total number of integer points, but they are seemingly well distributed, except near the origin.

Figure 2 shows points in the range $10000 \leq \zeta_{i} \leq 12000$. Here the small dots denote points on circles having at least 72 points, and the larger dots denote points on circles with at least 192 points (there are 141562 and 1120 points, respectively, in these sets).

As for the question of spurious invariants in this restricted model, this can be checked by an algorithm based on the Bobylev-Cercignani [4] construction. We refer to [12] for a more detailed description of this, but it is interesting to note that if admissibility of the model (i.e., the absence of spurious invariants) is all that one is interested in, then it is in many cases sufficient to use only points lying on circles with just one radius $|\zeta|$. This could be chosen to be a radius giving many points on the corresponding circle, and thus a good approximation of the angular integral. However, the integral over $\mathbb{R}^{2}$ would be poorly approximated.
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# MASS CONCENTRATION PHENOMENON FOR THE QUINTIC NONLINEAR SCHRÖDINGER EQUATION IN ONE DIMENSION* 
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#### Abstract

We consider the $L^{2}$-critical quintic focusing nonlinear Schrödinger equation (NLS) on $\mathbf{R}$. It is well known that $H^{1}$ solutions of the aforementioned equation blow up in finite time. In higher dimensions, for $H^{1}$ spherically symmetric blow-up solutions of the $L^{2}$-critical focusing NLS, there is a minimal amount of concentration of the $L^{2}$-norm (the mass of the ground state) at the origin. In this paper we prove the existence of a similar phenomenon for the one-dimensional case and rougher initial data, $\left(u_{0} \in H^{s}, s<1\right)$, without any additional assumption.
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1. Introduction. This paper continues the investigation of the quintic nonlinear Schrödinger equation (NLS) in one dimension that we started in [27]:

$$
\begin{align*}
& i u_{t}+u_{x x} \pm|u|^{4} u=0, \\
& u(x, 0)=u_{0}(x) \in H^{s}(\mathbf{R}), t \in \mathbf{R} . \tag{1}
\end{align*}
$$

The (+) sign in front of the nonlinearity corresponds to the focusing NLS while the $(-)$ sign corresponds to the defocusing NLS. The Cauchy problem for (1) is known to be locally well-posed in $H^{s}(\mathbf{R})$ for $s>0$ (see [4]). A local result also exists for $s=0$, but the time of existence depends on the profile of the data as well as the norm. NLS is an infinite-dimensional Hamiltonian system with energy space $H^{1}$. It also has a scaling property. Thus $u(x, t)$ is a solution of (1) with initial data $u_{0}$ if and only if

$$
u^{\lambda}(x, t)=\frac{1}{\lambda^{1 / 2}} u\left(\frac{x}{\lambda}, \frac{t}{\lambda^{2}}\right)
$$

is a solution to the same equation with initial data $u_{0}\left(\frac{x}{\lambda}\right)$. In [27] we extend the local existence theorem for the defocusing NLS for all times. We do so by iterating the local result in the appropriate norms. To iterate the local result by standard limiting arguments we just need an a priori bound for our solutions in $H^{s}$. This bound comes from the next theorem that we proved in [27].

Theorem 1. Let $u$ be a global $H^{1}$ solution to (1) with the (-) sign. Then for any $T>0$ and $s>4 / 9$ we have that

$$
\sup _{0 \leq t \leq T}\|u(t)\|_{H^{s}} \lesssim C_{\left(\left\|u_{0}\right\|_{H^{s}, T}\right)}
$$

where the right-hand side does not depend on the $H^{1}$-norm of $u$.

[^113]Remark 1. Note that in the focusing case (where in front of the nonlinearity we have the $(+)$ instead of the $(-)$ sign) we can also proved global well-posedness for $4 / 9<s \leq 1 / 2$, but with the crucial assumption that $\left\|u_{0}\right\|_{L^{2}}<\|Q\|_{L^{2}}$, where Q is the unique positive solution (up to translations) of

$$
Q_{x x}-Q+|Q|^{4} Q=0 .
$$

In [29], Q was solved explicitly as $Q(x)=\frac{3^{\frac{1}{4}}}{\sqrt{\cosh (2 x)}}$ and then $\|Q\|_{L^{2}}^{2}=\frac{\sqrt{3} \pi}{2}$. In the same paper the author also proved a result that we will use below, namely that $C=\|Q\|_{L^{2}}^{-4}$ is the best constant in the Gagliardo-Nirenberg inequality

$$
\frac{1}{6}\|u\|_{L^{6}}^{6} \leq \frac{C}{2}\|\nabla u\|_{L^{2}}^{2}\|u\|_{L^{2}}^{4}
$$

We used the " $I$-method" that was recently introduced by Colliander et al. [5, 7, 8, 9]. This method allows us to define a modification of the energy functional that is "almost conserved"; that is, its time derivative decays with respect to a very large parameter. Since an implementation of this method also gives the main result of this paper, the details of the method are delayed until the next section. As we mentioned above for the focusing case, the solutions blow up in $H^{1}$, in finite time. An elementary proof of the existence of blow-up solutions has been known since the 1960s, but is based on energy constraints and is not constructive (see [26]). In particular, no qualitative information of any type is obtained for the blow-up dynamics. A lower estimate for the blow-up solutions in $H^{1}$ is given by Theorem 2 using the scaling and the local existence theorem (see [3]).

ThEOREM 2. Let $\left[0, T^{\star}\right.$ ) be the maximal interval of existence of the following Cauchy problem:

$$
\begin{align*}
& i u_{t}+u_{x x}+|u|^{4} u=0 \\
& u(x, 0)=u_{0}(x) \in H^{1}(\mathbf{R}), t \in \mathbf{R} . \tag{2}
\end{align*}
$$

If $u_{0} \in H^{1}$ is such that $T^{\star}<\infty$, then there exists a $C$ such that

$$
\left\|u_{x}\right\|_{L^{2}} \geq \frac{C}{\left(T^{\star}-t\right)^{\frac{1}{2}}}
$$

for $0 \leq t<T^{\star}$. This bound is often called the scaling bound. It is also fairly easy to show that $\|u(t)\|_{L^{p}}$ blows up for $p>2$. In particular we have

$$
\|u\|_{L^{p}} \geq \frac{C}{\left(T^{\star}-t\right)^{\frac{1}{4}-\frac{1}{2 p}}}
$$

for $p>2$.
Because it is related to the scaling symmetry of the problem, the above lower bound has long been conjectured to be optimal. But in 1988, Landman, et al. [14] suggested that the correct and stable blow-up speed is a slight correction to the scaling bound:

$$
\left\|u_{x}\right\|_{L^{2}} \sim \sqrt{\frac{\log |\log | T^{\star}-t| |}{T^{\star}-t}}
$$

In this framework Perelman [24] has constructed a family of blow-up solutions for which

$$
\left(\frac{\log |\log | T^{\star}-t| |}{T^{\star}-t}\right)^{-\frac{1}{4}}\|u(t)\|_{L^{\infty}} \rightarrow c>0
$$

as $t \rightarrow T^{\star}$, which is very close to but different from the scaling bound. Moreover, for initial data in some special class, Merle and Raphael [18, 19] recently showed that for $t$ close to $T^{\star}$, there is a universal constant $C^{\star}$ such that

$$
\left\|u_{x}\right\|_{L^{2}} \leq C^{\star} \sqrt{\frac{\log |\log | T^{\star}-t| |}{T^{\star}-t}}
$$

as suggested by the numerics in [14]. Finally it is worth noting that an easy application of the pseudoconformal transformation yields interesting information on the blow-up solutions. In particular we can show that some solutions blow up twice as fast as the scaling bound. For details see [2] and [28]. The above results show in particular that at least two different blow-up estimates are actually achieved.

Another property of the blow-up solutions in the critical case is the phenomenon of mass concentration [3, 26]. For $H^{1}$ solutions, there is a concentration of a finite amount of mass in a neighborhood of the focus of width slightly larger than $\left(T^{\star}-t\right)^{1 / 2}$. For radial initial data in dimension $d \geq 2$ there is a precise lower bound on the amount of concentrated mass in terms of the mass of the ground state Q (see [20]). More precisely we have the following.

Let $d \geq 2$ and let $\gamma:(0, \infty) \rightarrow(0, \infty)$ be any function such that $\gamma(s) \rightarrow \infty$ and $s^{1 / 2} \gamma(s) \rightarrow 0$ as $s \downarrow 0$. Finally, let $u_{0} \in H^{1}\left(\mathbf{R}^{\mathbf{d}}\right)$ be radial symmetric. Then if $u(x, t)$ is the maximal solution of the equivalent of (2) in higher dimensions and $T^{\star}<\infty$, we have

$$
\liminf _{t \uparrow T^{\star}}\|u(t)\|_{L_{\left\{|x|<\left|T^{\star}-t\right|^{1 / 2} \gamma\left(T^{\star}-t\right)\right\}}^{2}} \geq\|Q\|_{L^{2}}
$$

where $Q$ is the ground state solution of the elliptic equation $Q_{x x}-Q+|Q|^{\frac{4}{d}} Q=0$.
In the nonradial case and in dimension $d=1$ this was generalized by Nawa [22] using concentration compactness techniques [15, 16]. In addition to the scaling properties of the NLS, the main ingredients in the proof that $H^{1}$ blow-up solutions concentrate at least the mass of the ground state are
(i) the conservation of mass

$$
\|u(t)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}
$$

and the energy

$$
E(u)(t)=E\left(u_{0}\right)
$$

where

$$
E(u)=\frac{1}{2} \int\left|u_{x}(t)\right|^{2} d x-\frac{1}{6} \int|u(t)|^{6} d x
$$

(ii) a precise Galiardo-Nirenberg inequality which implies that nonzero $H^{1}$ functions of nonpositive energy have at least ground state mass.

The purpose of this paper is to investigate the mass concentration phenomenon in $H^{s}$, for $s<1$, where the conservation of energy cannot be used. Using the I-method we show that solutions of (2) with a finite maximal (forward) existence interval are expected to concentrate at least the $L^{2}$-mass of the ground state in $H^{s}$ for $s<1$. More precisely we have the following theorem.

ThEOREM 3. Suppose $H^{s} \ni u_{0} \longmapsto u(t)$ with $s>0$ solves (2) on the maximal interval of existence $\left[0, T^{\star}\right)$ with $T^{\star}<\infty$. Then for any $1>s>\frac{10}{11}$ there exists a positive function $\gamma(x) \uparrow \infty$ arbitrarily slowly as $x \downarrow 0$ and a real function $z(t)$ such that

$$
\underset{t \uparrow T^{\star}}{\limsup }\|u(t)\|_{L_{\left\{|x-z(t)|<\left(T^{\star}-t\right)^{\frac{s}{2}}\right.}^{\left.\gamma\left(T^{\star}-t\right)\right\}}} \geq\|Q\|_{L^{2}}
$$

Remark 2. In a recent preprint, Colliander, et al. [11] considered the twodimensional (2D) focusing critical NLS and proved a similar theorem with the additional assumption of radial symmetry. The radial symmetry assumption is needed in order to pass from weak to strong convergence since the general embedding $H^{1}\left(\mathbf{R}^{\mathbf{d}}\right) \hookrightarrow$ $L^{2}\left(\mathbf{R}^{\mathbf{d}}\right)$ is not compact. But as the four authors noted in [11], one can utilize the concentration compactness method of Lions $[15,16]$ and prove the analogous theorem in two dimensions. The one-dimensional case that we are dealing with has some similar features but also significant differences. First, in the one dimensional case, the radial assumption does not play a role. More precisely, in one dimension, radial symmetry is not enough for a bounded sequence in $H^{1}$ to have a strongly convergent subsequence in $L^{p}$ for $2<p<\infty$, although the latter is true if we further assume that the sequence in question is a nonincreasing function of $|x|$ for every $n \geq 0$. (For the above discussion the reader can also consult [25]). So we have to prove Theorem 3 by implementing techniques different from those used in [11]. Second, the nonlinearity has a fifth power, and thus the correction terms in the "modified energy" have larger growth. We take advantage of the fact that at each step we work on $[0, \delta]$ and prove a stronger proposition about the decay of the "modified energy" and thus somehow balance the additional correction terms with the greater decay that we prove. Finally, the crucial Lemma 3 that we use in one dimension is true only if the frequencies of the two solutions are separated. In higher dimensions the analogous lemma holds in general [1], although we avoid this difficulty in one dimension by analyzing further the correction terms of the "modified energy"; see Proposition 5.

Remark 3. As we mentioned before, to prove the theorem we use a combination of the concentration compactness and the $I$-method. Since the energy is infinite for initial data in $H^{s}$ we define a "modified energy," $E(I u)$, which is finite, where $I: H^{s} \rightarrow H^{1}$ is a multiplier operator defined below. The crucial step is to prove that the modified total energy grows more slowly than the modified kinetic energy

$$
\frac{1}{2} \int\left|I u_{x}(t)\right|^{2} d x
$$

These two steps are shown in Propositions 5 and 3, respectively. Note that Proposition 5 relies on the local theory that we shall establish in Proposition 1.

Remark 4. Let $p(s)$ be a number that depends on $s$ and for the range of $s$ in Theorem 3, $(10 / 11<s<1)$, it is $p(s)<2$. The statement that the modified total energy grows more slowly than the modified kinetic energy is reflected exactly on $p(s)<2$ and is proven in Proposition 3 below. Note also that our concentration
width $\left(T^{\star}-t\right)^{\frac{s}{2}}$ is larger than $\left(T^{\star}-t\right)^{\frac{1}{2}}$ with which ground state mass concentration is conjectured to occur.

Two quick by-products of the above theorem follow. The first is the conjecture that tiny $L^{2}$ mass concentration cannot occur when $u_{0} \in L^{2}$, a question that was asked in [21]. See also the relevant result of Bourgain [1]. The second is the following lemma which, as we mention on the first page, is basically a result of the work in [27].

Lemma 1. If $u_{0} \in H^{s}, s>\frac{10}{11}$, and $\left\|u_{0}\right\|_{L^{2}}<\|Q\|_{L^{2}}$, then the initial value problem (2) is globally well-posed.

We end this section by introducing some useful notation. In what follows we use $A \lesssim B$ to denote an estimate of the form $A \leq C B$ for some constant $C$. If there exist constants $C$ and $D$ such that $D B \leq A \leq C B$, we say that $A \sim B$, and $A \ll B$ to denote an estimate of the form $A \leq c B$ for small constant $c>0$. In addition, $\langle a\rangle:=1+|a|$ and $a \pm:=a \pm \epsilon$.
2. Linear and bilinear estimates. Before we state the linear and bilinear estimates that we will use throughout this paper, we recall some basic facts about the $X^{s, b}$ spaces. For an equation of the form

$$
\begin{equation*}
i u_{t}-\phi(-i \nabla) u=0, \tag{3}
\end{equation*}
$$

where $\phi$ is a measurable function, let $X^{s, b}$ be the completion of $\mathbb{S}\left(\mathbb{R}^{d+1}\right)$ with respect to

$$
\|u\|_{X^{s, b}}=\left\|\langle\xi\rangle^{s}\langle\tau+\phi(\xi)\rangle^{b} \hat{u}(\xi, \tau)\right\|_{L_{\xi}^{2} L_{\tau}^{2}} .
$$

From the above definition it is clear that the dual space of $X_{\tau=\phi(\xi)}^{s, b}$ is $X_{\tau=-\phi(-\xi)}^{-s,-b}$. Furthermore for a given interval $I$, we define

$$
\|f\|_{X^{s, b}(I)}=\inf _{\tilde{f}_{\mid I}=f}\|\tilde{f}\|_{X^{s, b}} .
$$

In our case, the interval of existence of the local solutions will be $[0, \delta]$ and we write $X_{\delta}^{s, b}=X_{[0, \delta]}^{s, b}$. Since conjugate solutions will not play any role in our arguments from now on, we omit any reference to the difference between $u$ and $\bar{u}$. We know that if $u$ is a solution of $(3)$ with $u(0)=f$ and if $\psi$ is a cut-off function in $C_{0}^{\infty}$ with support of $\psi \subset(-2,2), \psi=1$ on $[0,1], \psi(-t)=\psi(t), \psi(t) \geq 0, \psi_{\delta}(t)=\psi\left(\frac{t}{\delta}\right)$, then if $0<\delta \leq 1$, we have that for $b \geq 0$

$$
\begin{equation*}
\left\|\psi_{1} u\right\|_{X^{s, b}} \leq C\|f\|_{H^{s}} \tag{4}
\end{equation*}
$$

In addition, if $\nu$ is a solution of

$$
i \nu_{t}-\phi(-i \nabla) \nu=F
$$

with $\nu(0)=0$, then for $b^{\prime}+1 \geq b \geq 0 \geq b^{\prime}>-\frac{1}{2}$,

$$
\begin{equation*}
\left\|\psi_{\delta} \nu\right\|_{X^{s, b}} \leq C \delta^{1+b^{\prime}-b}\|F\|_{X^{s, b^{\prime}}} \tag{5}
\end{equation*}
$$

The proofs of (4) and (5) can be found in [12]. The Strichartz estimates for the Schrödinger equation on $\mathbb{R}^{d}$ state that for $q, r \geq 2$ such that $(d, q) \neq(2,2)$ and $0 \leq \frac{2}{q}=d\left(\frac{1}{2}-\frac{1}{r}\right)<1$, we have that

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L_{t}^{q} L_{x}^{r}} \lesssim\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{6}
\end{equation*}
$$

In particular, in one dimension we have

$$
\left\|e^{i t \partial_{x}^{2}} u_{0}\right\|_{L_{t}^{6} L_{x}^{6}} \lesssim\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}
$$

and

$$
\left\|e^{i t \partial_{x}^{2}} u_{0}\right\|_{L_{t}^{\infty} L_{x}^{2}} \lesssim\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}
$$

which by a standard argument gives

$$
\begin{equation*}
\|u\|_{L_{t}^{6} L_{x}^{6}} \lesssim\|u\|_{X_{\delta}^{0,1 / 2+}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{L_{t}^{\infty} L_{x}^{2}} \lesssim\|u\|_{X_{\delta}^{0,1 / 2+}} \tag{8}
\end{equation*}
$$

By the Sobolev embedding theorem in one dimension, (8) implies that

$$
\begin{equation*}
\|u\|_{L_{t}^{\infty} L_{x}^{\infty}} \lesssim\|u\|_{X_{\delta}^{1 / 2+, 1 / 2+}} . \tag{9}
\end{equation*}
$$

Also by interpolation between (7) and the trivial estimate

$$
\begin{equation*}
\|u\|_{L_{t}^{2} L_{x}^{2}}=\|u\|_{X_{\delta}^{0,0}} \tag{10}
\end{equation*}
$$

we get

$$
\begin{equation*}
\|u\|_{L_{t}^{p} L_{x}^{p}} \lesssim\|u\|_{X_{\delta}^{0,(1 / 2+) \cdot(3 / 2-3 / p)}} \tag{11}
\end{equation*}
$$

for any $2 \leq p \leq 6$.
The dual version of (6) gives

$$
\begin{equation*}
\|u\|_{X_{\delta}^{0,-1 / 2-}} \lesssim\|u\|_{L_{t}^{q^{\prime}} L_{x}^{r^{\prime}}} \tag{12}
\end{equation*}
$$

where $r^{\prime}$ and $q^{\prime}$ are the conjugate exponents of $r$ and $q$, respectively. Interpolation with the trivial estimate

$$
\begin{equation*}
\|u\|_{X_{\delta}^{0,0}}=\|u\|_{L_{t}^{2} L_{x}^{2}} \tag{13}
\end{equation*}
$$

gives that

$$
\begin{equation*}
\|u\|_{X_{\delta}^{0,-1 / 2+}} \lesssim\|u\|_{L_{t}^{q^{\prime}}+L_{x}^{r^{\prime}}+} \tag{14}
\end{equation*}
$$

and also that

$$
\begin{equation*}
\|u\|_{X_{\delta}^{1,-1 / 2+}} \lesssim\|u\|_{L_{t}^{q^{\prime}+} W_{x}^{1, r^{\prime}+}} \tag{15}
\end{equation*}
$$

for any $\frac{2}{q}+\frac{1}{r}=\frac{1}{2}$.
As we state in the introduction, we prove that the modified energy grows more slowly than the modified kinetic energy in Proposition 3. We can take advantage of the fact that we work on a small interval $[0, \delta]$ and improve the decay of the "modified energy." To do so we state the following lemma, which we can find in [12] and [23].

Lemma 2. If $1 / 2>b>b^{\prime} \geq 0$ and $s \in \mathbf{R}$, then the following embedding is true:

$$
\|f\|_{X_{\delta}^{s, b^{\prime}}} \lesssim \delta^{b-b^{\prime}}\|f\|_{X_{\delta}^{s, b}}
$$

The second lemma that we state in this section is an improved bilinear Strichartz-type estimate. It is due to Bourgain [1]. As we mentioned before, a general analogue of Lemma 3 holds for $d \geq 2$; see, for example, [10].

Lemma 3. Let $u$ and $v$ be any two Schwartz functions whose support of Fourier transform is in $|\xi| \sim M$ and $|\xi| \ll M$, respectively, and let $M \gg 1$. Then

$$
\left\|\left(D_{x}^{\frac{1}{2}} u\right) v\right\|_{L_{t}^{2} L_{x}^{2}}=\left\|\left(D_{x}^{\frac{1}{2}} \bar{u}\right) v\right\|_{L_{t}^{2} L_{x}^{2}} \lesssim\|u\|_{X^{0,1 / 2+}}\|v\|_{X^{0,1 / 2+}}
$$

3. The $I$-method and the proof of Theorem 3. As we mentioned above, the basic step toward Theorem 3 is the fact that the "modified total energy" decays more slowly than the "modified kinetic energy." To prove the last statement we iterate the local solutions for the new modified system

$$
\begin{align*}
& i I u_{t}+I u_{x x}+I\left(|u|^{4} u\right)=0 \\
& I u(x, 0)=I u_{0}(x) \in H^{1}(\mathbf{R}), t \in \mathbf{R} . \tag{16}
\end{align*}
$$

Thus let us define the $I$-operator. We introduce as in $[5,8]$ a radial $C^{\infty}$, monotone multiplier, taking values in $[0,1]$, where

$$
m(\xi):= \begin{cases}1 & \text { if }|\xi|<N \\ \left(\frac{|\xi|}{N}\right)^{s-1} & \text { if }|\xi|>2 N\end{cases}
$$

and we define $I: H^{s} \rightarrow H^{1}$ by $\widehat{I u}(\xi)=m(\xi) \hat{u}(\xi)$. The operator $I$ is smoothing of order $1-s$, and we have that

$$
\begin{equation*}
\|u\|_{X_{\delta}^{s_{0}, b_{0}}} \lesssim\|I u\|_{X_{\delta}^{s_{0}+1-s, b_{0}}} \lesssim N^{1-s}\|u\|_{X_{\delta}^{s_{0}, b_{0}}} \tag{17}
\end{equation*}
$$

for any $s_{0}, b_{0} \in \mathbf{R}$.
Remark 5. It is shown in [6] that if

$$
\|u v\|_{X^{s, b-1}} \lesssim\|u\|_{X^{s, b}}\|v\|_{X^{s, b}}
$$

then

$$
\|I(u v)\|_{X^{1, b-1}} \lesssim\|I u\|_{X^{1, b}}\|I v\|_{X^{1, b}}
$$

where the constants in the above inequality are independent of $N$. From now on we use this fact and refer to it as the "interpolation lemma." For details see [8].

Proposition 1. Let $s>10 / 11$ and consider the equation

$$
\begin{equation*}
i I u_{t}+(I u)_{x x}+I\left(|u|^{4} u\right)=0 \tag{18}
\end{equation*}
$$

with initial data $I u(x, 0)=I u_{0}$. Then there exists a

$$
\delta \sim\left(\left\|I u_{0}\right\|_{H^{1}}\right)^{-4-\epsilon}
$$

such that for all times in $[0, \delta]$, the above problem is locally well-posed and

$$
\|I u\|_{X_{\delta}^{1,1 / 2+}} \lesssim\left\|I u_{0}\right\|_{H^{1}}
$$

Proof. By Duhamel's formula (18) is equivalent to

$$
I u(t)=\psi_{1}(t) e^{i t \partial_{x}^{2}}\left(I u_{0}\right)+i \psi_{\delta}(t) \int_{0}^{t} e^{i(t-s) \partial_{x}^{2}} I\left(|u|^{4} u\right)(s) d s
$$

By (4) and (5) and the fact that $\delta \leq 1$ we have

$$
\|I u\|_{X_{\delta}^{1,1 / 2+}} \lesssim\left\|I u_{0}\right\|_{H^{1}}+\left\|I\left(|u|^{4} u\right)\right\|_{X_{\delta}^{1,-1 / 2+}}
$$

Now recall the dual Strichartz estimate (15)

$$
\|u\|_{X_{\delta}^{1,-1 / 2+}} \lesssim\|u\|_{L_{t}^{q^{\prime}+} W_{x}^{1, r^{\prime}+}}
$$

where $\frac{2}{q}=\frac{1}{2}-\frac{1}{r}$. Thus for $r^{\prime}=2-$ we have

$$
\left\|I\left(|u|^{4} u\right)\right\|_{X_{\delta}^{1,-1 / 2+}} \lesssim\left\|I\left(|u|^{4} u\right)\right\|_{L_{t}^{1+\epsilon} H_{x}^{1}} \lesssim \delta^{1-\epsilon}\left\|I\left(|u|^{4} u\right)\right\|_{L_{t}^{\infty} H_{x}^{1}}
$$

Since for $s>1 / 2, H^{s}$ is a Banach algebra, we have that

$$
\left\||u|^{4} u\right\|_{H_{x}^{s}} \lesssim\|u\|_{H_{x}^{s}}^{5},
$$

which by the interpolation lemma quickly translates to

$$
\left\|I\left(|u|^{4} u\right)\right\|_{H_{x}^{1}} \lesssim\|I u\|_{H_{x}^{1}}^{5} .
$$

But then

$$
\|I u\|_{X_{\delta}^{1,1 / 2+}} \lesssim\left\|I u_{0}\right\|_{H^{1}}+\delta^{1-\epsilon}\|I u\|_{L_{t}^{\infty} H_{x}^{1}}^{5} \lesssim\left\|I u_{0}\right\|_{H^{1}}+\delta^{1-\epsilon}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{5}
$$

and by standard iteration arguments (see [13]), we have that the system is locally well-posed for

$$
\delta^{1-\epsilon}\left\|I u_{0}\right\|_{H^{1}}^{4}<\frac{1}{2}
$$

We also need an analogue of Theorem 2 for the $I$-system (16). Let $\nabla^{s}$ denote the operator which on the Fourier side is given by $\widehat{\nabla^{s} u}(\xi)=|\xi|^{s} \hat{u}(\xi)$. It then follows by the definition of the Japanese bracket that on the Fourier side the $\langle\nabla\rangle \mathrm{u}$ is given by $(1+|\xi|) \hat{u}(\xi)$.

Proposition 2. If $H^{s} \ni u_{0} \longmapsto u(t)$ with $s>10 / 11$ solves (2) for all $t$ close enough to $T^{\star}$ in the maximal finite interval of existence $\left[0, T^{\star}\right)$, then

$$
\|I\langle\nabla\rangle u(t)\|_{L^{2}} \geq C\left(T^{\star}-t\right)^{-\frac{s}{2}}
$$

Proof. Since we know that

$$
\|I\langle\nabla\rangle u(t)\|_{L^{2}} \geq\|u(t)\|_{H^{s}}
$$

it suffices to show that

$$
\left\|\nabla^{s} u(t)\right\|_{L^{2}} \geq C\left(T^{\star}-t\right)^{-\frac{s}{2}}
$$

We assume that $\left\|\nabla^{s} u(t)\right\|_{L^{2}}>1$ since otherwise we can change variables to put the time origin near $T^{\star}$. Now fix $t \in\left[0, T^{\star}\right)$ and consider

$$
v^{t}(\tau, x)=\lambda^{-1 / 2} u\left(t+\frac{\tau}{\lambda^{2}}, \frac{x}{\lambda}\right)
$$

where $\lambda=\left\|\nabla^{s} u(t)\right\|_{L^{2}}^{\frac{1}{s}}$. By scaling, invariance $v^{t}(\tau, x)$ is a solution to (2). Moreover, an easy calculation shows that

$$
\left\|v^{t}(0, x)\right\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}
$$

and that

$$
\left\|\nabla^{s} v^{t}(0, x)\right\|_{L^{2}}=\lambda^{-s}\|u(t, x)\|_{\dot{H}^{s}}=1
$$

Thus $\left\|v^{t}(t, x)\right\|_{H^{s}}<C$, and by the local theory, this means that there exists a $\tau_{0}>0$, independent of $t$, such that $v^{t}(t, x)$ is defined on $\left[0, \tau_{0}\right]$ and therefore

$$
t+\frac{\tau_{0}}{\left\|\nabla^{s} u(t)\right\|_{L^{2}}^{\frac{2}{s}}} \leq T^{\star} \Longrightarrow\left\|\nabla^{s} u(t)\right\|_{L^{2}} \geq C\left(T^{\star}-t\right)^{-\frac{s}{2}}
$$

The last step for the proof of Theorem 3 is the following proposition, which for the moment we assume and prove later.

Proposition 3. For $s>\frac{10}{11}$ there exists $p(s)<2$ such that the following hold true:

If $H^{s} \ni u_{0} \longmapsto u(t)$ solves (2) on $\left[0, T^{\star}\right)$, then for all $T<T^{\star}$ there exists $N=N(T)$ such that

$$
\left|E\left[I_{N(T)} u(T)\right]\right| \leq C_{0} \Lambda(T)^{p(s)}
$$

with $C_{0}=C_{0}\left(s, T^{\star},\left\|u_{0}\right\|_{H^{s}}\right)$, and $\Lambda(T)$ is given in terms of $N(T)$ by $N(T)=$ $C(\Lambda(T))^{\frac{p(s)}{2(1-s)}}$.

We prove Theorem 3 by using the concentration compactness method that was developed by Lions in $[15,16]$. We will need a series of lemmas. The proofs of the first two lemmas are easy and can be found on pages 21 and 24, respectively, of [3].

Lemma 4. Let $u \in L^{2}$ and let the concentration function be defined by

$$
\rho(u, t)=\sup _{y \in \mathbf{R}} \int_{\{|x-y|<t\}}|u(x)|^{2} d x
$$

for $t>0$. Then $\rho$ is a nondecreasing function of $t$, and there exists $y(u, t) \in \mathbf{R}$ such that

$$
\rho(u, t)=\int_{\{|x-y(u, t)|<t\}}|u(x)|^{2} d x
$$

Moreover, if $u \in L^{r}(\mathbb{R})$ for some $r>2$, then for all $s, t>0$ and $C=C(r)$ we have

$$
|\rho(u, t)-\rho(u, s)| \leq C\|u\|_{L^{r}}^{2}|t-s|^{\frac{r-2}{r}}
$$

Lemma 5. There exists a constant $K$ such that for all $u \in H^{1}$, all $t>0$, and $\rho$ defined above we have

$$
\int|u|^{6} \leq K \rho(u, t)^{2}\left(\int|\nabla u|^{2}+t^{-2} \int|u|^{2}\right)
$$

Lemma 6. Let $\left(u_{n}\right)_{n \geq 0} \subset H^{1}$ be such that

$$
\begin{gathered}
\left\|u_{n}\right\|_{L^{2}} \leq a<\infty \\
\sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}}<\infty
\end{gathered}
$$

and let $\rho\left(u_{n}, t\right)$ be defined as before. Set

$$
\mu=\lim _{t \rightarrow \infty} \liminf _{n \rightarrow \infty} \rho\left(u_{n}, t\right)
$$

Then there exist a subsequence $\left(u_{n_{k}}\right)_{n_{k} \geq 0}$, a nondecreasing function $\gamma(t)$, and a sequence $t_{k} \rightarrow \infty$ with the following properties:
(i) $\rho\left(u_{n_{k}},.\right) \rightarrow \gamma(.) \in[0, a]$ as $k \rightarrow \infty$ uniformly on bounded sets of $[0, \infty)$.
(ii) $\mu=\lim _{t \rightarrow \infty} \gamma(t)=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right)=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k} / 2\right)$.

Proof. Since

$$
\mu=\lim _{t \rightarrow \infty} \liminf _{n \rightarrow \infty} \rho\left(u_{n}, t\right)
$$

there exists a $t_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
\mu=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right) \tag{19}
\end{equation*}
$$

and thus one part of (ii) is evident. To prove the first part note that

$$
\rho\left(u_{n}, t\right) \leq\left\|u_{n}\right\|_{L^{2}} \leq a<\infty
$$

In addition since $H^{1}(\mathbb{R}) \hookrightarrow L^{r}(\mathbb{R})$ for some $r$, by the last property of the previous lemma $\rho\left(u_{n}, \cdot\right)$ is Hölder continuous. Therefore (i) follows from Ascoli's theorem (after renaming the sequence $n_{k}$ ). Notice that property (19) is still true after passing to a subsequence. For the rest of (ii) by (19) and the fact that $\rho\left(u_{n}, \cdot\right)$ is nondecreasing we deduce that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \leq \limsup _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right)=\mu \tag{20}
\end{equation*}
$$

Next for every $t>0$ we have

$$
\liminf _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t\right) \geq \liminf _{n \rightarrow \infty} \rho\left(u_{n}, t\right)
$$

Now by letting $t \rightarrow \infty$ and using part (i) of the lemma and the definition of $\mu$ we get that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \gamma(t) \geq \mu \tag{21}
\end{equation*}
$$

Finally, given $t>0$ we have $\frac{t_{k}}{2}>t$ for $k$ large, so that

$$
\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \rho\left(u_{n_{k}}, t\right)
$$

and by letting $k \rightarrow \infty$ by part (i) we get

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \mu \tag{22}
\end{equation*}
$$

By (20) and (22) we have that

$$
\mu=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k} / 2\right)
$$

Similarly

$$
\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \rho\left(u_{n_{k}}, t\right) \Rightarrow \sup \rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \rho\left(u_{n_{k}}, t\right)
$$

and by taking $k \rightarrow \infty$ and using (20) we get

$$
\begin{equation*}
\mu \geq \lim _{t \rightarrow \infty} \gamma(t) \tag{23}
\end{equation*}
$$

Lemma 7. Let $\left(u_{n}\right)_{n \geq 0} \subset H^{1}$ be such that

$$
\begin{gathered}
\left\|u_{n}\right\|_{L^{2}} \leq a<\infty \\
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}}^{2}=b>0
\end{gathered}
$$

and

$$
\sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}}<\infty
$$

Then there exists a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$ which satisfies the following.
There exist $\left(q_{k}\right)_{k \geq 0},\left(w_{k}\right)_{k \geq 0} \subset H^{1}(\mathbb{R})$ such that

$$
\begin{gather*}
\operatorname{supp} q_{k} \cap \operatorname{supp} w_{k}=\emptyset  \tag{24}\\
\left|q_{k}\right|+\left|w_{k}\right| \leq\left|u_{n_{k}}\right|  \tag{25}\\
\left\|q_{k}\right\|_{H^{1}}+\left\|w_{k}\right\|_{H^{1}} \leq C\left\|u_{n_{k}}\right\|_{H^{1}}  \tag{26}\\
\lim _{k \rightarrow \infty}\left\|q_{k}\right\|_{L^{2}}^{2}=\mu, \quad \lim _{k \rightarrow \infty}\left\|w_{k}\right\|_{L^{2}}^{2}=b-\mu  \tag{27}\\
\liminf _{k \rightarrow \infty}\left\{\int\left|\nabla u_{n_{k}}\right|^{2}-\int\left|\nabla q_{k}\right|^{2}-\int\left|\nabla w_{k}\right|^{2}\right\} \geq 0  \tag{28}\\
\left.\lim _{k \rightarrow \infty}\left|\int\right| u_{n_{k}}\right|^{p}-\int\left|q_{k}\right|^{p}-\int\left|w_{k}\right|^{p} \mid=0 \tag{29}
\end{gather*}
$$

for all $2 \leq p<\infty$.
Proof. We use the sequences $\left(u_{n_{k}}\right)_{k \geq 0}$ and $\left(t_{k}\right)_{k \geq 0}$ constructed in the previous lemma. We fix $\theta, \phi \in C^{\infty}([0, \infty))$ such that $0 \leq \theta, \phi \leq 1$ and

$$
\begin{aligned}
& \theta(t)=1 \text { for } 0 \leq t \leq \frac{1}{2}, \quad \theta(t)=0 \text { for } t \geq \frac{3}{4} \\
& \phi(t)=0 \text { for } 0 \leq t \leq \frac{3}{4}, \quad \phi(t)=1 \text { for } t \geq 1
\end{aligned}
$$

and we set

$$
q_{k}=\theta_{k} u_{n_{k}}, \quad w_{k}=\phi_{k} u_{n_{k}}
$$

where

$$
\theta_{k}=\theta\left(\frac{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right|}{t_{k}}\right), \quad \phi_{k}=\phi\left(\frac{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right|}{t_{k}}\right) .
$$

Now (24), (25), and (26) are immediate. To prove (27) we estimate

$$
\begin{gathered}
\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right)=\int_{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq \frac{t_{k}}{2}}\left|u_{n_{k}}\right|^{2} \leq \int\left|q_{k}\right|^{2} \leq \int_{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq t_{k}}\left|u_{n_{k}}\right|^{2} \\
\leq \int_{\left|x-y\left(u_{n_{k}}, t_{k}\right)\right| \leq t_{k}}\left|u_{n_{k}}\right|^{2} \leq \rho\left(u_{n_{k}}, t_{k}\right) .
\end{gathered}
$$

Applying the second part of Lemma 6 we immediately get

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|q_{k}\right\|_{L^{2}}^{2}=\mu \tag{30}
\end{equation*}
$$

We now set $z_{k}=u_{n_{k}}-q_{k}-w_{k}$. Note that in particular $\left|z_{k}\right| \leq\left|u_{n_{k}}\right|$. We have

$$
\begin{aligned}
\int\left|z_{k}\right|^{2} & \leq \int_{\frac{t_{k}}{2} \leq\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq t_{k}}\left|u_{n_{k}}\right|^{2} \\
& =\int_{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq t_{k}}\left|u_{n_{k}}\right|^{2}-\int_{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq \frac{t_{k}}{2}}\left|u_{n_{k}}\right|^{2} \\
& \leq \int_{\left|x-y\left(u_{n_{k}}, t_{k}\right)\right| \leq t_{k}}\left|u_{n_{k}}\right|^{2}-\int_{\left|x-y\left(u_{n_{k}}, \frac{t_{k}}{2}\right)\right| \leq \frac{t_{k}}{2}}\left|u_{n_{k}}\right|^{2}=\rho\left(u_{n_{k}}, t_{k}\right)-\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right)
\end{aligned}
$$

and again by Lemma 6 we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|z_{k}\right\|_{L^{2}}^{2}=0 \tag{31}
\end{equation*}
$$

By the Cauchy-Schwartz inequality and the above we have that

$$
\lim _{k \rightarrow \infty} \int u_{n_{k}} \bar{z}_{k}=0
$$

But now by (24), (30), (31), and some trivial algebra we get after integration that

$$
\lim _{k \rightarrow \infty}\left\|w_{k}\right\|_{L^{2}}^{2}=b-\mu
$$

and (27) follows. Also note that $z_{k}$ is bounded in $H^{1}$ and converges to 0 in $L^{2}$, and by the Gagliardo-Nirenberg inequality, in $L^{p}$ for any $2 \leq p<\infty$. Moreover, one can easily verify that

$$
\left|\left|u_{n_{k}}\right|^{p}-\left|q_{k}\right|^{p}-\left|w_{k}\right|^{p}\right| \leq C\left|u_{n_{k}}\right|^{p-1}\left|z_{k}\right|
$$

and by Cauchy-Schwartz since $z_{k}$ tends to 0 in $L^{p}$, (29) follows. Finally, (28) follows easily from the initial assumptions, the Cauchy-Schwartz inequality and the easy
calculation

$$
\begin{gathered}
\left|\nabla u_{n_{k}}\right|^{2}-\left|\nabla q_{k}\right|^{2}-\left|\nabla w_{k}\right|^{2}=\left|\nabla u_{n_{k}}\right|^{2}\left(1-\theta_{k}^{2}-\phi_{k}^{2}\right)-\left|u_{n_{k}}\right|^{2}\left(\left|\nabla \theta_{k}\right|^{2}+\left|\nabla \phi_{k}\right|^{2}\right) \\
\quad-\operatorname{Re}\left(\bar{u}_{n_{k}} \nabla u_{n_{k}}\right) \cdot \nabla\left(\theta_{k}^{2}+\phi_{k}^{2}\right) \geq-\frac{C}{t_{k}^{2}}\left|u_{n_{k}}\right|^{2}-\frac{C}{t_{k}}\left|u_{n_{k}}\right|\left|\nabla u_{n_{k}}\right| .
\end{gathered}
$$

Proof of Theorem 3. Define the blowup parameters:

$$
\begin{aligned}
\lambda(t)=\|u(t)\|_{H^{s}}, \quad \Lambda(t)=\sup _{0 \leq \tau \leq t} \lambda(\tau) \\
\sigma(t)=\left\|I_{N}\langle\nabla\rangle u(t)\right\|_{L^{2}}, \quad \Sigma(t)=\sup _{0 \leq \tau \leq t} \sigma(\tau)
\end{aligned}
$$

Let $\left\{t_{n}\right\}_{n=1}^{\infty}$ be a sequence such that $t_{n} \uparrow T^{\star}$ and for each $t_{n}$ we have

$$
\left\|u\left(t_{n}\right)\right\|_{H^{s}}=\Lambda\left(t_{n}\right)
$$

and with $u\left(t_{n}\right)=u_{n}$ we define

$$
I_{N} u_{n}=I_{N\left(t_{n}\right)} u\left(t_{n}\right)
$$

We rescale these as follows:

$$
v_{n}(x)=\frac{1}{\sqrt{\sigma_{n}}} I_{N} u_{n}\left(\frac{x}{\sigma_{n}}\right)
$$

where

$$
\sigma_{n}=\left\|I_{N}\langle\nabla\rangle u_{n}\right\|_{L^{2}}=\sigma\left(t_{n}\right)
$$

Note that for these sequences (let us call them maximizing) we have that

$$
\Lambda\left(t_{n}\right) \leq \sigma_{n}
$$

where $\sigma_{n} \rightarrow \infty$ as $n \rightarrow \infty$. It is important to note that we are in the blow-up regime and thus

$$
\left\|u_{0}\right\|_{L^{2}} \geq\|Q\|_{L^{2}}
$$

Moreover, the $L^{2}$ part of $v_{n}$ is bounded uniformly in $n$. This is because

$$
\left\|v_{n}\right\|_{L^{2}}=\left\|I_{N} u_{n}\right\|_{L^{2}} \leq\left\|u_{n}\right\|_{L^{2}}=\left\|u\left(t_{n}\right)\right\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}
$$

Thus in the limit as $n \rightarrow \infty$ we have

$$
\lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}}=1
$$

Also, since $N\left(t_{n}\right)$ goes to infinity as $n \rightarrow \infty$,

$$
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}}=\lim _{n \rightarrow \infty}\left\|I_{N} u_{n}\right\|_{L^{2}}=\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}} \geq\|Q\|_{L^{2}}
$$

In addition, by Proposition 3 we have that

$$
\left|E\left(v_{n}\right)\right|=\frac{1}{\sigma_{n}^{2}}\left|E\left(I_{N} u_{n}\right)\right| \leq C \sigma_{n}^{-2} \Lambda^{p(s)}\left(t_{n}\right) \leq C \Lambda^{p(s)-2}\left(t_{n}\right)
$$

and thus

$$
\lim _{n \rightarrow \infty} E\left(v_{n}\right)=0
$$

since $p(s)<2$. This allows another way to prove that

$$
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}} \geq\|Q\|_{L^{2}}
$$

since by the optimality of the Gagliardo-Nirenberg inequality we have

$$
E\left(v_{n}\right) \geq \frac{1}{2}\left(1-\frac{\left\|v_{n}\right\|_{L^{2}}^{4}}{\|Q\|_{L^{2}}^{4}}\right)\left\|\nabla v_{n}\right\|_{L^{2}}^{2}
$$

and in the limit as $n \rightarrow \infty$ we get

$$
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}} \geq\|Q\|_{L^{2}}
$$

We collect the three important relations that we have:

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}} \geq\|Q\|_{L^{2}}  \tag{32}\\
\lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}}=1  \tag{33}\\
\lim _{n \rightarrow \infty} E\left(v_{n}\right)=0 \tag{34}
\end{gather*}
$$

With the help of (32), (33), and (34) we will conclude the following claim.
Claim 1.

$$
\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right) \geq\|Q\|_{L^{2}}^{2}
$$

First assuming the claim and revisiting the statement of the theorem, it is enough to prove that for any $\epsilon>0$ we have

$$
\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L_{\left\{\left|x-z_{n}\right|<\left(T^{\star}-t_{n}\right)^{\frac{s}{2}} \gamma\left(T^{\star}-t_{n}\right)\right\}}} \geq\|Q\|_{L^{2}}-\epsilon .
$$

Note that since $N\left(t_{n}\right)$ goes to $\infty$ we have

$$
\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}}=\lim _{n \rightarrow \infty}\left\|I_{N\left(t_{n}\right)} u\left(t_{n}\right)\right\|_{L^{2}}
$$

Now given $\epsilon>0$, the relation

$$
\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right) \geq\|Q\|_{L^{2}}^{2}
$$

by Lemma 6 implies that there exists a $T \in \mathbf{R}$ such that

$$
\rho\left(v_{n}, T\right) \geq\|Q\|_{L^{2}}^{2}-\epsilon
$$

for large $n$. Note that $\rho$ is a nondecreasing function of $t$ and it is crucial to find a fixed $T$ such that $\rho\left(v_{n}, T\right) \geq\|Q\|_{L^{2}}^{2}-\epsilon$ holds for any large $n$, for the given $\epsilon$. That this $T$ is independent of all the $n$ 's after some $n$ large, up to a subsequence, is guaranteed by the two parts of Lemma 6 . Thus the same $T$ works for all large $n$.

Now setting $y_{n}=y\left(v_{n}, T\right)$ defined by Lemma 4 , we have that

$$
\liminf _{n \rightarrow \infty}\left\|v\left(t_{n}\right)\right\|_{L_{\left\{\left|x-y_{n}\right|<T\right\}}^{2}} \geq\|Q\|_{L^{2}}^{2}-\epsilon
$$

and up to a subsequence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v\left(t_{n}\right)\right\|_{L_{\left\{\left|x-y_{n}\right|<T\right\}}^{2}} \geq\|Q\|_{L^{2}}^{2}-\epsilon \tag{35}
\end{equation*}
$$

But

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\|v\left(t_{n}\right)\right\|_{L_{\left\{\left|x-y_{n}\right|<T\right\}}^{2}}=\lim _{n \rightarrow \infty}\left\|\frac{1}{\sqrt{\sigma_{n}}} I_{N} u_{n}\left(\frac{x}{\sigma_{n}}\right)\right\|_{L_{\left\{\left|x-y_{n}\right|<T\right\}}^{2}} \\
=\lim _{n \rightarrow \infty}\left\|I_{n} u_{n}(x)\right\|_{L_{\left\{\left|x-\frac{y_{n}}{\sigma_{n}}\right|<\frac{T}{\sigma_{n}}\right\}}^{2}}=\lim _{n \rightarrow \infty}\left\|u_{n}(x)\right\|_{L_{\left\{\left|x-\frac{y_{n}}{\sigma_{n}}\right|<\frac{T}{\sigma_{n}}\right\}}^{2}}=\lim _{n \rightarrow \infty}\left\|u_{n}(x)\right\|_{L_{\left\{\left|x-z_{n}\right|<\frac{T}{\sigma_{n}}\right\}}^{2}},
\end{gathered}
$$

where $z_{n}=\frac{y_{n}}{\sigma_{n}}$. Moreover, note that $\frac{T}{\sigma_{n}} \rightarrow 0$ and that $\sigma_{n}$ goes to infinity at least as fast as $\left(T^{\star}-t\right)^{-\frac{s}{2}}$. Thus there exists a function $\gamma(x) \uparrow \infty$ as $x \downarrow 0$ such that

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L_{\left\{\left|x-z_{n}\right|<\left(T^{\star}-t_{n}\right)^{\frac{s}{2}} \gamma\left(T^{\star}-t_{n}\right)\right\}}} \geq \lim _{n \rightarrow \infty}\left\|u_{n}(x)\right\|_{L_{\left\{\left|x-z_{n}\right|<\frac{T}{\sigma_{n}}\right\}}^{2}} \\
=\lim _{n \rightarrow \infty}\left\|v\left(t_{n}\right)\right\|_{L_{\left\{\left|x-y_{n}\right|<T\right\}}^{2}} \geq\|Q\|_{L^{2}}^{2}-\epsilon
\end{gathered}
$$

by equation (35), and the proof is complete.
Proof of Claim 1. We prove the claim by contradiction. We claim that there exists $\delta>0$ with the following property. If $\left(v_{n}\right)_{n \geq 0} \in H^{1}$ is such that

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}}^{2}=\left\|u_{0}\right\|_{L^{2}}^{2}  \tag{36}\\
0<\liminf _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}} \leq \limsup _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{L^{2}}<\infty  \tag{37}\\
\limsup _{n \rightarrow \infty} E\left(v_{n}\right) \leq 0 \tag{38}
\end{gather*}
$$

and

$$
\begin{equation*}
\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right)<\|Q\|_{L^{2}}^{2} \tag{39}
\end{equation*}
$$

then there exists a sequence $\left(\tilde{v}_{n}\right)_{n \geq 0} \in H^{1}$ satisfying (37), (38), and (39) and such that

$$
\lim _{n \rightarrow \infty}\left\|\tilde{v}_{n}\right\|_{L^{2}}^{2}=\left\|u_{0}\right\|_{L^{2}}^{2}-\beta
$$

for some $\beta>\delta$. Clearly the sequence $v_{n}$ of Theorem 3 satisfies (36), (37), and (38). But then by Galiardo-Nirenberg and (37), (38), and (39) we have that

$$
\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right)<\left\|u_{0}\right\|_{L^{2}}^{2}-\delta .
$$

If we apply the above procedure $k$ times, we get $\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right)<\left\|u_{0}\right\|_{L^{2}}^{2}-k \delta$, which for large $k$ is absurd. Thus it suffices to prove the claim. We apply Lemmas 6 and 7 to the sequence $\left(v_{n}\right)_{n \geq 0}$ and we consider the corresponding sequences $\left(q_{n}\right)_{n \geq 0}$ and $\left(w_{n}\right)_{n \geq 0}$. We set

$$
\delta=\left(\frac{3}{K}\right)^{\frac{1}{2}}>0
$$

where $K$ is given in Lemma 5 . We first show that

$$
\mu\left(\left\{v_{n}\right\}_{n \geq 0}\right) \geq \delta
$$

By Lemma 5 and the definition of $\delta$ we have that

$$
E\left(v_{n_{k}}\right) \geq \frac{1}{2}\left(1-\left(\frac{\rho\left(v_{n_{k}}, t_{k}\right)}{\delta}\right)^{2}\right) \int\left|\nabla v_{n_{k}}\right|^{2}-\frac{K}{6 t_{k}^{2}} \rho\left(v_{n_{k}}, t_{k}\right)^{2}
$$

Now if we assume by contradiction that $\mu<\delta$, then we obtain by letting $k \rightarrow \infty$, applying the second part of Lemma 6, and using (37) that up to a subsequence

$$
\limsup _{n \rightarrow \infty} E\left(v_{n}\right) \geq \frac{1}{2}\left(1-\left(\frac{\mu}{\delta}\right)^{2}\right) \liminf _{n \rightarrow \infty} \int\left|\nabla v_{n}\right|^{2}>0
$$

which is absurd. Now since by (25) we know that $\left|w_{k}\right| \leq\left|v_{n_{k}}\right|$, we have by the second part of Lemma 6 and (39)

$$
\mu\left(\left(w_{k}\right)_{k \geq 0}\right) \leq \mu<\|Q\|_{L^{2}}^{2}
$$

This proves that $\left(w_{k}\right)_{k \geq 0}$ satisfies (39). Also by (27), (39), and the GagliardoNirenberg inequality we know that there exists a $\sigma>0$ such that for $k$ large

$$
\begin{equation*}
E\left(q_{k}\right) \geq \sigma\left\|\nabla q_{k}\right\|_{L^{2}}^{2} \tag{40}
\end{equation*}
$$

On the other hand, by (28) and (29) we have that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\{E\left(v_{n_{k}}\right)-E\left(q_{k}\right)-E\left(w_{k}\right)\right\} \geq 0 \tag{41}
\end{equation*}
$$

and thus

$$
\limsup _{k \rightarrow \infty} E\left(w_{k}\right) \leq 0
$$

This proves that $\left(w_{k}\right)_{k \geq 0}$ satisfies (38). By (26) and (37) we easily get that

$$
\left\|\nabla w_{k}\right\|_{L^{2}} \leq C\left\|v_{n_{k}}\right\|_{H^{1}}<\infty
$$

Finally we show the last property (37), namely, that

$$
\liminf _{k \rightarrow \infty}\left\|\nabla w_{k}\right\|_{L^{2}}>0
$$

We argue again by contradiction and assume that there exists a sequence which we still denote by $\left(w_{k}\right)_{k \geq 0}$ such that $\lim _{k \rightarrow \infty}\left\|\nabla w_{k}\right\|_{L^{2}}=0$. But then it trivially follows that $E\left(w_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$ and thus by (38), (40), and (41) we get that

$$
\lim _{k \rightarrow \infty}\left\|\nabla q_{k}\right\|_{L^{2}}=0
$$

But then by (29) and the fact that $\left\|w_{k}\right\|_{L^{6}},\left\|q_{k}\right\|_{L^{6}} \rightarrow 0$ we deduce that $\lim _{k \rightarrow \infty}\left\|v_{n_{k}}\right\|_{L^{6}}=$ 0 and thus

$$
\limsup _{k \rightarrow \infty} E\left(v_{n_{k}}\right)>0
$$

which contradicts (38). Now setting

$$
\tilde{v}_{k}=\frac{\sqrt{\left\|u_{0}\right\|_{L^{2}}^{2}-\mu}}{\left\|w_{k}\right\|_{L^{2}}} w_{k}
$$

we see that with the help of (27) the sequence $\left(\tilde{v}_{n}\right)_{n \geq 0}$ satisfies (37), (38), and (39) and that

$$
\lim _{k \rightarrow \infty}\left\|\tilde{v}_{k}\right\|_{L^{2}}^{2}=\left\|u_{0}\right\|_{L^{2}}^{2}-\mu \leq\left\|u_{0}\right\|_{L^{2}}^{2}-\delta
$$

and we are done.
Remark 6. In dimensions $n \geq 2$ with the additional assumption of radial symmetry on the initial data, the solution of the equivalent $L^{2}$-critical Schrödinger equation satisfies the conclusion of Theorem 3 with $z(t) \equiv 0$.

We define the "modified energy" for the system (16) as

$$
E(I u)(t)=\frac{1}{2} \int\left|I u_{x}(t)\right|^{2} d x-\frac{1}{6} \int|I u(t)|^{6} d x
$$

This "energy" functional is not conserved, but we can show that its time derivative decays with respect to a large parameter $N$. The next proposition quantifies the increament of this functional on $[0, \delta]$.

Proposition 4. Let $u$ be an $H^{1}$ solution of (2). Then

$$
\begin{aligned}
E(I u)(\delta)-E(I u)(0)= & \operatorname{Im}\left(\int_{0}^{\delta} \int I \bar{u}_{x x}\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x d t\right) \\
& +\operatorname{Im}\left(\int_{0}^{\delta} \int I\left(|u|^{4} u\right)\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x d t\right)
\end{aligned}
$$

Proof. The derivative of the "modified energy" is

$$
\begin{aligned}
\frac{d E}{d t}(I u)= & \operatorname{Im}\left(\int I \bar{u}_{x x}\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x\right) \\
& +\operatorname{Im}\left(\int I\left(|u|^{4} u\right)\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x\right) .
\end{aligned}
$$

But then Proposition 4 follows immediately by applying the fundamental theorem of calculus.

By the previous formal identity we can deduce the desired decay of the "modified energy."

Proposition 5. For any Schwartz function u we have that

$$
E(I u)(\delta)-E(I u)(0) \lesssim \delta^{\frac{1}{4}-} N^{-\frac{3}{2}+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{6}+\delta^{\frac{1}{2}-} N^{-2+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{10}
$$

Proof. First we establish

$$
\left|\int_{0}^{\delta} \int I \bar{u}_{x x}\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x d t\right| \lesssim \delta^{\frac{1}{4}-} N^{-\frac{3}{2}+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{6}
$$

or, by Plancherel's theorem, that

$$
\begin{gather*}
\left|\int_{0}^{\delta} \int_{\Gamma_{6}} \frac{\xi_{1}^{2}}{\left\langle\xi_{1}\right\rangle}\left(\frac{m\left(\xi_{2}+\cdots+\xi_{6}\right)-m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}{m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}\right) \hat{u}\left(\xi_{1}, t\right) \cdots \hat{\bar{u}}\left(\xi_{6}, t\right) d \xi d t\right| \\
\lesssim \delta^{1 / 4-} N^{-\frac{3}{2}+}\|u\|_{X^{1,1 / 2+}}^{5}\left\|u_{1}\right\|_{X^{0,1 / 2+}} \tag{42}
\end{gather*}
$$

where $\Gamma_{6}$ denotes the hyperplane $\xi_{1}+\xi_{2}+\cdots+\xi_{6}=0$, and $u_{1}$ is the function that corresponds on the Fourier side to the frequency $\xi_{1}$.

## Remark 7.

1. Let us denote $N_{i} \sim\left|\xi_{i}\right|$ and $N_{\max } \sim|\xi|_{\text {max }}, N_{\text {med }} \sim|\xi|_{\text {med }}$, where $|\xi|_{\text {max }}$, $|\xi|_{\text {med }}$ are the largest and second largest of the $\left|\xi_{i}\right|$. If all $\left|\xi_{i}\right| \ll N$, then the big parenthesis above is zero and there is nothing to prove. Thus since the $\xi_{i}$ are related by $\xi_{1}+\xi_{2}+\cdots+\xi_{6}=0$, we have that $|\xi|_{\max } \sim|\xi|_{\text {med }} \gtrsim N$. We also write $m_{i}$ for $m\left(\xi_{i}\right)$ and $m_{i j}$ for $m\left(\xi_{i}+\xi_{j}\right)$.
2. Our strategy from now on is to break all the functions into a sum of dyadic constituents $\psi_{j}$, each with frequency support $\langle\xi\rangle \sim 2^{j}, j=0, \cdots$. Then we pull the absolute value of the symbols out of the integral, estimating it pointwise. After bounding the multiplier, the remaining integrals involving the pieces $\psi_{j}$ are estimated by reversing Plancherel's formula and using duality, Hölder's inequality, and the Strichartz estimates. We can sum over all the frequency pieces $\psi_{j}$ as long as we always keep a factor $N_{\max }^{-\epsilon}$ inside the summation.
3. Since in all of the estimates that we establish from now on, the right-hand side is in terms of the $X^{s, b}$ norms and the $X^{s, b}$ spaces depend only on the absolute value of the Fourier transform, we can assume without loss of generality that the Fourier transform of all the functions in the estimates are real and positive.
4. Note also that $\frac{N_{1}^{2}}{\left\langle N_{1}\right\rangle} \leq N_{1}$.

Since, as we mentioned before, our analyses do not rely upon the complex conjugate structure of the left-hand side, there is a symmetry under the interchange of the indices and thus we can assume that

$$
N_{2} \geq N_{3} \geq \cdots \geq N_{6}
$$

Case 1. Let $N \gg N_{2}$. Then

$$
\frac{m\left(\xi_{2}+\cdots+\xi_{6}\right)-m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}{m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}=0
$$

and there is nothing to prove.
Case $2 . N_{2} \gtrsim N \gg N_{3} \geq \cdots \geq N_{6}$. This forces $N_{1} \sim N_{2}$ on $\Gamma_{6}$. But then by the mean value theorem we have

$$
\begin{gathered}
\left|\frac{m\left(\xi_{2}+\cdots+\xi_{6}\right)-m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}{m\left(\xi_{2}\right) \cdots m\left(\xi_{6}\right)}\right|=\left|\frac{m\left(\xi_{2}\right)-m\left(\xi_{1}\right)}{m\left(\xi_{2}\right)}\right| \\
\quad \lesssim\left|\frac{\nabla m\left(\xi_{2}\right) \cdot\left(\xi_{3}+\cdots+\xi_{6}\right)}{m\left(\xi_{2}\right)}\right| \lesssim \frac{N_{3}}{N_{2}}
\end{gathered}
$$

Now by undoing Plancherel's theorem, using the Cauchy-Schwartz inequality, applying the Strichartz estimates, and using Lemmas 2 and 3, we have that the left-
hand side of (42) is

$$
\begin{gathered}
\quad \lesssim \frac{N_{1} N_{3}}{N_{2} N_{1}^{1 / 2}}\left\|\left(D^{1 / 2} u_{1}\right) u_{3}\right\|_{L_{t}^{2} L_{x}^{2}}\left\|u_{2} u_{4} u_{5} u_{6}\right\|_{L_{t}^{2} L_{x}^{2}} \\
\lesssim \\
\frac{N_{3}}{N_{1}^{1 / 2}}\left\|u_{1}\right\|_{X_{\delta}^{0,1 / 2+}}\left\|u_{3}\right\|_{X_{\delta}^{0,1 / 2+}} \prod_{j=4}^{6}\left\|u_{j}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}\left\|u_{2}\right\|_{L_{t}^{2} L_{x}^{2}} \\
\\
\lesssim \delta^{1 / 2-} \frac{N_{3}}{N_{1}^{1 / 2}} \prod_{j=1}^{3}\left\|u_{j}\right\|_{X_{\delta}^{0,1 / 2+}} \prod_{j=4}^{6}\left\|u_{j}\right\|_{X_{\delta}^{1 / 2,1 / 2+}},
\end{gathered}
$$

where in the last inequality we also used (9) in its dyadic form. Comparing with (42) we see that it is enough to have

$$
\delta^{1 / 2-} \frac{N_{3}\left(N_{4} N_{5} N_{6}\right)^{1 / 2}}{N_{1}^{1 / 2}} \lesssim \delta^{1 / 4-} N^{-\frac{3}{2}+} N_{\max }^{-\epsilon} N_{2} \cdots N_{6}
$$

which is true. Note that in the process we summed the Littlewood-Paley pieces, using the factor $N_{\max }^{-\epsilon}$.

Case 3. $N_{2} \geq N_{3} \gtrsim N$. In this case we use the crude estimate

$$
\left|1-\frac{m_{1}}{m_{2} \cdots m_{6}}\right| \lesssim \frac{m_{1}}{m_{2} \cdots m_{6}}
$$

Since it is impossible to have $N_{1} \gg N_{\text {med }}=N_{2}$, we can divide this case into two subcases.
(a) $N_{1} \sim N_{2} \geq N_{3} \gtrsim N$. Now we start by comparing the different frequencies in order to be able to apply Lemma 3. Note that $m_{1} \sim m_{2}$.
(i) Suppose first that $N_{2} \gg N_{3}$. Without loss of generality we can assume that $N_{4} \leq N$. This is because in the case that one of the $N_{4}, N_{5}, N_{5}$ is $\gtrsim N$, the estimate is even easier and the decay is greater. For the suspicious reader who might object to the previous argument because of the presence of $m_{4} m_{5} m_{6}$ in the denominator, we comment that for $N_{j} \gtrsim N$ we have that

$$
\frac{1}{m_{j} N_{j}^{1 / 2}} \lesssim \frac{1}{N^{1 / 2}}
$$

and indeed we can get a better decay. From now on we will use this heuristic without any comment. Thus we can apply Cauchy-Schwartz and Lemma 3, and the left-hand side of (42) is

$$
\begin{aligned}
& \lesssim \frac{N_{1}}{m_{3} N_{1}^{1 / 2}}\left\|\left(D^{1 / 2} u_{1}\right) u_{3}\right\|_{L_{t}^{2} L_{x}^{2}}\left\|u_{2}\right\|_{L_{t}^{2} L_{x}^{2}} \cdot \prod_{j=4}^{6}\left\|u_{j}\right\|_{L_{t}^{\infty} L_{x}^{\infty}} \\
& \lesssim \delta^{1 / 2-} \frac{N_{1} N_{3}^{1 / 2}}{m_{3} N_{3}^{1 / 2} N_{1}^{1 / 2}} \prod_{j=1}^{3}\left\|u_{j}\right\|_{X_{\delta}^{0,1 / 2+}} \cdot \prod_{j=4}^{6}\left\|u_{j}\right\|_{X_{\delta}^{1 / 2,1 / 2+}} \\
& \lesssim \delta^{1 / 2-} \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}} \prod_{j=1}^{3}\left\|u_{j}\right\|_{X_{\delta}^{0,1 / 2+}} \cdot \prod_{j=4}^{6}\left\|u_{j}\right\|_{X_{\delta}^{1 / 2,1 / 2+}} .
\end{aligned}
$$

Comparing with (42) we see that it is enough to have

$$
\delta^{1 / 2-} \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}} \lesssim \delta^{1 / 4-} N^{-\frac{3}{2}+} N_{\max }^{-\epsilon}\left(N_{4} \cdots N_{6}\right)^{1 / 2} N_{2} N_{3},
$$

which is true.
(ii) Now assume that $N_{2} \sim N_{3}$ and by the comment in case (i) the worst case is when $N_{5}, N_{6} \leq N$ which we assume without loss of generality. In this case we compare $N_{3}$ with $N_{4}$. In case that $N_{3} \sim N_{4}$, the estimate is easy since

$$
\frac{N_{1} m_{1}}{m_{2} \cdots m_{6}} \lesssim \frac{N_{1} N_{3}^{1 / 2}}{m_{3} m_{4} N_{3}^{1 / 2}} \lesssim \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2}}
$$

and thus the left-hand side of (42) is

$$
\begin{gathered}
\lesssim \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2}} \prod_{j=1}^{4}\left\|u_{j}\right\|_{L_{t}^{4} L_{x}^{4}} \cdot\left\|u_{5}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}\left\|u_{6}\right\|_{L_{t}^{\infty} L_{x}^{\infty}} \\
\lesssim \delta^{1 / 2-} \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2}} \prod_{j=1}^{4}\left\|u_{j}\right\|_{X_{\delta}^{0,1 / 2+}} \cdot\left\|u_{5}\right\|_{X_{\delta}^{1 / 2,1 / 2+}}\left\|u_{6}\right\|_{X_{\delta}^{1 / 2,1 / 2+}} .
\end{gathered}
$$

Comparing with (42) it is enough to have

$$
\delta^{1 / 2-} \frac{N_{1} N_{3}^{1 / 2}\left(N_{5} N_{6}\right)^{1 / 2}}{N^{1 / 2}} \lesssim \delta^{1 / 4-} N^{-\frac{3}{2}+} N_{\max }^{-\epsilon} N_{2} \cdots N_{6},
$$

which is true. If $N_{3} \gg N_{4}$ again without loss of generality we assume that $N_{4} \leq N$ and we apply Lemma 3. Moreover,

$$
\left|\frac{N_{1} m_{1}}{m_{2} \cdots m_{6}}\right| \lesssim \frac{N_{1} N_{3}^{1 / 2}}{m_{3} N_{3}^{1 / 2}} \lesssim \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2}}
$$

and thus the left-hand side of (42) is

$$
\begin{gathered}
\lesssim \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}}\left\|\left(D^{1 / 2} u_{1}\right) u_{4}\right\|_{L_{t}^{2} L_{x}^{2}}\left\|u_{2} u_{3}\right\|_{L_{t}^{2} L_{x}^{2}}\left\|u_{5}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}\left\|u_{6}\right\|_{L_{t}^{\infty} L_{x}^{\infty}} \\
\lesssim \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}}\left\|u_{1}\right\|_{X_{\delta}^{0,1 / 2+}}\left\|u_{4}\right\|_{X_{\delta}^{0,1 / 2+}}\left\|u_{2}\right\|_{L_{t}^{6} L_{x}^{6}}\left\|u_{3}\right\|_{L_{t}^{3} L_{x}^{3}}\left\|u_{5}\right\|_{X_{\delta}^{1 / 2,1 / 2+}}\left\|u_{6}\right\|_{X_{\delta}^{1 / 2,1 / 2+}} \\
\lesssim \delta^{1 / 4-} \frac{N_{1} N_{3}^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}} \prod_{j=1}^{4}\left\|u_{j}\right\|_{X_{\delta}^{0,1 / 2+}}\left\|u_{5}\right\|_{X_{\delta}^{1 / 2,1 / 2+}}\left\|u_{6}\right\|_{X_{\delta}^{1 / 2,1 / 2+}},
\end{gathered}
$$

where we used Lemmas 2 and 3 and (7), (9), and (11). Comparing with (42) it is enough to have

$$
\delta^{1 / 4-} \frac{N_{1} N_{3}^{1 / 2}\left(N_{5} N_{6}\right)^{1 / 2}}{N^{1 / 2} N_{1}^{1 / 2}} \lesssim \delta^{1 / 4-} N^{-\frac{3}{2}+} N_{\max }^{-\epsilon} N_{2} \cdots N_{6},
$$

which is true.
(b) $N_{2} \sim N_{3} \gtrsim N$ and $N_{2} \gg N_{1}$. Since $N_{1}$ is in the numerator on the left-hand side of (42), this case is easier than the previous and similar analysis gives the same (or ever better) bounds as in (a). The details are omitted.

To conclude the proof of Proposition 5 it remains to show that

$$
\left|\int_{0}^{\delta} \int I\left(|u|^{4} u\right)\left(I\left(|u|^{4} u\right)-I u|I u|^{4}\right) d x d t\right| \lesssim \delta^{\frac{1}{2}-} N^{-2+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{10}
$$

By Plancherel's theorem,

$$
\begin{equation*}
\left|\int_{0}^{\delta} \int_{\Gamma_{10}} m_{12345}\left\{m_{678910}-m_{6} \cdots m_{10}\right\} \hat{u}\left(\xi_{1}, t\right) \cdots \hat{\bar{u}}\left(\xi_{10}, t\right) d \xi d t\right| \lesssim \delta^{\frac{1}{2}} N^{-2+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{10} \tag{43}
\end{equation*}
$$

As we noted before, if $N_{\max } \ll N$, the multiplier is zero so we assume that

$$
N_{\max } \sim N_{m e d} \gtrsim N
$$

In addition since $m(\xi) \leq 1$, we have that

$$
\left|m_{12345}\left\{m_{678910}-m_{6} \cdots m_{10}\right\}\right| \lesssim C
$$

Finally the last pointwise estimate that we use is

$$
\frac{1}{m_{\max } N_{\max }} \lesssim N^{-1}
$$

which follows easily since $N_{\max } \gtrsim N$. The left-hand side of (43) is

$$
\begin{aligned}
& \lesssim \int_{0}^{\delta} \int_{\Gamma_{10}} \prod_{j=1}^{10} \hat{u}\left(\xi_{j}, t\right) d \xi d t \lesssim \int_{0}^{\delta} \int_{\Gamma_{10}} \frac{m_{\max } N_{\max } \hat{u}_{\max } \cdot m_{\text {med }} N_{\text {med }} \hat{u}_{\text {med }}}{m_{\max } N_{\max } m_{\text {med }} N_{\text {med }}} \\
& \prod_{j \neq j_{\max }, j_{\operatorname{med}}} \hat{u}\left(\xi_{j}, t\right) d \xi d t \\
& \lesssim N^{-2+} N_{\max }^{-\epsilon} \int_{0}^{\delta} \int_{\Gamma_{10}} \widehat{D I u_{\max }} \cdot \widehat{D I u_{\operatorname{med}}} \prod_{j \neq j_{\max }, j_{\operatorname{med}}} \hat{u}\left(\xi_{j}, t\right) d \xi d t
\end{aligned}
$$

Now reversing Plancherel's theorem and using the estimates

$$
\begin{gathered}
\|u\|_{L_{t}^{6} L_{x}^{6}} \lesssim\|u\|_{X_{\delta}^{0,1 / 2+}} \\
\|u\|_{L_{t}^{3} L_{x}^{3}} \lesssim \delta^{1 / 4-}\|u\|_{X_{\delta}^{0,1 / 2+}} \\
\|u\|_{X_{\delta}^{0,1 / 2+}} \lesssim\|I u\|_{X_{\delta}^{1,1 / 2+}} \\
\|u\|_{X_{\delta}^{1 / 2,1 / 2+}} \lesssim\|I u\|_{X_{\delta}^{1,1 / 2+}}
\end{gathered}
$$

we get that the left-hand side of (43) is

$$
\lesssim N^{-2+} N_{\max }^{-\epsilon}\left\|J I u_{\max }\right\|_{L_{t}^{6} L_{x}^{6}} \cdot\left\|J I u_{m e d}\right\|_{L_{t}^{6} L_{x}^{6}}\|u\|_{L_{t}^{3} L_{x}^{3}}^{2}\|u\|_{L_{t}^{\infty} L_{x}^{\infty}}^{6}
$$

$$
\lesssim \delta^{1 / 2-} N^{-2+} N_{\max }^{-\epsilon}\|J I u\|_{X_{\delta}^{0,1 / 2}}^{2}\|u\|_{X_{\delta}^{0,1 / 2}}^{2}\|u\|_{X_{\delta}^{1 / 2,1 / 2}}^{6} \lesssim \delta^{\frac{1}{2}-} N^{-2+}\|I u\|_{X_{\delta}^{1,1 / 2+}}^{10}
$$

where in the process we sum the different Littlewood-Paley pieces, taking advantage of the factor $N_{\max }^{-\epsilon}$.

Now we are finally ready to prove Proposition 3.
Proof. When $s=1$ we can choose $N(T)=+\infty$ and thus $I_{N(T)}=1$ and the proposition is true with $p(s)=0$ since the energy is conserved and the kinetic energy blows up as time approaches $T^{\star}$. Therefore we can fix $10 / 11<s<1$ and take $T$ near $T^{\star}$. Now let $N=N(T)$ to be chosen later in the argument. Recall that $\delta \sim(\Sigma(T))^{-4-\epsilon}$ gives the time of the local well-posedness. Thus if we divide the interval $[0, T]$ into $\frac{T}{\delta}$-subintervals of size $\sim \delta$, the local well-posedness result uniformly applies. Moreover for any $t$ in this subinterval we have that

$$
\|I\langle\nabla\rangle u(t)\|_{L^{2}}=\sigma(t) \leq \Sigma(T)
$$

The next step is to iterate the almost conservation of the energy. It is apparent that after $\frac{T}{\delta}$ steps the growth of the modified energy is

$$
\begin{gathered}
E(I u(T)) \lesssim E(I u(0))+\frac{T^{\star}}{\delta}\left\{\delta^{\frac{1}{4}-} N^{-\frac{3}{2}+} \Sigma(T)^{6}+\delta^{\frac{1}{2}-} N^{-2+} \Sigma(T)^{10}\right\} \\
\leq N^{2(1-s)} \lambda(0)+\frac{T^{\star}}{\delta}\left\{\delta^{\frac{1}{4}-} N^{-\frac{3}{2}+} \Sigma(T)^{6}+\delta^{\frac{1}{2}-} N^{-2+} \Sigma(T)^{10}\right\} \\
\lesssim N^{2(1-s)}+\left\{\delta^{-\frac{3}{4}-} N^{-\frac{3}{2}+} \Sigma(T)^{6}+\delta^{-\frac{1}{2}-} N^{-2+} \Sigma(T)^{10}\right\} \\
\lesssim N^{2(1-s)}+N^{-\frac{3}{2}+} \Sigma(T)^{9+}+N^{-2+} \Sigma(T)^{12+}
\end{gathered}
$$

where in the third inequality we dismiss the irrelevant constants. Now if we switch from $\Sigma(T)$ to $\Lambda(T)$ we have

$$
E(I u(T)) \lesssim N^{2(1-s)}+N^{-\frac{3}{2}+} N^{9(1-s)+} \Lambda(T)^{9+}+N^{-2+} N^{12(1-s)+} \Lambda(T)^{12+} .
$$

We know choose $N=N(T)$ so that

$$
\begin{gathered}
N^{2(1-s)} \sim N^{-2+} N^{12(1-s)+} \Lambda(T)^{12+} \\
N(T) \sim \Lambda(T)^{\frac{12}{10 s-8}+}
\end{gathered}
$$

This establishes Proposition 3 with

$$
p(s)=\frac{2 \cdot 12(1-s)}{10 s-8}<2
$$

which is true for $s>10 / 11$. We emphasize that for $1>s>10 / 11$ the second term in the conservation of the modified energy formula produces a smaller correction.
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# FREE BOUNDARY PROBLEMS FOR NONLINEAR WAVE SYSTEMS: MACH STEMS FOR INTERACTING SHOCKS* 
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#### Abstract

We study a family of two-dimensional Riemann problems for compressible flow modeled by the nonlinear wave system. The initial constant states are separated by two jump discontinuities, $x= \pm \kappa_{a} y$, which develop into two interacting shock waves. We consider shock angles in a range where regular reflection is not possible. The solution is symmetric about the $y$-axis and on each side of the $y$-axis consists of an incident shock, a reflected compression wave, and a Mach stem. This has a clear analogy with the problem of shock reflection by a ramp. It is well known that no triple point structure exists in which incident, reflected, and Mach stem shocks meet at a point. In this paper, we model the reflected wave by a continuous function with a singularity in the derivative. This fails to be a weak solution across the sonic line. We show that a solution to the free boundary problem for the Mach stem exists, and we conjecture that the global solution can be completed by the construction of a reflected shock, by a similar free boundary technique.

The point of our paper is the capability to deal analytically with a Mach stem by solving a free boundary problem. The difficulties associated with the analysis of solutions containing Mach stems include (1) loss of obliqueness in the derivative boundary condition corresponding to the jump conditions across the Mach stem, and (2) loss of ellipticity at the formation point of the Mach stem.

We use barrier functions to show that for sufficiently large values of $\kappa_{a}$ the subsonic solution is continuous up to the sonic line at the Mach stem.
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1. Introduction. This paper marks another step in our program to solve twodimensional Riemann problems for hyperbolic conservation laws. Our first results involved a method [6] for solving the free boundary problems which arise in the study of small time-independent perturbations of steady transonic shocks in the small disturbance equation. We extended this technique to analyze quasi-steady transonic shocks that are not necessarily small perturbations of known solutions by focusing on weak shock reflection by a wedge, modeled by the unsteady transonic small disturbance (UTSD) equation. We solved this problem in two stages: first, a case corresponding to strong regular reflection in which the free boundary involved a strictly elliptic subsonic state [3] and, second, the case of weak regular reflection, in which proving existence of the free boundary was complicated by the failure of strict ellipticity in the downstream state [4]. The use of a simplified equation was necessary, as

[^114]our construction relied in an essential way on reducing the self-similar system to a second-order equation with particular structure which changed type from hyperbolic to elliptic across the sonic line. In $[3,4]$ we obtained an existence result in only a finite neighborhood of the shock reflection point.

More recently, we have outlined a program for extending our results to a larger class of equations, choosing for a model the nonlinear wave system [5]. This system is a slightly more realistic simplification of the compressible Euler equations of gas dynamics and hence is a better test case for the program. It offers the advantage of being linearly well-posed in space and time (which the UTSD equation is not) and of having a nonlinear acoustic-wave dependence similar to the gas dynamics equations. It also has the convenient feature, just as the UTSD equations have, of reducing to a second-order quasi-linear self-similar equation which, at the sonic line, changes type from hyperbolic to elliptic. It has the additional feature, a more realistic prototype for gas dynamics, of being coupled to a transport equation, so that the change of type takes one from a hyperbolic to a mixed type system. The feature that makes the system more tractable than gas dynamics is that the coupling is very weak: it comes into play only at the point of reconstructing the solution in primitive variables.

As indicated in [5], a number of obstacles must be overcome before a theory for the general Riemann solution, even for this simplified model, can be given. The present result looks at a prototype for a Mach stem. We consider a problem characterized by symmetry and otherwise simplified data. Our eventual goal is to cover all situations which arise with general sectorially constant data. The innovations in this paper are twofold:

1. We are able handle the entire Mach stem without cutoff functions.
2. We overcome the technical difficulty posed by the fact that at the foot of a Mach stem the static boundary condition on the free boundary is no longer a uniformly oblique derivative condition.
We prove existence of a solution in a case where the equation is sonic at the formation point of the Mach stem. However, the correct modeling of the shock interaction is limited to the Mach stem and interaction point itself; we have not attempted to construct the reflected shock. Rather, we have replaced the reflected shock by a weak shock at the sonic boundary, which does not give a weak solution in the neighborhood of the sonic line. Although we have not completely solved the problem, we feel that our result is a significant advance and that this approach will help in solving the full problem. We explain this in section 5.

The analysis applies to the nonlinear wave system (NLWS), a reduction of the inviscid system for compressible isentropic gas dynamics, obtained by neglecting the inertial terms. The system is

$$
\begin{array}{r}
\rho_{t}+m_{x}+n_{y}=0 \\
m_{t}+p(\rho)_{x}=0  \tag{1.1}\\
n_{t}+p(\rho)_{y}=0
\end{array}
$$

We consider (1.1) with sectorially constant Riemann data consisting of two states separated by discontinuities at $x= \pm \kappa_{a} y$ for $y \geq 0$ and with the states chosen so that the one-dimensional Riemann problems at each discontinuity are solved by upwardmoving shocks and linear waves only. These determine the solution in the far field. One expects to see a shock interaction consisting either of regular reflection or of Mach reflection, depending on whether the angle between the incident shocks is small or large (see [16]). The scenario we study here for Mach reflection places the formation


FIG. 1.1. Sketch of global solution structure.
point of the Mach stem exactly at the sonic circle, and hence, since this system does not admit triple points, the reflected wave has strength zero at this formation point. This scenario thus requires that the angle between the incident shocks be large enough that the shocks intersect the sonic circle before their extensions intersect each other. Numerical simulations in [17] suggest that such a formation does indeed occur and suggest, further, that the reflected shock is weak.

In this paper, we match a piecewise constant solution outside the sonic circle with a solution of the self-similar equation inside the sonic circle, demanding continuity at the circle. See Figure 1.1 for a sketch of such a solution. Our main result is the existence of a solution to the subsonic problem. The composite function is not a weak solution across the sonic circle. This leaves open the question of what is the actual solution; it differs from the construction here and from the simulations. One possibility is that the reflected wave is a weak, nearly circular shock, which has strength zero at the formation point. Based on the successful construction of the Mach stem in this paper, it may be possible to solve the complete problem by finding this reflected shock as the solution of another free boundary problem. Another possibility is a cascade of supersonic patches, as reported by Tesdall and Hunter for the UTSD equation [25]. We leave this for a future paper.

The techniques we use in this paper to prove global existence of a solution rely on an application of the Schauder fixed point theorem, developed in [6, 3, 4]. A similar approach was used by Chen and Feldman to prove stability of steady transonic shocks for the full potential equation $[8,9]$. Chen and Feldman use the potential formulation of the equation to obtain a second-order operator. Both approaches prove existence of a fixed point which solves the underlying free boundary problem. The main difference lies in the compactness arguments used. Owing to the presence of the gradient of the potential in the principal coefficient of the full potential operator, the mapping in $[8,9]$ is not compact, but it is shown to operate on a compact space. Steady transonic shock perturbation analyses, both in [6] and in [8, 9], examine small perturbations of a uniform solution. A perturbation analysis of steady transonic shocks is also given by Chen, Geng, and Li in [12]. Using partial hodograph transformations which map the free boundary (shock) into a fixed boundary, combined with classical elliptic techniques, [12] obtains stability results for perturbations of conical shocks attached to the tip of a perturbed cone. Chen has used this same partial hodograph technique in a quasisteady problem [11] and has also found an analytical solution for a linearized problem corresponding to quasisteady regular reflection in the gas dynamics equations, [10].

The compressible Euler equations cannot, in general, be written in potential form and self-similar reduction of the compressible Euler equations (see [5, 24, 26]) leads
to a system related in structure to the model studied in the present paper. In this connection, we mention also recent work by Zheng on diverging shocks in the pressure gradient system, a type of nonlinear wave system, [27].

In section 2 , we derive the second-order operator and derivative boundary condition at the shock for the nonlinear wave system, (1.1); give the technical statement of our result, Theorem 2.3; set up the mapping to find the free boundary; and establish some preliminary estimates. In section 3 , using a regularized differential operator, with $\varepsilon \Delta$ added, we prove the existence of a fixed point corresponding to the free boundary for the uniformly elliptic problem. The main point here is to deal with loss of obliqueness in the derivative boundary condition. In section 4, we proceed to the limit $\varepsilon \rightarrow 0$. The novelty here is that a uniform upper barrier at the intersection of the Mach stem with the sonic line cannot be found by standard barrier estimates. In section 5, we explain the significance of the result in providing a first step in the construction of Mach stems and other configurations where oblique derivative boundary conditions can become degenerate and where shocks cross the sonic line.
2. Background on the nonlinear wave system. Our point of departure is the compressible Euler system for isentropic flow in two space dimensions,

$$
\begin{align*}
\rho_{t}+(u \rho)_{x}+(v \rho)_{y} & =0 \\
(u \rho)_{t}+\left(u^{2} \rho+p\right)_{x}+(u v \rho)_{y} & =0  \tag{2.1}\\
(v \rho)_{t}+(u v \rho)_{x}+\left(v^{2} \rho+p\right)_{y} & =0
\end{align*}
$$

where $\rho, u$, and $v$ are the density and the components of velocity, respectively, and $p=p(\rho)$ is the pressure. While we have in mind a power-law relation $p(\rho)=A \rho^{\gamma}$, where $\gamma>1$ is the ratio of specific heats, all that we require in this paper is $p^{\prime}>0$ and $p^{\prime \prime}>0$. We recall that the local speed of sound is $c$ and that $c^{2}=d p / d \rho$. The nonlinear wave system is a reduction of (2.1) obtained by neglecting the quadratic terms in $u$ and $v$. (We do not know if any physical situation is represented by this assumption. However, it underlies the scaling for Stokes flow and was used by Pironneau [23] in a case study of the shallow-water equations, which are modeled by (2.1) with $\gamma=2$.) In the resulting nonlinear wave system, (1.1), we work with the conserved momentum variables $(m, n)=(\rho u, \rho v)$. The NLWS (1.1) can be written as a secondorder nonlinear wave equation for the density and a transport equation for the specific vorticity $\omega=n_{x}-m_{y}$ :

$$
\begin{align*}
\rho_{t t} & =\nabla\left(c^{2}(\rho) \nabla \rho\right)  \tag{2.2}\\
\omega_{t} & =0
\end{align*}
$$

Since $\omega$ is stationary in this simplification of (2.1), then in any regions where the initial data satisfy the irrotationality condition $n_{x}=m_{y}$, the solutions, classical or weak, satisfy the same condition.

Introducing self-similar coordinates $\xi=x / t, \eta=y / t$, we can write the system (1.1) as

$$
\begin{align*}
-\xi \rho_{\xi}-\eta \rho_{\eta}+m_{\xi}+n_{\eta} & =0  \tag{2.3}\\
-\xi m_{\xi}-\eta m_{\eta}+c^{2}(\rho) \rho_{\xi} & =0  \tag{2.4}\\
-\xi n_{\xi}-\eta n_{\eta}+c^{2}(\rho) \rho_{\eta} & =0 \tag{2.5}
\end{align*}
$$

In self-similar coordinates the nonlinear wave equation in (2.2), with its principal part in divergence form, is

$$
\begin{equation*}
Q(\rho) \equiv\left(\left(c^{2}-\xi^{2}\right) \rho_{\xi}-\xi \eta \rho_{\eta}\right)_{\xi}+\left(\left(c^{2}-\eta^{2}\right) \rho_{\eta}-\xi \eta \rho_{\xi}\right)_{\eta}+\xi \rho_{\xi}+\eta \rho_{\eta}=0 \tag{2.6}
\end{equation*}
$$



Fig. 2.1. Riemann data and far-field solution.

The equation is hyperbolic when $c^{2}(\rho)<\xi^{2}+\eta^{2}$, elliptic when $c^{2}(\rho)>\xi^{2}+\eta^{2}$, and degenerate on the sonic circle $c^{2}(\rho)=\xi^{2}+\eta^{2}$.

It is because we can formulate the problem in terms of $\rho$ that we can apply our fixed point method to this equation.
2.1. Setting up the problem. We consider two-dimensional Riemann data which are constant in sectors. Specifically, in this paper we look at data which correspond to two symmetric converging shocks. This may alternatively be regarded as the reflection of an oblique shock at a vertical wall. The data are constant in two sectors bounded by $\left\{x= \pm \kappa_{a} y, y \geq 0\right\}$ and symmetric with respect to $x=0$, as shown in Figure 2.1. Let $U$ denote the vector of conserved quantities, $U=(\rho, m, n)$. The Riemann data are

$$
U(x, y, 0)= \begin{cases}U_{1} \equiv\left(\rho_{1}, 0,0\right), & -\kappa_{a} y<x<\kappa_{a} y, \quad y>0  \tag{2.7}\\ U_{0} \equiv\left(\rho_{0}, 0, n_{0}\right) & \text { otherwise }\end{cases}
$$

To obtain converging shocks in the far field, we choose $\rho_{0}>\rho_{1}$ and determine $n_{0}$, depending on $\rho_{1}, \rho_{0}$, and $\kappa_{a}$, so that the one-dimensional wave between $U_{0}$ and $U_{1}$ at angle $\kappa_{a}$ consists of a backward shock, $S_{a}^{-}$, and a linear wave, $l_{a}$, with a state $U_{1 a}$ between them:

$$
\begin{equation*}
S_{a}^{-}:\left\{\xi=\kappa_{a} \eta+\chi_{a}^{-}\right\}, \quad l_{a}:\left\{\xi=\kappa_{a} \eta\right\}, \quad U_{1 a}=\left(\rho_{0}, m_{1 a}, n_{1 a}\right) \tag{2.8}
\end{equation*}
$$

Using the formula (6.1) in [5] these values are

$$
\begin{align*}
\chi_{a}^{-} & =-\sqrt{1+\kappa_{a}^{2}} \sqrt{\frac{p\left(\rho_{0}\right)-p\left(\rho_{1}\right)}{\rho_{0}-\rho_{1}}} \\
m_{1 a} & =-\sqrt{\frac{\left(p\left(\rho_{0}\right)-p\left(\rho_{1}\right)\right)\left(\rho_{0}-\rho_{1}\right)}{1+\kappa_{a}^{2}}} ; \quad n_{1 a}=-\kappa_{a} m_{1 a}  \tag{2.9}\\
n_{0} & =\frac{1}{\kappa_{a}} \sqrt{\left(1+\kappa_{a}^{2}\right)\left(p\left(\rho_{0}\right)-p\left(\rho_{1}\right)\right)\left(\rho_{0}-\rho_{1}\right)}
\end{align*}
$$

By symmetry, the resolution of the discontinuity at $x=-\kappa_{a} y$ is

$$
S_{b}^{+}:\left\{\xi=-\kappa_{a} \eta-\chi_{a}^{-}\right\}, \quad l_{b}:\left\{\xi=-\kappa_{a} \eta\right\}, \quad U_{1 b}=\left(\rho_{0},-m_{1 a}, n_{1 a}\right)
$$

For the Riemann data (2.7), the sonic circle is important:

$$
\begin{equation*}
C_{0} \equiv\left\{(\xi, \eta): \xi^{2}+\eta^{2}=c_{0}^{2} \equiv c^{2}\left(\rho_{0}\right)\right\} \tag{2.10}
\end{equation*}
$$

We also define $C_{1} \equiv\left\{(\xi, \eta) ; \xi^{2}+\eta^{2}=c_{1}^{2} \equiv c^{2}\left(\rho_{1}\right)\right\}$.

Several types of shock interaction seem possible in this model, depending on the relative positions of the incident shock and the sonic circle. They are described in more detail in [17]. For small $\kappa_{a}$, the shocks intersect at a point $\Xi_{c} \equiv\left(0, \eta_{c}\right)=$ $S_{b}^{+} \cap S_{a}^{-}=\left(0,-\chi_{a}^{-} / \kappa_{a}\right)$ on the $\eta$ axis, and two symmetric downward-moving shocks leave $\Xi_{c}$. For values of $\kappa_{a}$ less than a critical value $\kappa_{R}$ which depends on $\rho_{0}$ and $\rho_{1}$ one expects two solutions of this form, corresponding to "weak" and "strong" regular reflection. For $\kappa_{a}>\kappa_{R}$, no solutions of this form exist. On the other hand, for $\kappa_{a}$ greater than a value $\kappa_{A}$ ( with $\kappa_{A}>\kappa_{R}$ ), one finds that $\eta_{c}<c_{0}$, so $\Xi_{c}$ is inside the sonic circle $C_{0}$, and the farfield shocks intersect $C_{0}$ before reaching the symmetry axis. In this case, it is appealing to believe that a solution like that shown in Figure 1.1 is possible: the subsonic flow interacts with the shocks, which bend to form a single discontinuity; and the flow is continuous at $C_{0}$ below the shock. This phenomenon can be thought of as a perturbation of the uniform case $\kappa_{a}=\infty$.

In this paper, we prove the existence of a solution to the subsonic problem which contains a Mach stem and is continuous up to the sonic line, for sufficiently large values of $\kappa_{a}$; that is, $\kappa_{a}>\kappa_{*}>\kappa_{A}$. In the remainder of the paper, we assume $\kappa_{a}>\kappa_{A}$. The paper [17] gives a more detailed discussion of the regions. There, we also give scenarios (without proof) for solutions in the intermediate range of $\kappa$ where neither regular reflection nor a solution with a weak reflected wave exists.
2.2. The shock evolution equation. At a shock, the Rankine-Hugoniot jump conditions are satisfied across the line of discontinuity. A key element of our solution method has been to rewrite the equations as a problem for a single variable - in this case, $\rho$. With this goal, we reformulate the Rankine-Hugoniot conditions to obtain two equations: an evolution equation for the shock curve - that is, a relation between the slope of the curve, $\eta^{\prime}=d \eta / d \xi$, and the variable $\rho$ which appears in (2.6)-and an oblique derivative boundary condition for $\rho$-that is, an equation linear in the gradient of $\rho$ with coefficients depending on $(\xi, \eta), \rho$, and $\eta^{\prime}$. The second equation then becomes a boundary condition for the differential equation (2.6), and we play these two conditions against each other to obtain a mapping on approximate shock positions.

We proceed to derive the jump conditions and formulate the shock evolution equation using the Rankine-Hugoniot conditions.

Writing $U \equiv(\rho, m, n)$ and $\Xi=(\xi, \eta)$, system (2.3)-(2.5) can be put in conservation form:

$$
\begin{equation*}
\partial_{\xi} F(U, \Xi)+\partial_{\eta} G(U, \xi)=-2 U \tag{2.11}
\end{equation*}
$$

with

$$
F \equiv\left(\begin{array}{c}
m-\xi \rho \\
p(\rho)-\xi m \\
-\xi n
\end{array}\right) \quad \text { and } \quad G \equiv\left(\begin{array}{c}
n-\eta \rho \\
-\eta m \\
p(\rho)-\eta n
\end{array}\right) .
$$

Inside the sonic circle $C_{0}=\left\{\xi^{2}+\eta^{2}=c^{2}\left(\rho_{0}\right)\right\}$, the incident shock need no longer be rectilinear. The state ahead of the shock, $U_{1}$, is constant, but the state on the other side, $U$, is subsonic and is not uniform. The Rankine-Hugoniot conditions along the
line of discontinuity $\eta=\eta(\xi)$ are, from (2.11),

$$
\begin{align*}
\frac{d \eta}{d \xi} & =\frac{-\eta[\rho]+[n]}{-\xi[\rho]+[m]}  \tag{2.12}\\
\frac{d \eta}{d \xi} & =\frac{-\eta[m]}{[p]-\xi[m]}  \tag{2.13}\\
\frac{d \eta}{d \xi} & =\frac{[p]-\eta[n]}{-\xi[n]} \tag{2.14}
\end{align*}
$$

where $[f]=f-f_{1}$ denotes a jump in the state $f$ across the shock $\eta(\xi)$. There are three families of discontinuities; two are genuinely nonlinear, and one is linear (see $[5])$. For nonlinear waves, $[\rho] \neq 0$. Solving for $[m]$ in (2.13) and for $[n]$ in (2.14) yields

$$
\begin{equation*}
[m]=\frac{-[p] \eta^{\prime}}{-\eta^{\prime} \xi+\eta}, \quad[n]=\frac{[p]}{-\eta^{\prime} \xi+\eta} \tag{2.15}
\end{equation*}
$$

A simple consequence of (2.15) is

$$
\begin{equation*}
[m]=-\eta^{\prime}[n] . \tag{2.16}
\end{equation*}
$$

Using (2.16) in (2.13) we obtain

$$
\begin{equation*}
\eta=\frac{[p]-\xi[m]}{[n]} \tag{2.17}
\end{equation*}
$$

while equating the right sides of (2.12) and (2.13) and using (2.17) gives a relation

$$
\begin{equation*}
[p][\rho]=[m]^{2}+[n]^{2} \tag{2.18}
\end{equation*}
$$

valid for states across a shock.
Using equations (2.15) in (2.12) we get an equation for $\eta^{\prime}$ involving only the state variable $\rho$ :

$$
\begin{equation*}
\left([p]-\xi^{2}[\rho]\right)\left(\eta^{\prime}\right)^{2}+2 \xi \eta[\rho] \eta^{\prime}+[p]-\eta^{2}[\rho]=0 \tag{2.19}
\end{equation*}
$$

To streamline the discussion, we define a function

$$
\begin{equation*}
s(a, b) \equiv \sqrt{\frac{(p(a)-p(b))}{(a-b)}} ; \tag{2.20}
\end{equation*}
$$

$s$ is the speed of a one-dimensional shock between states with densities $a$ and $b$.
Proposition 2.1. If $p$ is a convex function of $\rho$, then $s^{2}$ is an increasing function of a for fixed $b ; s(b, b) \equiv \lim _{a \rightarrow b} s(a, b)=c(b)$; and $s(a, b)<c(a)$ for $a>b$.

Proof. We have

$$
\frac{d}{d a} s^{2}=\frac{p^{\prime}(a)}{a-b}-\frac{p(a)-p(b)}{(a-b)^{2}}=\frac{p^{\prime}(a)(a-b)-(p(a)-p(b))}{(a-b)^{2}}
$$

Expanding $p(b)=p(a)+p^{\prime}(a)(b-a)+p^{\prime \prime}(\beta)(b-a)^{2} / 2$ for some $\beta \in(a, b)$, we obtain $d s^{2} / d a=p^{\prime \prime}(\beta) / 2>0$ if $p$ is convex. As $a \rightarrow b, s^{2} \rightarrow p^{\prime}(b)=c^{2}(b)$ and if $a>b$,

$$
c^{2}(a)-s^{2}(a, b)=\frac{p^{\prime}(a)(a-b)-(p(a)-p(b))}{a-b}>0
$$

For fixed $b$, we can write

$$
\begin{equation*}
a=s_{b}^{-1}(\eta) \quad \text { when } \quad s(a, b)=\eta \tag{2.21}
\end{equation*}
$$

Now, solving (2.19) for $\eta^{\prime}$ in terms of $\rho$ and writing $s^{2}$ for $[p] /[\rho]$ yields

$$
\begin{equation*}
\frac{d \eta}{d \xi}=\frac{-\xi \eta \pm \sqrt{s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)}}{s^{2}-\xi^{2}} \tag{2.22}
\end{equation*}
$$

Since the subsonic region is symmetric with respect to $\xi=0$, we solve the problem in the half of the domain in the right half-plane, $\xi \geq 0$, and impose a zero Neumann boundary condition on $\xi=0$. We may now specify the plus sign in (2.22) for the shock curve $\Sigma$ in the first quadrant, as we anticipate (and will prove) that the shock slope is nonnegative. This gives the shock evolution equation

$$
\begin{equation*}
\frac{d \eta}{d \xi}=\frac{-\xi \eta+\sqrt{s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)}}{s^{2}-\xi^{2}}=\frac{\eta^{2}-s^{2}}{\xi \eta+\sqrt{s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)}} \tag{2.23}
\end{equation*}
$$

The second expression is equivalent to the first, and so both are well defined provided

$$
\begin{equation*}
s^{2} \leq \xi^{2}+\eta^{2} \tag{2.24}
\end{equation*}
$$

We will establish this condition in Proposition 2.5. We define $\Xi_{s} \equiv\left(0, \eta_{s}\right) \equiv(0, \eta(0))$, the point at the foot of the shock, and observe that we want $\eta^{\prime}(0)=\sqrt{\eta^{2}-s^{2}} / s$ to equal zero, by symmetry, and so $\eta^{2}=s^{2}$ at $\Xi_{s}$. Thus we require

$$
\begin{equation*}
\eta_{s}=\eta(0)=s\left(\rho, \rho_{1}\right)=\sqrt{\frac{p(\rho)-p\left(\rho_{1}\right)}{\rho-\rho_{1}}} \tag{2.25}
\end{equation*}
$$

This can be interpreted as a condition which determines $\rho\left(\Xi_{s}\right)$ in the subsonic region at the base of the shock (the symmetry boundary).

We also define $\Xi_{0} \equiv\left(\xi_{0}, \eta_{0}\right)=S_{a}^{-} \cap C_{0}$, the point where the incident shock $S_{a}^{-}$ and the sonic circle $C_{0}$ meet. Using (2.8) for $S_{a}^{-}$and (2.10) for $C_{0}$ we determine $\Xi_{0}$ :

$$
\begin{equation*}
\xi_{0}=\frac{\kappa_{a} \sqrt{c_{0}^{2}-s_{0}^{2}}-s_{0}}{\sqrt{1+\kappa_{a}^{2}}}, \quad \eta_{0}=\frac{\kappa_{a} s_{0}+\sqrt{c_{0}^{2}-s_{0}^{2}}}{\sqrt{1+\kappa_{a}^{2}}}, \tag{2.26}
\end{equation*}
$$

where $s_{0}^{2}=\left(p\left(\rho_{0}\right)-p\left(\rho_{1}\right)\right) /\left(\rho_{0}-\rho_{1}\right)$. The initial condition for the shock position is $\eta\left(\xi_{0}\right)=\eta_{0}$.
2.3. The oblique derivative boundary condition. We next use the RankineHugoniot conditions to formulate a boundary condition along the shock $\Sigma=\{(\xi, \eta(\xi))\}$.

Since vorticity is confined to the lines of discontinuity of the Riemann data (see (2.2) and [5]), and these lie below the shock (see Figure 2.1), the vorticity is zero along the shock:

$$
\begin{equation*}
m_{\eta}-n_{\xi}=0 \tag{2.27}
\end{equation*}
$$

Using this equation and (2.3)-(2.5), we express all the partial derivatives of $m$ and $n$ in terms of the derivatives of $\rho$ :

$$
\begin{align*}
n_{\xi}=m_{\eta} & =\frac{1}{\xi^{2}+\eta^{2}}\left(\eta\left(c^{2}-\xi^{2}\right) \rho_{\xi}+\xi\left(c^{2}-\eta^{2}\right) \rho_{\eta}\right)  \tag{2.28}\\
m_{\xi} & =\frac{1}{\xi^{2}+\eta^{2}}\left(\xi\left(c^{2}+\eta^{2}\right) \rho_{\xi}-\eta\left(c^{2}-\eta^{2}\right) \rho_{\eta}\right)  \tag{2.29}\\
n_{\eta} & =\frac{1}{\xi^{2}+\eta^{2}}\left(\xi\left(-c^{2}+\xi^{2}\right) \rho_{\xi}+\eta\left(c^{2}+\xi^{2}\right) \rho_{\eta}\right) \tag{2.30}
\end{align*}
$$

Differentiating (2.18) along $\Sigma\left({ }^{\prime}=d / d \xi=\partial_{\xi}+\eta^{\prime} \partial_{\eta}\right)$ we get

$$
\begin{aligned}
\left(c^{2}(\rho)[\rho]+[p]\right)\left(\rho_{\xi}+\eta^{\prime} \rho_{\eta}\right) & =2[m] m^{\prime}+2[n] n^{\prime} \\
& =2[n]\left(-\eta^{\prime} m^{\prime}+n^{\prime}\right)=2[n]\left(-\eta^{\prime} m_{\xi}+\left(1-\left(\eta^{\prime}\right)^{2}\right) m_{\eta}+\eta^{\prime} n_{\eta}\right)
\end{aligned}
$$

where $[m]=-\eta^{\prime}[n]$ (equation (2.16)) is used in the second equality and $m_{\eta}=n_{\xi}$ (equation (2.27)) in the last equality. We simplify the last expression, replacing derivatives $D m$ and $D n$ by $D \rho$ using (2.28), (2.29), (2.30), and

$$
\begin{equation*}
[n]=\frac{[p]}{-\eta^{\prime} \xi+\eta} \tag{2.31}
\end{equation*}
$$

from (2.15), and finally we get

$$
\begin{equation*}
\beta \cdot \nabla \rho \equiv \beta_{1} \rho_{\xi}+\beta_{2} \rho_{\eta}=0 \tag{2.32}
\end{equation*}
$$

where $\beta$ is a function of $\Xi, \rho$, and $\eta^{\prime}$ with components

$$
\begin{align*}
\beta_{1}=\left(\xi^{2}+\right. & \left.\eta^{2}\right)\left(-\eta^{\prime} \xi+\eta\right)\left(c^{2}(\rho)+s^{2}\left(\rho, \rho_{1}\right)\right)  \tag{2.33}\\
& -2 s^{2}\left\{-\eta^{\prime} \xi\left(c^{2}+\eta^{2}\right)+\left(1-\left(\eta^{\prime}\right)^{2}\right) \eta\left(c^{2}-\xi^{2}\right)+\eta^{\prime} \xi\left(-c^{2}+\xi^{2}\right)\right\}
\end{align*}
$$

and

$$
\begin{align*}
\beta_{2}=\eta^{\prime}\left(\xi^{2}+\right. & \left.\eta^{2}\right)\left(-\eta^{\prime} \xi+\eta\right)\left(c^{2}(\rho)+s^{2}\left(\rho, \rho_{1}\right)\right)  \tag{2.34}\\
& -2 s^{2}\left\{\eta^{\prime} \eta\left(c^{2}-\eta^{2}\right)+\left(1-\left(\eta^{\prime}\right)^{2}\right) \xi\left(c^{2}-\eta^{2}\right)+\eta^{\prime} \eta\left(c^{2}+\xi^{2}\right)\right\}
\end{align*}
$$

We now examine the obliqueness condition by comparing $\beta$ with the inward normal to $\Omega$ at $\Sigma, \nu=\left(\eta^{\prime},-1\right)$. It turns out that the operator $\beta \cdot \nabla$ in (2.32) is oblique at all points on the shock except the symmetry point. In fact, obliqueness holds along any monotonic curve which satisfies the shock equation (2.23) at $\left(\xi_{0}, \eta_{0}\right)$, that is, $\eta\left(\xi_{0}\right)=\eta_{0}$ and $\eta^{\prime}\left(\xi_{0}\right)=1 / \kappa_{a}$, and for any subsonic function $\rho$. We prove the following result.

Proposition 2.2. Let $\Sigma=\{(\xi, \eta(\xi))\}$ be any curve which has positive slope on $\left(0, \xi_{0}\right]$, lies inside the sonic circle $C_{0}$, and at $\xi=\xi_{0}$ satisfies (2.23) and $\eta=\eta_{0}$; let $\nu$ be its inward normal. Then for any function $\rho(\xi, \eta)$ with $c^{2}(\rho)>\xi^{2}+\eta^{2}$, we have $\beta \cdot \nu>0$ on $\Sigma$ for $\xi \in\left(0, \xi_{0}\right]$.

Proof. We calculate

$$
\begin{aligned}
\beta \cdot \nu= & \beta_{1} \eta^{\prime}-\beta_{2} \\
= & -2 s^{2}\left\{-\left(\eta^{\prime}\right)^{2} \xi\left(c^{2}+\eta^{2}\right)+\eta^{\prime}\left(1-\left(\eta^{\prime}\right)^{2}\right) \eta\left(c^{2}-\xi^{2}\right)+\left(\eta^{\prime}\right)^{2} \xi\left(-c^{2}+\xi^{2}\right)\right. \\
& \left.\quad-\eta^{\prime} \eta\left(c^{2}-\eta^{2}\right)-\left(1-\left(\eta^{\prime}\right)^{2}\right) \xi\left(c^{2}-\eta^{2}\right)-\eta^{\prime} \eta\left(c^{2}+\xi^{2}\right)\right\} \\
= & 2 s^{2}\left(\eta^{\prime} \eta+\xi\right)\left\{\left(c^{2}-\xi^{2}\right)\left(\eta^{\prime}\right)^{2}+2 \xi \eta \eta^{\prime}+c^{2}-\eta^{2}\right\}
\end{aligned}
$$

Now $s^{2}=[p] /[\rho] \neq 0$, since $c^{2}(\rho)>\xi^{2}+\eta^{2}>c^{2}\left(\rho_{1}\right)$. Also, if $\eta^{\prime}>0$ and $\xi>0$ we have $\eta^{\prime} \eta+\xi>0$; so to get obliqueness we need only verify that

$$
\begin{equation*}
\left(c^{2}-\xi^{2}\right)\left(\eta^{\prime}\right)^{2}+2 \xi \eta \eta^{\prime}+c^{2}-\eta^{2}>0 \tag{2.35}
\end{equation*}
$$

We first note that (2.35) holds at $\xi=\xi_{0}$, since $c^{2}\left(\rho_{0}\right)>s^{2}\left(\rho_{0}, \rho_{1}\right)$ and $\left(s^{2}-\xi^{2}\right)\left(\eta^{\prime}\right)^{2}+$ $2 \xi \eta \eta^{\prime}+s^{2}-\eta^{2}=0$ (equation (2.19)) holds at $\left(\xi_{0}, \eta_{0}\right)$.


Fig. 2.2. Sketch of the domain.

Now, the left-hand side of (2.35) is a quadratic polynomial, $P\left(\eta^{\prime}\right)$, where $P(Y)=$ $\left(c^{2}-\xi^{2}\right) Y^{2}+2 \eta \xi Y+\left(c^{2}-\eta^{2}\right)$, with coefficients depending smoothly on $\xi, \eta$, and $\rho$. For any $(\xi, \eta, \rho)$ with $\xi^{2}+\eta^{2}<c^{2}(\rho), P(Y)$ has a fixed sign for all $Y$ since $\operatorname{disc}(P)=c^{2}\left(\xi^{2}+\eta^{2}-c^{2}(\rho)\right)<0$. Thus, $P$ has a fixed sign inside $C_{0}$. Since $P\left(\eta^{\prime}\right)>0$ at $\left(\xi_{0}, \eta_{0}\right)$, then $P>0$ on $\left\{(\xi, \eta(\xi)) \mid \xi \in\left[0, \xi_{0}\right]\right\}$.

Thus obliqueness holds for $\xi>0$. However, obliqueness fails at $\xi=0$, where the factor $\eta^{\prime} \eta+\xi$ vanishes because we impose the condition $\eta^{\prime}=0$.
2.4. The free boundary problem. We can now give a technical statement of the main result in this paper. The subsonic domain is bounded by the part of the circle $\xi^{2}+\eta^{2}=c^{2}\left(\rho_{0}\right)$ which lies below the shock and by the a priori unknown curved transonic shock itself. Taking advantage of the symmetry, we solve the problem in the right half of this domain, which we will call $\Omega$ in the remainder of the paper. We define $\sigma$ to be the closed segment of $C_{0}$ bounding $\Omega$ and $\Sigma_{0}$ to be the relatively open segment of the $\eta$ axis which forms the symmetry boundary. See Figure 2.2. The use of a half-domain results in a technical issue at the bottom corner, where $\Sigma_{0}$ meets $\sigma$, which is easily dealt with by standard continuity arguments. In addition, the fact that the upper boundary $\Sigma$ is free means that $\Sigma_{0}$ is also not defined a priori. This matter of nomenclature we shall also ignore in the interest of simplicity.

We define $Q$ to be the governing second-order quasi-linear operator in the domain $\Omega$, given in (2.6) (repeated indices are summed):

$$
\begin{align*}
Q \rho & =\left(\left(c^{2}(\rho)-\xi^{2}\right) \rho_{\xi}-\xi \eta \rho_{\eta}\right)_{\xi}+\left(\left(c^{2}(\rho)-\eta^{2}\right) \rho_{\eta}-\xi \eta \rho_{\xi}\right)_{\eta}+\xi \rho_{\xi}+\eta \rho_{\eta} \\
& \equiv D_{i}\left(a_{i j}(\Xi, \rho) D_{j} \rho\right)+b_{i}(\Xi) D_{i} \rho=0 \tag{2.36}
\end{align*}
$$

In principle, we should modify $Q$ so that it is elliptic in $\Omega$ for any value of $\rho$. However, in Proposition 2.4, we immediately obtain a priori bounds which enable us to use the original operator. We denote by $M$ the quasi-linear oblique derivative boundary operator on $\Sigma=\left\{(\xi, \eta(\xi)) \mid \xi \in\left(0, \xi_{0}\right)\right\}$ :

$$
\begin{equation*}
M \rho \equiv \beta\left(\Xi, \rho, \eta^{\prime}\right) \cdot \nabla \rho=0 \tag{2.37}
\end{equation*}
$$

Here $\beta$ is the vectorfield defined by (2.33) and (2.34). The second condition on the free boundary is the shock evolution equation (2.23) for $\Sigma$ :

$$
\begin{equation*}
\frac{d \eta}{d \xi}=f(\Xi, \rho) \equiv \frac{-\xi \eta+\sqrt{s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)}}{s^{2}-\xi^{2}} \quad \text { with } \quad \eta\left(\xi_{0}\right)=\eta_{0} \tag{2.38}
\end{equation*}
$$

Here $s=s\left(\rho(\xi, \eta(\xi)), \rho_{1}\right)$ is the function given by (2.20). On the fixed segments of the boundary, $\Sigma_{0}$ and $\sigma$, we impose Neumann and Dirichlet conditions, respectively:

$$
\begin{equation*}
\rho_{\xi}=0 \quad \text { on } \quad \Sigma_{0} \subset\{\xi=0\} ; \quad \rho=\rho_{0} \quad \text { on } \quad \sigma \subset\left\{\xi^{2}+\eta^{2}=c^{2}\left(\rho_{0}\right)\right\} \tag{2.39}
\end{equation*}
$$

At the Dirichlet boundary, the equation is degenerate elliptic, in a manner described in our previous work, $[1,2,7]$. In particular, we expect that the solution will have an algebraic singularity along this boundary segment.

Now, it is easy to see that the trivial solution $\rho(\xi, \eta) \equiv \rho_{0}$ solves this problem, with $\Sigma$ simply the straight-line extension of the incoming shock $S_{a}^{-}$, except at the point where the shock meets the symmetry boundary. Thus, we must in addition impose a one-point condition at this a priori unknown point, which we label $\Xi_{s}$. We impose the condition that the curved shock is smooth for the full domain problem, and hence that $\eta^{\prime}(0)=0$. As shown in section 2.2 , this is equivalent to (2.25). We may alternatively express this as a one-point Dirichlet condition at the corner $\Xi_{s}$ by solving $\eta_{s}=s\left(\rho\left(0, \eta_{s}\right), \rho_{1}\right)$, for $\rho\left(\Xi_{s}\right)$, or, using the notation of equation (2.21),

$$
\begin{equation*}
\rho\left(\Xi_{s}\right)=s_{\rho_{1}}^{-1}\left(\eta_{s}\right) \tag{2.40}
\end{equation*}
$$

We establish the following existence theorem.
Theorem 2.3. There is a value $\kappa_{*}$ such that for any Riemann data (2.7) with $\kappa_{a}>\kappa_{*}$, the free boundary problem consisting of (2.36), (2.37), (2.38), (2.39), and (2.40) has a classical solution $\rho \in C^{2+\alpha}(\Omega) \cap C(\bar{\Omega})$ which is twice continuously differentiable up to $\Sigma$ and $\Sigma_{0}$ except at $\Xi_{s}$ and $\Xi_{0}$. The free boundary is of Hölder class $H_{2+\alpha}$ for some $\alpha$ which is determined by the Riemann data of the problem.

We prove this theorem using the fixed point argument we developed in our earlier papers and in work with Lieberman $[3,4,6]$ for the slightly simpler small disturbance equations. The main technical difficulty which is new in this case is that the boundary condition on the free boundary is no longer uniformly oblique. To be precise, obliqueness fails at the point $\Xi_{s}$. On the other hand, because it is the nature of the Mach stem to strengthen as it approaches the wall, we find that we can control the quantity under the square root sign in (2.38). Thus our result is not restricted to being local, as in [3] and [4], or perturbative, as in [6].

We formulate the fixed point argument in terms of the position of the free boundary. We work with a regularized, uniformly elliptic, operator $Q^{\varepsilon}=Q+\varepsilon \Delta$ and then, as in [4], send the regularizing parameter, $\varepsilon$, to zero. The mapping on the free boundary is obtained by solving a fixed boundary problem using the oblique derivative condition on the shock boundary and then integrating the shock evolution equation to update the position of the shock. However, unlike our problem in [4], obliqueness fails at the corner $\Xi_{s}$ representing the foot of the Mach stem. Following ideas outlined by Lieberman $[20,21]$, we establish local Schauder estimates at $\Xi_{s}$ which are independent of the obliqueness ratio (Theorem 3.5). In section 3.2 we apply these results to the nonlinear regularized fixed boundary problem. The regularized free boundary problem is solved in section 3.3, and results for the limit $\varepsilon \rightarrow 0$ are obtained in section 4 .

Before beginning the analysis, we establish that the equations above are welldefined for the approximations we use. The following monotonicity result is used throughout.

Proposition 2.4. For a given monotonic function $\eta(\xi)$ forming the boundary $\Sigma$, suppose that $\rho \in C^{1}\left(\Omega \cup \Sigma \cup \Sigma_{0}\right) \cap C(\bar{\Omega})$ is a solution of the boundary value problem (2.36), (2.37), (2.39), and (2.40) with $\rho \geq \rho_{0}$. Then $\rho\left(0, \eta_{s}\right)=\rho_{\max }$ is the maximum value of $\rho$ in $\bar{\Omega}$ and $\rho$ is monotonic on $\Sigma$.

Proof. Since the operator $Q$ in (2.36) has no undifferentiated terms, the classical and Hopf maximum principles apply. That is, the local and absolute extrema of $\rho$ occur on the boundary $\partial \Omega$ (classical); and at any point on $\partial \Omega$ where $\rho$ has a local extremum, the normal derivative is nonzero (Hopf [15, p. 34]). On the Neumann and oblique derivative boundaries, $\Sigma_{0}$ and $\Sigma$, if $\rho$ has an extremum along the boundary then two linearly independent directional derivatives of $\rho$ are zero, and so $\nabla \rho$ is zero there, which is impossible, by the Hopf maximum principle. Thus there are no local extrema in the interior of $\Sigma_{0}$ or of $\Sigma$. There cannot be absolute extrema, either, and hence $\rho_{\max }=\rho\left(0, \eta_{s}\right)$ is the absolute maximum of $\rho$ in $\Omega$, and we obtain the bounds $\rho_{0}<\rho<\rho_{\max }$ in $\Omega$ from the classical maximum principle. And since in $\Omega$ we have $\xi^{2}+\eta^{2}<c^{2}\left(\rho_{0}\right)<c^{2}(\rho)$, it follows that the solution is strictly subsonic in $\Omega$.

To prove monotonicity, we argue by contradiction. Let us first examine the $C^{1}$ function $\rho$ restricted to $\Sigma$. This is now a function of a single variable, say, the first component of a point $\Xi=(\xi, \eta)$ on $\Sigma$. Without confusion, we can label this component by the name of the point, we can order the points along $\Sigma$ by this component, and we can refer to intervals along $\Sigma$ by the labels. Then lack of monotonicity means there exist points $Z_{1}$ and $Z_{2}$ on $\Sigma$ with $\Xi_{s}<Z_{1}<Z_{2}<\Xi_{0}$ at which $\rho\left(Z_{1}\right)<\rho\left(Z_{2}\right)$. We immediately deduce that
1.
2.

$$
\begin{aligned}
& \text { in }\left(\Xi_{s}, Z_{2}\right) \exists \widetilde{C} \text { with } \rho(\widetilde{C})=\min _{\left[\Xi_{s}, Z_{2}\right]} \rho ; \\
& \text { in }\left(\widetilde{C}, \Xi_{0}\right) \exists D \text { with } \rho(D)=\max _{\left[\widetilde{C}, \Xi_{0}\right]} \rho .
\end{aligned}
$$

We want to identify points $C$ and $D, C<D$, on $\Sigma$ such that the following three properties hold:
(i) $\rho\left(\Xi_{s}\right) \geq \rho \geq \rho(C)$ on $\left[\Xi_{s}, C\right]$;
(ii) $\rho(C) \leq \rho \leq \rho(D)$ on $[C, D]$;
(iii) $\rho(D) \geq \rho \geq \rho\left(\Xi_{0}\right)$ on $\left[D, \Xi_{0}\right]$.

Now, property (ii) may not hold with $C=\widetilde{C}$ because $\rho(\widetilde{C})$ is the minimum value of $\rho$ only on the interval $\left[\Xi_{s}, Z_{2}\right]$, and we may have $D>Z_{2}$. So, if there is a point in $\left(Z_{2}, D\right)$ at which $\rho<\rho(\widetilde{C})$, then we let $C$ be a point at which $\rho$ has its minimum value in this interval; if there is no such point, then let $C=\widetilde{C}$. Then all three properties hold.

Now we look at the function $\rho$ in the domain $\Omega$. The idea is to partition $\Omega$ into subdomains by two curves $\Gamma_{C}$ and $\Gamma_{D}$ from $C$ and $D$, respectively, to points $A$ and $B$, respectively, on $\Sigma_{0}$, in such a way that $\rho(A)<\rho(B)$ and so that we can deduce that there is a point $m$ on $\Sigma_{0}$ at which $\rho$ reaches a minimum on either the domain $\Omega_{A}$ or the domain $\Omega_{B}$, thus violating the Hopf maximum principle, as stated in the first paragraph of this proof. See Figure 2.3. It is of course sufficient to show that $\rho(m)$ is the minimum value of $\rho$ on the boundary of $\Omega_{A}$ or $\Omega_{B}$.

It would be simplest to find curves on which $\rho$ is monotonic, but it is not clear that such curves exist, or what properties they would have. Instead, we construct Lipschitz curves on which $\rho$ is monotonic on average. To be precise, we construct curves on which, for a certain number $\mu$,

$$
\begin{align*}
& \rho(A) \leq \rho \leq \rho(C)+\mu \quad \text { on } \Gamma_{C} \quad \text { and } \rho(A)<\rho(C) ;  \tag{2.41}\\
& \rho(B) \geq \rho \geq \rho(D)-\mu \quad \text { on } \Gamma_{D} \quad \text { and } \rho(B)>\rho(D) . \tag{2.42}
\end{align*}
$$



Fig. 2.3. Illustration of the proof of Proposition 2.4.

We begin by identifying some useful constants. Let

$$
\mu=\frac{1}{4} \min \left\{\rho(D)-\rho(C), \rho\left(\Xi_{s}\right)-\rho(D), \rho(C)-\rho\left(\Xi_{0}\right)\right\} .
$$

Since $\rho \in C(\bar{\Omega})$, then $\rho$ is uniformly continuous, and there is an $\epsilon>0$ such that $\rho(\Xi) \leq \rho_{0}+\mu$ if $\operatorname{dist}(\Xi, \sigma)<\epsilon$. Let $\Omega_{\epsilon}=\{\Xi \in \Omega \mid \operatorname{dist}(\Xi, \sigma)>\epsilon\}$, and let $\sigma_{\epsilon}=\{\Xi \in \Omega \mid \operatorname{dist}(\Xi, \sigma)=\epsilon\}$. As we shall see, we can restrict our attention to $\overline{\Omega_{\epsilon}}$. The purpose of constructing this domain is to be able to bound $|\nabla \rho|$. Since $\rho \in C^{1}\left(\overline{\Omega_{\epsilon}}\right)$, we have $|\nabla \rho| \leq M$ there, say. (We could estimate $M$ from Schauder theory, but this is not important here.)

Now, on any ball of radius $r$, the oscillation of $\rho$ is bounded by 2 Mr , and we now choose a radius, $R=\mu /(2 M)$, so that

$$
\underset{B_{R} \cap \Omega_{e}}{\operatorname{osc}} \rho \leq \mu
$$

Now we construct $\Gamma_{D}$ as follows. Consider a ball $B_{R}(D)$ centered at $D$. In $B_{R}(D) \cap \Omega_{\epsilon}$, $\rho(D)$ cannot be the maximum value of $\rho$ (because $D$ is not a point of local maximum in $\Omega$ ); hence there are points of $\partial B_{R}(D) \cap \Omega_{\epsilon}$ where $\rho>\rho(D)$. Let $X_{1}$ be a point at which $\rho$ attains its maximum value in $\overline{B_{R}(D)}$. The first segment of $\Gamma_{D}$ is a straight line from $D$ to $X_{1}$. We have $\rho\left(X_{1}\right)>\rho(D)$, and on the segment, $\rho(X) \geq \rho(D)-\mu$ and $\rho(X)<\rho\left(X_{1}\right)$.

Now we continue inductively, forming a sequence of line segments with corners at $\left\{X_{i}\right\}$ (take $D=X_{0}$ ), along which $\rho \geq \rho(D)-\mu$ and such that $\rho\left(X_{1}\right)<\rho\left(X_{2}\right)<\cdots$. To show that we can do this, let

$$
\Omega_{j}=\Omega_{\epsilon} \backslash \overline{\left\{\cup_{0}^{j-1} B_{R}\left(X_{i}\right)\right\}} ;
$$

we have $X_{j} \in \partial \Omega_{j}$, and we consider $B_{R}\left(X_{j}\right)$. We note that $\rho\left(X_{j}\right)$ is the largest value of $\rho$ on the part of $B_{R}\left(X_{j}\right)$ inside the complement of $\Omega_{j}$. However, $\rho\left(X_{j}\right)$ is less than the maximum value of $\rho$ on $B_{R}\left(X_{j}\right)$, by the mean value property. Hence there is a point $X_{j+1} \in \partial B_{R}\left(X_{j}\right) \cap \Omega_{j}$ at which $\rho$ attains its maximum value in $\overline{B_{R}\left(X_{j}\right)}$. Again, along the straight line from $X_{j}$ to $X_{j+1}$ we have $\rho \geq \rho\left(X_{j}\right)-\mu>\rho(D)-\mu$.

Now,

$$
\operatorname{dist}\left(X_{i-1}, \Omega_{i}\right)=R
$$

and

$$
\Omega_{j} \subset \Omega_{j-1} \subset \cdots \subset \Omega_{1}
$$

so

$$
\operatorname{dist}\left(X_{i}, \Omega_{k}\right) \geq R
$$

for $k \geq i+1$; and since $X_{k} \in \partial \Omega_{k}$, the estimate

$$
\operatorname{dist}\left(X_{j+1}, X_{i}\right) \geq R \quad \forall \quad i \leq j
$$

follows.
Hence $\operatorname{dist}\left(X_{i}, X_{j}\right) \geq R$ for $i \neq j$ for all points in the sequence. But only a finite number of balls with radius $R$ and separated centers will fit in $\Omega_{\epsilon}$, so this process must terminate after a finite number of steps when we reach a point $X_{L}=B \in \partial \Omega_{\epsilon}$. By construction, $\Gamma_{D}$ has the properties indicated in (2.42).

Similarly, we construct $\Gamma_{C}$, with termination point $A \in \partial \Omega_{\epsilon}$.
Next we show that the points $A$ and $B$ lie on $\Sigma_{0}$. First, the curves cannot cross each other, because at every point on $\Gamma_{D}, \rho \geq \rho(D)-\mu>\rho(C)+\mu$, while at every point on $\Gamma_{C}$ we have $\rho<\rho(C)+\mu$. Also, $\Gamma_{D}$ cannot terminate at $\sigma_{\epsilon}$ where $\rho \leq \rho_{0}+\mu<\rho(D)$. For the same reason, $B$ cannot lie on $\Sigma$ in the segments $\left[D, \Xi_{0}\right]$ or $[C, D]$ where $\rho \leq \rho(D)$. Finally, $B$ cannot lie in the segment $\left[\Xi_{s}, C\right]$ of $\Sigma$ because this would trap $\Gamma_{C}$ in a region where $\rho \geq \rho(C)$ (or, more simply, this would contradict the fact that $C$ is not a local minimum in $\Omega$ ). Hence $B \in \Sigma_{0}$.

Similarly, $A$ cannot lie on $\Sigma$, where $\rho \geq \rho(C)$ in the interval $\left[\Xi_{s}, D\right]$, and must lie on $\Sigma_{0}$, between $B$ and $\Xi_{s}$.

Now we find our final contradiction. Since there is a point, $A$, in the interval $\left[\Xi_{s}, B\right]$ of $\Sigma_{0}$ where $\rho$ is smaller than its value at either endpoint, then there must be a point $m$ where $\rho$, restricted to the interval $\left[\Xi_{s}, B\right]$ of $\Sigma_{0}$ attains its minimum. We recall that $m$ cannot be a local minimum in $\Omega$, and so it cannot be a minimum in $\Omega_{1}$ or in $\Omega_{2}$. The relevant domain is $\Omega_{1}$ if $m \in\left[\Xi_{s}, A\right]$; otherwise it is $\Omega_{2}$. In particular, there would have to be points on the boundary of the relevant domain at which $\rho<\rho(m)$. But the construction we have performed prevents this. To verify this, suppose first that $m \in\left[\Xi_{s}, A\right]$. Then $\rho \geq \rho(m)$ on $\left[\Xi_{s}, A\right]$. In particular, $\rho(m) \leq \rho(A) \leq \rho(X)$ for $X \in \Gamma_{C}$, and $\rho(m) \leq \rho(A)<\rho(C)$, by (2.41). In addition, $\rho \geq \rho(C)$ on the top boundary, $\left[\Xi_{s}, C\right]$ in $\Sigma$, of $\Omega_{1}$. Thus, we have a contradiction to the maximum principle if $m \in\left[\Xi_{s}, A\right]$.

But if $m \in[A, B]$, then again there are no points on the interval $[A, B]$ of $\Sigma_{0}$ at which $\rho<\rho(m)$, and again $\rho \geq \rho(A) \geq \rho(m)$ along $\Gamma_{C}$. As before, $\rho(C)>\rho(A) \geq$ $\rho(m)$. Now, $\rho \geq \rho(C)$ on the interval $[C, D]$ of the top boundary, $\Sigma$, of $\Omega_{2}$, and by (2.42) we have $\rho \geq \rho(D)-\mu>\rho(C)$ along $\Gamma_{D}$. Thus in this case also, $\rho(m)$ is the smallest value of $\rho$ along the entire boundary of $\Omega_{2}$. This again contradicts the maximum principle, as stated in the first paragraph of the proof.

We conclude that $C$ and $D$ do not exist, and hence that $Z_{1}$ and $Z_{2}$ do not exist, and $\rho$ is monotonic on $\Sigma$.

As a second basic result, we prove that the shock evolution equation can always be integrated, defining the mapping whose fixed point is the free boundary. Beginning
with a given curve $\eta(\xi)$, assume we have solved the fixed boundary value problem $(2.36),(2.37),(2.39)$, and (2.40). We then produce a new approximate shock position $\tilde{\eta}(\xi)$ by integrating (2.38):

$$
\begin{equation*}
\tilde{\eta}(\xi)=\eta_{0}+\int_{\xi_{0}}^{\xi} f(x, \eta(x), \rho(x, \eta(x))) d x \tag{2.43}
\end{equation*}
$$

where $f$ is defined in (2.38). Note that on the right side of (2.43) we evaluate all quantities along the old shock position, $\eta(\xi)$. We have the following proposition.

Proposition 2.5. Suppose that $\eta$ is a monotone function and that $\rho$ satisfies the boundary value problem (2.36), (2.37), (2.39), and (2.40). Then $\eta^{2}>s^{2}$ and $\eta^{2}+\xi^{2}>s^{2}$ for all $\xi \in\left(0, \xi_{0}\right)$ so the new curve $\tilde{\eta}$ is defined for all $\xi \in\left[0, \xi_{0}\right]$ and is monotonic. Furthermore, $\tilde{\eta}^{\prime}(0)=0$.

Proof. Because $\rho$ satisfies (2.40), we see that at $\xi=0$ the quantity under the square root sign in (2.38) is zero. Since $\eta$ is monotonic, the quantity $\eta^{2}(\xi)$ is an increasing function of $\xi$. We use Proposition 2.4 to conclude that $s^{2}$ along $\Sigma$ is a decreasing function of $\xi$ (since $\rho$ decreases and $s$ is a monotonic function of $\rho$ ). Hence $\eta^{2}-s^{2}$ is strictly positive when $\xi>0$. In addition, this implies that $\xi^{2}+\eta^{2}-s^{2}$ is positive, and so the right-hand side of (2.43) is well defined (see the equivalent form in (2.23)). In addition, (2.23) also shows that $d \tilde{\eta} / d \xi$ is positive as long as $\eta^{2}-s^{2}>0$. Finally, this derivative is zero at $\xi=0$, where the right side of (2.38) vanishes.

We now define $\mathcal{K}=\mathcal{K}^{\varepsilon}$, a closed, convex subset of a Hölder space $H_{1+\alpha_{1}}\left(\left[0, \xi_{0}\right]\right)$; the value of $\alpha_{1} \in(0,1)$ depends on the regularizing parameter $\varepsilon$ and will be specified later. The functions in $\mathcal{K}$ satisfy
(K1) $\eta\left(\xi_{0}\right)=\eta_{0}$, and $\eta^{\prime}\left(\xi_{0}\right)=1 / \kappa_{a}$, where $\xi_{0}$ and $\eta_{0}$ are defined in (2.26);
(K2) $\eta^{\prime}(0)=0$;
(K3) $\eta_{c} \leq \eta(\xi) \leq \eta_{0}$; recall that $\eta_{c}=\sqrt{1+\kappa_{a}^{2}} s_{0} / \kappa_{a}<\eta_{0}<c_{0}$ if $\kappa_{a}>\kappa_{A}$;
(K4) $0 \leq \eta^{\prime} \leq \sqrt{c_{0}^{2} / s_{0}^{2}-1}$.
Then (2.43) defines a mapping on $\mathcal{K}$ :

$$
\begin{equation*}
J: \eta \mapsto \tilde{\eta} \tag{2.44}
\end{equation*}
$$

The upper bound in (K4) is justified by the following proposition.
Proposition 2.6. If $\eta(\xi)$ is a monotonic function with $\eta\left(\xi_{0}\right)=\eta_{0}$ and $\rho$ a solution to (2.36), (2.37), (2.39), and (2.40), then the function $f$ given by (2.38) is bounded above by $\sqrt{c_{0}^{2}-s_{0}^{2}} / s_{0} \equiv 1 / \kappa_{A}$.

Proof. By Proposition 2.4, $s(\xi, \eta)$ is a decreasing function on $\eta(\xi)$ with $s^{2}(0, \eta(0))=$ $\eta^{2}(0)$, and by Proposition $2.5, \eta \geq s$ on $\eta(\xi)$. For the function $f$ defined by (2.38), a calculation shows

$$
\begin{aligned}
\frac{\partial f}{\partial \xi} & =-\frac{\left(\eta^{2}-s^{2}\right)\left(s \xi+\eta \sqrt{\xi^{2}+\eta^{2}-s^{2}}\right)}{\sqrt{\xi^{2}+\eta^{2}-s^{2}}\left(\xi \eta+\sqrt{s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)}\right)^{2}}<0 \\
\frac{\partial f}{\partial \eta} & =\frac{\xi^{2}+\eta^{2}}{\sqrt{\xi^{2}+\eta^{2}-s^{2}}\left(s \eta+\xi \sqrt{\xi^{2}+\eta^{2}-s^{2}}\right)}>0 \\
\frac{\partial f}{\partial s^{2}} & =-\frac{\frac{1}{2} \eta^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)+\frac{1}{2} s^{2} \xi^{2}+\xi \eta s \sqrt{\xi^{2}+\eta^{2}-s^{2}}}{\left(\xi \eta+\sqrt{\left.s^{2}\left(\xi^{2}+\eta^{2}-s^{2}\right)\right)^{2}}\right.}<0
\end{aligned}
$$

Hence, $f$ is largest when $\eta$ has its maximum value $\eta_{0}$, and $\xi$ and $s$ their minimum values, 0 and $s_{0}$, respectively. This gives the stated upper bound, which is the reciprocal of the limiting value $\kappa_{A}$, as calculated in [17].

We also note the upper bound for the solution $\rho$ of (2.36), (2.37), (2.39), and (2.40) when $\eta \in \mathcal{K}$. Since $\eta_{s} \leq \eta_{0}$ and $s^{2}$ is monotonic, for given Riemann data $\left(\rho_{0}, \rho_{1}, \kappa_{a}\right)$, the value of $\rho_{\max }$ in Proposition 2.4 is bounded above by $\rho_{M}$, where, from (2.40),

$$
\begin{equation*}
\rho_{M}=s_{\rho_{1}}^{-1}\left(\eta_{0}\right) . \tag{2.45}
\end{equation*}
$$

We will use this upper bound in the proofs.
We prove Theorem 2.3 in two stages. First, in section 3 we solve the regularized free boundary value problem for $Q^{\varepsilon}=Q+\varepsilon \Delta$. In section 4, we consider the limit $\varepsilon \rightarrow 0$ and show that this limit yields a solution of (2.36)-(2.40).
3. The regularized problem. For a fixed $\varepsilon \in(0,1)$ we solve the free boundary problem defined at the beginning of section 2.4 , but with $Q$ replaced by the regularized operator $Q^{\varepsilon}$. The equation for $\rho$ in the subsonic region is now

$$
\begin{equation*}
Q^{\varepsilon} \rho=Q \rho+\varepsilon \Delta \rho=0 \tag{3.1}
\end{equation*}
$$

the shock evolution equation remains the same,

$$
\begin{equation*}
\eta^{\prime}=f(\xi, \eta, \rho), \quad \eta\left(\xi_{0}\right)=\eta_{0} ; \tag{3.2}
\end{equation*}
$$

and the boundary conditions are, as before,

$$
\begin{align*}
& M \rho=\beta \cdot \nabla \rho=0 \quad \text { on } \quad \Sigma \equiv\left\{(\xi, \eta(\xi)) ; 0<\xi<\xi_{0}\right\},  \tag{3.3}\\
& \rho=\rho_{0} \quad \text { on } \quad \sigma ; \quad \rho_{\xi}=0 \quad \text { on } \quad \Sigma_{0}, \tag{3.4}
\end{align*}
$$

and

$$
\begin{equation*}
\rho\left(\Xi_{s}\right)=\rho_{s} \equiv s_{\rho_{1}}^{-1}\left(\eta_{s}\right) . \tag{3.5}
\end{equation*}
$$

The theorem we prove in this section is as follows. (See (3.7) for the spaces.)
Theorem 3.1. For each $\varepsilon \in(0,1)$, there exists a solution $\left(\rho^{\varepsilon}, \eta^{\varepsilon}\right) \in H_{1+\alpha}^{(-\gamma)}\left(\Omega^{\varepsilon}\right) \times$ $H_{1+\alpha}\left(\left[0, \xi_{0}\right]\right)$ to the regularized free boundary problem (3.1), (3.2), (3.3), (3.4), and (3.5) such that

$$
\begin{equation*}
\rho_{0}<\rho^{\varepsilon} \leq \rho_{s} \leq \rho_{M} \quad \text { and } \quad c^{2}\left(\rho^{\varepsilon}\right)>\xi^{2}+\eta^{2} \quad \text { in } \quad \overline{\Omega^{\varepsilon}} \backslash \sigma . \tag{3.6}
\end{equation*}
$$

Here, $\alpha, \gamma \in(0,1)$ both depend on $\varepsilon$ and on the Riemann data $\kappa_{a}, \rho_{0}$, and $\rho_{1}$. The curve $\eta^{\varepsilon}(\xi)$, defining the position of the free boundary $\Sigma^{\varepsilon}$, is in $\mathcal{K}^{\varepsilon} ; \Omega^{\varepsilon}$ is bounded by $\sigma, \Sigma_{0}$, and $\Sigma^{\varepsilon}$.

We prove Theorem 3.1 in the following steps (which take up the three subsections of this section).

Step 1. First we show the existence of a solution to a linear problem with fixed boundary $\Sigma$ defined by $\eta(\xi) \in \mathcal{K}$ and establish Hölder and Schauder estimates at $\Sigma$. For this, it is convenient to define a weighted Hölder space; see [15] for the general definition of weighted Hölder spaces. Let $V=\left\{\Xi_{0}\right\}$ denote the corner point at which $\Sigma$ meets the degenerate boundary $\sigma$. Set $\Omega^{\prime}=\Omega \cup \sigma \cup \Sigma_{0} \backslash V$. We anticipate loss of regularity at $V$, because of the mixed boundary condition and the degeneracy of the operator $Q$ at $\sigma$. At $\Xi_{s}$, we also find loss of regularity because of loss of obliqueness of the operator $M$. The third corner, between $\Sigma_{0}$ and $\sigma$, is an artifact of our decision to work in a half-domain. Since it does not contribute to any loss of regularity, we ignore it in the discussion. We define the corner region near $\Xi_{0}$ :

$$
\Omega_{V}(\delta)=\{x \in \Omega: \operatorname{dist}(V, x) \leq \delta\}
$$

In $[3,4,6]$, in which the derivative condition was uniformly oblique, the only loss of regularity came from the corners. In the present problem, we overcome the loss of obliqueness at a single point on $\Sigma$, but at a cost: the Schauder estimates are no longer independent of the gradients of the coefficients, and hence we do not get a compact mapping in the same spaces. In this paper, we therefore modify the weighted Hölder spaces, as follows. We define a region which is close to $\Sigma$ but does not contain the corner $\Xi_{0}$ by taking a covering of $\Sigma$ with balls of radius $\delta$ centered at points on $\Sigma$ which are bounded away from $\Xi_{0}$. Define $\Sigma^{\prime \prime}(\delta)=\left\{\Xi \in \Sigma \mid \operatorname{dist}\left(\Xi, \Xi_{0}\right)>\delta\right\}$ and

$$
\Sigma(\delta)=\left\{x \in \Omega \cap \bigcup_{\Xi \in \Sigma^{\prime \prime}(\delta)} B_{\delta}(\Xi)\right\}
$$

where $B_{\delta}(\Xi)$ is a ball of radius $\delta$ centered at $\Xi$. We then define

$$
\begin{equation*}
H_{a}^{(b)} \equiv\left\{\|u\|_{a}^{(b)} \equiv \sup _{\delta>0} \delta^{a+b}|u|_{a, \bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}}<\infty\right\} \tag{3.7}
\end{equation*}
$$

For the linear problem, we establish a priori Schauder and Hölder bounds at $\Sigma$, in particular near the point where the data lose obliqueness; we use Hölder estimates near $V$, and $C_{2+\alpha}$ estimates locally in the rest of the domain. We prove existence of a solution by regularizing the oblique boundary condition to be uniformly oblique, then passing to the limit using the a priori bounds.

Step 2. Using the Hölder gradient bounds to the linear problem, we establish existence results for the nonlinear fixed boundary problem, via the Schauder fixed point theorem.

Step 3. We apply the Schauder fixed point theorem again to prove existence of a solution to the nonlinear free boundary problem.
3.1. The regularized linear fixed boundary problem. Replace $\rho$ in the coefficients $a_{i j}$ of (2.36) and $\beta_{i}$ of (2.33), (2.34) by a function $w$ in a set $\mathcal{W}$ defined with respect to a given boundary component $\Sigma$, and depending on given values $\Xi_{s}$ and $\rho_{s}$ (see (3.5)), as follows.

Definition 3.2. The elements of $\mathcal{W} \subset H_{2}^{\left(-\gamma_{1}\right)}$ satisfy
(W1) $\rho_{0} \leq w \leq \rho_{M}, w=\rho_{0}$ on $\sigma, w\left(\Xi_{s}\right)=\rho_{s}, w_{\xi}=0$ on $\Sigma_{0}$;
(W2) $\|w\|_{2}^{\left(-\gamma_{1}\right)} \leq K$;
(W3) $|w|_{\alpha_{0}, \Omega_{l o c}^{\prime}} \leq K_{0}$.
The weighted Sobolev space is defined by (3.7); the values of $\gamma_{1}, \alpha_{0} \in(0,1)$ will be specified following (3.29), as will the values of $K$ and $K_{0}$. The set $\mathcal{W}$ is clearly closed, bounded, and convex.

The quasilinear equations (3.1) and (3.3) are now replaced by linear partial differential and boundary equations (repeated indices are summed)

$$
\begin{align*}
& L^{\varepsilon} u=D_{i}\left(a_{i j}(\Xi, w) D_{j} u\right)+\varepsilon \Delta u+b_{i}(\Xi) D_{i} u=0 \quad \text { in } \quad \Omega, \\
& N u=\beta_{i} D_{i} u=\beta_{i}(\Xi, w) D_{i} u=0 \quad \text { on } \quad \Sigma=\{\eta=\eta(\xi)\}, \tag{3.8}
\end{align*}
$$

with a given $\eta \in \mathcal{K} \subset H_{1+\alpha_{1}}$ and $w \in \mathcal{W}$. Because of the bound (W1), $L^{\varepsilon}$ is uniformly elliptic in $\Omega$ with ellipticity ratio depending on the Riemann data and on $\varepsilon$. In this section, we demonstrate the key point that for a given function $w \in \mathcal{W}$, the solution $u$ to the linear equations (3.8) with the remaining boundary conditions

$$
\begin{equation*}
u=\rho_{0} \text { on } \sigma, u_{\xi}=0 \text { on } \Sigma_{0} \text { and } u\left(\Xi_{s}\right)=\rho_{s} \tag{3.9}
\end{equation*}
$$

satisfies Hölder and Schauder estimates in $\Omega^{\prime}$ and a uniform $H_{1+p, \Sigma\left(d_{0}\right)}$ bound near $\Sigma$ for any $p<\min \left\{\gamma_{1}, \alpha_{1}\right\}$. This bound gives rise to enough compactness to establish the existence of a solution to the quasilinear problem by applying the Schauder fixed point theorem.

We first note $L^{\infty}$ a priori bounds for the solution $u$ to the linear problem.
Proposition 3.3. The solution $u$ to the linear problem (3.8), (3.9) satisfies

$$
\begin{equation*}
\rho_{0}<u \leq \rho_{s} \leq \rho_{M} \quad \text { in } \quad \Omega \cup \Sigma \cup \Sigma_{0}, \tag{3.10}
\end{equation*}
$$

where $\rho_{s}=\rho\left(0, \eta_{s}\right)$ is defined in (3.5) and $\rho_{M}$, defined in (2.45), is independent of $\varepsilon$. Moreover,

$$
\begin{equation*}
c^{2}(u)>c^{2}\left(\rho_{0}\right)>\xi^{2}+\eta^{2} \quad \text { in } \quad \Omega \cup \Sigma \cup \Sigma_{0} . \tag{3.11}
\end{equation*}
$$

Proof. The linear problem is uniformly elliptic for $\varepsilon>0$ and $w \in \mathcal{W}$, so the classical maximum principle applies, as well as the boundary considerations used in the proof of Proposition 2.4.

Next, we state the Schauder estimates including the Dirichlet and fixed Neumann boundaries, $\sigma$ and $\Sigma_{0}$, and the Hölder estimates at the corner, $\Xi_{0}$.

Theorem 3.4. Assume that $\Sigma$ is given by $\{(\xi, \eta(\xi))\}$ with $\eta \in \mathcal{K}$ for some $\alpha_{1} \in(0,1)$ and that $w$ is in $\mathcal{W}$ for given $K, K_{0}, \alpha_{0}$, and $\gamma_{1}$. Then there exist $\gamma_{V}, \alpha_{\Omega} \in(0,1)$ such that any solution $u \in H_{2+\alpha_{\Omega}, \Omega^{\prime}} \cap H_{\gamma_{V}, \Omega_{V}\left(d_{0}\right)}$ to the linear problem (3.8), (3.9) satisfies

$$
\begin{equation*}
|u|_{\gamma, \Omega_{V}\left(d_{0}\right)} \leq C_{1}|u|_{0} \tag{3.12}
\end{equation*}
$$

for any $\gamma \leq \gamma_{V}$ and

$$
\begin{equation*}
|u|_{2+\alpha, \Omega_{\text {loc }}^{\prime}} \leq C_{2}|u|_{0} \tag{3.13}
\end{equation*}
$$

for any $\alpha \leq \alpha_{\Omega}$. The exponent $\gamma_{V}$ depends on the Riemann data, and both $\alpha_{\Omega}$ and $\gamma_{V}$ depend on $\varepsilon$ but are independent of $\alpha_{1}$ and $\gamma_{1}$. The constant $C_{1}$ is independent of the bounds $K$ and $K_{0}$. The constant $C_{2}$ is independent of $K$ but depends on $K_{0}$.

Proof. The proof is immediate. We refer to Theorem 1 of Lieberman [22] for the corner estimate. Here $\gamma_{V}$ depends on the angle between $\Sigma$ and $\sigma$ at $V$, a fixed value that depends only on the Riemann data, and on the obliqueness ratio at $V$, which is also fixed, as well as on the ellipticity ratio $\varepsilon$, but not on $\gamma_{1}, \alpha_{1}, K$, or $K_{0}$.

Standard interior and boundary Schauder estimates, for example, [15, p. 98], give the local estimate (3.13). The constant $C_{2}$ depends on $\varepsilon$, on the $H_{\alpha}$ norm of the coefficients $a_{i j}$, and on the domain.

Because interior Schauder estimates can be applied once more, a solution in $H_{2+\alpha, \Omega^{\prime}}$ is actually in $C^{3}(\Omega)$.

Finally, we establish Hölder gradient estimates at $\Sigma$. It is at this point that we need to derive basic estimates at the point $\Xi_{s}$ where the boundary operator $N$ is not oblique. To avoid discussing the Neumann boundary separately at each step of this proof, we reflect $\Omega$ across the $\xi$ axis, without further comment; $\Omega$ includes $\Sigma_{0}$ and we let $\Sigma$ stand for the full $H_{1+\alpha_{1}}$ boundary in Theorem 3.5. The remaining assumptions are the same as in Theorem 3.4.

Theorem 3.5. Assume that $\Sigma$ is given by $\{(\xi, \eta(\xi))\}$ with $\eta \in \mathcal{K}$ for some $\alpha_{1} \in(0,1)$ and that $w$ is in $\mathcal{W}$ for given $K, K_{0}, \alpha_{0}$, and $\gamma_{1}$. Then, there exists a
positive constant $d_{0}$ such that for every $d \leq d_{0}$, any solution $u \in C^{1}(\Omega \cup \Sigma) \cup C^{3}(\Omega)$ to the linear problem (3.8), (3.9) satisfies

$$
\begin{equation*}
|u|_{1+p, \Sigma(d)} \leq C\left(\varepsilon, \alpha_{1}, \gamma_{1}, K, d_{0}\right)|u|_{0} \tag{3.14}
\end{equation*}
$$

for any $p<\min \left\{\gamma_{1}, \alpha_{1}\right\}$.
Proof. Away from a neighborhood $B_{d_{0}}\left(\Xi_{s}\right)$ of $\Xi_{s}$ the boundary operator $N$ in (3.8) is oblique and thus we can apply known regularity theory, for example, [15, Theorem 6.30], to get (3.14) in $\Sigma\left(d_{0}\right) \backslash B_{d_{0}}\left(\Xi_{s}\right)$, with a constant $C$ which depends on $\varepsilon, \alpha_{1}, \Omega, d_{0}$, and $K_{0}$. Hence we consider only estimates near $\Xi_{s}$ in the remainder of the proof.

For a given solution $u$ to (3.8) and (3.9) we define

$$
\begin{equation*}
v=\frac{u}{1+|D u|_{0}} \quad \text { and } \quad z=N v=\beta_{i}(\Xi) D_{i} v \tag{3.15}
\end{equation*}
$$

We construct a barrier function $f$ for $z$ on $B \equiv B_{d_{0}}\left(\Xi_{s}\right) \cap \bar{\Omega}$ to get a Hölder estimate for the gradient of the solution of (3.8), (3.9). Let $\psi=z+f(\zeta)$, where $\zeta$ is the regularized distance function (from the boundary component $\Sigma$ ); see [18]. A smooth approximation to $d(\Xi)=\operatorname{dist}(\Sigma, \Xi)$ is necessary since $\Sigma$ has minimal regularity. The regularized distance function has the properties $1 \leq \zeta / d \leq 2,0<\zeta_{0} \leq|D \zeta| \leq \zeta_{D}$ and $\left|D^{2} \zeta\right| \leq \zeta_{D} d^{\alpha_{1}-1}$. We let $f(0)=0$ and we first construct the lower barrier, $-f$, by finding a suitable positive, increasing function $f$ such that $\psi>0$. Note that, with $f$ positive, we get $\psi \geq z$ on $\partial B$. Where no confusion is likely, we let subscripts denote partial derivatives and calculate

$$
\begin{equation*}
D_{i} \psi=\beta_{j} D_{i j} v+D_{i} \beta_{j} D_{j} v+f^{\prime} \zeta_{i} \tag{3.16}
\end{equation*}
$$

whence

$$
\begin{equation*}
\beta_{j} D_{i j} v=D_{i} \psi-\left(D_{i} \beta_{j} D_{j} v+f^{\prime} \zeta_{i}\right) \tag{3.17}
\end{equation*}
$$

We also have

$$
\begin{equation*}
D_{i j} \psi=\beta_{k} D_{i j k} v+D_{j} \beta_{k} D_{i k} v+D_{i} \beta_{k} D_{j k} v+D_{i j} \beta_{k} D_{k} v+f^{\prime} \zeta_{i j}+f^{\prime \prime} \zeta_{i} \zeta_{j} \tag{3.18}
\end{equation*}
$$

In addition, since $w$ satisfies (W2) with a given constant $K$, we get estimates on the derivatives of $a_{i j}$. Using the definition of the weighted norms, we have (noting $|D w| \leq|w|_{1}$ and so on)

$$
\begin{align*}
\left|D\left(a_{i j}\right)\right| \leq & \left|a_{i j, x}\right|+\left|a_{i j, u}\right||D w| \leq\left|a_{i j, x}\right|+\left|a_{i j, u}\right|\|w\|_{1}^{\left(-\gamma_{1}\right)} d^{\gamma_{1}-1} \leq m d^{\gamma_{1}-1} \\
\left|D^{2}\left(a_{i j}\right)\right| \leq & \left|a_{i j, x, x}\right|+2\left|a_{i j, x, u}\right||D w|+\left|a_{i j, u, u}\right||D w|^{2}+\left|a_{i j, u}\right|\left|D^{2} w\right| \\
\leq & \left|a_{i j, x, x}\right|+2\left|a_{i j, x, u}\right|\|w\|_{1}^{\left(-\gamma_{1}\right)} d^{\gamma_{1}-1}+\left|a_{i j, u, u}\right|\left(\|w\|_{1}^{\left(-\gamma_{1}\right)} d^{\gamma_{1}-1}\right)^{2}  \tag{3.19}\\
& +\left|a_{i j, u}\right|\|w\|_{2}^{\left(-\gamma_{1}\right)} d^{\gamma_{1}-2} \\
\leq & m\left(d^{\gamma_{1}-2}+d^{2 \gamma_{1}-2}\right)
\end{align*}
$$

Here subscripts denote derivatives of $a_{i j}$ with respect to the variables in $\Xi(, x)$ and with respect to $w(, u)$. The symbol $m=m(K)$ denotes a quantity which depends on the structure of the derivatives of $a_{i j}$ and the bound $K$ on $w$. We absorb terms
which are less singular as $d \rightarrow 0$. We also get estimates on the derivatives of $\beta_{i}$. Let $\gamma_{2}=\min \left\{\gamma_{1}, \alpha_{1}\right\}$. Then

$$
\begin{equation*}
\left|D \beta_{i}\right| \leq m d^{\gamma_{2}-1}, \quad\left|D^{2} \beta_{i}\right| \leq m\left(d^{\gamma_{2}-2}+d^{2 \gamma_{2}-2}\right), \tag{3.20}
\end{equation*}
$$

where $m=m(K)>0$ depends on the structure of the derivatives of $\beta$. In deriving this estimate, we use the fact that $\eta^{\prime}, \eta^{\prime \prime}$, and $\eta^{\prime \prime \prime}$ are bounded by $d^{\alpha_{1}}, d^{\alpha_{1}-1}$, and $d^{\alpha_{1}-2}$, respectively, as we can apply Lemma 2.8 of [14] to $\eta(\xi)-\eta$.

Since $\beta_{2}\left(\Xi_{s}, w\right)=0$ and $\beta_{1}\left(\Xi_{s}, w\right) \neq 0$, we can take $0<d_{1} \leq 1$ small enough so that for all $0<d_{0} \leq d_{1}$ and all $w \in \mathcal{W}$ we have $\beta_{1}(\Xi, w) \neq 0$ in $B_{d_{0}}$. Now we solve the two equations in (3.17) along with $L v=0$, that is,

$$
\begin{equation*}
a_{i j} D_{i j} v=-\left(D_{j} a_{i j} D_{i} v+b_{i} D_{i} v\right), \tag{3.21}
\end{equation*}
$$

as a linear system for the three derivatives $D_{i j} v$. The assumption that $\beta_{1}$ is bounded away from zero, coupled with the ellipticity of $L$, gives a uniform bound $c_{1}\left(\Lambda, \lambda,|\beta|_{0}\right)$ on the inverse of the coefficient matrix of the linear system. Here we may let $\Lambda$ and $\lambda$ be the eigenvalues of $\left(a_{i j}\right)$ restricted to $B$. These are order one constants which depend only on the Riemann data. Furthermore, we can estimate the right-hand sides of (3.17) and (3.21) using (3.19) and (3.20). We get

$$
\begin{equation*}
\left|D^{2} v\right| \leq c_{1}\left(\Lambda, \lambda,|\beta|_{0}\right)\left(|D \psi|+\left(m d^{\gamma_{2}-1}+|b|_{0}\right)|D v|+f^{\prime} \zeta_{D}\right) . \tag{3.22}
\end{equation*}
$$

This bounds the second derivatives of $v$ in terms of $|D \psi|$. Now we proceed to obtain bounds for $\psi$. The idea is to find an elliptic operator for which $\psi$ is a subsolution in $B$ and simultaneously to force $\psi>0$ on $\partial B$, by choice of the function $f$. A second-order operator for $\psi$ involves third derivatives of $v$, so we estimate these. By using $L v=0$, (3.22), (3.19), and (3.20) (recall that $|D v| \leq 1$ ), we get

$$
\begin{aligned}
a_{i j} D_{i j k} v= & -\left(D_{k} a_{i j} D_{i j} v+D_{j} a_{i j} D_{i k} v+b_{i} D_{i k} v+D_{j k} a_{i j} D_{i} v+D_{k} b_{i} D_{i} v\right) \\
& \leq\left(m d^{\gamma_{2}-1}+|b|_{0}\right)\left|D^{2} v\right|+\left(m d^{\gamma_{2}-2}+m d^{2 \gamma_{2}-2}+|b|_{1}\right)|D v| \\
& \leq c_{1}\left(m d^{\gamma_{2}-1}+|b|_{0}\right)|D \psi|+c_{1}\left(m d^{\gamma_{2}-1}+|b|_{0}\right)^{2} \\
& +c_{1}\left(m d^{\gamma_{2}-1}+|b|_{0}\right) f^{\prime} \zeta_{D}+m d^{\gamma_{2}-2}+m d^{2 \gamma_{2}-2}+|b|_{1} \\
\leq & c_{2}\left\{\left(m d^{\gamma_{2}-1}+1\right)|D \psi|+\left(m d^{\gamma_{2}-1}+1\right)^{2}\right. \\
& \left.+\left(m d^{\gamma_{2}-1}+1\right) f^{\prime}+m d^{\gamma_{2}-2}+m d^{2 \gamma_{2}-2}+1\right\},
\end{aligned}
$$

where $c_{2}=c_{2}\left(\Lambda, \lambda, \rho_{M},|\beta|_{0},|b|_{0},|b|_{1}, \zeta_{D}\right)$. Thus, using (3.18) and making the estimates indicated, we have

$$
\begin{aligned}
& a_{i j} D_{i j} \psi \leq c_{2}|\beta|_{0}\{ \left(m d^{\gamma_{2}-1}+1\right)|D \psi|+\left(m d^{\gamma_{2}-1}+1\right)^{2}+\left(m d^{\gamma_{2}-1}+1\right) f^{\prime} \\
&\left.+m d^{\gamma_{2}-2}+m d^{2 \gamma_{2}-2}+1\right\} \\
&+2 \Lambda m d^{\gamma_{2}-1} c_{1}\left\{|D \psi|+m d^{\gamma_{2}-1}+|b|_{0}+f^{\prime} \zeta_{D}\right\} \\
&+\Lambda m\left(d^{\gamma_{2}-2}+d^{2 \gamma_{2}-2}\right)+\Lambda f^{\prime}\left|\zeta_{i j}\right|+f^{\prime \prime} a_{i j} \zeta_{i} \zeta_{j} \\
& \leq c_{3}\left\{\left(m d^{\gamma_{2}-1}+1\right)|D \psi|+m d^{\gamma_{2}-2}+\left(m^{2}+m\right) d^{2 \gamma_{2}-2}\right. \\
&\left.m d^{\gamma_{2}-1}\left(1+f^{\prime}\right)\right\}+\Lambda f^{\prime}\left|\zeta_{i j}\right|+f^{\prime \prime} a_{i j} \zeta_{i} \zeta_{j} .
\end{aligned}
$$

Here $c_{3}$ is a constant depending on the same parameters as $c_{1}$ and $c_{2}$, and terms which are bounded as $d \rightarrow 0$ have again been omitted. Now we define

$$
L_{1} \psi \equiv a_{i j} D_{i j} \psi-c_{3}\left(m d^{\gamma_{2}-1}+1\right)|D \psi|
$$

and we calculate

$$
\begin{equation*}
L_{1} \psi \leq c_{3}\left\{m d^{\gamma_{2}-2}+\left(m^{2}+m\right) d^{2 \gamma_{2}-2}+m d^{\gamma_{2}-1}\left(1+f^{\prime}\right)\right\}+\Lambda \zeta_{D} f^{\prime} d^{\alpha_{1}-1}+\lambda f^{\prime \prime} \zeta_{0}^{2} \tag{3.23}
\end{equation*}
$$

To obtain this estimate, we have assumed $f^{\prime \prime}<0$ and estimated

$$
f^{\prime \prime} a_{i j} \zeta_{i} \zeta_{j} \leq f^{\prime \prime} \min a_{i j} \zeta_{i} \zeta_{j}=f^{\prime \prime} \lambda|D \zeta|^{2} \leq f^{\prime \prime} \lambda \zeta_{0}^{2}
$$

We have also used the property of regularized distance: $\left|\zeta_{i j}\right| \leq \zeta_{D} d^{\alpha_{1}-1}$. We now specify $f(\zeta)=f_{0} \zeta^{p}$ for any $p<\gamma_{2}$, so that

$$
f^{\prime \prime}=f_{0} p(p-1) \zeta^{p-2} \leq f_{0} p(p-1) d^{p-2}<0
$$

and $f^{\prime} d^{\alpha_{1}-1} \leq 2^{p-1} f_{0} p d^{p+\alpha_{1}-2}$. Finally, we choose $f_{0}$ big enough and $d_{2} \in(0,1)$ small enough to get $L_{1} \psi<0$ in $B_{d_{0}}$ for every $d_{0} \leq d_{2}$. We now define $d_{0} \equiv \min \left\{d_{1}, d_{2}\right\}$.

Additionally, since (3.14) holds near $\Sigma$, away from $\Xi_{s}$, and hence is valid on $\partial B$, we can choose $f_{0}$ larger if necessary so that $\psi>0$ on $\partial B$. Therefore, by the maximum principle, $\psi>0$ in $B$. Thus, $z>-f$ in $B$.

Similarly, $f$ is an upper barrier for $z$. We now have an estimate for $z$. In addition we have, since $\psi=z+f$,

$$
|\psi| \leq c_{4}\left(m^{2}+1\right) d^{p} \quad \text { for } \quad d \leq d_{0}
$$

Since $\psi=0$ on $\Sigma$, we can use Schauder estimates, applying [15, Lemma 6.20] or [14, Lemma 7.1, Theorem 7.2], using the fact that $\psi$ and $-\psi$ are upper and lower solutions of an operator $L_{1}$ with a Dirichlet boundary condition and estimating the right side of (3.23), to obtain

$$
\|\psi\|_{2+\gamma_{2}}^{(-p)} \leq C_{1}\left(\sup d^{-p}|\psi|+|\psi|_{0}+|\psi|_{p, \partial B}\right) \leq c_{4}\left(m^{2}+1\right)+c(m)=C(m)
$$

The constant $C_{1}$ depends only on $\lambda$ and $\Lambda$ (the ellipticity constants in $B$ ) and on $\gamma_{2}$. To obtain the second inequality in this expression, we have used the fact that $|\psi|_{p, \partial B}$ is bounded, with a bound which depends only on $|\psi|_{0}$ and on $\Lambda / \lambda$. This follows from $\psi=0$ on $\Sigma$ and from interior Schauder estimates for $v$, a solution to a linear problem, on $\partial B \cap \Omega$. Finally, this leads to

$$
\begin{equation*}
|D \psi| \leq\|D \psi\|_{\gamma_{2}+1}^{(1-p)} d^{p-1} \leq C(m) d^{p-1} \quad \text { for } \quad d<d_{0} \tag{3.24}
\end{equation*}
$$

We now use (3.24) in (3.22) and drop lower-order terms to get

$$
\left|D^{2} v\right| \leq c_{1}\left(|D \psi|+m d^{\gamma_{2}-1}+f^{\prime}\right) \leq c_{1}\left(C(m) d^{p-1}+m d^{\gamma_{2}-1}+f_{0} p d^{p-1}\right) \leq C d^{p-1}
$$

Now Hölder estimates on $D v$ follow by integrating the last inequality. More precisely, $\left|D^{2} v\right| \leq C d^{p-1}$ implies that $\|D v\|_{1}^{(-p)} \leq C$, and by [14, Lemma 2.1] we have

$$
|D v|_{p}=\|D v\|_{p}^{(-p)} \leq C(p)\|D v\|_{1}^{(-p)}
$$

and therefore we get

$$
\begin{equation*}
|v|_{1+p} \leq C \tag{3.25}
\end{equation*}
$$

Finally, using the definition of $v$ in (3.15), we apply the interpolation inequality, [15, Lemma 6.32], with a small $\delta>0$ to get

$$
\begin{equation*}
|u|_{1+p} \leq C\left(1+|D u|_{0}\right) \leq C\left(1+\delta|u|_{1+p}+C_{\delta}|u|_{0}\right) \tag{3.26}
\end{equation*}
$$

and thus (3.14) holds. Therefore we get Hölder gradient estimates at $\Sigma$ for the solution $u$ of (3.8).

Now we can establish existence of a solution to (3.8) and (3.9).
Theorem 3.6. Assume that $\Sigma$ is given by $\{(\xi, \eta(\xi))\}$ with $\eta \in \mathcal{K}$ for some $\alpha_{1} \in(0,1)$ and that $w$ is in $\mathcal{W}$ for given $K, K_{0}, \alpha_{0}$, and $\gamma_{1}$. Then there exist $\gamma_{V}, \alpha_{\Omega} \in(0,1)$, and $d_{0}>0$, where $\gamma_{V}, \alpha_{\Omega}$, and $d_{0}$ are independent of $\gamma_{1}$ and $\alpha_{1}$, such that a solution $u \in H_{1+p, \Sigma(d)} \cap H_{2+\alpha, \Omega^{\prime}} \cap H_{\gamma, \Omega_{V}\left(d_{0}\right)}$ for the linear problem (3.8) and (3.9) exists for any $\alpha \leq \alpha_{\Omega}, p<\min \left\{\gamma_{1}, \alpha_{1}\right\}, \gamma \leq \gamma_{V}$, and $d \leq d_{0}$ and satisfies (3.12), (3.13), and (3.14).

Proof. To show the existence of a solution $u$ to (3.8) and (3.9), we approximate the oblique derivative boundary condition on $\Sigma$. To be precise, noting that the unit inward normal to $\Sigma$ at $\Xi_{s}$ is $(0,-1)$, for $0<\delta<1$ we let $\beta_{\delta}=\beta+(0,-\delta)$ so that $\beta_{\delta} \cdot \nu=\beta \cdot \nu+\delta \geq \delta>0$ at $\Xi_{s}$. Then, for sufficiently small $\delta, \beta_{\delta}$ is uniformly oblique. The boundary condition is now discontinuous at the corner $\Xi_{s}$, where $\Sigma$ and $\Sigma_{0}$ meet. Results from [21] and [19] imply that there exists a solution $u^{\delta}$ to $L u^{\delta}=0$ in $\Omega, \beta_{\delta} \cdot \nabla u^{\delta}=0$ on $\Sigma$, and (3.9). Now we apply Theorems 3.4 and 3.5 , which are independent of $\delta$, to see that the sequence $u^{\delta}$ is uniformly bounded in $H_{1+p, \Sigma\left(d_{0}\right)} \cap H_{2+\alpha_{\Omega}, \Omega^{\prime}} \cap H_{\gamma_{V}, \Omega_{V}\left(d_{0}\right)}$ for any $p<\min \left\{\gamma_{1}, \alpha_{1}\right\}$. Thus by the ArzelaAscoli theorem, there exists a subsequence converging uniformly to a function $u$. Using the uniform bounds (3.12), (3.13), and (3.14), we conclude that the limiting function solves the problem (3.8), (3.9).
3.2. The regularized nonlinear fixed boundary problem. This subsection is devoted to proving the existence of solutions to the nonlinear problem (3.1) with a fixed boundary. We again assume that an approximate shock boundary $\Sigma$ is given by a function $\eta=\eta(\xi) \in \mathcal{K}$. We also are given the value $\rho_{s}=s_{\rho_{1}}^{-1}(\eta(0))$. We prove the following theorem.

Theorem 3.7. For each $\varepsilon \in(0,1)$, and for given $\eta \in \mathcal{K} \subset H_{1+\alpha_{1}}$, there exists a solution $\rho^{\varepsilon} \in H_{2+\alpha}^{(-\gamma)}\left(\Omega^{\varepsilon}\right)$ to (3.1), (3.3), (3.4), and (3.5) such that

$$
\begin{equation*}
\rho_{0}<\rho^{\varepsilon} \leq \rho_{s} \leq \rho_{M}, \quad \text { and } \quad c^{2}\left(\rho^{\varepsilon}\right)>\xi^{2}+\eta^{2} \quad \text { in } \quad \bar{\Omega}^{\varepsilon} \backslash \sigma \tag{3.27}
\end{equation*}
$$

for some $\alpha(\varepsilon), \gamma(\varepsilon) \in(0,1)$. Moreover, for some $d_{0}>0$ the solution $\rho^{\varepsilon}$ satisfies

$$
\begin{equation*}
\left|\rho^{\varepsilon}\right|_{\gamma, \Sigma\left(d_{0}\right) \cup \Omega_{V}\left(d_{0}\right)} \leq K_{1}, \tag{3.28}
\end{equation*}
$$

where $\gamma$ and $K_{1}$ depend on $\varepsilon, \gamma_{V}$ and $K$ but both are independent of $\alpha_{1}$.
Proof. We suppress the dependence on $\varepsilon$ to simplify the notation.
Recall that $\mathcal{K} \subset H_{1+\alpha_{1}}\left(\left[0, \xi_{0}\right]\right)$ is a closed convex set of functions satisfying the additional conditions (K1) to (K4) given in section 2.4. For any function $w$ in $\mathcal{W}$ we define a mapping $T: \mathcal{W} \subset H_{2}^{\left(-\gamma_{1}\right)} \rightarrow H_{2}^{\left(-\gamma_{1}\right)}$ by letting $\rho=T w$ be the solution to the linear regularized fixed boundary problem, (3.8), (3.9) solved in Theorem 3.6. Because $w$ satisfies (W1), $L^{\varepsilon}$ is strictly elliptic, with ellipticity ratio depending on $\varepsilon$. By Theorem 3.6, $T$ maps $\mathcal{W} \subset H_{2}^{\left(-\gamma_{1}\right)}$ to a bounded set in $H_{2+\alpha}^{\left(-\gamma_{V}\right)}$, where $\gamma_{V}$ is the value given by Theorem 3.6. Since $\gamma_{V}$ is independent of $\gamma_{1}$, we may take $\gamma_{1}=\gamma_{V} / 2$ and then $T(\mathcal{W})$ is precompact in $H_{2}^{\left(-\gamma_{1}\right)}$.

To show $T$ maps $\mathcal{W}$ into itself, we need to show that $T w$ satisfies (W1), (W2), and (W3). Now, (W1) is immediate by Proposition 3.3 and the boundary conditions.

By applying interior and boundary Hölder estimates (see [15, Theorems 8.22 and 8.27]), we get the local estimate

$$
\begin{equation*}
|\rho|_{\alpha *, \Omega_{1}^{\prime}} \leq C_{0} \tag{3.29}
\end{equation*}
$$

where $0<\alpha *<1$ and $C_{0}$ depend only on $\varepsilon$ (the ellipticity ratio), the Riemann data, and on $d^{\prime}=\operatorname{dist}\left(\Omega_{1}^{\prime}, \partial \Omega^{\prime}\right)$ with $\Omega_{1}^{\prime} \subset \Omega^{\prime}$. Notice that, as in the remark following Theorem 8.24 in [15, p. 202], the constant $C_{0}$ is nondecreasing and the constant $\alpha *$ nonincreasing with respect to $d^{\prime}$. Since $\Omega^{\prime} \subset \Omega$ is bounded, we can find an upper bound for $C_{0}$ and a lower bound for $\alpha *$ depending only on the size of $\Omega$ and the ellipticity ratio. Thus, if we define $\mathcal{W}$ with $K_{0}=C_{0}$ and $\alpha_{0}=\alpha *$, with $C_{0}$ the upper bound and $\alpha *$ the lower bound, then $\rho=T w$ satisfies (W3). Note that $K_{0}$ and $\alpha *$ are independent of $\alpha_{1}$ and $\gamma_{V}$.

To verify (W2), we need to find a value $K$ such that

$$
\begin{equation*}
\sup _{\delta>0} \delta^{2-\gamma_{1}}|\rho|_{2, \bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}}<K, \tag{3.30}
\end{equation*}
$$

assuming $\|w\|_{2}^{-\gamma_{1}} \leq K$. We start by noting that Theorem 3.5 implies the existence of a positive constant $d_{0}>0$ such that for every $d \leq d_{0}$, any solution $u \in C^{1}(\Omega \cup \Sigma) \cup C^{3}(\Omega)$ to the linear problem $(3.8),(3.9)$ satisfies the Hölder gradient estimate (3.14), where the constant $C$ depends on $K$ but is uniform in $d \leq d_{0}$. Based on this estimate, we get a local bound for the weighted norm of $\rho$ on $\Sigma\left(d_{0}\right)$ of the form

$$
\begin{equation*}
d^{2-\gamma_{1}}|\rho|_{2} \leq d^{1-\gamma_{1}+p} C \tag{3.31}
\end{equation*}
$$

which holds for all $d<d_{0}$. Here $C$ depends on $K, \alpha_{1}$, and $\gamma_{1}$. To show (3.30) we estimate the supremum by considering separately domains $\bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}$ for which $\delta>\tilde{d}$, where $\tilde{d} \leq d_{0}$ will be specified later, and domains for which $\delta \leq \tilde{d}$.

In domains of the first kind, $\bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}$ with $\delta>\tilde{d}$, the solution is smooth and its $C^{2}$-norm bound is independent of $K$. More precisely, we can use the uniform Hölder estimate (3.29) and bootstrap iteratively (see [15, Theorem 6.6]) to get the local Schauder estimate

$$
\begin{equation*}
|\rho|_{2+\alpha_{\Omega}, \Omega^{\prime}} \leq C\left(K_{0}\right) \tag{3.32}
\end{equation*}
$$

Notice that since the Hölder estimate (3.29) is independent of the distance between $\Omega_{1}^{\prime}$ and the boundary $\Sigma$, so is the Schauder estimate (3.32). The interpolation inequality [15, Lemma 6.32] gives

$$
\begin{equation*}
|\rho|_{2, \Omega^{\prime}} \leq c|\rho|_{0}+\mu|\rho|_{2+\alpha, \Omega^{\prime}} \leq c \rho_{M}+\mu C\left(K_{0}\right) \tag{3.33}
\end{equation*}
$$

for any $\mu>0$ and $c=c(\mu)$. We fix $\mu=1$ and get

$$
\begin{equation*}
\sup _{\delta>\tilde{d}} \delta^{2-\gamma_{1}}|\rho|_{2, \bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}} \leq K^{\prime} \tag{3.34}
\end{equation*}
$$

where $K^{\prime}$ depends on the size of the domain $\Omega$, on $C\left(K_{0}\right)$, and on $\rho_{M}$ but is independent of the distance to $\Sigma$.

Next we study $\delta^{2-\gamma_{1}}|\rho|_{2, \bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}}$ when $\delta \leq \tilde{d}$. We divide the subdomain $\bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}$ into two: the part for which $\delta>\tilde{d}$ and the complement. Then
the upper bound over the subdomain $\bar{\Omega} \backslash\left\{\Sigma(\delta) \cup \Omega_{V}(\delta)\right\}$ is equal to the larger of the suprema over the two subdomains. The supremum over the subdomain for which $\delta>\tilde{d}$ has been calculated above. The supremum over the complement is calculated using the estimates for the behavior of the solution near $\Sigma$, namely, estimate (3.31) and the corner estimate (3.12). In (3.12), the constants $C_{1}$ and $\gamma_{V}$ are independent of $K$, $K_{0}$, and $\alpha_{1}$, while $|\rho|_{0}$ is bounded by $\rho_{M}$ from Proposition 3.10. By the interpolation inequality [14, Lemma 2.1], since $\gamma_{1}=\gamma_{V} / 2$ we have

$$
\begin{equation*}
|\rho|_{\gamma_{1}, \Omega_{V}\left(d_{V}\right)} \leq C_{V}|\rho|_{\gamma_{V}, \Omega_{V}\left(d_{V}\right)} \leq C_{V} C_{1} \rho_{M}, \tag{3.35}
\end{equation*}
$$

where $C_{V}=C_{V}\left(\gamma_{1}, \gamma_{V}, \Omega_{V}\left(d_{V}\right)\right)$, for some $d_{V}>0$. From here we get that

$$
d^{2-\gamma_{1}}|\rho|_{2} \leq K_{V} \quad \forall d<d_{V},
$$

where $K_{V}$ is independent of $K$. Hence we can take $K \equiv \max \left\{K_{V}, K^{\prime}\right\}$, using the bound (3.34), and now $K$ is independent of $\alpha_{1}$ and of $\tilde{d}$. Since $K_{V}$ and $K^{\prime}$ are independent of $\tilde{d}$ we can change $\tilde{d}$ without affecting $K$. Therefore, we can choose $\tilde{d} \leq \min \left\{d_{0}, d_{V}\right\} / 2$ in (3.31) small enough that $\tilde{d}^{1-\gamma_{1}+p} C<K$. Therefore, (3.30) is satisfied and we have chosen parameters $K, K_{0}$, and $\alpha_{0}$ defining $\mathcal{W}$ so that $T$ maps $\mathcal{W}$ into itself.

Now, by the Schauder fixed point theorem, there exists a fixed point $\rho$ such that $T \rho=\rho \in H_{2}^{\left(-\gamma_{1}\right)}$. Thus, $\rho$ solves (3.1), (3.3), (3.4), and (3.5). By a bootstrap argument we get $\rho \in H_{2+\alpha}^{\left(-\gamma_{1}\right)}$ for any $\alpha \leq \alpha_{\Omega}$, the value given in Theorem 3.6. For reference, we note that we have chosen $\gamma_{1}=\gamma_{V} / 2$; the exponent $\gamma_{V} \in(0,1)$ depends on the corner angle at $\Xi_{0}$ and $\alpha_{\Omega}$ and $\gamma_{V}$ depend on $\varepsilon$. The bounds on $\rho$ in Proposition 3.3 give the first estimate in (3.27), and the second follows.

Finally, since $T(\mathcal{W}) \subset \mathcal{W}$ is a bounded set in $H_{2}^{\left(-\gamma_{1}\right)}$, then by (W2) and by the interpolation inequality [14, Lemma 2.1], any fixed point $\rho$ satisfies (3.28) for any $\gamma \leq \gamma_{1}=\gamma_{V} / 2$. Note that $K_{1}$ and $\gamma_{1}$ are independent of $\alpha_{1}$.
3.3. The regularized nonlinear free boundary problem. We now prove existence of a solution to the regularized free boundary problem.

Proof of Theorem 3.1. Again, we suppress the $\varepsilon$ dependence.
For each $\eta \in \mathcal{K} \subset H_{1+\alpha_{1}}$, using the solution $\rho$ of the nonlinear fixed boundary problem (3.1), (3.3), (3.4), and (3.5) given by Theorem 3.7, we define the map $J$ on $\mathcal{K}, \tilde{\eta}=J \eta$ as in (2.44), by integrating (2.43):

$$
\begin{equation*}
\tilde{\eta}(\xi)=\eta_{0}+\int_{\xi_{0}}^{\xi} f(x, \eta(x), \rho(x, \eta(x))) d x . \tag{3.36}
\end{equation*}
$$

First, we check that $J$ maps $\mathcal{K}$ into itself. Property (K1) follows from (3.36). By Proposition 2.5, property (K2) holds, while the upper and lower bounds in (K4) hold by Proposition 2.6 and in turn imply (K3).

The Hölder class of $\rho$ at $\Sigma$ is given by the estimate (3.28), along with a bound on the Hölder $\gamma$-norm, and from estimate (3.28) in the proof of Theorem 3.7 we saw that we could choose $\gamma=\gamma_{V} / 2$. Evaluating $f(\Xi, \rho(\Xi))$, we get a bound $|f|_{\gamma_{V} / 2} \leq C\left(K_{1}\right)$, and thus $|\tilde{\eta}|_{1+\gamma_{V} / 2} \leq C\left(K_{1}\right)$. The constants here are simple functions of the Riemann data and the structure of the pressure function. The important feature of the mapping is that $\gamma_{V}$ is independent of $\alpha_{1}$, the Hölder exponent of the space $\mathcal{K}$. Thus, we have $J(\mathcal{K}) \subset H_{1+\gamma_{V} / 2}$; since properties (K1)-(K4) hold, we then have $J(\mathcal{K}) \subset \mathcal{K}$ if
$\alpha_{1} \leq \gamma_{V} / 2$. Furthermore, $J$ is compact if $\alpha_{1}<\gamma_{V} / 2$. We now take $\alpha_{1}=\gamma_{V} / 3$. By standard arguments, the map $J$ is continuous.

Therefore, $J$ has a fixed point $\eta^{\varepsilon} \in H_{1+\gamma_{V} / 3}\left(\left[0, \xi_{0}\right]\right)$ by the Schauder fixed point theorem. This gives a curve $\Sigma^{\varepsilon}$ on which (3.2) holds. Together with the corresponding solution $\rho^{\varepsilon}$ from Theorem 3.7, this establishes the existence of a solution $\left(\rho^{\varepsilon}, \eta^{\varepsilon}\right) \in$ $H_{2+\alpha}^{(-\gamma)} \times H_{1+\alpha}$ of the regularized free boundary problem $(3.1),(3.2),(3.3),(3.4)$, and (3.5) for sufficiently small $\gamma(\varepsilon)$ and $\alpha(\varepsilon)$.

This completes the proof of Theorem 3.1.
4. The limiting solution. In this section we study the limiting solution, as the elliptic regularization parameter $\varepsilon$ tends to zero. We start with the regularized solutions of (3.1), (3.2), (3.3), (3.4), and (3.5), whose existence is guaranteed by Theorem 3.1. Denote by $\rho^{\varepsilon}$ a sequence of regularized solutions of the partial differential equation.

Proposition 4.1. For each $\varepsilon$ the constant function $\rho_{0}$ is a lower barrier for $\rho^{\varepsilon}$ and $c^{2}\left(\rho_{0}\right)>\xi^{2}+\eta^{2}$ in $\overline{\Omega^{\varepsilon}} \backslash \sigma$.

Proof. For each $\varepsilon$ we have $\rho^{\varepsilon}>\rho_{0}$, and by the monotonicity of $c^{2}$ we get $c^{2}\left(\rho^{\varepsilon}\right)$ $>c^{2}\left(\rho_{0}\right)>\xi^{2}+\eta^{2}$ in $\Omega^{\varepsilon} \cup \Sigma_{0}$. The same inequality holds on $\Sigma^{\varepsilon}$ since $\left(\xi, \eta^{\varepsilon}(\xi)\right)$ lies inside $C_{0}$. Thus $c^{2}\left(\rho_{0}\right)>\xi^{2}+\eta(\xi)^{2}$ for $\xi \in\left[0, \xi_{0}\right)$ and $\rho_{0}$ is a uniform lower barrier.

The existence of a uniform lower bound $\rho_{0}$ in $\varepsilon$ allows us to apply standard local compactness arguments (see, for example, [3, Lemma 4.2]) to get a limit $\rho$, locally, in the interior of the domain. Here, the issue is ensuring ellipticity uniformly in $\varepsilon$ in compact subsets of $\Omega$. We first show that the sequence of domains $\Omega^{\varepsilon}$ converges to a domain $\Omega$, as $\varepsilon \rightarrow 0$.

Lemma 4.2. The sequence $\eta^{\varepsilon}$ has a convergent subsequence, whose limit $\eta$ belongs to $C^{\gamma}\left(\left[0, \xi_{0}\right]\right)$ for all $\gamma \in(0,1)$. The limiting curve $\eta$ is convex.

Proof. Theorem 3.1 gives the existence of a sequence $\left(\rho^{\varepsilon}, \eta^{\varepsilon}\right)$ of solutions of the regularized free boundary problems for which $\eta^{\varepsilon}$ belongs to the set $\mathcal{K}^{\varepsilon}$ for each $\varepsilon$. Now, $\rho_{0}<\rho^{\varepsilon} \leq \rho_{s}^{\varepsilon} \leq \rho_{M}$, where $\rho_{M}$ is independent of $\varepsilon$, and the property (K4) of $\mathcal{K}^{\varepsilon}$, specified in section 2.4 , immediately gives a $C^{1}$ bound on $\eta^{\varepsilon}$, uniformly in $\varepsilon$. Thus by the Arzela-Ascoli theorem, $\eta^{\varepsilon}$ has a convergent subsequence, and the limit $\eta \in C^{\gamma}\left(\left[0, \xi_{0}\right]\right)$ for all $\gamma \in(0,1)$.

To see that $\eta$ is convex we first show that $\eta^{\varepsilon}$ is convex for each $\varepsilon>0$. Recall that $\eta^{\prime}=f(\xi, \eta(\xi), \rho(\xi, \eta(\xi)))$ and calculate $\eta^{\prime \prime}=f_{\xi}+f_{\eta} \eta^{\prime}+f_{\rho} \rho^{\prime}$. By observing that if $\rho$ were constant the shock would be a straight line, we get $f_{\xi}+f_{\eta} \eta^{\prime}=0$. Therefore, the sign of $\eta^{\prime \prime}$ is determined entirely by the sign of $f_{\rho}$ and $\rho^{\prime}$. Since $\rho$ is decreasing by Proposition 2.4, this implies $\rho^{\prime} \leq 0$. Furthermore, by Lemma 2.1 we have $d\left(s^{2}\right) / d \rho \geq 0$ and by the proof of Proposition 2.6 we have $f_{s^{2}}<0$, so $f_{\rho}=f_{s^{2}}\left(s^{2}\right)^{\prime} \leq 0$. This shows that $\eta^{\varepsilon}$ is convex for each $\varepsilon>0$, and so the limiting function is convex.

The limit value $\eta(0)=\lim \eta^{\varepsilon}(0)$ is also established, and the corresponding subsequence of domains $\Omega^{\varepsilon}$ also has a limit, $\Omega$.

In the remaining lemmas, without further comment, we carry out the limiting argument using the convergent subsequence of $\eta^{\varepsilon}$, which we again call $\eta^{\varepsilon}$.

Lemma 4.3. The sequence $\rho^{\varepsilon}$ has a limit $\rho \in C^{2+\alpha^{\prime}}(\Omega)$ for some $\alpha^{\prime}>0$. The limit $\rho$ satisfies the quasi-linear degenerate elliptic equation (2.36). In addition, $\rho_{0}<$ $\rho<\rho_{M}$ in $\Omega$.

Proof. The proof is based on local compactness arguments and on uniform $L^{\infty}$ bounds for $\rho^{\varepsilon}: \rho_{0}<\rho^{\varepsilon}<\rho_{s}^{\varepsilon} \leq \rho_{M}$, where $\rho_{M}$ is independent of $\varepsilon$. The main ideas
follow those used in [13, Theorem 1] and the proof is almost identical to the proof of [4, Lemma 4.2]. We omit the details.

In the next lemma, we show that the limiting functions $\rho$ and $\eta$ satisfy both the shock evolution equation (2.38) and the oblique derivative boundary condition (2.37), $M \rho=0$, on $\Sigma$.

Lemma 4.4. The limits $\eta$ and $\rho$ satisfy

$$
\begin{equation*}
\eta^{\prime}=f(\xi, \eta, \rho) \quad \text { and } \quad M \rho=\beta(\eta(\xi), \rho) \cdot \nabla \rho=0 \quad \text { on } \quad \Sigma \tag{4.1}
\end{equation*}
$$

Furthermore, $\eta \in C^{2+\alpha^{\prime}}\left(0, \xi_{0}\right) \cap C^{1}\left(\left[0, \xi_{0}\right)\right)$ and $\rho \in C^{2+\alpha^{\prime}}\left(\Omega \cup \Sigma \cup \Sigma_{0} \backslash \Xi_{s}\right) \cap C(\Omega \cup$ $\Sigma \cup \Sigma_{0}$ ) for some $\alpha^{\prime}>0$. In addition, $\rho$ satisfies $\rho=\rho_{s}$ at $\Xi_{s}=(0, \eta(0))$, where $\rho_{s}=s_{\rho_{1}}^{-1}(\eta(0))$.

Proof. The proof is similar to that of [4, Lemma 4.3] except for the loss of uniform obliqueness at $\Xi_{s}$. We omit the local arguments away from $\Xi_{s}$ and concentrate on dealing with the behavior of the solution near $\Xi_{s}$.

The arguments presented in the proof of [4, Lemma 4.3] imply $\eta^{\varepsilon}(\xi) \rightarrow \eta(\xi)$ in $C_{l o c}^{2+\alpha^{\prime}}$ for $\xi \neq 0$, and since the subsequence $\rho^{\varepsilon}$ converges to $\rho$ in $C_{l o c}^{1+\alpha^{\prime}}$, we get

$$
\left(\eta^{\varepsilon}\right)^{\prime}=f\left(\xi, \eta^{\varepsilon}, \rho^{\varepsilon}\right) \rightarrow f(\xi, \eta, \rho) \quad \forall \xi \neq 0
$$

thus $\eta^{\prime}=f(\xi, \eta, \rho)$ for $\xi \neq 0$. Furthermore, by continuity of $\beta$ and $\rho$ we have

$$
0=\beta\left(\eta^{\varepsilon}, \rho^{\varepsilon}\right) \cdot \nabla \rho^{\varepsilon}\left(\xi, \eta^{\varepsilon}(\xi)\right) \rightarrow \beta(\eta, \rho) \cdot \nabla \rho(\xi, \eta(\xi)) \quad \forall \xi \neq 0
$$

and thus $\beta(\eta, \rho) \cdot \nabla \rho=0$ on $\Sigma \backslash\{(0, \eta(0))\}$.
We now focus on the behavior of the solution at $\Xi_{s}$. By Lemma 4.2 we have $\eta^{\varepsilon} \rightarrow \eta$ in $C^{\gamma}\left(\left[0, \xi_{0}\right]\right)$ for any $0<\gamma<1$. Furthermore, by construction, for each $\varepsilon>0$,

$$
s^{2}\left(\rho_{s}^{\varepsilon}, \rho_{1}\right)=\left(\eta^{\varepsilon}(0)\right)^{2} .
$$

Therefore, as $\varepsilon \rightarrow 0$, the right-hand side converges to $\eta^{2}(0)$; hence $s^{2}\left(\rho_{s}^{\varepsilon}, \rho_{1}\right) \rightarrow \eta^{2}(0)$. By continuity and monotonicity of $s^{2}$ this implies that the sequence of numbers $\rho_{s}^{\varepsilon}$ also has a limit, $R$. Moreover, $s^{2}\left(R, \rho_{1}\right)=\eta^{2}(0)$. But, this equation defines $\rho_{s}$; therefore $R=\rho_{s}$ and we have shown that the sequence of traces of the functions $\rho^{\varepsilon}$ evaluated at $\left(0, \eta^{\varepsilon}(0)\right)$ converges to $\rho_{s}$. We still have to show that $\rho$ is continuous at $\Xi_{s}$, that is, that $\lim _{\xi \rightarrow 0} \rho(\xi, \eta(\xi))=\rho_{s}$.

Since $\eta_{\varepsilon}^{\prime}$ has a limit $\eta^{\prime}=f(\xi, \eta(\xi), \rho(\xi, \eta(\xi)))$ in $C^{1+\alpha}$ for $\xi \neq 0$, and since for each $\varepsilon>0$ we have $\eta_{\varepsilon}^{\prime}(0)=0$, then for any $\delta>0$ there exists an $h_{0} \neq 0$ such that

$$
\left|\eta^{\prime}(h)\right| \leq\left|\eta^{\prime}(h)-\eta_{\varepsilon}^{\prime}(h)\right|+\left|\eta_{\varepsilon}^{\prime}(h)\right| \leq \delta
$$

for $0<h<h_{0}$, which implies continuity of $\eta^{\prime}$ at $\xi=0$ and $\eta^{\prime}(0)=0$. Thus

$$
f(h, \eta(h), \rho(h, \eta(h)))=\eta^{\prime}(h) \rightarrow \eta^{\prime}(0)=0=f\left(0, \eta(0), \rho_{s}\right) \text { as } h \rightarrow 0
$$

This implies, among other things, that $\rho(h, \eta(h)) \rightarrow \rho_{s}$ and so $\rho$ is continuous at $\Xi_{s}$, $\rho\left(\Xi_{s}\right)=\rho_{s}$ and the boundary condition (2.40) is satisfied.

The final task is to prove continuity of $\rho$ up to the degenerate boundary $\sigma$. It is here that we need an additional condition on the Riemann data.

Lemma 4.5. For Riemann data satisfying a bound $\kappa_{a}>\kappa_{*}\left(\rho_{1}, \rho_{0}\right)$, the limit $\rho$ satisfies $\rho=\rho_{0}$ on $\sigma$ and $\rho \in C(\bar{\Omega})$.


FIG. 4.1. A sketch of the corner barrier domain.

Proof. Continuity of solutions of $Q \rho=0$ up to a degenerate boundary was proved as Corollary 3.3 in [7], at points where the degenerate boundary $\sigma$ is convex, when the problem satisfies a Dirichlet condition on the entire boundary, and the entire boundary is degenerate. In [7], a pointwise upper barrier function $\psi$ was constructed, uniformly in $\varepsilon$, with $\psi>\rho^{\varepsilon}$ in $\Omega$ and $\psi=\rho^{\varepsilon}$ at $\Xi \in \sigma$. This proof can easily be adapted to give a local barrier at every interior point of $\sigma$ in our problem. Thus, to show continuity everywhere on $\sigma$ we need only to show continuity at $\Xi_{0}$. We construct an upper barrier $\psi$ with $\psi\left(\Xi_{0}\right)=\rho_{0}$ so that $\psi \geq \rho^{\varepsilon}$ in a fixed set $\Omega(h, a)$ (see Figure 4.1) for all $\varepsilon>0$. Since $\rho_{0}$ is a lower barrier, we then have continuity at $\Xi_{0}$.

It is convenient to work in polar coordinates $(\xi, \eta)=(r \cos \theta, r \sin \theta)$. In this coordinate system, the operator $Q^{\varepsilon}$ becomes

$$
Q^{\varepsilon} \rho=\left(c^{2}(\rho)-r^{2}+\varepsilon\right) \rho_{r r}+\frac{c^{2}}{r^{2}} \rho_{\theta \theta}+p^{\prime \prime}(\rho)\left(\rho_{r}^{2}+\frac{1}{r^{2}} \rho_{\theta}^{2}\right)+\left(\frac{c^{2}}{r}-2 r\right) \rho_{r}
$$

To compare $\psi$ and $\rho^{\varepsilon}$ we introduce an operator $Q_{1}^{\varepsilon}\left(\rho^{\varepsilon}\right)$ which is partially linearized:
$Q_{1}^{\varepsilon}\left(\rho^{\varepsilon}\right) u=\left(c^{2}(u)-r^{2}+\varepsilon\right) u_{r r}+\frac{c^{2}\left(\rho^{\varepsilon}\right)}{r^{2}} u_{\theta \theta}+p^{\prime \prime}\left(\rho^{\varepsilon}\right)\left(u_{r}^{2}+\frac{1}{r^{2}} u_{\theta}^{2}\right)+\left(\frac{c^{2}\left(\rho^{\varepsilon}\right)}{r}-2 r\right) u_{r}$.

The barrier function has the form

$$
\begin{equation*}
\psi(r, \theta)=\rho_{0}+A\left(c_{0}-r\right)^{b}+B\left(\theta_{1}-\theta\right)^{2} \tag{4.2}
\end{equation*}
$$

Here $\theta_{1}$ is the angle subtended by $\Xi_{0} ; A$ and $B$ are constants to be determined and the exponent $b$ is a value, also to be determined, in $(0,1)$. The barrier is constructed on a curvilinear quadrilateral, $c_{0} \geq r \geq c_{0}-h, \theta_{1}-a \leq \theta \leq \theta^{\varepsilon}(r)$, where $\theta^{\varepsilon}(r)$ is the boundary $\Sigma^{\varepsilon}$ in polar coordinates and $h$ and $a$ are small numbers to be determined. The use of a barrier function with a singular derivative is motivated by [7], following [13]. In fact, we conjecture that the solution to the equation, in this case, does have a square root singularity at $C_{0}$ and that our value of $b$, which can be refined a posteriori to be any number less than $1 / 2$, is optimal.

Before evaluating $Q_{1}^{\varepsilon} \psi$, we write $c^{2}=p^{\prime}$ and expand $c^{2}-r^{2}$ as $c^{2}(\psi)-r^{2}=$ $c^{2}(\psi)-c_{0}^{2}+c_{0}^{2}-r^{2}=\left(\psi-\rho_{0}\right) p^{\prime \prime}(\bar{\rho})+c_{0}^{2}-r^{2}$, where $\bar{\rho}$ is a value in the range of $\rho^{\varepsilon}$. By assumption, $p^{\prime \prime}$ is bounded above and below by positive numbers for $\rho \in\left[\rho_{0}, \rho_{M}\right]$.

We have

$$
\begin{aligned}
& Q_{1}^{\varepsilon}\left(\rho^{\varepsilon}\right) \psi \\
& =\left(p^{\prime \prime}(\bar{\rho})\left\{A\left(c_{0}-r\right)^{b}+B\left(\theta_{1}-\theta\right)^{2}\right\}+\left(c_{0}+r\right)\left(c_{0}-r\right)+\varepsilon\right) b(b-1) A\left(c_{0}-r\right)^{b-2} \\
& \\
& \quad+\frac{c^{2}\left(\rho^{\varepsilon}\right)}{r^{2}}(2 B)+p^{\prime \prime}\left(\rho^{\varepsilon}\right)\left\{\left(A b\left(c_{0}-r\right)^{b-1}\right)^{2}+\frac{1}{r^{2}}\left(2 B\left(\theta_{1}-\theta\right)\right)^{2}\right\} \\
& \\
& \quad+\left(\frac{c^{2}\left(\rho^{\varepsilon}\right)}{r}-2 r\right) A b\left(c_{0}-r\right)^{b-1} .
\end{aligned}
$$

The coefficient of $\left(c_{0}-r\right)^{b-2}$, the most singular term as $r \rightarrow c_{0}$, is

$$
p^{\prime \prime}(\bar{\rho})\left(B\left(\theta_{1}-\theta\right)^{2}+\varepsilon\right) b(b-1) A<0
$$

The next most singular power is $\left(c_{0}-r\right)^{2 b-2}$, and its coefficient is

$$
\begin{equation*}
A^{2} b\left(p^{\prime \prime}(\bar{\rho})(b-1)+p^{\prime \prime}(\rho) b\right) \leq A^{2} k_{0}<0 \quad \text { if } \quad b<\frac{\min p^{\prime \prime}}{2 \max p^{\prime \prime}} \tag{4.3}
\end{equation*}
$$

which we now assume. The next power is $\left(c_{0}-r\right)^{b-1}$, whose coefficient is a bounded multiple of $A$; the remaining terms are bounded and involve only powers of $B$. Once we have fixed the lower limit, $c_{0}-h$, for $r$, and have chosen $B$, we can then choose $A$, which appears quadratically in (4.3) with a negative coefficient, large enough to make the entire expression negative. This is sufficient to guarantee that $\psi-\rho^{\varepsilon}$ does not have a negative minimum in the interior of $\Omega(h, a)$ provided that $\psi-\rho^{\varepsilon}$ is nonnegative on the boundary of $\Omega(h, a)$. For at a negative interior minimum, $\nabla \psi=\nabla \rho^{\varepsilon}$, and

$$
\begin{align*}
0 \geq & Q_{1}^{\varepsilon}\left(\rho^{\varepsilon}\right) \psi-Q^{\varepsilon}\left(\rho^{\varepsilon}\right)  \tag{4.4}\\
& \quad>\left(c^{2}(\psi)-c^{2}\left(\rho^{\varepsilon}\right)\right) \psi_{r r}+\left(c^{2}\left(\rho^{\varepsilon}\right)-r^{2}+\varepsilon\right)(\psi-\rho)_{r r}+\frac{c^{2}\left(\rho^{\varepsilon}\right)}{r^{2}}(\psi-\rho)_{\theta \theta}
\end{align*}
$$

However, $\psi<\rho^{\varepsilon}$ implies $c^{2}(\psi)-c^{2}(\rho)<0$, while $\psi_{r r}<0$ by the concavity of $\psi$ in $r$; in addition $(\psi-\rho)_{r r}$ and $(\psi-\rho)_{\theta \theta}$ are nonnegative at the minimum, so the sum of the three terms is positive. This contradiction establishes the conclusion that if $\psi \geq \rho^{\varepsilon}$ on the boundary of $\Omega(h, a)$, then $\psi$ is an upper barrier for each $\rho^{\varepsilon}$.

We now turn to establishing bounds for $\psi$ on the sides of the quadrilateral. First, on $\sigma: \rho^{\varepsilon}=\rho_{0}<\psi$. We fix an angular interval by choosing some $a>0$; then we can choose $B$ large enough that $B a^{2}>\rho_{M}$. This gives $\psi>\rho^{\varepsilon}$ on the boundary $\theta=\theta_{1}-a$ of $\Omega(h, a)$.

The appropriate condition on the oblique derivative boundary is more delicate. We linearize the boundary condition, obtain an estimate of the form $N_{1}\left(\rho^{\varepsilon}\right) \psi \leq 0$, and use the Hopf maximum principle to show that $\psi-\rho^{\varepsilon}$ is positive on $\Sigma^{\varepsilon}$. Getting the estimate $N_{1}\left(\rho^{\varepsilon}\right) \psi \leq 0$ is rendered difficult by the fact that the part of $\nabla \psi$ which becomes singular near $\Xi_{0}$ is not the normal derivative (over which we have some control because the problem is oblique near $\Xi_{0}$ ) but the derivative in the direction $r$.

We can obtain the bound we need, at least as long as $\kappa_{a}$ is large enough. To see this, we compute the derivative of $\psi$ along $\Sigma^{\varepsilon}$, using the linearized operator $N_{1}\left(\rho^{\varepsilon}\right)=\beta\left(\rho^{\varepsilon}\right) \cdot \nabla$. To focus on the singular part, we write $\beta\left(\rho^{\varepsilon}\right) \cdot \nabla$ in terms of its radial and angular components,

$$
N_{1} \psi=\beta^{r} \psi_{r}+\beta^{\theta} \psi_{\theta}
$$

where

$$
\beta^{r}=\beta \cdot(\cos \theta, \sin \theta)=\frac{1}{r}\left(\beta_{1} \xi+\beta_{2} \eta\right)
$$

and we have an analogous expression for $\beta^{\theta}$. Now a calculation gives

$$
\begin{equation*}
\beta_{1} \xi+\beta_{2} \eta=\left(\eta-\eta^{\prime} \xi\right)\left(\xi+\eta^{\prime} \eta\right)\left(r^{2}\left(c^{2}+3 s^{2}\right)-4 c^{2} s^{2}\right) \tag{4.5}
\end{equation*}
$$

The first two factors are uniformly positive near $\Xi_{0}$, and if $\rho_{M}$ is sufficiently close to $\rho_{0}$, then we claim there exists an interval $\left[c_{0}-h, c_{0}\right]$ in which $\beta_{1} \xi+\beta_{2} \eta$ has a positive lower bound, for there will be a value $h>0$ such that the expression in (4.5) is positive for $r>c_{0}-h$ as long as $4 c^{2} s^{2} /\left(c^{2}+3 s^{2}\right)<c_{0}^{2}$ for all values in the range of $\rho$. Since the left side of this expression is monotone increasing in $\rho$, it is sufficient to impose the restriction on $c^{2}\left(\rho_{M}\right)$ and $s^{2}\left(\rho_{M}\right)$. The condition obviously holds for $\rho=\rho_{0}$, and so it certainly holds for $\rho_{M}$ sufficiently close to $\rho_{0}$. Furthermore, for large $\kappa_{a}, \rho_{M}=\rho_{0}+\mathcal{O}\left(1 / \kappa_{a}\right)$, by a calculation given in [17]. That is, for $\kappa_{a}$ large enough we have $\beta_{1} \xi+\beta_{2} \eta \geq C>0$ in (4.5). Estimates on $\kappa_{*}$ are given in [17].

We now complete the calculation of

$$
N_{1}\left(\rho^{\varepsilon}\right) \psi=-\beta^{r} A\left(c_{0}-r\right)^{b-1}-2 \beta^{\theta} B\left(\theta_{1}-\theta\right)
$$

by choosing $A$ large enough that $N_{1} \psi \leq 0$ on $\Sigma^{\varepsilon}$. We also ensure $\psi-\rho^{\varepsilon}>0$ at $r=c_{0}-h$, by increasing $A$ again if necessary, so that $A h^{b}>\rho_{M}$.

Finally, we confirm that the inequality $N_{1}\left(\rho^{\varepsilon}\right) \psi<0$ precludes negative values of $\psi-\rho^{\varepsilon}$ on $\Sigma^{\varepsilon}$. If there are negative values, then there is a negative minimum, at which the tangential derivative of $\psi-\rho^{\varepsilon}$ vanishes, so we have

$$
0 \geq N_{1}\left(\psi-\rho^{\varepsilon}\right)=\beta^{t}\left(\psi-\rho^{\varepsilon}\right)_{t}+\beta^{n}\left(\psi-\rho^{\varepsilon}\right)_{n}=\beta^{n}\left(\psi-\rho^{\varepsilon}\right)_{n}
$$

where the superscripts mark the tangential and (inward) normal components of $\beta$, and the subscripts the derivatives of $\psi-\rho^{\varepsilon}$. Since $\beta^{n}>0$, this implies that $\left(\psi-\rho^{\varepsilon}\right)_{n} \leq \underline{0}$. However, we can write $\bar{L}\left(\psi-\rho^{\varepsilon}\right) \leq 0$ at such a point for a suitable linear operator $\bar{L}$, and thus the Hopf maximum principle requires that $\left(\psi-\rho^{\varepsilon}\right)_{n}>0$, a contradiction. Thus we conclude that $\psi-\rho^{\varepsilon} \geq 0$ on the entire boundary of $\Omega(h, a)$. By the argument following the inequality (4.4), this establishes $\psi$ as an upper barrier. We note that this construction depends on $\varepsilon$ only through the location of the curve $\Sigma=\Sigma^{\varepsilon}$ and that $A, B, b, h$, and $a$ are independent of $\varepsilon$. Thus, since the domains $\Omega^{\varepsilon}$ converge, it follows that $\psi$ is a barrier for all $\rho^{\varepsilon}$ for sufficiently small $\varepsilon$.

Thus the solution $\rho$ is continuous up to the degenerate boundary.
Continuity of $\rho$ at $\Xi_{0}$ allows a strengthening of Lemma 4.4, as follows.
Corollary 4.6. The free boundary $\eta$ is smooth up to the degenerate boundary, namely, $\eta \in C^{1}\left[0, \xi_{0}\right]$.

Proof of Theorem 2.3. Lemmas 4.2, 4.3, 4.4, and 4.5 show that there exists a solution pair $(\rho, \eta) \in C^{2+\alpha^{\prime}}\left(\bar{\Omega} \backslash\left\{\sigma \cup \Xi_{s}\right)\right\} \cap C(\bar{\Omega}) \times C^{2+\alpha^{\prime}}\left(0, \xi_{0}\right)$ satisfying (2.36), (2.37), (2.38), (2.39), and (2.40). This completes the proof of Theorem 2.3.
5. Conclusions. Theorem 2.3 has constructed a solution $\rho$ of the differential equation (2.36) in $\Omega$; combining this function with the piecewise constant solution far from the origin, we obtain a function which is piecewise constant in the supersonic region, continuous across the degenerate boundary $\sigma$, and consistent with the derived form of the Rankine-Hugoniot conditions across the Mach stem. To recover the
momentum components, $m$ and $n$, we could in principle integrate equations (2.4) and (2.5), which can be written as transport equations in the radial variable $r$,

$$
\begin{equation*}
\frac{\partial m}{\partial r}=\frac{1}{r} c^{2}(\rho) \rho_{\xi}, \quad \frac{\partial n}{\partial r}=\frac{1}{r} c^{2}(\rho) \rho_{\eta}, \tag{5.1}
\end{equation*}
$$

and integrated from the boundary of the subsonic region toward the origin. We note that the sonic boundary can be written $r=r_{0}(\theta)$ and the boundary conditions for $m$ and $n$ are of the form $m\left(r_{0}(\theta), \theta\right)=m_{0}(\theta)$, where $m_{0}$ is piecewise continuous on $\sigma$ and is determined from the Rankine-Hugoniot relation (2.15) on $\Sigma$; the component $n$ is treated exactly the same way.

At $\sigma$ and at $\Xi_{s}$, where we have proved only that $\rho$ is continuous, equations (5.1), may not be meaningful. Elsewhere, $m$ and $n$ have the same regularity as $\rho$, except that discontinuities in $m$ and $n$ on the line $\xi=\kappa_{a} \eta$ may persist all the way in to the origin. In addition, the behavior of $c^{2} \rho_{\eta} / r$ in (5.1) at the origin causes a logarithmic singularity in $n$ (but not in $m: c^{2} \rho_{\xi} / r$ remains bounded since $\rho_{\xi}(0,0)=0$ ).

Remark. There is some evidence of the unbounded behavior near the origin in the numerical simulations in [17]. This may presage difficulties in extending these results to the gas dynamics equations.

We argue heuristically that there is a difficulty at $\sigma$. Because of the construction, $(\rho, m, n)$ is a weak solution of the system (1.1), or equivalently of the self-similar form (2.3)-(2.5), except possibly at the sonic boundary. It can be checked that the system (1.1) and the second-order equation (2.6), $Q(\rho)=0$, are equivalent for weak solutions (that is, they conserve the same quantities). We can write (2.6) in the form $\operatorname{div} A=S$, with

$$
A=\left(p_{\xi}-\xi^{2} \rho_{\xi}-\xi \eta \rho_{\eta}+\xi \rho, p_{\eta}-\eta^{2} \rho_{\eta}-\xi \eta \rho_{\xi}+\eta \rho\right)
$$

and $S=-2 \rho$. The usual multiplication by a smooth test function $\phi$ supported on a compact set $D$ containing a segment of the degenerate boundary $\sigma$, followed by integration by parts, gives the weak form of the equation which must be satisfied for any weak solution in which $\nabla \rho$ is integrable (as is the case for our constructed function). Integrating by parts in the opposite sense on each side of $\Gamma \equiv \sigma \cap D$ yields the condition

$$
\int_{\Gamma} \phi[A \cdot \nu] d s=0
$$

where [ ] denotes the jump in the quantity and $\nu$ is the normal to $\sigma$. Since this must hold for all choices of $D$ and $\phi$, it holds pointwise. Furthermore, since the normal direction is the radial direction at $\sigma$, this means we need the function $\rho$ inside $\Omega$ to satisfy

$$
\begin{equation*}
\lim _{r \rightarrow r_{0}} r\left(c^{2}(\rho)-r_{0}^{2}\right) \rho_{r}=0 \tag{5.2}
\end{equation*}
$$

We observe that for a linear wave equation, $c^{2}$ is constant and $r_{0}=c$, and so this equation holds. However, for the function we constructed in Theorem 2.3 we have only the estimate $\rho-\rho_{0}<A\left(r_{0}-r\right)^{\beta}$ with $\beta<1 / 2$ (see Lemma 4.5 and [7]) and this is not strong enough to give the limit (5.2). In fact, we have calculated, in [2] and [5], that the the behavior of solutions near a degenerate boundary like $\sigma$ is exactly a square root singularity $(\beta=1 / 2)$, and so the function we have constructed fails to give a weak solution in the neighborhood of $\sigma$.

Acknowledgment. We would like to recognize the careful reading of an earlier version of the paper by the referees, whose efforts have improved the results.
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#### Abstract

We give a simple proof of convergence of the anisotropic variant of a well-known algorithm for mean curvature motion, introduced in 1992 by Merriman, Bence, and Osher. The algorithm consists in alternating the resolution of the (anisotropic) heat equation, with initial datum the characteristic function of the evolving set, and a thresholding at level $1 / 2$.
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1. Introduction: The algorithm. More than ten years ago, Merriman, Bence, and Osher [26] proposed the following algorithm for the computation of the motion by mean curvature of a surface. Given a closed set $E \subset \mathbb{R}^{N}$, they let $T_{h} E=\{u(\cdot, h) \geq$ $1 / 2\}$, where $u$ solves the following heat equation:

$$
\begin{cases}\frac{\partial u}{\partial t}(x, t)=\Delta u(x, t), & t>0, x \in \mathbb{R}^{N}  \tag{1}\\ u(\cdot, 0)=\chi_{E} & (t=0) .\end{cases}
$$

Then, they let $E_{h}(t)=T_{h}^{[t / h]} E$ (with $[t / h]$ the integer part of $t / h$ ), and conjectured that $\partial E_{h}(t)$ converges to $\partial E(t)$, as $h \rightarrow 0$, where $\partial E(t)$ is the (generalized) evolution by mean curvature starting from $\partial E$.

The proof of convergence of this scheme was established by Evans [17] and Barles and Georgelin [2]. Other proofs were given by Ishii [22] and Cao [12], where the evolution in (1) was replaced by the convolution of $\chi_{E}$ with a more general symmetric kernel. This was generalized by Ishii, Pires, and Souganidis [23] to the case of the convolution with an arbitrary kernel (with some growth assumptions). This approach was also studied by Ruuth and Merriman [29] (see also [28]). Vivier [34] and Leoni [25] have considered other generalizations with (1) replaced with a time and space dependent anisotropic heat equation with a lower order term. The space dependence is an additional difficulty and it is not clear how what we will present could be adapted to such situations; on the other hand, in the two latter papers, "only" the case of Riemannian anisotropies is considered, in contrast to what we will study here.

We propose here to study the generalization of this algorithm to the so-called anisotropic and crystalline curvature motion, as defined in [21, 33, 32, 31]. We follow the definition in [10]: we consider $\left(\phi, \phi^{\circ}\right)$ a pair of mutually polar convex 1homogeneous functions in $\mathbb{R}^{N}$ (i.e., $\phi^{\circ}(\xi)=\sup _{\phi(\eta) \leq 1} \xi \cdot \eta, \phi(\eta)=\sup _{\phi^{\circ}(\xi) \leq 1} \xi \cdot \eta$; see [27]). These are assumed to be locally finite, and, to simplify, even. The pair

[^115]$\left(\phi, \phi^{\circ}\right)$ will be referred as the anisotropy. The local finiteness implies that there is a constant $c>1$ such that
$$
c^{-1}|\eta| \leq \phi(\eta) \leq c|\eta| \quad \text { and } \quad c^{-1}|\xi| \leq \phi^{\circ}(\xi) \leq c|\xi|
$$
for any $\eta$ and $\xi$ in $\mathbb{R}^{N}$. We refer to $[9,10]$ for the main properties of $\phi$ and $\phi^{\circ}$.
Being convex and 1-homogeneous, $\phi^{\circ}$ (and $\phi$ ) is also subadditive, so that the function $(x, y) \mapsto \phi(x-y)$ defines a distance - the " $\phi$-distance." For $E \subset \mathbb{R}^{N}$ and $x \in \mathbb{R}^{N}$, we denote by $\operatorname{dist}^{\phi}(x, E):=\inf _{y \in E} \phi(x-y)$ the $\phi$-distance of $x$ to the set $E$, and by
$$
d_{E}^{\phi}(x):=\operatorname{dist}^{\phi}(x, E)-\operatorname{dist}^{\phi}\left(x, \mathbb{R}^{N} \backslash E\right)
$$
the signed $\phi$-distance to $\partial E$, negative in the interior of $E$ and positive outside its closure. One easily checks that
$$
\left|d_{E}^{\phi}(x)-d_{E}^{\phi}(y)\right| \leq \phi(x-y) \leq c|x-y|
$$
for any $x, y \in \mathbb{R}^{N}$, so that $d_{E}^{\phi}$ is differentiable a.e. in $\mathbb{R}^{N}$. The former inequality shows moreover that $\nabla d_{E}^{\phi}(x) \cdot h \leq \phi(h)$ for any $h \in \mathbb{R}^{N}$ if $x$ is a point of differentiability; hence $\phi^{\circ}\left(\nabla d_{E}^{\phi}(x)\right) \leq 1$. If $\phi$ and $\phi^{\circ}$ are smooth, one shows quite easily that $d_{E}^{\phi}$ is differentiable at each point $x$ which has a unique $\phi$-projection $y \in \partial E$ (solving $\min _{y \in \partial E} \phi(x-y)$ ). In this case, $\nabla d_{E}^{\phi}(x)$ is given by $\nabla \phi\left((x-y) / d_{E}^{\phi}(x)\right)$, so that $\phi^{\circ}\left(\nabla d_{E}^{\phi}(x)\right)=1$. If $\phi, \phi^{\circ}$ are just Lipschitz-continuous, one still shows that $\phi^{\circ}\left(\nabla d_{E}^{\phi}(x)\right)=1$ a.e. in $\mathbb{R}^{N}$; see $[9,10]$ for details.

A Cahn-Hoffman vector field $n_{\phi}$ is a vector field on $\partial E$ such that $n_{\phi}(x) \in$ $\partial \phi^{\circ}\left(\nu_{E}(x)\right)=\partial \phi^{\circ}\left(\nabla d_{E}^{\phi}(x)\right)$ a.e. on $\partial E$, where $\partial \phi^{\circ}$ is the (0-homogeneous) subgradient of $\phi^{\circ}$ (see $[27,16]$ ) and $\nu_{E}$ is the (Euclidean) exterior normal to $\partial E$. If such a field is given in a neighborhood of $\partial E$, then it is characterized by

$$
\phi^{\circ}\left(n_{\phi}(x)\right)=1 \text { and } n_{\phi}(x) \cdot \nabla d_{E}^{\phi}(x)=1 \text { a.e. }
$$

This follows from Euler's identity, since $\phi^{\circ}$ is 1-homogeneous. In this case, $\kappa_{\phi}=\operatorname{div} n_{\phi}$ is a $\phi$-curvature of $\partial E$. The $\phi$-curvature flow is then an evolution $E(t)$ such that at each time, the velocity of $\partial E(t)$ is given by

$$
\begin{equation*}
V=-\kappa_{\phi} n_{\phi} \tag{2}
\end{equation*}
$$

where $n_{\phi}$ is a Cahn-Hoffman vector field and $\kappa_{\phi}$ is the associated curvature. If $\phi, \phi^{\circ}$ are smooth (e.g., in $C^{2}(\Omega \backslash\{0\})$ ), then $n_{\phi}, \kappa_{\phi}$ are uniquely defined, whereas if $\phi, \phi^{\circ}$ are merely Lipschitz (when, for instance, the Wulff shape $\{\phi \leq 1\}$ is a convex polytope), then $n_{\phi}$ can be nonunique and the anisotropy is called crystalline [33, 9].

As easily shown by formal asymptotic expansion, the natural anisotropic generalization of the Merriman-Bence-Osher algorithm is as follows. Given $E$ a closed set with compact boundary in $\mathbb{R}^{N}$, we let $T_{h}(E)=\{x: u(x, h) \geq 1 / 2\}$, where $u(x, t)$ is the solution of

$$
\begin{cases}\frac{\partial u}{\partial t}(x, t) \in \operatorname{div}\left(\phi^{\circ}(\nabla u) \partial \phi^{\circ}(\nabla u)\right)(x, t), & t>0, x \in \mathbb{R}^{N}  \tag{3}\\ u(\cdot, 0)=\chi_{E} & (t=0)\end{cases}
$$

The function $u(x, t)$ is well defined and unique by classical results on contraction semigroups [11]: if $E$ is compact, it corresponds to the flow in $L^{2}\left(\mathbb{R}^{N}\right)$ of the subdifferential of the functional $u \mapsto \int_{\mathbb{R}^{N}} \phi^{\circ}(\nabla u)^{2} / 2 d x$ if $u \in H^{1}\left(\mathbb{R}^{N}\right)$, and $+\infty$ otherwise. On the other hand, if $\mathbb{R}^{N} \backslash E$ is compact, one defines $u$ by simply letting $u=1+v$, where $v$ solves the same equation with initial data $\chi_{E}-1$.

We are interested in the limit of the discrete evolutions $t \mapsto E_{h}(t)=T_{h}^{[t / h]} E$, as $h \rightarrow 0$. Our main result is a result of consistency with suitable "regular" evolutions: it states that if there exists a regular evolution starting from $E$ in the sense of our Definition 2.1 (which is a variant of a definition first introduced in [9] and includes smooth evolutions when the anisotropy is smooth), then $E_{h}(t)$ converges to this evolution. This consistency result, together with the monotonicity of the scheme ( $E \subseteq F \Rightarrow T_{h} E \subseteq T_{h} F$, as follows from the comparison principle for (3)), yields convergence also to all generalized solutions defined (in the smooth case) using barriers $[7,8]$ or, equivalently, viscosity solutions $[14,15,4,5,3]$, as long as these are unique. Also, it yields the convergence of the scheme to crystalline evolutions, when the initial set is convex. Existence and uniqueness of such (regular and generalized) evolutions are established, in the convex case, in [6].

Another important consequence of our consistency result is a comparision principle for the regular evolutions of Definition 2.1, which follows from the monotonicity of the scheme. It gives an alternative proof of uniqueness for the convex crystalline evolutions studied in [6] (the original proof is based on [9]).

We observe that evolutions similar to (2) might also be obtained by convolution with appropriate kernels as studied by Ishii, Pires, and Souganidis [23]. However, a complete characterization of these motions in dimension higher than 2 is still not known (see [29, 30] in two dimensions).

Our evolution is also different from the evolutions considered by Leoni [25] (or Vivier [34]); in her paper, the heat equation (1) is replaced with an equation of the form $u_{t}=A(x, t): D^{2} u+H(x, t, D u)$. The resulting surface motion is a variant of the mean curvature motion, with an $(x, t)$ dependent velocity which is a function of a Riemannian curvature (depending on $A$ ) plus a lower order forcing term.

It would be interesting to prove a similar consistency result for the variational variant of (3), which is somehow simpler to solve numerically (in the truly nonlinear anisotropic cases): for $E \subset \mathbb{R}^{N}$ bounded, one would define $T_{h} E=\left\{u_{h} \geq 1 / 2\right\}$, where $u_{h}$ is the solution of (with $\Omega \ni E$ bounded or $\Omega=\mathbb{R}^{N}$ )

$$
\begin{equation*}
\min _{u \in H^{1}(\Omega)} \int_{\Omega} \phi^{\circ}(\nabla u(x))^{2}+\frac{1}{h}\left(u(x)-\chi_{E}(x)\right)^{2} d x . \tag{4}
\end{equation*}
$$

Although it is likely that this variant produces the same evolution as the original scheme (it is true in the isotropic case, since $u_{h}$ is given by the convolution of $\chi_{E}$ with a radially symmetric kernel), we could not extend our proof in all cases to this new scheme.

Our proof follows the same idea as our recent proof of consistency [13] for (a generalization of) the variational algorithm of Almgren, Taylor, and Wang [1]. However, we have just learned that Goto, Ishii, and Ogawa [20, 24] have recently given a new proof of the convergence of the Merriman-Bence-Osher algorithm, in the isotropic case, which is very similar to the proof we give here.
2. The consistency result and some consequences. If $E \subset \mathbb{R}^{N}$ we say that $E$ satisfies the interior $r W_{\phi}$-condition if and only if for any $x \in \partial E$ there exist $y \in E$
with $\phi(x-y)=r$ and $\phi\left(x^{\prime}-y\right) \geq r$ for any $x^{\prime} \in \mathbb{R}^{N} \backslash E$. We say that $E$ satisfies the exterior $r W_{\phi}$-condition if $\mathbb{R}^{N} \backslash E$ satisfies the interior $r W_{\phi}$-condition.

We will show a consistency result with regular evolutions of (2), in the sense of the following definition.

Definition 2.1. We say that $t \mapsto E(t)$ is an $r W_{\phi}$-regular $\phi$-curvature flow on $\left[t_{0}, t_{1}\right], t_{0}<t_{1}$, if and only if
(i) for any $t \in\left[t_{0}, t_{1}\right], E(t)$ satisfies the interior and exterior $r W_{\phi}$-conditions;
(ii) there exists a bounded and relatively open neighborhood $A$ of $\bigcup_{t_{0} \leq t \leq t_{1}} \partial E(t) \times$ $\{t\}$ in $\mathbb{R}^{N} \times\left[t_{0}, t_{1}\right]$ such that $d(x, t):=d_{E(t)}^{\phi}(x)$ is Lipschitz in $A$;
(iii) there exists a vector field $n: A \rightarrow \mathbb{R}^{N}$ with $n \in \partial \phi^{\circ}(\nabla d)$ a.e. in $A$, and $\operatorname{div} n \in L^{\infty}(A) ;$ and
(iv) there exists $\bar{c}>0$ such that $|\partial d / \partial t-\operatorname{div} n| \leq \bar{c}|d|$ a.e. in $A$.

This definition, up to the additional requirement that $E(t)$ satisfies an interior and exterior $r W_{\phi}$-condition, is due to Bellettini and Novaga [9, Def. 2.2].

Such evolutions are known to exist if $\phi, \phi^{\circ}$, and $\partial E$ are smooth enough (for instance, in $C^{3, \alpha}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ [1]), or for any $\phi, \phi^{\circ}$, when the initial set $E$ is convex and satisfies an interior $r W_{\phi}$-condition (exterior is always true in the case of convex sets) [6]. They also exist in the purely crystalline case, i.e., when both $\phi$ and $\phi^{\circ}$ are piecewise linear in dimension $N=2[18,19,31]$ (see section 4 for an example).

Our main theorem states that the anisotropic Merriman-Bence-Osher scheme is consistent with such evolutions.

Theorem 2.2. Let $E$ be a regular flow in the sense of Definition 2.1, on a time interval $\left[t_{0}, t_{1}\right]$. Then, for any $t$ and $\tau$ with $t_{0} \leq t<t+\tau \leq t_{1}, \partial T_{h}^{[\tau / h]} E(t)$ converges to $\partial E(t+\tau)$ in the Hausdorff sense, as $h \rightarrow 0$.

The following corollary, also shown in [9], is obvious.
Corollary 2.3. Let $E, F$ be two flows in the sense of Definition 2.1, on $\left[t_{0}, t_{1}\right]$, and assume $E\left(t_{0}\right) \subseteq F\left(t_{0}\right)$. Then $E(t) \subseteq F(t)$ for all $t \in\left[t_{0}, t_{1}\right]$. In particular, if $E\left(t_{0}\right)=F\left(t_{0}\right)$, then $E(t)=F(t)$ for all $t \in\left[t_{0}, t_{1}\right]$.

The next corollary follows, with a standard proof (see [4, 5]), from the monotonicity and consistency of the scheme.

Corollary 2.4. Assume $E \subset \mathbb{R}^{N}$ is a closed set with compact boundary such that the generalized $\phi$-curvature flow $E(t)$, starting from $E$, is uniquely defined on a time interval $[0, T)$ (e.g., $\phi, \phi^{\circ} \in C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right.$ ), and no fattening occurs [14]). Then $\partial T_{h}^{[t / h]} E(t) \rightarrow \partial E(t)$ in the Hausdorff sense for any $t<T$, as $h \rightarrow 0$. The same conclusion holds for any $\phi, \phi^{\circ}$ if $E$ is convex, by the uniqueness result in [6].

Let us observe that this result follows easily from Theorem 2.2 when evolutions according to Definition 2.1 are known to exist. If not (e.g., if $\phi, \phi^{\circ}$ are merely $C^{2}$ ), this is still true; however, the proof relies on a comparison with appropriate strict super- and subsolutions, defined according to obvious modifications of Definition 2.1 (as in [13]).

Remark 1. In case $\phi, \phi^{\circ}$ are not even, Theorem 2.2 still holds, but (i) the signed distance to the interface $d_{E(t)}^{\phi}(x)$ must be defined, in Definition 2.1, in a nonsymmetric way, and (ii) the term $\partial \phi^{\circ}(\nabla u)$ in (3) must be replaced with $-\partial \phi^{\circ}(-\nabla u)$ (since $\nabla u$ has a reverse orientation with respect to the outer normal to the set $E$ ).
3. Proof of Theorem 2.2. The proof of Theorem 2.2 is divided into several steps. The idea is to build appropriate sub- and supersolutions to (3), by means of the function $d(x, t)$, and to compare $T_{h} E(t)$ with $E(t+h)$.

These barriers will be built by means of the function $\gamma: \mathbb{R} \times[0,+\infty) \rightarrow[0,1]$, which solves the heat equation

$$
\begin{cases}\frac{\partial \gamma}{\partial \tau}(\xi, \tau)=\frac{\partial^{2} \gamma}{\partial \xi^{2}}(\xi, \tau), & \xi \in \mathbb{R}, \tau>0  \tag{5}\\ \gamma(\xi, 0)=Y(\xi), & \xi \in \mathbb{R}(\tau=0)\end{cases}
$$

where $Y=\chi_{[0,+\infty)}$ is the Heaviside function. It is well known that $\gamma$ is given by

$$
\gamma(\xi, \tau)=\frac{1}{2 \sqrt{\pi \tau}} \int_{-\infty}^{\xi} e^{-\frac{s^{2}}{4 \tau}} d s
$$

In particular, one readily sees that it is self-similar: indeed, the change of variables $s^{\prime}=s / \sqrt{\tau}$ yields

$$
\gamma(\xi, \tau)=\frac{1}{2 \sqrt{\pi}} \int_{-\infty}^{\frac{\xi}{\sqrt{\tau}}} e^{-\frac{s^{\prime 2}}{4}} d s^{\prime}=\gamma\left(\frac{\xi}{\sqrt{\tau}}, 1\right)=: \gamma_{1}\left(\frac{\xi}{\sqrt{\tau}}\right) .
$$

We first show the following (obvious) result.
Lemma 3.1. For any $\varepsilon>0$, there exists $\tau_{0}>0$ such that if $0 \leq \tau \leq \tau_{0}$, then $\gamma(\varepsilon, \tau) \geq 1-\tau$.

Proof. We just need to observe that $\tau \mapsto \gamma(\varepsilon, \tau)$ is $C^{1}$ with derivative 0 at 0 . This derivative is indeed given by $\left(-\varepsilon / \tau^{3 / 2}\right) \gamma_{1}^{\prime}(\varepsilon / \sqrt{\tau})=\left(-\varepsilon / \tau^{3 / 2}\right) \exp \left(-\varepsilon^{2} /(4 \tau)\right)$. There exists $\tau_{0}$ such that it is in $[-1,0]$ for $\tau \leq \tau_{0}$; hence $\gamma(\varepsilon, \tau) \geq \gamma(\varepsilon, 0)-\tau$ if $\tau \in\left[0, \tau_{0}\right]$, which shows the lemma.

Let us now consider $E, r>0, t_{0} \leq t_{1}, A$, and the functions $d(x, t), n(x, t)$, as in Definition 2.1. Possibly reducing $r$, we can assume that $\{|d| \leq r\} \subset A$. Let us fix $t \in\left[t_{0}, t_{1}\right), \delta \in[0, r / 2]$ and let $F=\{d(\cdot, t) \leq \delta\}$. Let $u$ be the solution of

$$
\begin{cases}\frac{\partial u}{\partial \tau}(x, \tau) \in \operatorname{div}\left(\phi^{\circ}(\nabla u) \partial \phi^{\circ}(\nabla u)\right)(x, \tau), & \tau>0, x \in \mathbb{R}^{N}  \tag{6}\\ u(\cdot, 0)=\chi_{F}=Y(-d(\cdot, t)+\delta) & (\tau=0)\end{cases}
$$

We first show the following result.
Lemma 3.2. For any $\varepsilon \in(0, r / 2)$, there exists $\tau_{0}>0$ (independent of $\delta$ ) such that $\tau \leq \tau_{0}$ yields $u(x, \tau) \leq \tau$ for any $x$ such that $d(x, t)-\delta=\varepsilon$.

Proof. Let us fix $x_{0} \in \mathbb{R}^{N} \backslash F$ with $d\left(x_{0}, t\right)-\delta=\varepsilon$. Since $E(t)$ satisfies the exterior $r W_{\phi}$-condition, the function $(d(\cdot, t)-\delta)$ is, outside $F$, equal to dist ${ }^{\phi}(\cdot, F)$. Hence, letting $W=\left\{x: \phi\left(x-x_{0}\right)<\varepsilon\right\}$, one sees that $W \cap F=\emptyset$. We deduce that $\chi_{F} \leq 1-\chi_{W}$ in $\mathbb{R}^{N}$, so that $u(\cdot, \tau) \leq 1-w(\cdot, \tau)$, where $w$ is the solution of

$$
\begin{cases}\frac{\partial w}{\partial \tau}(x, \tau) \in \operatorname{div}\left(\phi^{\circ}(\nabla w) \partial \phi^{\circ}(\nabla w)\right)(x, \tau), & \tau>0, x \in \mathbb{R}^{N} \\ w(\cdot, 0)=\chi_{W} & (\tau=0)\end{cases}
$$

This solution is explicitly given by $w(x, \tau)=U\left(\phi\left(x-x_{0}\right) / \varepsilon, \tau / \varepsilon^{2}\right)$, where $U(|x|, \tau)=$ $\tilde{U}(x, \tau)$ and $\tilde{U}$ is the (radial) solution of the heat equation $\partial \tilde{U} / \partial t=\Delta \tilde{U}$ with initial datum $\chi_{B_{1}}$, the characteristic function of the unit ball in $\mathbb{R}^{N}$. It is well known that

$$
\tilde{U}(x, \tau)=\frac{1}{\sqrt{4 \pi \tau}^{N}} \int_{\{|y| \leq 1\}} \exp \left(-\frac{|x-y|^{2}}{4 \tau}\right) d y
$$

so that

$$
U(|x|, \tau)=\frac{1}{\sqrt{4 \pi \tau}^{N}} \int_{\{|y| \leq 1\}} \exp \left(-\frac{\left(|x|-y_{1}\right)^{2}+\sum_{i=2}^{N} y_{i}^{2}}{4 \tau}\right) d y
$$

Using arguments similar to the proof of the previous lemma (based on the fact that $U$ is smooth near $(\xi, \tau)=0,0$ and $\partial U / \partial t(0,0)=0)$, one sees that there exists $\tau_{0}>0$ such that if $\tau \leq \tau_{0}, U(0, \tau) \geq 1-\varepsilon^{2} \tau$; hence $w(0, \tau) \geq 1-\tau$ if $\tau \leq \tau_{0}^{\prime}=\varepsilon^{2} \tau_{0}$. We deduce that $u\left(x_{0}, \tau\right) \leq \tau$ if $\tau \leq \tau_{0}^{\prime}$, depending only on $\varepsilon$. This shows the lemma.

Let us fix $\varepsilon<r / 4$ and let us look for a supersolution of (6) on a time interval $[0, h], h$ small, of the form

$$
v(x, \tau)=\gamma(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)+h
$$

in $B=\bigcup_{0 \leq \tau \leq h}\{x: d(x, t)-\delta \leq \varepsilon, d(x, t+\tau)-\delta \geq-\varepsilon\} \times\{\tau\}$, where the constant $\bar{\varepsilon}$ will be made precise later on. We observe that since the speed of the motion is bounded at any time for $\tau$ small enough, if $h$ is small enough (depending only on $r, \varepsilon), B$ remains inside $\left\{(x, \tau) \in \mathbb{R}^{N} \times[0, h]: \delta-\varepsilon \leq d(x, t+\tau) \leq \delta+2 \varepsilon\right\}$, and $(0, t)+B \subset A$.

At $\tau=0, v(x, 0)=Y(-d(x, t)+\delta)+h$ is strictly larger than $\chi_{F}(x)=u(x, 0)$. If $0 \leq \tau \leq h$ and $d(x, t)-\delta=\varepsilon$, by Lemma 3.2 we have $u(x, \tau) \leq \tau \leq h \leq v(x, \tau)$, provided $h$ is small enough. If, on the other hand, $d(x, t+\tau)-\delta=-\varepsilon$, then by Lemma 3.1, still for $h$ small enough, $v(x, \tau)=\gamma(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)+h \geq$ $\gamma(\varepsilon, \tau)+h \geq 1-\tau+h$; hence $v(x, \tau) \geq 1 \geq u(x, \tau)$. We find that $v \geq u$ on $\{(x, \tau) \in \partial B: \tau<h\}$, which is the parabolic boundary of $B$ (and, in fact, our proof even shows that $v \geq u$ in a neighborhood of this boundary).

Hence, to get that $v$ is a supersolution of (6) in $B$, one has to show that $\partial v / \partial \tau \geq$ $\operatorname{div} Z$ for some field $Z \in \phi^{\circ}(\nabla v) \partial \phi^{\circ}(\nabla v)$ inside $B$.

One has, a.e. in $B$,
(7) $\frac{\partial v}{\partial \tau}(x, \tau)=\left(-\frac{\partial d}{\partial t}(x, t+\tau)+\bar{c} \bar{\varepsilon}\right) \frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)$

$$
+\frac{\partial \gamma}{\partial \tau}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)
$$

whereas

$$
\nabla v(x, \tau)=-\frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau) \nabla d(x, t+\tau)
$$

Using the assumption that $\phi^{\circ}$ is even, we see that $\phi^{\circ}(\nabla v)=\partial \gamma / \partial \xi\left(\right.$ since $\phi^{\circ}(\nabla d)=$ 1 a.e. in $\mathbb{R}^{N}$ ) and that $\partial \phi^{\circ}(\nabla v)=-\partial \phi^{\circ}(\nabla d)$ (since $\partial \gamma / \partial \xi>0$ and $\partial \phi^{\circ}$ is 0 homogeneous and odd). Let now
$Z(x, \tau)=-\frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau) n(x, t+\tau)=\phi^{\circ}(\nabla v(x, \tau))(-n(x, t+\tau))$.
Since (by assumption) $n(x, t+\tau) \in \partial \phi^{\circ}(\nabla d(x, t+\tau))=-\partial \phi^{\circ}(\nabla v(x, \tau))$ for a.e. $x$ in $\mathbb{R}^{N}$ and any $\tau \in(0, h)$, one has $Z(x, \tau) \in \phi^{\circ}(\nabla v) \partial \phi^{\circ}(\nabla v)(x, \tau)$. Since $\phi^{\circ}$ is 1homogeneous, Euler's identity yields $\nabla d \cdot n=\phi^{\circ}(\nabla d)=1$ as soon as $n \in \partial \phi^{\circ}(\nabla d)$. We deduce
(8) $\operatorname{div} Z(x, \tau)=-\operatorname{div}\left[\frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau) n(x, t+\tau)\right]$

$$
\begin{aligned}
=\frac{\partial^{2} \gamma}{\partial \xi^{2}} & (-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau) \\
& -\frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)(\operatorname{div} n(x, t+\tau))
\end{aligned}
$$

Since we have $\partial d / \partial t \leq \operatorname{div} n+\bar{c}|d|$ in $B$, we deduce using (7) and (8) that

$$
\begin{aligned}
& \frac{\partial v}{\partial \tau}(x, \tau) \geq \operatorname{div} Z(x, \tau)-\frac{\partial^{2} \gamma}{\partial \xi^{2}}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau) \\
& \quad+\bar{c}(\bar{\varepsilon}-|d(x, t+\tau)|) \frac{\partial \gamma}{\partial \xi}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)+\frac{\partial \gamma}{\partial \tau}(-d(x, t+\tau)+\delta+\bar{c} \bar{\varepsilon} \tau, \tau)
\end{aligned}
$$

Now, $\gamma$ satisfies the heat equation, so that if $|d(x, t+\tau)| \leq \bar{\varepsilon}$ a.e. in $B$, we get

$$
\begin{equation*}
\frac{\partial v}{\partial \tau}(x, \tau) \geq \operatorname{div} Z(x, \tau) \tag{9}
\end{equation*}
$$

We choose $\bar{\varepsilon}=\delta+2 \varepsilon$ so that $|d(x, t+\tau)| \leq \bar{\varepsilon}$ a.e. in $B$ and (9) holds. By standard comparison results on parabolic equations (see [11]), we deduce that $v(x, h) \geq u(x, h)$. In particular, we have shown that there exists $h_{0}>0$ (depending only on $r, \varepsilon$ ) such that if $h<h_{0}$,

$$
\begin{aligned}
T_{h} F=\{u(\cdot, h) \geq & \left.\frac{1}{2}\right\} \subset\left\{v(\cdot, h) \geq \frac{1}{2}\right\} \\
& =\left\{x \in \mathbb{R}^{N}: d(x, t+h) \leq \delta+\bar{c} \bar{\varepsilon} h-[\gamma(\cdot, h)]^{-1}\left(\frac{1}{2}-h\right)\right\} .
\end{aligned}
$$

Since $\gamma_{1}(0)=1 / 2, \gamma_{1}^{\prime}(0)=1 /(2 \sqrt{\pi})$, we have $\gamma_{1}^{-1}(1 / 2-h)=-2 \sqrt{\pi} h+o(h)$. Now, $\gamma(\xi, h)=\gamma_{1}(\xi / \sqrt{h})$, so that $[\gamma(\cdot, h)]^{-1}=\sqrt{h} \gamma_{1}^{-1}$. We find that $[\gamma(\cdot, h)]^{-1}(1 / 2-h)=$ $(-2 \sqrt{\pi} h+o(h)) \sqrt{h}$. Hence, possibly reducing $h_{0}$, one gets that if $h<h_{0}$, then $[\gamma(\cdot, h)]^{-1}(1 / 2-h) \geq-4 h^{3 / 2}$. Recalling that $\bar{\varepsilon}=\delta+2 \varepsilon$, we find that if $h<h_{0}$,

$$
T_{h} F \subset\left\{x \in \mathbb{R}^{N}: d(x, t+h) \leq[\delta+(\bar{c}(\delta+2 \varepsilon)+4 \sqrt{h}) h]\right\}
$$

Now, we deduce that $\left(\varepsilon \in(0, r / 4)\right.$ being fixed) if $t \in\left[t_{0}, t_{1}\right), h \leq h_{0}$, and $k \geq 1$ with $t+k h \leq t_{1}$, one has

$$
T_{h}^{k}(E(t)) \subset\left\{x \in \mathbb{R}^{N}: d(x, t+k h) \leq \delta_{k}\right\}
$$

with $\delta_{0}=0$ and $\delta_{k}=\delta_{k-1}+\left(\bar{c}\left(\delta_{k-1}+2 \varepsilon\right)+4 \sqrt{h}\right) h$, as long as $\delta_{k-1} \leq r / 2$. By induction, we find

$$
\delta_{k}=\left((1+\bar{c} h)^{k}-1\right)\left(2 \varepsilon+\frac{4 \sqrt{h}}{\bar{c}}\right)
$$

In particular, if $\tau>0$ is fixed, with $t+\tau \leq t_{1}$, and $k=[\tau / h]$, we see that $\lim _{h \rightarrow 0} \delta_{k}=$ $2 \varepsilon\left(e^{\bar{c} \tau}-1\right)$. If $\varepsilon<r / 4$ is chosen small enough (less than $(r / 4) /\left(e^{\bar{c} \tau}-1\right)$ ), we see that for $h>0$ small enough, $\delta_{[\tau / h]} \leq r / 2$.

We now recall that any sequence of sets in $\mathbb{R}^{N}$ with equibounded boundaries has a subsequence that converges in the Hausdorff sense to a closed set. If $E^{\prime}$ is the Hausdorff limit of a converging subsequence of $T_{h}^{[\tau / h]} E(t)$, as $h \rightarrow 0$, we deduce that $E^{\prime} \subseteq\left\{d(\cdot, t+\tau) \leq 2 \varepsilon\left(e^{\bar{c} \tau}-1\right)\right\}$. Since this must be true for all $\varepsilon>0$ small enough,
one sees that $E^{\prime} \subseteq E(t+\tau)$. On the other hand, a symmetric argument (based on subsolutions of the equation) will yield that if $\mathbb{R}^{N} \backslash E^{\prime \prime}$ is the Hausdorff limit of a converging subsequence of $\left(\mathbb{R}^{N} \backslash T_{h}^{[\tau / h]} E(t)\right)_{h>0}$, then $\mathbb{R}^{N} \backslash E^{\prime \prime} \subseteq \overline{\mathbb{R}^{N} \backslash E(t+\tau)}$; that is, $\operatorname{int}(E(t+\tau)) \subseteq E^{\prime \prime}$. Without loss of generality, one can choose the same subsequence in both limits above: in this case, one can show that $E^{\prime \prime} \subset E^{\prime}$, and $E^{\prime} \backslash E^{\prime \prime}$ is the Hausdorff limit of $\partial T_{h}^{[\tau / h]} E(t)$ (which might differ from $\partial E^{\prime}$ or $\partial E^{\prime \prime}$ ). Since $\operatorname{int}(E(t+\tau)) \subseteq E^{\prime \prime} \subset E^{\prime} \subseteq E(t+\tau)$, we see that $E^{\prime \prime}=\operatorname{int}(E(t+\tau)), E^{\prime}=$ $E(t+\tau), E^{\prime} \backslash E^{\prime \prime}=\partial E(t+\tau)$, and by uniqueness of this Hausdorff limit we deduce Theorem 2.2.
4. A numerical example. The algorithm is quite easy to implement numerically. Of course, there is some difficulty in computing precisely the solution of (3) in strongly anisotropic or crystalline cases, especially when the subgradient $\partial \phi^{\circ}$ is multivalued. We experimented with an implicit method, based on iterative resolutions of the variational problem (4). More precisely, we approximate $u(\cdot, h)$ with $w_{n}(x)$, where $h=n h^{\prime}, n$ is a fixed (small) integer, $w_{0}=\chi_{E}$, and for $i=0, \ldots, n-1, w_{i+1}$ solves (in a domain $\Omega$ "large" with respect to $E$ )

$$
\min _{w \in H^{1}(\Omega)} \int_{\Omega} \phi^{\circ}(\nabla w(x))^{2}+\frac{1}{h^{\prime}}\left(w(x)-w_{i}(x)\right)^{2} d x .
$$

To solve this minimization problem in the crystalline case, we discretize (here, on a bidimensional finite differences grid) and solve the dual problem (see, for instance, [16])

$$
\min _{\xi \in L^{2}\left(\Omega ; \mathbb{R}^{N}\right)} \int_{\Omega} \phi(\xi(x))^{2}+h^{\prime}\left(\left(w_{i}(x) / h^{\prime}\right)-\operatorname{div} \xi(x)\right)^{2} d x
$$

using a conjugate-gradient method. Then, $w_{i+1}=w_{i}-h^{\prime} \operatorname{div} \xi$. The thresholding at level $1 / 2$ is replaced by a "soft thresholding" $w_{n}(x) \mapsto \min \left\{1, \max \left\{1 / 2+\sigma\left(w_{n}(x)-\right.\right.\right.$ $1 / 2), 0\}\}$, where $\sigma$ is adapted to the spatial discretization step, in order to keep a precision slightly higher than the grid's. In the example shown in Figure 1, the Wulff shape $\{\phi \leq 1\}$ is a hexagon.


Fig. 1. Evolutions at times $t=0,5,25,60,400,800$.
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# DISSIPATIVE SYMMETRIZERS OF HYPERBOLIC PROBLEMS AND THEIR APPLICATIONS TO SHOCK WAVES AND CHARACTERISTIC DISCONTINUITIES* 
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#### Abstract

By introducing the notations of dissipative and strictly dissipative $p$-symmetrizers of initial-boundary-value problems for linear hyperbolic systems we formalize the dissipative integrals technique [A. Blokhin, Yu. Trakhinin, in Handbook of Mathematical Fluid Dynamics, Vol. 1, North-Holland, Amsterdam, 2002, pp. 545-652] applied earlier to shock waves and characteristic discontinuities for various concrete systems of conservation laws. This enables us to prove the local in time existence of shock-front solutions of an abstract symmetric system of hyperbolic conservation laws, provided that the corresponding constant coefficients linearized problem has a strictly dissipative $p$-symmetrizer. Our result does not, in particular, require the fulfillment of Majda's block structure condition. A p-symmetrizer is, in some sense, a "secondary" Friedrichs symmetrizer for the symmetric system for the vector of $p$-derivatives of unknown functions, and the structure of $p$-symmetrizer takes into account (if applicable) the set of divergent constraints for the original system. After applying a $p$-symmetrizer, which is in general a set of matrices and vectors, the boundary conditions for a resulting symmetric system are dissipative (or strictly dissipative). We give concrete examples of $p$-symmetrizers. Our main examples are strictly dissipative 2 -symmetrizers for shock waves in gas dynamics and magnetohydrodynamics. A general procedure for constructing a $p$-symmetrizer does not however exist. But, if it was somehow constructed, then we do not need to test the Lopatinski condition that is often connected with insuperable technical difficulties. As an illustration, we refer to the author's recent result [Yu. Trakhinin, Arch. Ration. Mech. Anal., 177 (2005), pp. 331-366] for compressible current-vortex sheets for which the construction of a dissipative 0 -symmetrizer has first enabled the finding of sufficient conditions for their weak linearized stability.
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1. Introduction: Initial-boundary-value problems for quasi-linear hyperbolic systems. Consider a system of $N$ conservation laws

$$
\begin{equation*}
\partial_{t} \mathcal{P}^{0}(\mathbf{U})+\sum_{j=1}^{n} \partial_{j} \mathcal{P}^{j}(\mathbf{U})=0 \tag{1.1}
\end{equation*}
$$

where $\mathcal{P}^{\alpha}=\mathcal{P}^{\alpha}(\mathbf{U})=\left(\mathcal{P}_{1}^{\alpha}, \ldots, \mathcal{P}_{N}^{\alpha}\right), \mathbf{U}=\mathbf{U}(t, \mathbf{x})=\left(u_{1}, \ldots, u_{N}\right), \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ $\in \mathbb{R}^{n}, \partial_{t}:=\partial / \partial t, \partial_{j}:=\partial / \partial x_{j}$. With the notation

$$
\operatorname{div} \mathbf{a}:=\sum_{j=1}^{n} \partial_{j} a^{j} \quad\left(\mathbf{a}=\mathbf{a}(t, \mathbf{x})=\left(a^{1}, \ldots, a^{n}\right) \quad \text { is a vector }\right)
$$

system (1.1) in componentwise form reads

$$
\partial_{t} \mathcal{P}_{i}^{0}(\mathbf{U})+\operatorname{div} \mathcal{P}_{i}(\mathbf{U})=0, \quad i=\overline{1, N}
$$

[^116]where $\mathcal{P}_{i}=\mathcal{P}_{i}(\mathbf{U})=\left(\mathcal{P}_{i}^{1}, \ldots, \mathcal{P}_{i}^{n}\right)$. Assuming that the flux functions $\mathcal{P}_{i}^{\alpha}$ are smooth enough (in practice, they are usually $C^{\infty}$ ), one can rewrite (1.1) as the quasi-linear system
\[

$$
\begin{equation*}
B_{0}(\mathbf{U}) \mathbf{U}_{t}+\sum_{j=1}^{n} B_{j}(\mathbf{U}) \mathbf{U}_{x_{j}}=0 \tag{1.2}
\end{equation*}
$$

\]

with $B_{\alpha}=\left(\partial \mathcal{P}^{\alpha} / \partial \mathbf{U}\right)$.
We will assume that system (1.1) may be supplemented (but not necessarily) by a set of $K$ divergent constraints

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\Psi}_{j}(\mathbf{U})=0, \quad j=\overline{1, K} \tag{1.3}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{j}=\boldsymbol{\Psi}_{j}(\mathbf{U})=\left(\Psi_{j}^{1}, \ldots, \Psi_{j}^{n}\right)$. For example, for the system of gas dynamics one has no divergent constraints at all, whereas the system of magnetohydrodynamics (MHD) is supplemented by the sole $(K=1)$ divergent constraint $\operatorname{div} \mathbf{H}=0$ (see, e.g., [28]). We also refer, for instance, to Landau's equations of superfluid [29] (see also [11]) which are supplemented by the tree divergent constrains $\nabla \times \mathbf{v}_{\mathrm{s}}=0$ ( $\mathbf{v}_{\mathrm{s}}$ is the superfluid velocity $[29,11])$.

AsSumption 1.1. The divergent constraints (1.3) are the restrictions on the initial data for system (1.1). That is, if (1.3) are satisfied initially, they hold for all $t>0$.

Remark 1.1. Assumption 1.1 is quite natural because it holds for all the physically relevant models: MHD, Landau's equations of superfluid, etc. (see, e.g., [11] for further examples). In practice, (1.3) $\left.\right|_{t>0}$ is proved by applying the operator div to appropriate subsystems of (1.1) and taking into account (1.3) $\left.\right|_{t=0}$. Of course, applying div requires $n \leq N$. The last assumption will be also made for other reasons (see section 3 ).

Sometimes, by an appropriate choice of the vector of unknowns $\mathbf{U}$ a concrete system of conservation laws can be written in the nonconservative form (1.2) with symmetric matrices $B_{\alpha}$. For example, the systems of gas dynamics and MHD are written as symmetric systems for the vectors of unknowns $\mathbf{U}=(p, \mathbf{v}, S)$ and $\mathbf{U}=(p, \mathbf{v}, \mathbf{H}, S)$, respectively. At the same time, it is not always possible to guess an appropriate vector $\mathbf{U}$ for which a system of conservation laws, (1.1), can be rewritten as a symmetric quasi-linear system. But, as was first shown by Godunov [23, 24], system (1.1) can be always symmetrized if we know, a priori, an additional conservation law ("entropy" conservation)

$$
\partial_{t} \Phi^{0}(\mathbf{U})+\operatorname{div} \boldsymbol{\Phi}(\mathbf{U})=0
$$

with $\boldsymbol{\Phi}=\mathbf{\Phi}(\mathbf{U})=\left(\Phi^{1}, \ldots, \Phi^{n}\right)$, which holds on smooth solutions of (1.1). That is, one can find an invertible change of unknowns $\mathbf{U} \rightarrow \mathbf{Q}$ such that the system

$$
\begin{equation*}
A^{0}(\mathbf{Q}) \mathbf{Q}_{t}+\sum_{j=1}^{n} A^{j}(\mathbf{Q}) \mathbf{Q}_{x_{j}}=0 \tag{1.4}
\end{equation*}
$$

is symmetric: $A^{\alpha}=\left(A^{\alpha}\right)^{*}$, where

$$
A^{\alpha}=\left(\frac{\partial \boldsymbol{\mathcal { P }}^{\alpha}}{\partial \mathbf{Q}}\right)=B_{\alpha}(\mathbf{U}(\mathbf{Q}))\left(\frac{\partial \mathbf{U}}{\partial \mathbf{Q}}\right)
$$

i.e., $A^{\alpha}=B_{\alpha} J^{-1}$, with $J=J(\mathbf{Q})=(\partial \mathbf{Q} / \partial \mathbf{U})$. It should be noted that if system (1.1) is accompanied by a set of divergent constraints (1.3), then these constrains should be generically taken into account under Godunov's symmetrization. For the process of symmetrization itself we refer to [13] and references therein (note that, in particular, $\left.\mathbf{Q}=\left(\partial \Phi^{0} / \partial \mathcal{P}^{0}\right)\right)$.

It is worth noting that the symmetric system (1.4) can be rewritten as a quasilinear system for the original vector of unknowns $\mathbf{U}$ that is again symmetric. Indeed, (1.4) clearly implies the system

$$
\begin{equation*}
A_{0}(\mathbf{U}) \mathbf{U}_{t}+\sum_{j=1}^{n} A_{j}(\mathbf{U}) \mathbf{U}_{x_{j}}=0 \tag{1.5}
\end{equation*}
$$

where the matrices $A_{\alpha}=A_{\alpha}(\mathbf{U}):=J^{*} A^{\alpha} J=J^{*} B_{\alpha}$ are symmetric. Thus, the matrix

$$
S=S(\mathbf{U})=J^{*}=\left(\frac{\partial \mathbf{Q}}{\partial \mathbf{U}}\right)^{*}
$$

is the one (called Friedrichs symmetrizer) that symmetrizes system (1.2):

$$
A_{\alpha}=S B_{\alpha}=A_{\alpha}^{*}
$$

Recall that the quasi-linear symmetric system (1.5) is symmetric hyperbolic in the sense of Friedrichs [22] if $A_{0}(\mathbf{U})>0\left(\right.$ or $A_{0}(\mathbf{U})<0$ if we multiply (1.5) by -1$)$.

The main requirement for the local in time well-posedness of the Cauchy problem for a quasi-linear system of conservation laws is the hyperbolicity condition that is easily verified for symmetric systems. The local existence theorem for the Cauchy problem for symmetric hyperbolic systems was independently proved by Vol'pert and Khudyaev [47], Lax [30], and Kato [26] (see also [34]). In contrast with the Cauchy problem, the conditions for well-posedness of initial-boundary-value problems for hyperbolic systems, in the generic case, cannot be easily found even for linearized problems with constant coefficients.
1.1. Standard boundary conditions. Let us first consider quasi-linear initial-boundary-value problems with standard boundary conditions [40]:

$$
\begin{gather*}
L(\mathbf{U}) \mathbf{U}=0 \quad \text { in }[0, T] \times \mathbb{R}_{+}^{n},  \tag{1.6a}\\
M\left(t, \mathbf{x}^{\prime}, \mathbf{U}\right) \mathbf{U}=0 \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1}  \tag{1.6b}\\
\left.\mathbf{U}\right|_{t=0}=\mathbf{U}_{0} \quad \text { in } \mathbb{R}_{+}^{n} \tag{1.6c}
\end{gather*}
$$

where $L=L(\mathbf{U})=A_{0}(\mathbf{U}) \partial_{t}+\sum_{j=1}^{n} A_{j}(\mathbf{U}) \partial_{j}$, and system (1.6a) is supposed to be symmetric hyperbolic, and the matrix $M$ is a $d \times N$ matrix. Here and below $\mathbb{R}_{ \pm}^{n}=\left\{x_{1} \gtrless 0, \mathbf{x}^{\prime} \in \mathbb{R}^{n-1}\right\}, \mathbf{x}^{\prime}=\left(x_{2}, \ldots, x_{n}\right)$. Without loss of generality we consider the problem in a half-space because the case of a smooth bounded domain $\Omega$ is reduced, in some sense, to problem (1.6) by a finite partition of unity subordinated to an open covering of $\bar{\Omega}$.

To prove a local (in time) existence theorem for problem (1.6) we should consider the following linear problem associated to (1.6):

$$
\begin{gather*}
L(\widehat{\mathbf{U}}) \mathbf{U}=\mathbf{f} \quad \text { in }[0, T] \times \mathbb{R}_{+}^{n}  \tag{1.7a}\\
M\left(t, \mathbf{x}^{\prime}, \widehat{\mathbf{U}}\right) \mathbf{U}=\mathbf{g} \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1}  \tag{1.7b}\\
\left.\mathbf{U}\right|_{t=0}=\mathbf{U}_{0} \quad \text { in } \mathbb{R}_{+}^{n} \tag{1.7c}
\end{gather*}
$$

where $\widehat{\mathbf{U}}$ is a given vector-function. Here we introduce the source terms $\mathbf{f}(t, \mathbf{x})$ and
$\mathbf{g}\left(t, \mathbf{x}^{\prime}\right)$ to make the interior equations and the boundary conditions inhomogeneous (this is needed to attack the nonlinear problem).

Recall that the boundary conditions (1.7b) are called dissipative if

$$
\begin{equation*}
-\left.\left(A_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0} \geq 0 \quad \forall \mathbf{U} \in \operatorname{ker} M \tag{1.8}
\end{equation*}
$$

where $-A_{1}=-A_{1}(\widehat{\mathbf{U}})$ is the boundary matrix, $M=M\left(t, \mathbf{x}^{\prime}, \widehat{\mathbf{U}}\right)$. They are strictly dissipative if there exist a fixed constant $\gamma>0$ such that

$$
\begin{equation*}
-\left.\left(A_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0} \geq \gamma|\mathbf{V}|^{2} \quad \forall \mathbf{U} \in \operatorname{ker} M \tag{1.9}
\end{equation*}
$$

where $\mathbf{V}$ is the "noncharacteristic part" of the trace $\left.\mathbf{U}\right|_{x_{1}=0}$, i.e., the projection of $\left.\mathbf{U}\right|_{x_{1}=0}$ orthogonal to ker $\left.A_{1}\right|_{x_{1}=0}(\mathbf{V}=\mathbf{U}$ for the case of noncharacteristic boundary, i.e., when $\left.\operatorname{det} A_{1}\right|_{x_{1}=0} \neq 0$ ). Recall also that the boundary conditions (1.7b) are called maximally dissipative if they are dissipative and
(1.10) $\operatorname{dim} \operatorname{ker} M=\#$ nonpositive eigenvalues of $\left.A_{1}\right|_{x_{1}=0}$ counting multiplicity
(we use the definition from [39]). Property (1.10) means that the hyperbolic system (1.7a) has the correct number of boundary conditions in (1.7b), i.e.,

$$
d=\# \text { positive eigenvalues of }\left.A_{1}\right|_{x_{1}=0} \text { counting multiplicity }
$$

In the following we always assume that the number of boundary conditions is correct and we therefore drop the word "maximally" when speaking about dissipative or strictly dissipative boundary conditions.

For the inhomogenous boundary conditions (1.7b) inequality (1.9) implies that there exists a fixed constant $\delta>0$ such that

$$
\begin{equation*}
-\left.\left(A_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0} \geq \delta|\mathbf{V}|^{2}-\delta^{-1}|\mathbf{g}|^{2} \tag{1.11}
\end{equation*}
$$

for all $\mathbf{U}$ satisfying (1.7b). To deduce inequality (1.11) from (1.9) it needs to reduce $\operatorname{system}(1.7 \mathrm{a})$ to the form $[35], \mathcal{A}_{0} \mathbf{W}_{t}+\sum_{j=1}^{n} \mathcal{A}_{j} \mathbf{W}_{x_{j}}=\ldots$, where $\mathbf{U}=\mathcal{T} \mathbf{W}, \mathcal{A}_{\alpha}=$ $\mathcal{T}^{*} A_{\alpha} \mathcal{T}, \mathcal{A}_{1}=\operatorname{diag}\left(D_{1},-D_{2}, 0\right), D_{i}>0,\left(\mathcal{A}_{1} \mathbf{W}, \mathbf{W}\right)=\left(D_{1} \mathbf{W}_{1}, \mathbf{W}_{1}\right)-\left(D_{2} \mathbf{W}_{2}, \mathbf{W}_{2}\right)$, and the boundary conditions (1.7b) are supposed to be rewritten in the form $\mathbf{W}_{1}=$ $S \mathbf{W}_{2}+\tilde{\mathbf{g}}$. Analogous simple arguments show that the dissipativity hypothesis (1.8) implies that there is a matrix $B=B\left(t, \mathbf{x}^{\prime}\right)$ such that

$$
\begin{equation*}
-\left.\left(A_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0} \geq(B \mathbf{g}, \mathbf{V})-\gamma|\mathbf{g}|^{2} \tag{1.12}
\end{equation*}
$$

for all $\mathbf{U}$ satisfying (1.7b), where $\gamma$ is a constant, the matrix $B$ can be, in principle, explicitly written out (it depends on $\mathcal{T}$, etc.).

If the boundary conditions (1.6b) are linear, i.e., $M=M\left(t, \mathbf{x}^{\prime}\right)$, then the boundary conditions for the associated linear problem (1.7) can be considered to be homogenous $(\mathbf{g}=0)$ and the dissipativity hypothesis (1.8) is quite enough to prove a local existence theorem for problem (1.6) by standard fixed-point argument. In this case, for the linear problem (1.7) the basic estimate following from assumption (1.8) reads [40]

$$
\|\mathbf{U}(t)\|_{L_{2}\left(\mathbb{R}_{+}^{n}\right)} \leq C\left\{\left\|\mathbf{U}_{0}\right\|_{L_{2}\left(\mathbb{R}_{+}^{n}\right)}+\|\mathbf{f}\|_{L_{2}\left([0, T] \times \mathbb{R}_{+}^{n}\right)}\right\}
$$

where $C=C(T)$ is a positive constant independent of the initial data and the source terms. For linear boundary conditions on a noncharacteristic boundary the local $W_{2}^{s}$ existence theorem for problem (1.6) was proved by Schochet [41] (see Appendix A
of [41]), where $s \geq[n / 2]+2$ as for the Cauchy problem [47, 30, 26]. The case of characteristic boundary was considered by Secchi [42] (he has proved a local existence theorem in anisotropic weighted Sobolev spaces [42]).

However, if the boundary conditions in (1.6b) are nonlinear, i.e., $M$ depends on $\mathbf{U}$, then one has to consider inhomogenous boundary conditions in the linear problem (1.7) (even if the original conditions (1.6b) were homogenous). The usual way (see, e.g., [40]) to deal with inhomogenous boundary conditions suggests to subtract from the solution a more regular function satisfying the boundary conditions, and reduce problem (1.7) to one with homogenous boundary conditions. But, such a way leads to the loss of " $1 / 2$ derivative" from $\mathbf{g}$ (see [40]). That is, the dissipativity hypothesis is already not enough to achieve a nonlinear local existence result by standard iterations.

At the same time, when the boundary conditions in (1.6b) are nonlinear, but conditions (1.7b) are strictly dissipative, using inequality (1.11), we can easily deduce the basic a priori estimate (with no loss of derivatives)

$$
\begin{equation*}
\|\mathbf{U}(t)\|_{L_{2}\left(\mathbb{R}_{+}^{n}\right)} \leq C\left\{\left\|\mathbf{U}_{0}\right\|_{L_{2}\left(\mathbb{R}_{+}^{n}\right)}+\|\mathbf{f}\|_{L_{2}\left([0, T] \times \mathbb{R}_{+}^{n}\right)}+\|\mathbf{g}\|_{L_{2}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\} \tag{1.13}
\end{equation*}
$$

and its higher order counterparts (see Appendix A in [43]). This enables one to prove a local existence theorem for problem (1.6) by standard fixed-point argument. The proof for the general problem (1.6) has not been written out somewhere, but we can refer to [43] for a concrete example of problem (1.6). Note that the well-posedness of the linear problem (1.7) with $\mathbf{g} \neq 0$ was proved in Appendix A of [43].

That is, when conditions (1.7b) are inhomogenous but strictly dissipative, an unpleasant loss of derivatives is avoided by a direct approach to the original problem (1.7) with inhomogenous boundary conditions (for problem (1.7) this was done in Appendix A of [43]; see also section 4 for shock waves). If, however, conditions (1.7b) are just dissipative (but not strictly dissipative), such a direct approach to the linear problem (1.7) only enables us to obtain the a priori estimate with the loss of one derivative from $\mathbf{g}$ :

$$
\begin{equation*}
\|\mathbf{U}(t)\|_{W_{2}^{1}\left(\mathbb{R}_{+}^{n}\right)} \leq C\left\{\left\|\mathbf{U}_{0}\right\|_{W_{2}^{1}\left(\mathbb{R}_{+}^{n}\right)}+\|\mathbf{f}\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}_{+}^{n}\right)}+\|\mathbf{g}\|_{W_{2}^{2}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\} \tag{1.14}
\end{equation*}
$$

Here we suppose that the boundary is noncharacteristic. For the case of characteristic boundary the counterpart of (1.14) indicates a loss of control on derivatives in the normal direction [39, 42, 16]. To deduce estimate (1.14) we should differentiate problem (1.7) with respect to $t$ and $\mathbf{x}^{\prime}$. Then, we take into account inequality (1.12) and integrate by parts the boundary integral (see section 3 for the case of Rankine-Hugoniot boundary conditions).

Remark 1.2. For the case of linearized Rankine-Hugoniot boundary conditions a priori estimates with loss of derivatives were proved for shock waves and characteristic discontinuities by Coulombel [17], Coulombel and Secchi [19], and the author [45] (in [45] the a priori estimates are formally with no loss of derivatives because the boundary conditions were supposed to be homogenous). For the case of standard boundary conditions, cf. (1.7b), the a priori estimate (1.14) is a basic estimate, and it is not difficult to obtain an estimate for higher order derivatives. But, of course, it will be also with the loss of one derivative from $\mathbf{g}$. This precludes one from using fixed-point argument to prove a local existence theorem. It seems that the only way to overcome the difficulty connected with the loss of derivatives phenomenon is the employment of the Nash-Moser technique (for hyperbolic problems see [2, 31, 21]). Recently, the Nash-Moser method was successfully used by Coulombel and Secchi
[20] for two-dimensional (2D) compressible vortex sheets as well as for weakly stable shock waves (see also preparatory results in this direction in [17, 18, 19]). There is also a great hope to achieve a nonlinear local existence result for current-vortex sheets [45] by using Nash-Moser iterations.

If the boundary conditions (1.7b) are not dissipative, this does not, of course, mean that problem (1.7) is ill-posed. An alternative to the energy method was first suggested by Kreiss [27] for the strictly hyperbolic case. Kreiss has proved that problem (1.7) with constant ("frozen") coefficients obeys an a priori $L_{2, \eta}$-estimate with no loss of derivatives if and only if the boundary conditions satisfy the uniform Lopatinski condition [27] (\| $\cdot\left\|_{L_{2, \eta}}=\right\| e^{-\eta t}(\cdot) \|_{L_{2}}$, and $\eta>0$ is sufficiently large). This estimate follows from a symmetrizer construction (Kreiss symmetrizer) and is carried over variable coefficients by using pseudodifferential calculus. That is, the uniform Lopatinski condition is the sharp algebraic criterion of strong well-posedness (well-posedness "with no loss of derivatives").

Later Kreiss' symmetrizer analysis was extended by Agranovich [1], Majda and Osher [35], and Majda [32] to hyperbolic systems satisfying a so-called block structure condition, which holds in particular for hyperbolic symmetrizable systems with constant multiplicities [1, 36]. In [32] Majda extends the Kreiss theory to the case of Rankine-Hugoniot boundary conditions. Majda's approach has been then improved by Métivier [37] by using paradifferential calculus of Bony (see also discussion in section 4). And recently Métivier and Zumbrun [38] have extended the Kreiss-Majda theory to a class of hyperbolic symmetrizable systems with characteristics of variable multiplicities. These systems at points of variable multiplicity should satisfy some conditions [38] which hold in particular for the MHD system. Thus, if the symmetric hyperbolic system (1.6a) meets either the Agronovich-Majda-Osher block structure condition [1, 35] or the conditions of Métivier and Zumbrun [38], then the linear problem (1.7) is strongly well-posed, provided that the boundary conditions (1.7b) satisfy the uniform Lopatinski condition. In this case a local existence theorem for the nonlinear problem (1.6) can be proved by analogy with the proofs in [33, 37].

At the same time, it should be noted that in practice the algebraic criterion given by the Lopatinski condition often cannot be tested analytically. Sometimes one succeeds to check it numerically (see [44]), but, frequently, numerical calculations can give only a very rough description of the condition for weak/strong well-posedness because either the domain of parameters for the constant coefficients linearized problem is unbounded or the number of these parameters is too big. Usually this happens for the case of Rankine-Hugoniot boundary conditions (see below), i.e., for shock waves or characteristic discontinuities. For example, such a situation takes place for compressible current-vortex sheets [45]. In this connection, there is no sense to reject at once the energy method as soon as the boundary conditions are not dissipative. The main purpose of the present paper is to formalize the so-called dissipative integrals technique (see [13]), which is a kind of "higher order" extension of the usual energy method. Especially, this technique turned out to be effective for shock waves in various hyperbolic models: gas dynamics, Landau's equations of superfluid, MHD, radiation hydrodynamics, etc. (see [13] and references therein). Let us now go on to the case of Rankine-Hugoniot boundary conditions.
1.2. Rankine-Hugoniot boundary conditions. Consider system (1.1) in the whole space $\mathbb{R}^{n}$. Let

$$
\Gamma(t)=\left\{x_{1}-f\left(t, \mathbf{x}^{\prime}\right)=0\right\}
$$

be a smooth hypersurface in $[0, T] \times \mathbb{R}^{n}$. We assume that $\Gamma(t)$ is a surface of strong discontinuity for solutions of (1.1). Let $\mathbf{U}(t, \mathbf{x})$ be a classical solution of (1.1) on either side of $\Gamma$. As is known, $\mathbf{U}$ is a weak solution of (1.1) if and only if the RankineHugoniot jump conditions hold at each point of $\Gamma$ :

$$
\begin{equation*}
f_{t}\left[\mathcal{P}^{0}(\mathbf{U})\right]+\sum_{k=2}^{n} f_{x_{k}}\left[\mathcal{P}^{k}(\mathbf{U})\right]-\left[\mathcal{P}^{1}(\mathbf{U})\right]=0 \tag{1.15}
\end{equation*}
$$

where $[a]=a^{+}-a^{-}=\left.a\right|_{x_{1}-f\left(t, \mathbf{x}^{\prime}\right)=+0}-\left.a\right|_{x_{1}-f\left(t, \mathbf{x}^{\prime}\right)=-0}$.
It should be noted that the initial-boundary-value problem for system (1.5) in the domains $\Omega^{ \pm}(t):=\left\{x_{1} \gtrless f\left(t, \mathbf{x}^{\prime}\right)\right\}$ with the boundary conditions (1.15) on the hypersurface $\Gamma(t)$ is a free-boundary-value problem. Indeed, the function $f\left(t, \mathbf{x}^{\prime}\right)$ defining $\Gamma$ is one of the unknowns of problem (1.5), (1.15) with the corresponding initial data

$$
\begin{equation*}
\left.f\right|_{t=0}=f_{0} \quad \text { in } \mathbb{R}^{n-1},\left.\quad \mathbf{U}\right|_{t=0}=\mathbf{U}_{0} \quad \text { in } \Omega^{+}(0) \cup \Omega^{-}(0) \tag{1.16}
\end{equation*}
$$

To work in fixed domains instead of the domains $\Omega^{ \pm}(t)$ we make the following change of variables:

$$
\tilde{t}=t, \quad \widetilde{x}_{1}=x_{1}-f\left(t, \mathbf{x}^{\prime}\right), \quad \widetilde{\mathbf{x}}^{\prime}=\mathbf{x}^{\prime}
$$

Then, $\widetilde{\mathbf{U}}(\widetilde{t}, \widetilde{\mathbf{x}}):=\mathbf{U}(t, \mathbf{x})$ is a smooth vector-function for $\widetilde{\mathbf{x}} \in \mathbb{R}_{ \pm}^{n}$, and the initial-boundary-value problem (1.5), (1.15), (1.16) is reduced to the following problem (we omit tildes to simplify the notation):

$$
\begin{gather*}
L(\mathbf{U}, \mathbf{F}) \mathbf{U}=0 \quad \text { in }[0, T] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right),  \tag{1.17a}\\
B\left(\mathbf{U}^{+}, \mathbf{U}^{-}\right) \mathbf{F}-\left[\mathcal{P}^{1}(\mathbf{U})\right]=0 \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1},  \tag{1.17b}\\
\left.\mathbf{U}\right|_{t=0}=\mathbf{U}_{0} \quad \text { in } \mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n},\left.\quad f\right|_{t=0}=f_{0} \quad \text { in } \mathbb{R}^{n-1} \tag{1.17c}
\end{gather*}
$$

Here

$$
\begin{gathered}
L=L(\mathbf{U}, \mathbf{F})=A_{0}(\mathbf{U}) \partial_{t}+A_{\nu}(\mathbf{U}, \mathbf{F}) \partial_{1}+\sum_{k=2}^{n} A_{k}(\mathbf{U}) \partial_{k} \\
\mathbf{F}=\mathbf{F}\left(t, \mathbf{x}^{\prime}\right)=\left(f_{t}, \mathbf{F}^{\prime}\right), \quad \mathbf{F}^{\prime}=\mathbf{F}^{\prime}\left(t, \mathbf{x}^{\prime}\right)=\nabla_{\mathrm{x}^{\prime}} f, \quad \nabla_{\mathrm{x}^{\prime}}=\left(\partial_{2}, \ldots, \partial_{n}\right), \\
A_{\nu}=A_{\nu}(\mathbf{U}, \mathbf{F})=\sum_{\alpha=0}^{n} \nu_{\alpha} A_{\alpha}=A_{1}(\mathbf{U})-f_{t} A_{0}(\mathbf{U})-\sum_{k=2}^{n} f_{x_{k}} A_{k}(\mathbf{U}),
\end{gathered}
$$

$\boldsymbol{\nu}=\left(\nu_{0}, \ldots, \nu_{n}\right)=\left(-f_{t}, \mathbf{N}\right)$ and $\mathbf{N}=\left(1,-\mathbf{F}^{\prime}\right)$ are, respectively, the space-time and space normal vectors to $\Gamma(t)$. The matrix $B=B\left(\mathbf{U}^{+}, \mathbf{U}^{-}\right)$is of order $N \times n$ and determined from the relation

$$
B\left(\mathbf{U}^{+}, \mathbf{U}^{-}\right) \mathbf{F}=f_{t}\left[\mathcal{P}^{0}(\mathbf{U})\right]+\sum_{k=2}^{n} f_{x_{k}}\left[\mathcal{P}^{k}(\mathbf{U})\right], \quad \mathbf{U}^{ \pm}:=\left.\mathbf{U}\right|_{x_{1}= \pm 0}
$$

After straightening of variables above the divergent constraints (1.3) take the form

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\psi}_{j}\left(\mathbf{U}, \mathbf{F}^{\prime}\right)=0 \quad \text { in }[0, T] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right), \quad j=\overline{1, K} \tag{1.18}
\end{equation*}
$$

where $\boldsymbol{\psi}_{j}=\boldsymbol{\psi}_{j}\left(\mathbf{U}, \mathbf{F}^{\prime}\right)=\left(\left(\mathbf{\Psi}_{j}, \mathbf{N}\right), \Psi_{j}^{2}, \ldots, \Psi_{j}^{n}\right)$. Moreover, solutions of problem (1.17) should satisfy the jump conditions

$$
\begin{equation*}
\left[\left(\Psi_{j}(\mathbf{U}), \mathbf{N}\right)\right]=0 \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1}, \quad j=\overline{1, K} \tag{1.19}
\end{equation*}
$$

coming from (1.3). At the same time, taking into account Assumption 1.1 and Remark 1.1 , it is natural to make the following assumption that should be true for all the physically relevant models.

Assumption 1.2. The divergent constraints (1.18) are the restrictions on the initial data $(1.17 \mathrm{c})$, i.e., if (1.18) are satisfied initially, they hold for all $t>0$. Equations (1.17b) and (1.19) form a system of $N$ independent boundary conditions.

To clarify Assumption 1.2 we can refer, for example, to MHD. Namely, in MHD the jump condition $f_{t}[(\mathbf{H}, \mathbf{N})]=0$ contained in the corresponding main system, $(1.17 \mathrm{~b})$, is implied by the equation $[(\mathbf{H}, \mathbf{N})]=0$ coming from the divergent constraint $\operatorname{div} \mathbf{H}=0$. That is, in MHD the number of independent Rankine-Hugoniot boundary conditions is equal to the number of conservation laws.

To prove the existence of solutions with a surface of strong discontinuity $\Gamma(t)$ for the system of hyperbolic conservation laws (1.1) one needs to reply to the following question: does there exist a solution $(\mathbf{U}, f)$ to problem (1.17) at least locally in time? The necessary (but not sufficient) condition for this is that the hyperbolic problem (1.17) has the correct number of boundary conditions in (1.17b). In this connection, it should be noted that, in contrast with the standard boundary conditions (1.6b), one of the conditions in (1.17b) is needed for determining the function $f\left(t, \mathbf{x}^{\prime}\right)$. For noncharacteristic discontinuities, i.e., shock waves, the plane $x_{1}=0$ is not a characteristic boundary for system (1.17). That is, the boundary matrix $A_{\nu}$ is nonsingular at $x_{1}=0: \operatorname{det} A_{\nu}^{ \pm} \neq 0$, where $A_{\nu}^{ \pm}=\left.A_{\nu}\right|_{x_{1}= \pm 0}$. As is known, for shock waves the correct number of Rankine-Hugoniot boundary conditions is guaranteed by the Lax shock conditions. They can be conveniently written in terms of the eigenvalues of the boundary matrix $A_{\nu}$ :

$$
\begin{equation*}
\lambda_{k}\left(A_{\nu}^{+}\right)<0<\lambda_{k}\left(A_{\nu}^{-}\right), \quad \lambda_{k-1}\left(A_{\nu}^{-}\right)<0<\lambda_{k+1}\left(A_{\nu}^{+}\right) \tag{1.20}
\end{equation*}
$$

where $\lambda_{i}\left(A_{\nu}^{ \pm}\right)\left(i=\overline{1, N}, \lambda_{1} \leq \ldots \leq \lambda_{N}\right)$ are the eigenvalues of the matrices $A_{\nu}^{ \pm}$and $k$ is a fixed integer number, $1 \leq k \leq N$ (an associated shock wave is called $k$-shock), $\lambda_{0}:=-\infty, \lambda_{N+1}:=+\infty$.

Let $\left(\widehat{\mathbf{U}}(t, \mathbf{x}), \hat{f}\left(t, \mathbf{x}^{\prime}\right)\right)$ be a given vector-function, where $\widehat{\mathbf{U}}$ is supposed to be smooth for $\mathbf{x} \in \mathbb{R}_{ \pm}^{n}$. Then the linearization of (1.17) results in the following variable coefficients problem for determining small perturbations $(\delta \mathbf{U}, \delta f)$ (below we drop $\delta$ ):

$$
\begin{array}{r}
L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{U}+\widehat{C} \mathbf{U}=\{L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) f\} \widehat{\mathbf{U}}_{x_{1}} \quad \text { in }[0, T] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right),  \tag{1.21a}\\
B\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}\right) \mathbf{F}-\left[S^{-1}(\widehat{\mathbf{U}}) A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{U}\right]=0 \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1}
\end{array}
$$

and the initial data for the perturbation $(\mathbf{U}, f)$ coincide with (1.17c). Here, $\widehat{\mathbf{F}}=$ $\left(\hat{f}_{t}, \widehat{\mathbf{F}}^{\prime}\right), \widehat{\mathbf{F}}^{\prime}=\nabla_{\mathrm{x}^{\prime}} \hat{f}$, the matrix $\widehat{C}=\widehat{C}\left(\widehat{\mathbf{U}}, \widehat{\mathbf{U}}_{t}, \nabla \widehat{\mathbf{U}}, \widehat{\mathbf{F}}\right)$ is determined as follows:

$$
\widehat{C} \mathbf{U}=\left(\mathbf{U}, \nabla_{u} A_{0}(\widehat{\mathbf{U}})\right) \widehat{\mathbf{U}}_{t}+\left(\mathbf{U}, \nabla_{u} A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\right) \widehat{\mathbf{U}}_{x_{1}}+\sum_{k=2}^{n}\left(\mathbf{U}, \nabla_{u} A_{k}(\widehat{\mathbf{U}})\right) \widehat{\mathbf{U}}_{x_{k}}
$$

$\left(\mathbf{U}, \nabla_{u}\right):=\sum_{i=1}^{N} u_{i} \partial / \partial u_{i}$. Recall that $S(\mathbf{U})$ is the Friedrichs symmetrizer mentioned above, i.e., $S^{-1} A_{\nu}=B_{\nu}$, where $B_{\nu}=\sum_{\alpha=0}^{n} \nu_{\alpha} B_{\alpha}$. Problem (1.21a), (1.17c) is the
genuine linearization of (1.17) in the sense that we keep all the lower order terms in (1.21a).

It should be noted that the differential operator in system (1.21a) is a first order operator in $f$. This fact can give some trouble in the application of the energy method to (1.21a). To avoid this difficulty we make the change of unknowns (see [2])

$$
\begin{equation*}
\overline{\mathbf{U}}=\mathbf{U}-f \widehat{\mathbf{U}}_{x_{1}} \tag{1.22}
\end{equation*}
$$

In terms of the "good unknown" (1.22) problem (1.21a) takes the form

$$
\begin{align*}
& L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \overline{\mathbf{U}}+\widehat{C} \overline{\mathbf{U}}+f \partial_{1}\{L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \widehat{\mathbf{U}}\}=0 \quad \text { in }[0, T] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right),  \tag{1.23a}\\
& \begin{aligned}
& B\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}\right) \mathbf{F}-\left[S^{-1}(\widehat{\mathbf{U}}) A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \overline{\mathbf{U}}\right] \\
&=-f\left[S^{-1}(\widehat{\mathbf{U}}) A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \widehat{\mathbf{U}}_{x_{1}}\right] \quad \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1}
\end{aligned}
\end{align*}
$$

Actually, to prove a local existence theorem for the nonlinear problem (1.17) with strictly dissipative boundary conditions or having a strictly dissipative $p$-symmetrizer (see section 2), it is not necessary to consider the genuine linearization (1.21a). It is enough to keep only the principal part of the linearized equations, i.e., one can drop the lower order terms in (1.23). At the same time, for the case when the loss of derivatives takes place it needs to perform genuine linearization ("to find a differential") for the purpose of a possible use of the Nash-Moser method (see discussion in Remark 1.2). The linearized equations associated to (1.17a), (1.17b) and obtained by dropping the lower order terms in (1.23) read:

$$
\begin{align*}
L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{U}=\mathbf{f} & \text { in }[0, T] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right)  \tag{1.24a}\\
B\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}\right) \mathbf{F}-\left[S^{-1}(\widehat{\mathbf{U}}) A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{U}\right]=\mathbf{g} \quad & \text { on }[0, T] \times\left\{x_{1}=0\right\} \times \mathbb{R}^{n-1} \tag{1.24b}
\end{align*}
$$

Here we introduce the source terms $\mathbf{f}(t, \mathbf{x})$ and $\mathbf{g}\left(t, \mathbf{x}^{\prime}\right)$, where $\mathbf{f}(t, \mathbf{x})=\mathbf{f}^{ \pm}(t, \mathbf{x})$ for $\mathbf{x} \in \mathbb{R}_{ \pm}^{n}$.

For problem (1.24) the definitions of dissipative and strictly dissipative boundary conditions are analogous to those in (1.12) and (1.11). In particular, the homogenous boundary conditions $(1.24 \mathrm{~b})(\mathbf{g}=0)$ are dissipative if $-\left.\left[\left(A_{\nu} \mathbf{U}, \mathbf{U}\right)\right]\right|_{x_{1}=0} \geq 0$ for all $\mathbf{U}$ satisfying (1.24b). Assuming that the front can be eliminated, i.e., the vector-function $\mathbf{F}$ can be expressed through $\mathbf{U}^{+}, \mathbf{U}^{-}$, and $\mathbf{g}$ (see section 3 for more details), for shock waves the counterparts of estimates (1.14) and (1.13) are the following:

$$
\begin{align*}
& \|f\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}^{n-1}\right)}+\sum_{ \pm}\|\mathbf{U}(t)\|_{W_{2}^{1}\left(\mathbb{R}_{ \pm}^{n}\right)} \leq C\left\{\left\|f_{0}\right\|_{W_{2}^{1}\left(\mathbb{R}^{n-1}\right)}\right.  \tag{1.25}\\
& \left.\quad+\sum_{ \pm}\left\{\left\|\mathbf{U}_{0}\right\|_{W_{2}^{1}\left(\mathbb{R}_{ \pm}^{n}\right)}+\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}\right\}+\|\mathbf{g}\|_{W_{2}^{2}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\}
\end{align*}
$$

(for dissipative boundary conditions),

$$
\begin{align*}
& \|f\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}^{n-1}\right)}+\sum_{ \pm}\|\mathbf{U}(t)\|_{L_{2}\left(\mathbb{R}_{ \pm}^{n}\right)} \leq C\left\{\left\|f_{0}\right\|_{W_{2}^{1}\left(\mathbb{R}^{n-1}\right)}\right.  \tag{1.26}\\
& \left.\quad+\sum_{ \pm}\left\{\left\|\mathbf{U}_{0}\right\|_{L_{2}\left(\mathbb{R}_{ \pm}^{n}\right)}+\left\|\mathbf{f}^{ \pm}\right\|_{L_{2}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}\right\}+\|\mathbf{g}\|_{L_{2}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\}
\end{align*}
$$

(for strictly dissipative boundary conditions).

Since the original nonlinear problem (1.17) is a reduced free-boundary-value problem, we should gain the "additional derivative" for the front perturbation $f$ (cf. (1.26)) to use then fixed-point argument. In this sense the a priori estimate (1.25) indicates the loss of one derivative not only from the source term $\mathbf{g}$ but also from the front $f$. At the same time, Rankine-Hugoniot boundary conditions are usually not dissipative (not to mention strict dissipativity). Nevertheless, the energy method can be still applied to problem (1.17) under certain circumstances. The main idea is to obtain from the linearized problem a problem for higher order derivatives of $\mathbf{U}$ so that this problem has dissipative (or strictly dissipative) boundary conditions. Such an idea was first realized by Blokhin [7, 9] for shock waves in gas dynamics. In the next section we formalize this idea by introducing the notations of dissipative and strictly dissipative $p$-symmetrizers and give concrete examples of $p$-symmetrizers. In section 3 we consider the case of constant coefficients and deduce a priori estimates for Lax shock waves whose linearized problems have a $p$-symmetrizer. In section 4 we carry these estimates over variable coefficients and outline the proof of the local existence theorem for the original nonlinear problem (1.17), provided that the corresponding constant coefficients linearized problem has a strictly dissipative $p$-symmetrizer. For all the linear results obtained earlier by the dissipative integrals technique for shock waves in various concrete models (see [13] and references therein) this enables one to conclude the local existence of shock-front solutions of the corresponding nonlinear systems. Eventually, in section 5 we make concluding remarks and discuss open problems.
2. Dissipative p-symmetrizers: Definition and examples. We introduce the notations of dissipative and strictly dissipative $p$-symmetrizers for linear hyperbolic initial-boundary-value problems with constant coefficients. We give the definition of these notations for the case of Rankine-Hugoniot boundary conditions. The corresponding definition for the earthier case of standard boundary conditions (cf. $(1.6 b))$ is given analogously and does not need a separate treatment.

The constant coefficients linearized problem for planar discontinuities is of decisive importance for the subsequent variable coefficients and nonlinear analysis. For planar discontinuities $\hat{f}\left(t, \mathbf{x}^{\prime}\right)$ is a linear function:

$$
\begin{equation*}
\hat{f}\left(t, \mathbf{x}^{\prime}\right)=\sigma t+\left(\boldsymbol{\sigma}^{\prime}, \mathbf{x}^{\prime}\right), \quad \boldsymbol{\sigma}=\left(\sigma, \boldsymbol{\sigma}^{\prime}\right) \in \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

For the case of a piecewise constant solution,

$$
\widehat{\mathbf{U}}= \begin{cases}\widehat{\mathbf{U}}^{+}, & x_{1}>\sigma t+\left(\boldsymbol{\sigma}^{\prime}, \mathbf{x}^{\prime}\right) \\ \widehat{\mathbf{U}}^{-}, & x_{1}<\sigma t+\left(\boldsymbol{\sigma}^{\prime}, \mathbf{x}^{\prime}\right)\end{cases}
$$

equations (1.24) have constant ("frozen") coefficients:

$$
\begin{gather*}
L\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right) \mathbf{U}=\mathbf{f}^{ \pm} \quad \text { for } \mathbf{x} \in \mathbb{R}_{ \pm}^{n}  \tag{2.2a}\\
\widehat{B} \mathbf{F}-\left[\widehat{S}^{-1} \widehat{A}_{\nu} \mathbf{U}\right]=\mathbf{g} \quad \text { for } x_{1}=0 \tag{2.2b}
\end{gather*}
$$

where $\widehat{B}=B\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}\right), \widehat{S}^{ \pm}=S\left(\widehat{\mathbf{U}}^{ \pm}\right), \widehat{A}_{\nu}^{ \pm}=A_{\nu}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right), \widehat{A}_{\alpha}^{ \pm}=A_{\alpha}\left(\widehat{\mathbf{U}}^{ \pm}\right)$are constant coefficients matrices, and $\left[\widehat{S}^{-1} \widehat{A}_{\nu} \mathbf{U}\right]=\left(\widehat{S}^{+}\right)^{-1} \widehat{A}_{\nu}^{+} \mathbf{U}^{+}-\left(\widehat{S}^{-}\right)^{-1} \widehat{A}_{\nu}^{-} \mathbf{U}^{-}$, etc.

Assumption 2.1. The functions $\Psi_{j}^{i}(\mathbf{U})$ in (1.3) are linear.
Assumption 2.1 is satisfied for most examples of constrained hyperbolic systems we know. At the same time, this assumption is made only for simplicity of arguments
below and can be easily removed. Assuming the linearity of $\Psi^{i}(\mathbf{U})$, the linearized constraints (1.18) after the change of unknowns (1.22) (below we drop the bars) read:

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\psi}_{j}=0, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n}, \quad j=\overline{1, K} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{\psi}_{j}=\boldsymbol{\psi}_{j}\left(\mathbf{U}, \widehat{\mathbf{F}}^{\prime}\right)=\left(\left(\boldsymbol{\Psi}_{j}, \widehat{\mathbf{N}}\right), \Psi_{j}^{2}, \ldots, \Psi_{j}^{n}\right), \widehat{\mathbf{N}}=\left(1,-\widehat{\mathbf{F}}^{\prime}\right)$. For the case of constant coefficients $(2.2), \widehat{\mathbf{N}}=\left(1,-\boldsymbol{\sigma}^{\prime}\right)$.
2.1. The main definition. Given a nonnegative integer number $p$, we introduce the notation

$$
\mathbf{W}_{p}:=\left(\partial^{\alpha^{1}} \mathbf{U}, \ldots, \partial^{\alpha^{d}} \mathbf{U}\right)
$$

with

$$
d=C_{n+p}^{p}, \quad\left|\alpha^{i}\right|=p, \quad i=\overline{1, d}, \quad \alpha^{i} \neq \alpha^{j} \quad \text { for } i \neq j,
$$

where $\partial^{\alpha}:=\partial_{t}^{\alpha_{0}} \partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}}, \alpha=\left(\alpha_{0}, \ldots, \alpha_{n}\right)$. In particular, $\mathbf{W}_{0}=\mathbf{U}, \mathbf{W}_{1}=$ $\left(\mathbf{U}_{t}, \mathbf{U}_{x_{1}}, \ldots, \mathbf{U}_{x_{n}}\right), \mathbf{W}_{2}=\left(\mathbf{U}_{t t}, \mathbf{U}_{t x_{1}}, \ldots, \mathbf{U}_{x_{n-1} x_{n}}, \mathbf{U}_{x_{n} x_{n}}\right)$. Below we will usually omit the index $p$, i.e., $\mathbf{W}:=\mathbf{W}_{p}$.

Differentiating systems (2.2a) (if $p \neq 0$ ) and taking into account relations (2.3), one gets

$$
\begin{equation*}
P^{ \pm} \widetilde{L}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right) \mathbf{W}+\sum_{j=1}^{K} \sum_{|\alpha|=p} \mathbf{R}_{j, \alpha}^{ \pm} \operatorname{div}\left(\boldsymbol{\psi}_{j}\left(\partial^{\alpha} \mathbf{U}, \boldsymbol{\sigma}^{\prime}\right)\right)=P^{ \pm} \widetilde{\mathbf{f}}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n} \tag{2.4}
\end{equation*}
$$

where

$$
\widetilde{L}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right)=I_{d} \otimes L\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right), \quad \tilde{\mathbf{f}}^{ \pm}=\left(\partial^{\alpha^{1}} \mathbf{f}^{ \pm}, \ldots, \partial^{\alpha^{d}} \mathbf{f}^{ \pm}\right)
$$

$\mathbf{R}_{j, \alpha}^{ \pm}=\mathbf{R}_{j, \alpha}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right)$ and $P^{ \pm}=P\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right)$ are, respectively, vectors and nonsingular matrices of order $N d$. Here and below the subscript in $I_{j}$ indicates the order of the unit matrix $I_{j}=I$ (sometimes we omit it). Systems (2.4) can be rewritten as follows:

$$
\begin{equation*}
\mathcal{L}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right) \mathbf{W}=\mathcal{F}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n} \tag{2.5}
\end{equation*}
$$

where

$$
\mathcal{L}=\mathcal{L}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right)=\widehat{\mathcal{A}}_{0}^{ \pm} \partial_{t}+\sum_{j=1}^{n} \widehat{\mathcal{A}}_{j}^{ \pm} \partial_{j}, \quad \mathcal{F}^{ \pm}=\mathcal{F}^{ \pm}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right)=P^{ \pm} \widetilde{\mathbf{f}}^{ \pm}
$$

and $\widehat{\mathcal{A}}_{i}^{ \pm}=\mathcal{A}_{i}\left(\widehat{\mathbf{U}}^{ \pm}, \boldsymbol{\sigma}\right), i=\overline{0, n}$, are matrices of order $N d$ (their explicit form is determined from (2.4)).

Systems (2.5) are a kind of "secondary higher order" symmetrization of the symmetric systems (2.2a) if the matrices $\widehat{\mathcal{A}}_{i}^{ \pm}$are again symmetric. Moreover, to make these matrices symmetric when writing out (2.5) one can take into account the trivial relations like

$$
\partial_{i} \partial_{j} \mathbf{U}=\partial_{j} \partial_{i} \mathbf{U}, \quad \partial_{i} \partial_{j} \partial_{k} \mathbf{U}=\partial_{j} \partial_{i} \partial_{k} \mathbf{U}=\ldots=\partial_{k} \partial_{j} \partial_{i} \mathbf{U}, \quad \text { etc., }
$$

which follow from the smoothness hypothesis (in $\mathbb{R}_{ \pm}^{n}$ ). Clearly, systems (2.5) are not uniquely written out. It follows that a corresponding $p$-symmetrizer (see the definition below) is not uniquely determined and, in principle, the problem can have different $p$-symmetrizers. It is however quite natural and does not, of course, imply the nonuniqueness of solutions to the problem.

The boundary conditions for systems (2.5) are obtained by the tangential differentiation (with respect to $t$ and $\mathbf{x}^{\prime}$ ) of conditions ( 2.2 b ), and, furthermore, systems (2.4) themselves differentiated $p-1$ times and considered at $x_{1}=0$ can be used as boundary conditions. Unfortunately, the boundary conditions are difficult to present in a concrete form, but it is clear that the right-hand parts in them depend on $\partial_{t, \mathrm{x}^{\prime}}^{\alpha} \mathbf{g}$, with $|\alpha|=p$, and $\left.\partial^{\beta} \mathbf{f}^{ \pm}\right|_{x_{1}= \pm 0}$, with $|\beta|=p-1$, where $\partial_{t, \mathrm{x}^{\prime}}^{\alpha}:=\partial_{t}^{\alpha_{0}} \partial_{2}^{\alpha_{2}} \cdots \partial_{n}^{\alpha_{n}}$, $\alpha=\left(\alpha_{0}, \alpha_{2}, \ldots, \alpha_{n}\right)$. The corresponding vector of right-hand parts formed by $\partial_{t, \mathrm{x}^{\prime}}^{\alpha} \mathbf{g}$ and $\left.\partial^{\beta} \mathbf{f}^{ \pm}\right|_{x_{1}= \pm 0}$ is below denoted by $\mathcal{G}$.

We are now in a position to give the definition of the (strictly) dissipative $p$ symmetrizer.

Definition 2.1. The set of matrices and vectors

$$
\mathbb{S}=\mathbb{S}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \boldsymbol{\sigma}\right):=\left\{P^{+}, P^{-},\left\{\mathbf{R}_{j, \alpha}^{+}\right\}_{j=\overline{1, K},|\alpha|=p},\left\{\mathbf{R}_{j, \alpha}^{-}\right\}_{j=\overline{1, K},|\alpha|=p}\right\}
$$

$\left(\mathbb{S}:=\left\{P^{+}, P^{-}\right\}\right.$if system (1.1) has no divergent constraints) is called the dissipative p-symmetrizer of problem (2.2) if the matrices $\widehat{\mathcal{A}}_{i}^{ \pm}$in (2.5) are symmetric and there is an open subset $D$ of the state space $G \subset \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{n}$, a constant matrix $B$, and a constant $\gamma$ such that

$$
\begin{equation*}
\widehat{\mathcal{A}}_{0}^{+}>0, \quad \widehat{\mathcal{A}}_{0}^{-}>0 \tag{2.6}
\end{equation*}
$$

and (cf. (1.12))

$$
\begin{equation*}
-\left.\left[\left(\widehat{\mathcal{A}}_{1} \mathbf{W}, \mathbf{W}\right)\right]\right|_{x_{1}=0} \geq(B \mathcal{G}, \widetilde{\mathbf{W}})-\gamma|\mathcal{G}|^{2} \tag{2.7}
\end{equation*}
$$

for all $\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \boldsymbol{\sigma}\right) \in D$ and all $\mathbf{W}$ satisfying the boundary conditions for systems (2.5), where $\widetilde{\mathbf{W}}=\left(\widetilde{\mathbf{W}}^{+}, \widetilde{\mathbf{W}}^{-}\right)$and $\widetilde{\mathbf{W}}^{ \pm}$is the projection of $\mathbf{W}^{ \pm}$orthogonal to $\operatorname{ker} \widehat{\mathcal{A}}_{1}^{ \pm}$ (for shock waves $\widetilde{\mathbf{W}}^{ \pm}=\mathbf{W}^{ \pm}=\left.\mathbf{W}\right|_{x_{1}= \pm 0}$ ).

The set $\mathbb{S}$ is called the strictly dissipative $p$-symmetrizer of problem (2.2) if it is a dissipative p-symmetrizer of this problem and there is a fixed constant $\delta>0$ such that

$$
\begin{equation*}
-\left.\left[\left(\widehat{\mathcal{A}}_{1} \mathbf{W}, \mathbf{W}\right)\right]\right|_{x_{1}=0} \geq \delta|\widetilde{\mathbf{W}}|^{2}-\delta^{-1}|\mathcal{G}|^{2} \tag{2.8}
\end{equation*}
$$

Remark 2.1. For 1 -shocks $\widehat{A}_{\nu}^{-}>0$ (cf. (1.20)) and, therefore, the strictly dissipative $p$-symmetrizer can be taken in the form

$$
\mathbb{S}=\left\{P^{+}, \gamma I,\left\{\mathbf{R}_{j, \alpha}^{+}\right\}_{j=\overline{1, K},|\alpha|=p}, 0, \ldots, 0\right\}
$$

where the constant $\gamma>0$ is large enough, $P^{+}, \mathbf{R}_{j, \alpha}^{+}$are such that the matrices $\widehat{\mathcal{A}}_{\alpha}^{+}$ are symmetric, $\widehat{\mathcal{A}}_{0}^{+}>0$, and the relaxed condition (2.8),

$$
-\left.\left(\widehat{\mathcal{A}}_{1}^{+} \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=+0} \geq \delta\left|\mathbf{W}^{+}\right|^{2}-\delta^{-1}\left\{|\mathcal{G}|^{2}+\left|\mathbf{W}^{-}\right|^{2}\right\}
$$

is fulfilled. Thanks to the choice of $\gamma$ and the condition $\widehat{\mathcal{A}}_{1}^{-}=\gamma\left(I_{d} \otimes \widehat{A}_{\nu}^{-}\right)>0$, the last inequality implies (2.8) with an appropriate (and different) $\delta$. That is, systems (2.5) are symmetric hyperbolic and the boundary conditions for them are strictly dissipative (cf. (1.11)).

Remark 2.2. The definition of the $p$-symmetrizer for the case of standard boundary conditions is analogous to Definition 2.1. Note only that for problem (1.7) (with
"frozen" coefficients) the $p$-symmetrizer has the form $\mathbb{S}=\left\{P,\left\{\mathbf{R}_{j, \alpha}\right\}_{j=\overline{1, K},|\alpha|=p}\right\}$, where $P$ is a nonsingular matrix of order $N C_{n+p}^{p}$, etc.

We now give some concrete examples of dissipative and strictly dissipative $p$ symmetrizers. Without loss of generality we will consider homogenous interior equations and homogenous boundary conditions.
2.2. Example 1: The wave equation. Consider the initial-boundary-value problem in the half-plane $\mathbb{R}_{+}^{2}$ for the 2D wave equation:

$$
\begin{gather*}
u_{t t}=u_{x_{1} x_{1}}+u_{x_{2} x_{2}} \quad \text { for } x_{1}>0  \tag{2.9a}\\
u_{t}+a u_{x_{1}}+b u_{x_{2}}=0 \quad \text { for } x_{1}=0 \tag{2.9b}
\end{gather*}
$$

where $a$ and $b$ are real constants. As is known, the boundary conditions (2.9b) satisfy the uniform Lopatinski condition in the half-strip

$$
\begin{equation*}
|b|<1, \quad a<0 \tag{2.10}
\end{equation*}
$$

Problem (2.9) is easily reduced in the following problem for a symmetric hyperbolic system for the vector $\mathbf{U}=\left(u_{1}, u_{2}, u_{3}\right)=\left(u_{t}, u_{x_{1}}, u_{x_{2}}\right)$ :

$$
\begin{gather*}
\mathbf{U}_{t}+A_{1} \mathbf{U}_{x_{1}}+A_{2} \mathbf{U}_{x_{2}}=0 \text { for } x_{1}>0  \tag{2.11a}\\
M \mathbf{U}=0 \quad \text { for } x_{1}=0 \tag{2.11b}
\end{gather*}
$$

with

$$
A_{1}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad M=\left(\begin{array}{ccc}
1 & a & b
\end{array}\right) .
$$

In terms of the components of the vector $\mathbf{U}$ the trivial relation $u_{x_{1} x_{2}}=u_{x_{2} x_{1}}$ satisfied by classical solutions of (2.9) reads:

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\Psi}(\mathbf{U})=0, \quad \mathbf{\Psi}=\left(u_{3},-u_{2}\right) \tag{2.12}
\end{equation*}
$$

Let us now forget about the connection between problems (2.9) and (2.11) (it is only important that for (2.11) the uniform Lopatinski condition is also given by (2.10)). Then (2.12) should be considered as a divergent constraint for the initial data for (2.11). Indeed, one can easily show that if (2.12) is satisfied initially, it holds for solutions of (2.11a) for all $t>0$.

We now prove that (2.11) has a strictly dissipative 0 -symmetrizer which can be taken in the form $\mathbb{S}=\{P, \mathbf{R}\}$, with

$$
P=\left(\begin{array}{ccc}
p_{1} & p_{2} & p_{3} \\
p_{2} & p_{1} & 0 \\
p_{3} & 0 & p_{1}
\end{array}\right), \quad R=\left(\begin{array}{c}
0 \\
-p_{3} \\
p_{2}
\end{array}\right), \quad p_{i} \in \mathbb{R},
$$

and the parameter domain $D$ (see Definition 2.1 and Remark 2.2) coincides with the the domain of fulfillment of the uniform Lopatinski condition, (2.10). Indeed, applying $\mathbb{S}$ to (2.11), (2.12) leads to the system

$$
\begin{equation*}
P \mathbf{U}_{t}+P A_{1} \mathbf{U}_{x_{1}}+P A_{2} \mathbf{U}_{x_{2}}+\mathbf{R} \operatorname{div} \mathbf{\Psi}=\mathcal{A}_{0} \mathbf{U}_{t}+\mathcal{A}_{1} \mathbf{U}_{x_{1}}+\mathcal{A}_{2} \mathbf{U}_{x_{2}}=0 \tag{2.13}
\end{equation*}
$$

where $\mathcal{A}_{0}=P>0$ if $p_{1}>0$ and $p_{1}^{2}-p_{2}^{2}-p_{3}^{2}>0$. Also,

$$
\mathcal{A}_{1}=\left(\begin{array}{ccc}
-p_{2} & -p_{1} & 0 \\
-p_{1} & -p_{2} & -p_{3} \\
0 & -p_{3} & p_{2}
\end{array}\right), \quad \mathcal{A}_{2}=\left(\begin{array}{ccc}
-p_{3} & 0 & -p_{1} \\
0 & p_{3} & -p_{2} \\
-p_{1} & -p_{2} & -p_{3}
\end{array}\right)
$$

Note that $\mathcal{A}_{0}=\mathcal{T}^{*}\left\{I_{2} \otimes \mathcal{H}\right\} \mathcal{T}\left(\mathcal{A}_{0}>0\right.$ if $\left.\mathcal{H}>0\right)$,

$$
\begin{gathered}
\mathcal{A}_{1}=\mathcal{T}^{*}\left\{\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) \otimes \mathcal{H}\right\} \mathcal{T}, \quad \mathcal{A}_{2}=\mathcal{T}^{*}\left\{\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \otimes \mathcal{H}\right\} \mathcal{T} \\
\mathcal{T}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & -1 & 0 \\
0 & -1 & 0 \\
1 & 0 & 1
\end{array}\right), \quad \mathcal{H}=\left(\begin{array}{cc}
p_{1}-p_{3} & -p_{2} \\
-p_{2} & p_{1}+p_{3}
\end{array}\right)
\end{gathered}
$$

Omitting calculations, one has

$$
\begin{equation*}
-\left.\left(\mathcal{A}_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0}=-\left.\left(\left\{\mathcal{S}^{*} \mathcal{H}+\mathcal{H} \mathcal{S}\right\} \mathbf{V}_{2}, \mathbf{V}_{2}\right)\right|_{x_{1}=0} \tag{2.14}
\end{equation*}
$$

where

$$
\mathbf{V}=\mathcal{T} \mathbf{U}=\binom{\mathbf{V}_{1}}{\mathbf{V}_{2}},\left.\quad \mathbf{V}_{1}\right|_{x_{1}=0}=\left.\mathcal{S} \mathbf{V}_{2}\right|_{x_{1}=0}, \quad \mathcal{S}=\left(\begin{array}{cc}
\frac{2 a}{1-b} & \frac{b+1}{b-1} \\
1 & 0
\end{array}\right)
$$

All the eigenvalues of the matrix $\mathcal{S}$ lie in the left half-plane $\left(\Re \lambda_{i}(\mathcal{S})<0\right)$, provided that the uniform Lopatinski condition (2.10) holds. In this case the Lyapunov matrix equation [5]

$$
\begin{equation*}
\mathcal{S}^{*} \mathcal{H}+\mathcal{H S}=-G \tag{2.15}
\end{equation*}
$$

has a unique solution $\mathcal{H}$ for any symmetric matrix $G$, and if $G>0$, then $\mathcal{H}=\mathcal{H}^{*}>0$. Assuming that $G=G^{*}>0$ and taking into account the relation $\mathbf{V}=\mathcal{T} \mathbf{U}$ and the boundary conditions $\left.\mathbf{V}_{1}\right|_{x_{1}=0}=\left.\mathcal{S} \mathbf{V}_{2}\right|_{x_{1}=0}$, we have

$$
-\left.\left(\mathcal{A}_{1} \mathbf{U}, \mathbf{U}\right)\right|_{x_{1}=0}=\left.\left(G \mathbf{V}_{2}, \mathbf{V}_{2}\right)\right|_{x_{1}=0} \geq\left.\delta|\mathbf{U}|_{x_{1}=0}\right|^{2}
$$

where $\delta>0$ is a constant depending on the norms of the matrices $G, \mathcal{S}$, and $\mathcal{T}$. Thus, $\mathbb{S}$ is the strictly dissipative 0 -symmetrizer.

Remark 2.3. The constants $p_{1}, p_{2}$, and $p_{3}$ are found explicitly from (2.15) through the elements of the matrix $G=\left\{g_{i j}\right\}_{i, j=1,2}$. In particular,

$$
p_{2}=-g_{22} \frac{1-b}{2(1+b)}<0
$$

$\left(g_{22}>0\right.$ since $\left.G>0\right)$. The condition $p_{2} \neq 0$ and the inequality $p_{1}^{2}-p_{2}^{2}-p_{3}^{2}>0$ imply that $\operatorname{det} \mathcal{A}_{1} \neq 0$, i.e., the boundary $x_{1}=0$ is noncharacteristic for system (2.13). This could seem strange because for system (2.11a) the boundary is characteristic, but systems (2.11a) and (2.13) are equivalent (since det $P \neq 0$ ). This is, however, quite natural because we should take into account the divergent constraint (2.12). Indeed, with condition (2.12) problem (2.11) has not a so-called loss of control on derivatives in the normal direction. Namely, the $x_{1}$-derivative of the "characteristic part" $u_{3}$ of $\mathbf{U}$ is estimated from (2.12). That is, problem (2.11) being formally a hyperbolic problem with characteristic boundary has the features of noncharacteristic problems.

Remark 2.4. The symmetrization of the multidimensional wave equation $[8,10]$ ( $n \geq 3$ ) with strictly dissipative boundary conditions can be formalized in terms of the construction of a strictly dissipative 0 -symmetrizer as well. In particular, for the case $n=3$ the matrix $P$ has the form

$$
P=\left(\begin{array}{cccc}
p_{1} & p_{2} & p_{3} & p_{4} \\
p_{2} & p_{1} & 0 & 0 \\
p_{3} & 0 & p_{1} & 0 \\
p_{4} & 0 & 0 & p_{1}
\end{array}\right), \quad p_{i} \in \mathbb{R}, \quad p_{1}^{2}-p_{2}^{2}-p_{3}^{2}-p_{4}^{2}>0
$$

We refer also to [13] where such a 0 -symmetrizer for the 3 D wave equation is used for constructing a strictly dissipative 2 -symmetrizer for relativistic gas dynamical shock waves. For simplicity, in Examples 3 and 4 below we consider the 2D case for shock waves in gas dynamics and MHD, and the structure of 2 -symmetrizers for them is based on a symmetrization of the 2D wave equation which is different from (2.13). For the 3D case for gas dynamical and MHD shock waves we refer to [8, 10, 14] (see also further discussion in the end of section 2).
2.3. Example 2: Compressible current-vortex sheets. For tangential discontinuities (current-vortex sheets) in MHD of ideal compressible fluid, the constant coefficients linearized problem has the form of problem (2.2) (see [45]) with

$$
\begin{gathered}
\widehat{A}_{0}^{ \pm}=\operatorname{diag}\left(\frac{1}{\hat{\rho}^{ \pm}\left(\hat{c}^{ \pm}\right)^{2}}, \hat{\rho}^{ \pm}, \hat{\rho}^{ \pm}, \hat{\rho}^{ \pm}, 1,1,1,1\right), \\
\widehat{A}_{1}^{ \pm}=\left(\begin{array}{cccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & \widehat{H}_{2}^{ \pm} & \widehat{H}_{3}^{ \pm} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \widehat{H}_{2}^{ \pm} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \widehat{H}_{3}^{ \pm} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \\
\widehat{A}_{2}^{ \pm}=\left(\begin{array}{ccccccccc}
\frac{\hat{v}_{2}^{ \pm}}{} & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\hat{\rho}^{ \pm}\left(\hat{c}^{ \pm}\right)^{2} & 0 & \hat{\rho}^{ \pm} \hat{v}_{2}^{ \pm} & 0 & 0 & -\widehat{H}_{2}^{ \pm} & 0 & 0 & 0 \\
0 & 0 & \hat{\rho}^{ \pm} \hat{v}_{2}^{ \pm} & 0 & 0 & 0 & \widehat{H}_{3}^{ \pm} & 0 \\
1 & 0 & 0 & \hat{\rho}^{ \pm} \hat{v}_{2}^{ \pm} & 0 & 0 & -\widehat{H}_{2}^{ \pm} & 0 \\
0 & -\widehat{H}_{2}^{ \pm} & 0 & 0 & \hat{v}_{2}^{ \pm} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \hat{v}_{2}^{ \pm} & 0 & 0 \\
0 & 0 & \widehat{H}_{3} & -\widehat{H}_{2}^{ \pm} & 0 & 0 & \hat{v}_{2}^{ \pm} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
0
\end{gathered}
$$

$\mathbf{U}=(p, \mathbf{v}, \mathbf{H}, S), \widehat{\mathbf{U}}^{ \pm}=\left(\hat{p}^{ \pm}, 0, \hat{v}_{2}^{ \pm}, \hat{v}_{3}^{ \pm}, 0, \widehat{H}_{2}^{ \pm}, \widehat{H}_{3}^{ \pm}, \widehat{S}^{ \pm}\right)$, and the boundary conditions

$$
\begin{gather*}
f_{t}=v_{1}^{ \pm}-\hat{v}_{2}^{ \pm} f_{x_{2}}-\hat{v}_{3}^{ \pm} f_{x_{3}}, \quad[q]=0  \tag{2.16a}\\
H_{1}^{ \pm}=\widehat{H}_{2}^{ \pm} f_{x_{2}}+\widehat{H}_{3}^{ \pm} f_{x_{3}} \tag{2.16b}
\end{gather*}
$$

at $x_{1}=0$. Here $q=p+\left(\widehat{\mathbf{H}}^{ \pm}, \mathbf{H}\right)$ for $\mathbf{x} \in \mathbb{R}_{ \pm}^{3}, \widehat{\mathbf{H}}^{ \pm}=\left(0, \widehat{H}_{2}^{ \pm}, \widehat{H}_{3}^{ \pm}\right), \hat{p}^{ \pm}=p\left(\hat{\rho}^{ \pm}, \widehat{S}^{ \pm}\right)$, $\left(\hat{c}^{ \pm}\right)^{2}=p_{\rho}\left(\hat{\rho}^{ \pm}, \widehat{S}^{ \pm}\right)>0$, and $p=p(\rho, S)$ is the state equation of gas, $\hat{\rho}^{ \pm}>0$ is the unperturbed density for $x_{1} \gtrless 0$, etc. (see [45]). As in [45], without loss of generality we suppose that $\sigma=0$ (see (2.1)), i.e., $\widehat{A}_{\nu}^{ \pm}=\widehat{A}_{1}^{ \pm}$and consider the homogenous problem $\left(\mathbf{f}^{ \pm}=0\right.$ and $\left.\mathbf{g}=0\right)$.

Remark 2.5. Since $\operatorname{det} \widehat{A}_{1}^{ \pm}=0$, the boundary $x_{1}=0$ is characteristic, i.e., current-vortex sheet is a characteristic discontinuity. For shock waves the correct number of boundary conditions is guaranteed by the Lax conditions (1.20). For the general case, the number of boundary conditions should be equal to

$$
1+\sum_{ \pm} \# \text { positive eigenvalues of } \pm A_{\nu}^{ \pm} \text {counting multiplicity. }
$$

That is, for current-vortex sheets the correct number of boundary conditions is three. At first sight, problem (2.2a), (2.16) is overdetermined. On the other hand, one can show that for the original nonlinear problem the boundary conditions $\left(\mathbf{H}^{ \pm}, \mathbf{N}\right)=0$ (see [45]) can be regarded as the restrictions only on the initial data. This was shown in [46] for the case of incompressible MHD, but this proposition can be easily proved for compressible current-vortex sheets as well. Of course, this fact can be analogously (and easier) proved for the linear problem. That is, for problem (2.2a), (2.16) the boundary conditions $(2.16 \mathrm{~b})$ are just the restrictions on the initial data.

Unlike, for example, MHD shock waves or Alfvén discontinuities [13, 44], for current-vortex sheets the Lopatinski determinant can be explicitly written out. At the same time, it is reduced to an algebraic equation of the tenth degree depending on seven dimensionless parameters and one more inner parameter determining the wave vector (see [45]). Moreover, the squaring was applied under the reduction of the Lopatinski determinant to this algebraic equation and, therefore, it can introduce spurious roots. For all these reasons both the analytical analysis and the full numerical study of the Lopatinski determinant are unacceptable for finding the Lopatinski condition. Although, one can analytically show that the uniform Lopatinski condition is never satisfied for problem (2.2a), (2.16), i.e., planar current-vortex sheets can be either violently unstable or weakly (neutrally) stable (see [45]). The alternative energy method suggested in [45] has first enabled one to find sufficient conditions for their weak stability.

The method in [45] can be now described in terms of the notation of dissipative symmetrizer. In fact, in [45] the dissipative 0-symmetrizer $\mathbb{S}=\left\{P^{+}, P^{-}, \mathbf{R}^{+}, \mathbf{R}^{-}\right\}$ was suggested for problem $(2.2 \mathrm{a}),(2.16)$, where $P^{ \pm}=P\left(\widehat{\mathbf{U}}^{ \pm}\right), \mathbf{R}^{ \pm}=\lambda\left(\widehat{\mathbf{U}}^{ \pm}\right) \mathbf{R}\left(\widehat{\mathbf{U}}^{ \pm}\right)$,

$$
P=\left(\begin{array}{cccccccc}
1 & \frac{\lambda H_{1}}{\rho c^{2}} & \frac{\lambda H_{2}}{\rho c^{2}} & \frac{\lambda H_{3}}{\rho c^{2}} & 0 & 0 & 0 & 0 \\
\lambda H_{1} \rho & 1 & 0 & 0 & -\rho \lambda & 0 & 0 & 0 \\
\lambda H_{2} \rho & 0 & 1 & 0 & 0 & -\rho \lambda & 0 & 0 \\
\lambda H_{3} \rho & 0 & 0 & 1 & 0 & 0 & -\rho \lambda & 0 \\
0 & -\lambda & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & -\lambda & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -\lambda & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \mathbf{R}=-\left(\begin{array}{c}
1 \\
0 \\
0 \\
0 \\
H_{1} \\
H_{2} \\
H_{3} \\
0
\end{array}\right)
$$

$\lambda=\lambda(\mathbf{U})$ is a function, and the constants $\lambda^{ \pm}=\lambda\left(\widehat{\mathbf{U}}^{ \pm}\right)$are chosen below. Actually, the application of $\{P, \mathbf{R}\}$ to the original nonlinear MHD system gives a new symmetric form [45] of the MHD equations with the hyperbolicity condition, $\mathcal{A}_{0}(\mathbf{U})=P A_{0}>0$,

$$
\begin{equation*}
\rho \lambda^{2}<\frac{1}{1+c_{\mathrm{A}}^{2} / c^{2}} \tag{2.17}
\end{equation*}
$$

where $c_{\mathrm{A}}=|\mathbf{H}| / \sqrt{\rho}$ (see [45]).
Note that for current sheets, i.e., for the case when $[\hat{\mathbf{v}}]=0\left(\hat{\mathbf{v}}^{ \pm}=\left(0, \hat{v}_{2}^{ \pm}, \hat{v}_{3}^{ \pm}\right)\right)$the boundary conditions (2.16) are dissipative:

$$
\left.\left[\left(\widehat{A}_{1} \mathbf{U}, \mathbf{U}\right)\right]\right|_{x_{1}=0}=2 q^{+}\left[v_{1}\right]=2 q^{+}\left(\left[\hat{\mathbf{v}}^{\prime}\right], \nabla_{\mathbf{x}^{\prime}} f\right)=0
$$

where $\hat{\mathbf{v}}^{\prime \pm}=\left(\hat{v}_{2}^{ \pm}, \hat{v}_{3}^{ \pm}\right)$. That is, for current sheets one has the identical 0-symmetrizer $\mathbb{S}=\{I, 0, I, 0\}\left(\lambda^{ \pm}=0\right)$. Suppose now that $[\hat{\mathbf{v}}] \neq 0$ and $\widehat{\mathbf{H}}^{+} \times \widehat{\mathbf{H}}^{-} \neq 0$ (for the particular case $\widehat{\mathbf{H}}^{+} \times \widehat{\mathbf{H}}^{-}=0$ we refer to [45]). The matrices $\widehat{\mathcal{A}}_{1}^{ \pm}$(cf. (2.5)) have the form

$$
\widehat{\mathcal{A}}_{1}^{ \pm}=\left(\begin{array}{cccccccc}
0 & 1 & 0 & 0 & -\lambda^{ \pm} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & \widehat{H}_{2}^{ \pm} & \widehat{H}_{3}^{ \pm} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\lambda^{ \pm} & 0 & 0 & 0 & 0 & -\lambda^{ \pm} \widehat{H}_{2}^{ \pm} & -\lambda^{ \pm} \widehat{H}_{3}^{ \pm} & 0 \\
0 & \widehat{H}_{2}^{ \pm} & 0 & 0 & -\lambda^{ \pm} \widehat{H}_{2}^{ \pm} & 0 & 0 & 0 \\
0 & \widehat{H}_{3}^{ \pm} & 0 & 0 & -\lambda^{ \pm} \widehat{H}_{3}^{ \pm} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Then, by virtue of (2.16),

$$
\left.\left[\left(\widehat{\mathcal{A}}_{1} \mathbf{U}, \mathbf{U}\right)\right]\right|_{x_{1}=0}=2 q^{+}\left[v_{1}-\lambda H_{1}\right]=2 q^{+}\left(\left[\hat{\mathbf{v}}^{\prime}-\lambda \widehat{\mathbf{H}}^{\prime}\right], \nabla_{\mathrm{x}^{\prime}} f\right)
$$

where $\widehat{\mathbf{H}}^{\prime \pm}=\left(\widehat{H}_{2}^{ \pm}, \widehat{H}_{3}^{ \pm}\right)$.
The constants $\lambda^{ \pm}$are chosen so that $\left[\hat{\mathbf{v}}^{\prime}-\lambda \widehat{\mathbf{H}}^{\prime}\right]=0$ :

$$
\lambda^{ \pm}=-\frac{|[\hat{\mathbf{v}}]| \sin \varphi^{\mp}}{\left|\widehat{\mathbf{H}}^{ \pm}\right| \sin \left(\varphi^{+}-\varphi^{-}\right)}, \quad \cos \varphi^{ \pm}=\frac{\left([\hat{\mathbf{v}}], \widehat{\mathbf{H}}^{ \pm}\right)}{|[\hat{\mathbf{v}}]|\left|\widehat{\mathbf{H}}^{ \pm}\right|}
$$

For such $\lambda^{ \pm}$the boundary conditions for system (2.5) are dissipative and, therefore, $\mathbb{S}$ is the dissipative (but not strictly dissipative) 0 -symmetrizer, provided that $\widehat{\mathcal{A}}_{0}^{ \pm}=$ $\mathcal{A}_{0}\left(\widehat{\mathbf{U}}^{ \pm}\right)>0$. In view of (2.17), the last conditions for the chosen $\lambda^{ \pm}$read:

$$
\begin{equation*}
|[\hat{\mathbf{v}}]|<\left|\sin \left(\varphi^{+}-\varphi^{-}\right)\right| \min \left\{\frac{\gamma^{+}}{\left|\sin \varphi^{-}\right|}, \frac{\gamma^{-}}{\left|\sin \varphi^{+}\right|}\right\} \tag{2.18}
\end{equation*}
$$

where $\gamma^{ \pm}=\hat{c}^{ \pm} \hat{c}_{\mathrm{A}}^{ \pm} /\left(\left(\hat{c}^{ \pm}\right)^{2}+\left(\hat{c}_{\mathrm{A}}^{ \pm}\right)^{2}\right)^{1 / 2}$. Inequality (2.18) represents the sufficient condition for the neutral stability of compressible current-vortex sheets. This condition is of importance for various astrophysical applications such as, for example, the heliopause model [4]. As was shown in [45, 46], in the incompressibility limit inequality (2.18) describes exactly half of the parameter domain of neutral stability.
2.4. Example 3: Gas dynamical shock waves. The system of gas dynamics is an unconstrained hyperbolic system, and gas dynamical shock waves are known to be 1 -shocks. Therefore, while constructing a strictly dissipative symmetrizer one can suppose that $P^{-}=\gamma I$ (see Remark 2.1) and, clearly, $\mathbf{R}_{j, \alpha}^{ \pm}=0$. Keeping in mind the observation about $P^{-}$, without loss of generality the perturbation ahead the planar 1-shock can be assumed to be equal to zero: $\mathbf{U}=0$ for $x_{1}<0$. That is, for gas dynamical shocks the constant coefficients linearized problem (see (2.2)) is formulated in the half-space $\mathbb{R}_{+}^{n}$ and the strictly dissipative $p$-symmetrizer for it is just a matrix: $\mathbb{S}=P^{+}$.

For the 2D case ( $n=2$ ) and in dimensionless values the constant coefficients linearized problem for gas dynamical shock waves has the form of $(2.2)$ with $\left.\mathbf{U}\right|_{x_{1}<0}=$ 0 and $\widehat{A}_{0}^{+}=\operatorname{diag}\left(1, M^{2}, M^{2}, 1\right)$,

$$
\widehat{A}_{\nu}^{+}=\widehat{A}_{1}^{+}=\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
1 & M^{2} & 0 & 0 \\
0 & 0 & M^{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \widehat{A}_{2}^{+}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

(without loss of generality $\boldsymbol{\sigma}=0, \mathbf{f}^{ \pm}=0$, and $\mathbf{g}=0$ ). Here $M=\hat{v}_{1}^{+} / \hat{c}^{+}$is the Mach number behind the shock (in view of the Lax shock conditions, $M<1$ ), $\widehat{\mathbf{U}}^{ \pm}=$ $\left(\hat{p}^{ \pm}, \hat{v}_{1}^{ \pm}, 0, \widehat{S}^{ \pm}\right),\left(\hat{c}^{ \pm}\right)^{2}=\left(\rho^{2} E_{\rho}\right)_{\rho}\left(\hat{\rho}^{ \pm}, \widehat{S}^{ \pm}\right)>0$, and $E=E(\rho, S)$ is the state equation of gas, etc. (see, e.g., [13]). The vector $\mathbf{U}=\left(p, v_{1}, v_{2}, S\right)$ is the vector of perturbations in dimensionless values [13] and $\widehat{A}_{\alpha}^{+}=D\left(\widehat{\mathbf{U}}^{+}\right)^{*} A_{\alpha}\left(\widehat{\mathbf{U}}^{+}\right) D\left(\widehat{\mathbf{U}}^{+}\right)$, where $D\left(\widehat{\mathbf{U}}^{+}\right)$is a diagonal matrix reducing system (2.2a) $\left.\right|_{x_{1}>0}$ to a dimensionless form.

The boundary conditions in a dimensionless form and after eliminating the function $f\left(t, x_{2}\right)$ read [13]:

$$
\begin{equation*}
v_{1}+b_{1} p=0, \quad\left(v_{2}\right)_{t}=b_{2} p_{x_{2}}, \quad S=b_{3} p \tag{2.19}
\end{equation*}
$$

where

$$
b_{1}=\frac{a+1}{2 M^{2}}, \quad b_{2}=\frac{(a-1) R}{2 M^{2}}, \quad b_{3}=1-\frac{a}{M^{2}}, \quad a=\frac{h-R+1}{h / M^{2}-R+1},
$$

$R=\hat{\rho}^{+} / \hat{\rho}^{-}, h=\left(2 E_{S} /\left(\rho E_{\rho S}\right)\right)\left(\hat{\rho}^{+}, \widehat{S}^{+}\right)$. As is known (see [13, 34] and references therein), the boundary conditions (2.19) satisfy the uniform Lopatinski condition, i.e., planar gas dynamical shock waves are uniformly stable if and only if

$$
\begin{equation*}
\frac{M^{2}(R+1)-1}{M^{2}(R-1)+1}<a<1 \tag{2.20}
\end{equation*}
$$

The energy method enabling one to deduce an a priori estimate with no loss of derivatives for (2.2a), (2.19), provided that the uniform Lopatinski condition (2.20) holds, was suggested by Blokhin [6]. We now formalize this method by writing out a strictly dissipative 2 -symmetrizer for this problem (for the 3D case we refer to [13] and references therein). The construction of this symmetrizer is based on a certain symmetrization of the wave equation for the pressure perturbation $p$ implied by the acoustics system:

$$
\begin{equation*}
\tilde{\partial}_{t}^{2} p-\tilde{\partial}_{1}^{2} p-\tilde{\partial}_{2}^{2} p=0 \tag{2.21}
\end{equation*}
$$

where

$$
\tilde{\partial}_{t}=\frac{M}{b^{2}} \partial_{t}, \quad \tilde{\partial}_{1}=\partial_{1}-\frac{M^{2}}{b^{2}} \partial_{t}, \quad \tilde{\partial}_{2}=\frac{1}{b} \partial_{2}, \quad b=\sqrt{1-M^{2}} \in \mathbb{R}_{+}
$$

Using the boundary conditions (2.19) and the acoustics system itself, one can obtain the following boundary condition for (2.21):

$$
\begin{equation*}
M^{2}\left(1+b_{1}\right) p_{t t}-b^{2} p_{t x_{1}}+M^{2} b_{2} p_{x_{2} x_{2}}=0, \quad x_{1}=0 \tag{2.22}
\end{equation*}
$$

Problem (2.21), (2.22) is "symmetrized" as follows (see [13] for details):

$$
\begin{gather*}
B_{0} \mathbf{Y}_{t}+B_{1} \mathbf{Y}_{x_{1}}+B_{2} \mathbf{Y}_{x_{2}}=0 \text { for } x_{1}>0  \tag{2.23}\\
\mathcal{M} \mathbf{Y}=0 \quad \text { for } x_{1}=0 \tag{2.24}
\end{gather*}
$$

where

$$
\begin{gathered}
\mathbf{Y}=\left(\begin{array}{c}
\mathbf{Y}_{1} \\
\mathbf{Y}_{2} \\
\mathbf{Y}_{3}
\end{array}\right), \quad \mathbf{Y}_{1}=\tilde{\partial}_{t}\left(\begin{array}{c}
\tilde{\partial}_{t} p \\
\tilde{\partial}_{1} p \\
\tilde{\partial}_{2} p
\end{array}\right), \quad \mathbf{Y}_{i}=\tilde{\partial}_{i-1}\left(\begin{array}{c}
\tilde{\partial}_{t} p \\
\tilde{\partial}_{1} p \\
\tilde{\partial}_{2} p
\end{array}\right), \quad i=2,3, \\
B_{0}=\frac{M}{b^{2}} \mathcal{T}^{*}\left\{\left(\begin{array}{cc}
1 & -M \\
-M & 1
\end{array}\right) \otimes \mathcal{H}\right\} \mathcal{T}, \quad B_{1}=\mathcal{T}^{*}\left\{\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) \otimes \mathcal{H}\right\} \mathcal{T} \\
B_{2}=\frac{1}{b} \mathcal{T}^{*}\left\{\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \otimes \mathcal{H}\right\} \mathcal{T}, \quad \mathcal{T}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & -1 & 0 \\
0 & -1 & 0 \\
1 & 0 & 1
\end{array}\right) \otimes I_{3} \\
\mathcal{M}_{1}=\left(\begin{array}{lll}
1 & 2 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad \mathcal{M}_{2}=\left(\begin{array}{cc}
-2 & -1 \\
0 & 0 \\
0 & -M b_{1} \\
0
\end{array}\right), \quad \mathcal{M}_{3}=\left(\begin{array}{ccc}
-P_{2}-P_{3} & -P_{2}-P_{4} \\
0 & 1 & 0 \\
0 & 0 & -b_{0}
\end{array}\right), \quad \mathcal{M}=\left(\begin{array}{lll}
\mathcal{M}_{1} & \mathcal{M}_{2} & \mathcal{M}_{3}
\end{array}\right),
\end{gathered}
$$

$P_{k}(k=\overline{1,3})$ are arbitrary symmetric matrices of order $3, P_{4}$ is an arbitrary antisymmetric matrix of order 3 , and $b_{0}=M b_{1}+\left(M^{3} b_{2} / b^{2}\right)$.

Referring for detailed arguments to [13], one gets (cf. (2.14))

$$
-\left.\left(B_{1} \mathbf{Y}, \mathbf{Y}\right)\right|_{x_{1}=0}=-\left.\left(\left\{\mathcal{S}^{*} \mathcal{H}+\mathcal{H} \mathcal{S}\right\} \mathbf{V}_{2}, \mathbf{V}_{2}\right)\right|_{x_{1}=0}
$$

where

$$
\begin{gathered}
\mathbf{V}=\mathcal{T} \mathbf{Y}=\binom{\mathbf{V}_{1}}{\mathbf{V}_{2}},\left.\quad \mathbf{V}_{1}\right|_{x_{1}=0}=\left.\mathcal{S} \mathbf{V}_{2}\right|_{x_{1}=0}, \quad \mathcal{S}=\left(\begin{array}{cc}
\mathcal{S}_{1} & -\mathcal{S}_{2} \\
I_{3} & 0
\end{array}\right) \\
\mathcal{S}_{1}=2\left(\mathcal{M}_{1}-\mathcal{M}_{3}\right)^{-1} \mathcal{M}_{2}, \quad \mathcal{S}_{2}=\left(\mathcal{M}_{1}-\mathcal{M}_{3}\right)^{-1}\left(\mathcal{M}_{1}+\mathcal{M}_{3}\right)
\end{gathered}
$$

One can show that all the eigenvalues of the matrix $\mathcal{S}$ lie strictly in the left half-plane $\left(\Re \lambda_{i}(\mathcal{S})<0, i=\overline{1,6}\right)$ if and only if the uniform Lopatinski condition (2.20) holds. In this case the Lyapunov matrix equation in the form of (2.15) has the unique solution
$\mathcal{H}=\mathcal{H}^{*}>0$ for any symmetric and positive definite matrix $G$. Moreover, since $\mathcal{H}>0$, the matrix $B_{0}>0$. The assumption $G>0$ yields

$$
-\left.\left(B_{1} \mathbf{Y}, \mathbf{Y}\right)\right|_{x_{1}=0}=\left.\left(G \mathbf{V}_{2}, \mathbf{V}_{2}\right)\right|_{x_{1}=0} \geq C_{1}\left|\mathbf{X}^{+}\right|^{2}
$$

where

$$
\mathbf{X}=\left(p_{t t}, p_{t x_{1}}, p_{t x_{2}}, p_{x_{1} x_{1}}, p_{x_{1} x_{2}}, p_{x_{2} x_{2}}\right), \quad \mathbf{X}^{+}=\left.\mathbf{X}\right|_{x_{1}=0}, \quad \mathbf{Y}=\mathcal{K} \mathbf{X}
$$

$\mathcal{K}$ is a $9 \times 6$ matrix which can be explicitly written out, and $C_{1}=C_{1}(G)>0$ is a constant depending on the norm of the matrix $G$ (as well as on the norms of the matrices $\mathcal{S}, \mathcal{T}$, and $\mathcal{K})$.

In fact, we have constructed the strictly dissipative 1-symmetrizer for the subproblem, $(2.21),(2.22)$, for the vector $\left(p_{t}, p_{x_{1}}, p_{x_{2}}\right)$. We are now ready to describe the strictly dissipative 2 -symmetrizer for the whole problem, (2.2a), (2.19). It has the form

$$
\mathbb{S}=P^{+}=I_{24}+\mathcal{N}^{*} \mathcal{K}^{*} B_{0} \mathcal{K} \mathcal{N}\left(I_{6} \otimes\left(\widehat{A}_{0}^{+}\right)^{-1}\right)
$$

where $\mathcal{N}$ is the projector of $\mathbf{W}=\mathbf{W}_{2}=\left(\mathbf{U}_{t t}, \mathbf{U}_{t x_{1}}, \ldots, \mathbf{U}_{x_{2} x_{2}}\right)$ on $\mathbf{X}$, i.e., $\mathbf{X}=\mathcal{N} \mathbf{W}$.
It is clear that $\widehat{\mathcal{A}}_{0}^{+}=P^{+}\left(I_{6} \otimes \widehat{A}_{0}^{+}\right)>0$. Indeed, $\left(\widehat{\mathcal{A}}_{0}^{+} \mathbf{W}, \mathbf{W}\right)=\left(\left(I_{6} \otimes \widehat{A}_{0}^{+}\right) \mathbf{W}, \mathbf{W}\right)+$ $\left(B_{0} \mathbf{Y}, \mathbf{Y}\right)>0$ for all $\mathbf{W} \neq 0$. Concerning condition (2.8), one has

$$
-\left.\left(\widehat{\mathcal{A}}_{1}^{+} \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0}=-\left.\left(\left(I_{6} \otimes \widehat{A}_{1}^{+}\right) \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0}-\left.\left(B_{1} \mathbf{Y}, \mathbf{Y}\right)\right|_{x_{1}=0}
$$

Using the boundary conditions (2.19) and the acoustics system it is not difficult to show that $\left.\mathbf{W}\right|_{x_{1}=0}=\left.B \mathbf{X}\right|_{x_{1}=0}$, where $B$ is a $24 \times 6$ matrix with elements depending on the coefficients of (2.19) and the matrices $\widehat{A}_{\alpha}^{+}$. Therefore, there exists a positive constant $C_{2}$ such that

$$
-\left.\left(\left(I_{6} \otimes \widehat{A}_{1}^{+}\right) \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0} \geq-C_{2}\left|\mathbf{X}^{+}\right|^{2}
$$

Analogous arguments show that $\left|\mathbf{X}^{+}\right|^{2} \geq C_{3}\left|\mathbf{W}^{+}\right|^{2}$ with a constant $C_{3}>0$. On the other hand, by an appropriate choice of the matrix $G$ (i.e., the choice of matrices $P_{i}$ ) one can achieve that $C_{1}-C_{2}>0$. Hence,

$$
-\left.\left(\widehat{\mathcal{A}}_{1}^{+} \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0} \geq\left(C_{1}-C_{2}\right)\left|\mathbf{X}^{+}\right|^{2} \geq \delta\left|\mathbf{W}^{+}\right|^{2}
$$

where $\delta=\left(C_{1}-C_{2}\right) C_{3}>0$. Thus, $\mathbb{S}$ is indeed the strictly dissipative 2-symmetrizer.
2.5. Example 4: Fast MHD shock waves. As gas dynamical shock waves, fast MHD shock waves are also 1 -shocks (see, e.g., [13]). That is, the constant coefficient linearized problem for fast MHD shocks in 2D (for 3D see [14]) and in dimensionless values has the form of the problem for gas dynamical shock waves formulated above, with $\widehat{A}_{0}^{+}=\operatorname{diag}\left(1, M^{2}, M^{2}, 1,1,1\right)$,

$$
\widehat{A}_{1}^{+}=\left(\begin{array}{cccccc}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & M^{2} & 0 & 0 & h_{2} & 0 \\
0 & 0 & M^{2} & 0 & -h_{1} & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & h_{2} & -h_{1} & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \widehat{A}_{2}^{+}=\left(\begin{array}{cccccc}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -h_{2} & 0 & 0 \\
1 & 0 & 0 & h_{1} & 0 & 0 \\
0 & -h_{2} & h_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

$\widehat{\mathbf{U}}^{ \pm}=\left(\hat{p}^{ \pm}, \hat{v}_{1}^{ \pm}, \hat{v}_{2}^{ \pm}, \widehat{H}_{1}^{ \pm}, \widehat{H}_{2}^{ \pm}, \widehat{S}^{ \pm}\right), \hat{v}_{2}^{+}=0, h_{i}=\widehat{H}_{i}^{+} /(\hat{c} \sqrt{\hat{\rho}}), \mathbf{U}=\left(p, v_{1}, v_{2}, H_{1}, H_{2}, S\right)$, etc. (see $[12,13]$ ). The boundary conditions read

$$
\begin{gather*}
v_{1}+b_{1} p=q_{1} f_{x_{2}}, \quad f_{t}=b_{2} p+q_{2} f_{x_{2}}, \quad v_{2}=b_{3} f_{x_{2}}+q_{3} p  \tag{2.25}\\
H_{2}=h_{2} b_{0} f_{t}-h_{2} v_{1}+h_{1} v_{2}, \quad H_{1}=h_{2} b_{0} f_{x_{2}}, \quad S=b_{4} p+q_{4} f_{x_{2}}
\end{gather*}
$$

where the coefficients $b_{i}$ are explicitly written out in $[12,13]$ for the case of a polytropic gas and a weak magnetic field, $q=\sqrt{h_{1}^{2}+h_{2}^{2}} \ll 1$ (for the general case, $q \in(0,+\infty)$, see [44]), the coefficients $q_{i}=O\left(q^{2}\right)$ for $q \ll 1$, and $b_{0}=1-\left(\widehat{H}_{2}^{-} / \widehat{H}_{2}^{+}\right) \in(0,1)$ (for parallel shocks, $\left.\widehat{H}_{2}^{ \pm}=0, b_{0}:=0\right)$.

The energy method suggested in [12] is based on the fact that the magnetoacoustics system implies the wave equation with an additional "magnetic" term:

$$
\begin{equation*}
\tilde{\partial}_{t}^{2} p-\tilde{\partial}_{1}^{2} p-\tilde{\partial}_{2}^{2} p+\frac{q}{b^{2}} \triangle Q=0 \tag{2.26}
\end{equation*}
$$

(notations are the same as in $(2.21)$ ), where $Q=(\mathbf{b}, \mathbf{H}), \mathbf{H}=\left(H_{1}, H_{2}\right)$, and $\mathbf{b}=$ $\left(-h_{1} / q, h_{2} / q\right)(|\mathbf{b}|=1)$. Then, the counterpart of system (2.23) reads

$$
B_{0} \mathbf{Y}_{t}+B_{1} \mathbf{Y}_{x_{1}}+B_{2} \mathbf{Y}_{x_{2}}+\frac{q}{b^{2}}\left(\begin{array}{c}
P_{1}  \tag{2.27}\\
P_{2} \\
P_{3}
\end{array}\right) \triangle \mathbf{Q}=0 \quad \text { for } x_{1}>0
$$

where $\mathbf{Q}=\left(\tilde{\partial}_{t} Q, \tilde{\partial}_{1} Q, \tilde{\partial}_{2} Q\right)$. Moreover, for the function $p$ we can obtain a counterpart of the boundary condition (2.22) (see [12, 14]) which implies $(2.24)$ with the matrices $\mathcal{M}_{i}$ being slightly different from the corresponding matrices in gas dynamics for the case $q \ll 1$ (the norms of the differences are of order $O\left(q^{2}\right)$ ).

The crucial role in deducing the a priori estimate [12] for (2.2a), (2.25) is played by the important fact that the term

$$
\left(\mathbf{Y},\left(\begin{array}{l}
P_{1} \\
P_{2} \\
P_{3}
\end{array}\right) \triangle \mathbf{Q}\right)=\sum_{i=1}^{3}\left(\mathbf{Y}_{i}, P_{i} \triangle \mathbf{Q}\right)
$$

can be represented in a divergent form,

$$
\begin{equation*}
\sum_{i=1}^{3}\left(\mathbf{Y}_{i}, P_{i} \triangle \mathbf{Q}\right)=\left(R_{0} \mathbf{W}, \mathbf{W}\right)_{t}+\left(R_{1} \mathbf{W}, \mathbf{W}\right)_{x_{1}}+\left(R_{2} \mathbf{W}, \mathbf{W}\right)_{x_{2}} \tag{2.28}
\end{equation*}
$$

where $\mathbf{W}=\mathbf{W}_{2}$, and the quadratic forms $\left(R_{\alpha} \mathbf{W}, \mathbf{W}\right)$ are explicitly written out in [12, 13] (if necessary, the symmetric matrices $R_{\alpha}$ of order 36 can be written out as well). While obtaining representation (2.28) the divergent constraint $\operatorname{div} \mathbf{H}=0$ and the magnetoacoustics system itself were essentially used.

The strictly dissipative 2-symmetrizer for fast MHD shock waves has the form

$$
\mathbb{S}=\left\{P^{+},\left\{\mathbf{R}_{1, \alpha}^{+}\right\}_{|\alpha|=2}\right\}
$$

with

$$
P^{+}=I_{36}+\mathcal{N}^{*} \mathcal{K}^{*} B_{0} \mathcal{K} \mathcal{N}\left(I_{6} \otimes\left(\widehat{A}_{0}^{+}\right)^{-1}\right)+P_{0}^{+}, \quad\left\{\mathbf{R}_{1, \alpha}^{+}\right\}_{|\alpha|=2}=\left\{\mathbf{R}_{1}, \ldots, \mathbf{R}_{6}\right\}
$$

Here $\mathcal{N}$ is the projector of $\mathbf{W}$ on $\mathbf{X}$, the matrices $\mathcal{K}$ and $B_{0}$ and the vector $\mathbf{X}$ are the same as for gas dynamical shocks, the matrix $P_{0}^{+}$and the vectors $\mathbf{R}_{i}$, which are of
order $O(q)$ for $q \ll 1$, can be explicitly written out by analyzing representation (2.28). Moreover,

$$
\begin{gathered}
\left(\widehat{\mathcal{A}}_{0}^{+} \mathbf{W}, \mathbf{W}\right)=\left(\left(I_{6} \otimes \widehat{A}_{0}^{+}\right) \mathbf{W}, \mathbf{W}\right)+\left(B_{0} \mathbf{Y}, \mathbf{Y}\right)+\frac{2 q}{b^{2}}\left(R_{0} \mathbf{W}, \mathbf{W}\right) \\
-\left.\left(\widehat{\mathcal{A}}_{1}^{+} \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0}=-\left.\left(\left(I_{6} \otimes \widehat{A}_{1}^{+}+\frac{2 q}{b^{2}} R_{0}\right) \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0}-\left.\left(B_{1} \mathbf{Y}, \mathbf{Y}\right)\right|_{x_{1}=0}
\end{gathered}
$$

It is clear that for $\mathcal{H}>0$ and $q \ll 1$ the matrix $\widehat{\mathcal{A}}_{0}^{+}>0$. For the case of a weak magnetic field $(q \ll 1)$ and a polytropic gas, one can show that all the eigenvalues of the matrix $\mathcal{S}$ lie strictly in the left half-plane. That is, $-\left.\left(\widehat{\mathcal{A}}_{1}^{+} \mathbf{W}, \mathbf{W}\right)\right|_{x_{1}=0} \geq \delta\left|\mathbf{W}^{+}\right|^{2}$, where the constant $\delta>0$ for $q \ll 1$ (see [12, 13] for more details). Thus, $\mathbb{S}$ is indeed the strictly dissipative 2 -symmetrizer of (2.2a), (2.25) for the case of a weak magnetic field and a polytropic gas. Concerning the case of a general equation of state, the same is true if we require the fulfillment of (2.20) that is in fact the uniform Lopatinski condition for fast MHD shocks for $q \ll 1$.

Remark 2.6. In principle, for the general case, $q \in(0,+\infty)$, we can try to find the conditions for $\widehat{\mathbf{U}}^{ \pm}$guaranteeing the fulfillment of the requirements $\widehat{\mathcal{A}}_{0}^{+}>0$ and $-B^{*} \widehat{\mathcal{A}}_{1}^{+} B>0$, where $\mathbf{W}^{+}=B \mathbf{X}^{+}$. Then, $\mathbb{S}$ is the strictly dissipative 2-symmetrizer, provided that these conditions hold. However, rather cumbersome calculations should be unfortunately performed to find the mentioned conditions. At the same time, if they are possible to be found at least numerically, for fixed parameters $\widehat{\mathbf{U}}^{ \pm}$, then it is interesting to compare them with the uniform stability domain for fast MHD shock waves. This domain was found in [44] by numerical testing of the uniform Lopatinski condition with the help of an algorithm suggested for 1-shocks.
2.6. Further examples. For gas dynamical shock waves we have presented a strictly dissipative 2-symmetrizer for the 2D case. For the 3D case the structure of the 2 -symmetrizer is different, but the process of construction of this symmetrizer is also based on using a symmetrization of the wave equation. The same structure has the strictly dissipative 2 -symmetrizer for shock waves in relativistic gas dynamics (see [13]) and in nonrelativistic radiation hydrodynamics [3]. For shock waves in relativistic radiation hydrodynamics [15] the structure of the strictly dissipative 2-symmetrizer is a little bit more complicated; however, it refers to a symmetrization of the wave equation as well.

It is interesting to note that, for instance, the system of Landau's equations of superfluid [29] is a constrained hyperbolic system, but the relations $\nabla \times \mathbf{v}_{\mathbf{s}}=0$ are not used under the construction of the strictly dissipative 2 -symmetrizer for shock waves in this model (see [11] and references therein), i.e., $\mathbf{R}_{j, \alpha}^{ \pm}=0$. Unfortunately, there is not a general method to construct a (strictly) dissipative $p$-symmetrizer. For most concrete examples $p=2$ and they are based on using different symmetrizations of the wave equation. So, Definition 2.1 was given for $p \geq 0$, but we will privately suppose that $p=0$ or $p=1$ or $p=2$ (actually, we do not know examples with $p \geq 3$ ). Moreover, for the physical cases $n=2$ and $n=3(2 \mathrm{D}$ and 3 D$)$ the existence of a strictly dissipative $p$-symmetrizer with $p \geq 3$ implies a weaker local existence theorem for the nonlinear problem (in the generic case, for a symmetrizer with $p \geq[n / 2]+2$ one obtains a weaker nonlinear result, see section 4).

Observe that in [10] also a strictly dissipative 1-symmetrizer was in fact constructed for gas dynamical shock waves. But in this case the domain $D$ (see Definition
2.1) is only a subdomain of the whole domain of the uniform Lopatinski condition. Although, it should be noted that for nonlinear analysis (see section 4) a 1-symmetrizer has no advantages in comparison with a 2 -symmetrizer.
3. The constant coefficients linear analysis. In the rest of the paper we consider shock waves and only make certain remarks concerning the case of characteristic discontinuities.

Assumption 3.1. For the boundary conditions (2.2b), rank $\widehat{B}=n$, i.e., the vectors $\left[\mathcal{P}^{0}(\widehat{\mathbf{U}})\right],\left[\mathcal{P}^{k}(\widehat{\mathbf{U}})\right], k=\overline{2, n}$, are linearly independent.

It follows from Assumption 3.1 that $n \leq N$ and there is a nonsingular matrix $\mathcal{M}=\mathcal{M}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}\right)$of order $N$ such that

$$
\mathcal{M} \widehat{B}=\binom{I_{n}}{0} .
$$

Let

$$
\mathcal{M}=\binom{\mathcal{M}^{\mathrm{I}}}{\mathcal{M}^{\mathrm{II}}}
$$

where $\mathcal{M}^{\mathrm{I}}$ and $\mathcal{M}^{\mathrm{II}}$ are matrices of order $n \times N$ and $(N-n) \times N$, respectively. Then the boundary conditions $(2.2 \mathrm{~b})$ can be divided into the two groups

$$
\begin{array}{ll}
\mathbf{F}=\mathcal{M}^{\mathrm{I}}\left[\widehat{S}^{-1} \widehat{A}_{\nu} \mathbf{U}\right]+\mathcal{M}^{\mathrm{I}} \mathbf{g}, & x_{1}=0 \\
-\mathcal{M}^{\mathrm{II}}\left[\widehat{S}^{-1} \widehat{A}_{\nu} \mathbf{U}\right]=\mathcal{M}^{\mathrm{II}} \mathbf{g}, & x_{1}=0 \tag{3.2}
\end{array}
$$

Note that by cross differentiation one can, in principle, eliminate the front $f$ from relations (3.1). Such a procedure results in first order boundary conditions (see, e.g., (2.19)).

Assumption 3.1 is quite natural because, as was proved in [37], it is fulfilled for uniformly stable shock waves, i.e., when (2.2) satisfies the uniform Lopatinski condition. Moreover, as was shown in [17], Assumption 3.1 is also fulfilled for weakly stable shocks under some additional supposition. At the same time, for example, for gas dynamical and MHD shock waves Assumption 3.1 is always satisfied if only $R=\hat{\rho}^{+} / \hat{\rho}^{-} \neq 1$.

Theorem 3.1. Suppose the Lax shock conditions (1.20) and all the assumptions above are fulfilled. Suppose also that (2.2) has a strictly dissipative p-symmetrizer. Then, the a priori estimate

$$
\begin{align*}
& \sum_{ \pm}\left\{\| \| \mathbf{U}(t) \mid\left\|_{W_{2}^{p}\left(\mathbb{R}_{ \pm}^{n}\right)}+\right\| \mathbf{U}^{ \pm} \|_{W_{2}^{p}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\}+\|f\|_{W_{2}^{p+1}\left([0, T] \times \mathbb{R}^{n-1}\right)} \\
& \leq C\left\{\sum_{ \pm}\left\{\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{p}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}+\left\|\mathbf{U}_{0}\right\| \|_{W_{2}^{p}\left(\mathbb{R}_{ \pm}^{n}\right)}\right\}\right.  \tag{3.3}\\
&\left.+\|\mathbf{g}\|_{W_{2}^{p}\left([0, T] \times \mathbb{R}^{n-1}\right)}+\left\|f_{0}\right\|_{W_{2}^{p+1}\left(\mathbb{R}^{n-1}\right)}\right\}
\end{align*}
$$

holds for any $t \in(0, T)$. Here $T$ is a positive constant, $C=C(T)$ is a positive constant independent of the initial data and the source terms,

$$
\left\|\|(\cdot)(t)\|_{W_{2}^{k}}^{2}:=\sum_{j=0}^{k}\right\| \partial_{t}^{j}(\cdot)(t) \|_{W_{2}^{k-j}}^{2} .
$$

If (2.2) has a dissipative (but not strictly dissipative) p-symmetrizer, the following weaker a priori estimate holds

$$
\begin{align*}
& \sum_{ \pm}\left\{\| \| \mathbf{U}(t)\| \|_{W_{2}^{r}\left(\mathbb{R}_{ \pm}^{n}\right)}+\left\|\mathbf{U}^{ \pm}\right\|_{W_{2}^{r-1}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\}+\|f\|_{W_{2}^{r}\left([0, T] \times \mathbb{R}^{n-1}\right)} \\
& \leq C\left\{\sum_{ \pm}\right.\left\{\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{r}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}+\| \| \mathbf{U}_{0}\| \|_{\left.W_{2}^{r}\left(\mathbb{R}_{ \pm}^{n}\right)\right\}}\right\}  \tag{3.4}\\
&\left.+\|\mathbf{g}\|_{W_{2}^{r+1}\left([0, T] \times \mathbb{R}^{n-1}\right)}+\left\|f_{0}\right\|_{W_{2}^{r}\left(\mathbb{R}^{n-1}\right)}\right\}
\end{align*}
$$

where $r=1$ for $p=0$ and $r=p$ for $p \geq 1$.
Proof. We will not prove estimate (3.3) in detail since arguments to do this are quite standard. By virtue of (2.6), (2.8), it follows from (2.5) that

$$
\begin{align*}
& I_{1}(t)+ \int_{0}^{t}  \tag{3.5}\\
& \quad \int_{\mathbb{R}^{n-1}}\left(\left|\mathbf{W}^{+}\right|^{2}+\left|\mathbf{W}^{-}\right|^{2}\right) d \mathbf{x}^{\prime} d t \\
& \quad \leq C_{1}\left\{I_{1}(0)+J(T)+\int_{0}^{t} I_{1}(s) d s\right\}
\end{align*}
$$

where

$$
I_{1}(t)=\sum_{ \pm}\|\mathbf{W}(t)\|_{L_{2}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}, \quad J(T)=\|\mathbf{g}\|_{W_{2}^{p}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2}+\sum_{ \pm}\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{p}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}^{2}
$$

Here and below $C_{i}=C_{i}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \boldsymbol{\sigma}\right), i=1,2,3, \ldots$, appearing under the analysis of (2.2) are positive constants.

If $p \neq 0$, we use the elementary inequality

$$
\begin{equation*}
I_{0}(t) \leq I_{0}(0)+\int_{0}^{t} I(s) d s \tag{3.6}
\end{equation*}
$$

coming from the trivial identity

$$
\frac{d}{d t} I_{0}(t)=2 \sum_{ \pm} \int_{\mathbb{R}_{ \pm}^{n}}\left(\mathbf{Y}, \mathbf{Y}_{t}\right) d t
$$

where $I(t)=I_{0}(t)+I_{1}(t), \mathbf{Y}=\left(\mathbf{W}_{0}, \ldots, \mathbf{W}_{p-1}\right), p \geq 1$,

$$
I_{0}(t)=\sum_{ \pm}\| \| \mathbf{U}(t) \|_{W_{2}^{p-1}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}
$$

Inequalities (3.5) and (3.6) yield

$$
I(t) \leq C_{1}\left\{I(0)+J(T)+\int_{0}^{t} I(s) d s\right\}
$$

Applying Gronwall's lemma, one gets

$$
\begin{equation*}
I(t) \leq C_{2}(I(0)+J(T)), \quad 0 \leq t \leq T \tag{3.7}
\end{equation*}
$$

From trace's property one has

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}^{n-1}}\left(\left|\mathbf{Y}^{+}\right|^{2}+\left|\mathbf{Y}^{-}\right|^{2}\right) d \mathbf{x}^{\prime} d t \leq \int_{0}^{t} I(s) d s \tag{3.8}
\end{equation*}
$$

Adding up (3.5) and (3.8) and taking into account estimate (3.7), we obtain

$$
\begin{equation*}
\sum_{ \pm}\left\|\mathbf{U}^{ \pm}\right\|_{W_{2}^{p}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{3}(I(0)+J(T)) \tag{3.9}
\end{equation*}
$$

Using (3.9), the boundary conditions (3.1), and an elementary inequality for $f$ like that in (3.6) for $\mathbf{U}$, we estimate the front perturbation $f$ :

$$
\begin{equation*}
\|f\|_{W_{2}^{p+1}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{4}\left\{I(0)+J(T)+\left\|f_{0}\right\|_{W_{2}^{p+1}\left(\mathbb{R}^{n-1}\right)}^{2}\right\} \tag{3.10}
\end{equation*}
$$

Estimates (3.7), (3.9), and (3.10) imply the desired a priori estimate (3.3).
Let us now assume (2.2) has a dissipative (but not strictly dissipative) $p$-symmetrizer. If $p=0$ we differentiate system (2.5) with respect to $t$ and $\mathbf{x}^{\prime}$ and obtain a symmetric hyperbolic system for the vector $\left(\mathbf{U}_{t}, \mathbf{U}_{x_{2}}, \ldots, \mathbf{U}_{x_{n}}\right)$. Using this system for the case $p=0$ or system (2.5) for $p \geq 1$ and taking into account (2.6) and (2.7), we obtain the inequality

$$
\begin{equation*}
I_{1}(t)+\int_{0}^{t} \int_{\mathbb{R}^{n-1}}(\widehat{B} \mathcal{G}, \widetilde{\mathbf{Z}}) d \mathbf{x}^{\prime} d t \leq C_{4}\left\{I_{1}(0)+J(T)+\int_{0}^{t} I_{1}(s) d s\right\} \tag{3.11}
\end{equation*}
$$

where $\widehat{B}$ is a constant matrix, $\widetilde{\mathbf{Z}}=\left(\mathbf{Z}^{+}, \mathbf{Z}^{-}\right), \mathbf{Z}=\left(\partial_{t} \mathbf{W}_{r-1}, \partial_{2} \mathbf{W}_{r-1}, \ldots, \partial_{n} \mathbf{W}_{r-1}\right)$ $(r=1$ for $p=0$ and $r=p$ for $p \geq 1)$. Other notations are the same as in (3.5), but for the case of 0 -symmetrizer $W:=W_{1}, p=1$ in $J$, and the vector $\mathcal{G}$ is formed by $\partial_{t, \mathrm{x}^{\prime}}^{\alpha} \mathbf{g}(|\alpha|=1)$ and $\left.\mathbf{f}^{ \pm}\right|_{x_{1}= \pm 0}$. While obtaining (3.11) we used the relations

$$
\mathbf{U}_{x_{1}}=-\left(\widehat{A}_{\nu}^{ \pm}\right)^{-1} \widehat{A}_{0}^{ \pm} \mathbf{U}_{t}-\sum_{k=2}^{n}\left(\widehat{A}_{\nu}^{ \pm}\right)^{-1} \widehat{A}_{k}^{ \pm} \mathbf{U}_{x_{k}}+\left(\widehat{A}_{\nu}^{ \pm}\right)^{-1} \mathbf{f}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n}
$$

(recall that we consider shock waves and, therefore, $\operatorname{det} \widehat{A}_{\nu}^{ \pm} \neq 0$ ).
To estimate the boundary integral in the left-hand side of inequality (3.11) we carry out standard manipulations with derivatives. For example, with the terms like $u_{x_{2}}^{+} g$ and $u_{x_{2}}^{+} h^{+}$appearing in this integral we proceed as follows:

$$
\begin{gathered}
\int_{\mathbb{R}^{n-1}} u_{x_{2}}^{+} g d \mathbf{x}^{\prime}=-\int_{\mathbb{R}^{n-1}} u^{+} g_{x_{2}} d \mathbf{x}^{\prime} \\
\int_{\mathbb{R}^{n-1}} u_{x_{2}}^{+} h^{+} d \mathbf{x}^{\prime}=-\int_{\mathbb{R}_{+}^{n}}\left(u_{x_{2}} h\right)_{x_{1}} d \mathbf{x}=\int_{\mathbb{R}_{+}^{n}}\left(u_{x_{1}} h_{x_{2}}-u_{x_{2}} h_{x_{1}}\right) d \mathbf{x}
\end{gathered}
$$

where $u=\partial^{\alpha} u_{j}, h=\partial^{\beta} f_{k}, g=\partial_{t, \mathrm{x}^{\prime}}^{\gamma} g_{k},|\alpha|=|\beta|=r-1,|\gamma|=r$, and $g_{k}$ and $f_{k}$ are, respectively, components of the vectors $\mathbf{g}$ and $\mathbf{f}^{+}$. Analogous standard arguments were also applied in [45] to treat lower order terms in the boundary integral for the variable coefficients linearized problem for current-vortex sheets. Observe that while estimating integrals like $\int_{0}^{t} \int_{\mathbb{R}^{n-1}} u_{t}^{+} h^{+} d \mathbf{x}^{\prime} d t$ we should be more careful because terms in the form $\partial_{t}\{\cdots\}$ do not disappear under the integration over the domain $[0, t] \times\left(\mathbb{R}_{+}^{n} \cup \mathbb{R}_{-}^{n}\right)$ (for corresponding simple arguments see [45]). As a result, omitting details, from (3.11) we deduce estimate (3.4).

Remark 3.1. Using

$$
\mathbf{U}_{t}=-\left(\widehat{A}_{0}^{ \pm}\right)^{-1} \widehat{A}_{\nu}^{ \pm} \mathbf{U}_{x_{1}}-\sum_{k=2}^{n}\left(\widehat{A}_{0}^{ \pm}\right)^{-1} \widehat{A}_{k}^{ \pm} \mathbf{U}_{x_{k}}+\left(\widehat{A}_{0}^{ \pm}\right)^{-1} \mathbf{f}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n}
$$

one can reduce estimates (3.3) and (3.4) to those with the norms $\|(\cdot)(t)\|$ instead of the norms $\|\|(\cdot)(t)\|\|$.

Corollary 3.2. If the symmetric hyperbolic system (1.5) meets either the block structure condition [1, 35] or the conditions of Métivier and Zumbrun [38] and problem (2.2) for the case of Lax shocks has a strictly dissipative p-symmetrizer, then in the parameter domain $D$ the boundary conditions (2.2b) satisfy the uniform Lopatinski condition.

Proof. First of all, following arguments like those used in [34] for strictly dissipative boundary value problems, one can easily obtain an analogue of estimate (3.3) when the exponentially weighted $W_{2, \eta}^{s}$-norms (with $s=p$ and $s=p+1$ ) are used instead of the usual Sobolev norms, where

$$
\|\cdot\|_{W_{2, \eta}^{s}}:=\sum_{|\alpha| \leq s} \eta^{s-|\alpha|}\left\|e^{-\eta t} \partial^{\alpha}(\cdot)\right\|_{L_{2}}
$$

For the case when system (1.5) satisfies the block structure condition [1, 35, 32], it was proved in [32] (see also [37]) that such an estimate (with $s=0$ and $s=1$ ) holds for problem (2.2) if and only if this problem meets the uniform Lopatinski condition. This result was recently extended by Métivier and Zumbrun to the case of variable multiplicities provided that some additional conditions [38] hold. It is clear that the $L_{2, \eta}$-estimate (with the $W_{2, \eta}^{1}$-norm for $f$ ) implies $W_{2, \eta}^{s}$-estimates (see [37]). Hence, the boundary conditions (2.2b) satisfy the uniform Lopatinski condition.

Remark 3.2. If the linear problem (2.2) meets the uniform Lopatinski condition and the symmetric hyperbolic system (1.5) satisfies either the block structure condition $[1,35]$ or the conditions of Métivier and Zumbrun [38], then the solution to (2.2) obeys an a priori $L_{2}$-estimate [32, 37]. That is, if $p>0$, the result of Theorem 3.1 obtained for the linearized problem by the energy method is weaker than that in [32, 37] obtained by Kreiss' symmetrizer analysis in the sense that in estimate (3.3) we require more regularity for $\mathbf{U}$. However, if $p<[n / 2]+2$, for the original nonlinear problem the energy method gives the same result (see Theorem 4.1) as the technique used in $[32,37]$. Since $p<[n / 2]+2$ for all the known concrete examples of $p$-symmetrizers, we will suppose that this condition is satisfied.

Remark 3.3. In [45] the a priori estimates for the linearized problem for currentvortex sheets were written out for the case of the homogenous problem ( $\mathbf{f}^{ \pm}=0$ and $\mathbf{g}=0$ ). For the case of the nonhomogenous problem (2.2a), (2.16) (with the source term $\mathbf{g}$ in (2.16)), the a priori estimate

$$
\begin{gathered}
\sum_{ \pm}\left\{\| \| \mathbf{U}(t)\left\|_{\widetilde{W}_{2}^{1}\left(\mathbb{R}_{ \pm}^{3}\right)}+\right\| \mathbf{V}^{ \pm} \|_{L_{2}\left([0, T] \times \mathbb{R}^{2}\right)}\right\}+\|f\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}^{2}\right)} \\
\leq C\left\{\sum_{ \pm}\left\{\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{1}\left([0, T] \times \mathbb{R}_{ \pm}^{3}\right)}+\| \| \mathbf{U}_{0}\| \|_{\left.\widetilde{W}_{2}^{1} \mathbb{R}_{ \pm}^{3}\right)}\right\}\right. \\
\left.+\|\mathbf{g}\|_{W_{2}^{2}\left([0, T] \times \mathbb{R}^{2}\right)}+\left\|f_{0}\right\|_{W_{2}^{1}\left(\mathbb{R}^{n-1}\right)}\right\}
\end{gathered}
$$

can be deduced, provided that the sufficient neutral stability condition (2.18) holds. Here $\mathbf{V}\left(=\left(q, v_{1}, H_{1}\right)\right.$, see [45]) is the "noncharacteristic part" of $\mathbf{U}$,

$$
\left.\|\mathbf{U}(t)\|_{\widetilde{W}_{2}^{s}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}=\|\mathbf{V}(t)\|_{W_{2}^{s}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}+\sum_{|\alpha| \leq s}\left\|\left(\partial_{t, \mathbf{x}^{\prime}}^{\alpha} \mathbf{U}\right)(t)\right\|_{L_{2}\left(\mathbb{R}_{ \pm}^{n}\right.}^{2}\right) .
$$

For the general case of characteristic discontinuities, if we require that in (3.1)

$$
\begin{equation*}
\mathcal{M}^{\mathrm{I}}\left[\widehat{S}^{-1} \widehat{A}_{\nu} \mathbf{U}\right]=\mathcal{M}_{1} \mathbf{V}^{+}+\mathcal{M}_{2} \mathbf{V}^{-} \tag{3.12}
\end{equation*}
$$

with corresponding matrices $\mathcal{M}_{i}$, i.e., the vector-function $\mathbf{F}$ can be expressed by the "noncharacteristic parts" $\mathbf{V}^{ \pm}$of the traces $\mathbf{U}^{ \pm}$, then in the counterparts of estimates (3.3) and (3.4) the $\widetilde{W}_{2}^{s}\left(\mathbb{R}_{ \pm}^{n}\right)$-norms are used instead of the $W_{2}^{s}\left(\mathbb{R}_{ \pm}^{n}\right)$-norms, and we can control only the "noncharacteristic" traces $\mathbf{V}^{ \pm}$. If assumption (3.12) does not hold, we have weaker a priori estimates. For example, this is so for current-vortex sheets if $\widehat{\mathbf{H}}^{+} \times \widehat{\mathbf{H}}^{-}=0$. For this case, the a priori estimate indicates already the loss of two derivatives from the front $f$ (see [45]).
4. Local existence of shock-front solutions. The local existence theorem for the nonlinear problem (1.17) has been first proved by Blokhin [7, 9] for uniformly stable gas dynamical shock waves by the direct energy method. Recall that the linearized constant coefficients problem for them has a strictly dissipative 2 -symmetrizer (see section 2). The functional setting in the theorem from [7, 9] (see also [13]) is provided by the usual Sobolev spaces $W_{2}^{s}$, where $s \geq 3$. The analogous theorem, but in the exponentially weighted Sobolev spaces $W_{2, \eta}^{s}$, where $s$ is large enough, was proved by Majda [33] for Lax shocks by Kreiss' symmetrizer technique [27] and using pseudodifferential calculus, provided that the symmetric hyperbolic system satisfies the block structure condition [1, 35, 32].

Recently, the theorem from [33] (see also [34]) was considerably improved by Métivier in [37], where the nonlinear local existence theorem was formulated in the form of Blokhin's theorem from [7, 9, 13] (see below). Actually, the theorem proved in [37] is valid for shock waves for which the linearized problem admits constructing Kreiss' symmetrizer. That is, the class of hyperbolic symmetrizable systems covered by this theorem is wider than that of systems satisfying the block structure condition. Moreover, taking into account the recent result in [38] mentioned above, the local existence theorem from [37] (see also [7, 9, 13]) takes place for the hyperbolic symmetrizable systems satisfying either the block structure condition or Métivier and Zumbrun's conditions [38]. That is, for Lax shock waves for which the assumption of Corollary 3.2 is fulfilled we have the following theorem (cf. [7, 9, 13, 37]).

THEOREM 4.1. Let that the linearized constant coefficients problem (2.2) has a strictly dissipative p-symmetrizer. Suppose the initial data (1.17c) satisfy the hyperbolicity condition $A_{0}>0$ (for $\mathbf{x} \in \mathbb{R}_{ \pm}^{n}$ ), the Lax shock conditions (1.20), and the compatibility conditions (see [37]). Suppose also that $\left(\left.\mathbf{U}_{0}\right|_{x_{1}>0},\left.\mathbf{U}_{0}\right|_{x_{1}<0}, f_{0}\right) \in D$ for all $\mathbf{x} \in \mathbb{R}_{ \pm}^{n}$ (see Definition 2.1). Then, for all

$$
\left(\mathbf{U}_{0}, f_{0}\right) \in\left\{W_{2}^{s}\left(\mathbb{R}_{+}^{n}\right) \cap W_{2}^{s}\left(\mathbb{R}_{-}^{n}\right)\right\} \times W_{2}^{s+1}\left(\mathbb{R}^{n-1}\right)
$$

where $s \geq[n / 2]+2$, there is a sufficiently short time $T>0$ such that (1.17) has a unique solution

$$
(\mathbf{U}, f) \in Z_{T}^{s}=\left\{X_{s}\left([0, T], \mathbb{R}_{+}^{n}\right) \cap X_{s}\left([0, T], \mathbb{R}_{-}^{n}\right)\right\} \times W_{2}^{s+1}\left([0, T] \times \mathbb{R}^{n-1}\right)
$$

where

$$
X_{k}\left([0, T], \mathbb{R}_{ \pm}^{n}\right):=\bigcap_{j=0}^{k} C^{j}\left([0, T], W_{2}^{k-j}\left(\mathbb{R}_{ \pm}^{n}\right)\right)
$$

with the norm $\|\cdot\|_{X_{k}}=\max _{t \in[0, T]}\| \|(\cdot)(t)\| \|_{W_{2}^{k}}$.

It seems that for most physical examples of hyperbolic symmetrizable systems either the block structure condition or the "nonglancing" condition of Métivier and Zumbrun [38] is satisfied. Moreover, we still do not know any concrete example of a strictly dissipative $p$-symmetrizer for a hyperbolic system for which both of these conditions are violated. Therefore, in view of Corollary 3.2, construction of a strictly dissipative $p$-symmetrizer can be considered as an indirect test of the uniform Lopatinski condition. That is, as soon as such a symmetrizer is found, we have Theorem 4.1. In the light of this, there is now no practical sense for proving Theorem 4.1 directly by the energy method (as was earlier done in $[7,9,10]$ for gas dynamical shocks), i.e., without referring to [37, 38] and Corollary 3.2.

We connect further perspectives of the method of $p$-symmetrizers with "nonstandard" problems, in particular, for characteristic discontinuities for which the structure of the Lopatinski determinant cannot be analyzed for technical reasons (see discussion in section 5). At the same time, to demonstrate how the energy method works for Lax shock waves for the case of variable coefficients and for the original nonlinear problem, we now outline the proof of Theorem 4.1. The main attention will be given to the deduction of an a priori estimate for the variable coefficients linearized problem $(1.24),(1.17 \mathrm{c})$. After that, to show the existence of solutions to (1.24), (1.17c) we comment how to go back from the system for $p$-derivatives with strictly dissipative boundary conditions to the original problem (1.24), (1.17c). At last, the proof of the existence of solutions to the nonlinear problem (1.17) follows from a fixed-point argument and we sketch it in the end of this section.

In the following we suppose that $p<[n / 2]+2$ (see Remark 3.2). We just observe that if we prove Theorem 4.1 by the energy method, then for the case $p \geq[n / 2]+2$ we have to assume that $s \geq \max \{[n / 2]+2, p+1\}$. We underline once more that we do not know concrete examples of $p$-symmetrizers with $p \geq[n / 2]+2$.

We first analyze the variable coefficients linear problem (1.24). We introduce the norm of $\left(\mathbf{u}(t, \mathbf{x}), \varphi\left(t, \mathbf{x}^{\prime}\right)\right) \in \mathbb{R}^{N} \times \mathbb{R}$ :

$$
\mathcal{N}_{T}^{k}(\mathbf{u}, \varphi):=\sum_{ \pm}\left\{\|\mathbf{u}\|_{X_{k}\left([0, T], \mathbb{R}_{ \pm}^{n}\right)}+\left\|\mathbf{u}^{ \pm}\right\|_{W_{2}^{k}\left([0, T] \times \mathbb{R}^{n-1}\right)}\right\}+\|\varphi\|_{W_{2}^{k+1}\left([0, T] \times \mathbb{R}^{n-1}\right)}
$$

where $k$ is a nonnegative integer number. Fix an integer $s \geq[n / 2]+2$ and consider $(\widehat{\mathbf{U}}, \hat{f}) \in Z_{T}^{s}$ with a time $T>0$. Assume that there is a constant $M>0$ such that

$$
\begin{equation*}
\mathcal{N}_{T}^{s}(\widehat{\mathbf{U}}, \hat{f}) \leq M \tag{4.1}
\end{equation*}
$$

THEOREM 4.2. Given an integer $m \geq p$, suppose that problem (1.24) with"frozen" coefficients

$$
\left(\left.\widehat{\mathbf{U}}\right|_{x_{1}>0},\left.\widehat{\mathbf{U}}\right|_{x_{1}<0}, \widehat{\mathbf{F}}\right)=\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \boldsymbol{\sigma}\right)
$$

has a strictly dissipative $p$-symmetrizer $(p<[n / 2]+2)$ and $(\widehat{\mathbf{U}}, \hat{f}) \in Z_{T}^{s}$, with $s=$ $\max \{m,[n / 2]+2\}$. Suppose also that the Lax shock conditions (1.20) and inequality (4.1) are fulfilled. Then, the following a priori estimate holds for the initial-boundaryvalue problem (1.24), (1.17c):

$$
\begin{gather*}
\mathcal{N}_{T}^{m}(\mathbf{U}, f) \leq C(T, M)\left\{\sum_{ \pm}\left\{\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}+\| \| \mathbf{U}_{0} \|_{W_{2}^{m}\left(\mathbb{R}_{ \pm}^{n}\right)}\right\}\right.  \tag{4.2}\\
\left.+\|\mathbf{g}\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}^{n-1}\right)}+\left\|f_{0}\right\|_{W_{2}^{m+1}\left(\mathbb{R}^{n-1}\right)}\right\}
\end{gather*}
$$

Here and below $C=C(T, M), C_{i}=C_{i}(T, M), i=1,2,3, \ldots$, are positive constants independent of the data and depending on $T$ and $M$.

Proof. The methods for deducing the a priori estimate (4.2) are standard and based on the application of the Gagliardo-Nirenberg inequalities (see, e.g., [34])

$$
\begin{gather*}
\left\|\partial^{\alpha} u\right\|_{L_{2 p}(\Omega)} \leq c_{k}\|u\|_{L_{\infty}(\Omega)}^{1-1 / p}\|u\|_{W_{2}^{k}(\Omega)}^{1 / p}, \quad \frac{1}{p}=\frac{|\alpha|}{k}  \tag{4.3}\\
\left\|\partial^{\alpha} u\right\|_{L_{p}(\Omega)} \leq c_{k}\|u\|_{L_{2}(\Omega)}^{1-r}\|u\|_{W_{2}^{k}(\Omega)}^{r}, \quad \frac{|\alpha|}{k}<r<1, \quad \frac{1}{p}=\frac{1}{2}+\frac{|\alpha|-r k}{\operatorname{dim} \Omega} \tag{4.4}
\end{gather*}
$$

where $c_{k}>0$ is a constant, $2<p<\infty$. The domain $\Omega$ can be, for example, $\mathbb{R}^{n}, \mathbb{R}_{ \pm}^{n}$, $[0, T] \times \mathbb{R}_{ \pm}^{n}$, or $[0, T] \times \mathbb{R}^{n-1}$ (in general, $\Omega$ is a Lipschitz domain).

Inequalities (4.3) and (4.4) imply a number of calculus inequalities (see, e.g., [47, 34]). In particular, using (4.3) and (4.4), one can obtain the inequality

$$
\begin{equation*}
\|u v\|_{W_{2}^{k}(\Omega)} \leq c_{k}\|u\|_{W_{2}^{q}(\Omega)}\|v\|_{W_{2}^{k}(\Omega)}, \quad q=\max \left\{\left[\frac{n}{2}\right]+1, k\right\} \tag{4.5}
\end{equation*}
$$

(here $\operatorname{dim} \Omega=n$ ). In Appendix B of [41] the following generalization of the last inequality was proved:

$$
\begin{equation*}
\left\|\|(u v)(t)\|_{W_{2}^{k}(\Omega)} \leq c_{k}\left|\|u(t)\|\left\|_{W_{2}^{q}(\Omega)} \mid\right\| v(t)\| \|_{W_{2}^{k}(\Omega)}\right.\right. \tag{4.6}
\end{equation*}
$$

where $\Omega$ is a space domain (e.g., $\Omega=\mathbb{R}_{ \pm}^{n}$ ). It is clear that the analogous inequality holds when $x_{1}$ is fixed instead of $t$ :

$$
\begin{equation*}
\left\langle\left\langle\left\langle u v\left(x_{1}\right)\right\rangle\right\rangle\right\rangle_{k} \leq c_{k}\left\langle\left\langle\left\langle u\left(x_{1}\right)\right\rangle\right\rangle\right\rangle_{q}\left\langle\left\langle\left\langle v\left(x_{1}\right)\right\rangle\right\rangle\right\rangle_{k} \tag{4.7}
\end{equation*}
$$

where

$$
\left.\left.\left\langle 《(\cdot)\left(x_{1}\right)\right\rangle\right\rangle\right\rangle_{k}:=\sum_{j=0}^{k}\left\|\partial_{1}^{j}(\cdot)\left(x_{1}\right)\right\|_{W_{2}^{k-j}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2} .
$$

One can also get the more special inequality

$$
\begin{align*}
& \left\|\left(\partial^{\alpha_{1}} u_{1} \cdots \partial^{\alpha_{l}} u_{l}\right)\left(\partial_{t, \mathrm{x}^{\prime}}^{\beta} v\right)\left(x_{1}\right)\right\|_{L_{2}\left([0, T] \times \mathbb{R}^{n-1}\right)} \\
& \quad \leq c_{k}\left\|v\left(x_{1}\right)\right\|_{W_{2}^{k}\left([0, T] \times \mathbb{R}^{n-1}\right)} \prod_{i=1}^{l}\left\langle\left\langle\left\langle u_{i}\left(x_{1}\right)\right\rangle\right\rangle\right\rangle_{q} \tag{4.8}
\end{align*}
$$

where $\left|\alpha_{1}\right|+\cdots+\left|\alpha_{l}\right|+|\beta|=k$. To prove (4.8) we should follow arguments analogous to those from Appendix B of [41], and the proof is based mainly on the application of (4.4).

Let us obtain the system satisfied by the vector $\mathbf{W}_{\beta}=\partial_{t, \mathrm{x}^{\prime}}^{\beta} \mathbf{W}$, with $|\beta| \leq m-p$. It follows from (1.24a) that

$$
\begin{equation*}
L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\left(\partial^{\alpha^{i}} \partial_{t, \mathrm{x}^{\prime}}^{\beta} \mathbf{U}\right)=\mathbf{f}_{i \beta}^{ \pm} \quad \text { if } \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n} \tag{4.9}
\end{equation*}
$$

where

$$
\mathbf{f}_{i \beta}^{ \pm}=\partial^{\alpha^{i}} \partial_{t, \mathbf{x}^{\prime}}^{\beta} \mathbf{f}^{ \pm}-\left[\partial^{\alpha^{i}} \partial_{t, \mathrm{x}^{\prime}}^{\beta}, L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\right] \mathbf{U}
$$

Here and below we use the notation of commutator: $[a, b] c:=a(b c)-b(a c)$. From systems (4.9) with $i=\overline{1, d}$ we construct the system for $\mathbf{W}_{\beta}$ (cf. (2.4), (2.5)):

$$
\begin{equation*}
\mathcal{L}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{W}_{\beta}=\mathcal{F}_{\beta}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n}, \tag{4.10}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{L}= & \mathcal{L}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})=\mathcal{A}_{0}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \partial_{t}+\sum_{j=1}^{n} \mathcal{A}_{j}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \partial_{j}, \quad \widetilde{\mathbf{f}}_{\beta}^{ \pm}=\left(\mathbf{f}_{1 \beta}^{ \pm}, \ldots, \mathbf{f}_{d \beta}^{ \pm}\right), \\
& \mathcal{F}_{\beta}^{ \pm}=P(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \widetilde{\mathbf{f}}_{\beta}^{ \pm}-\sum_{j=1}^{K} \sum_{|\alpha|=p} \mathbf{R}_{j, \alpha}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\left[\partial^{\alpha} \partial_{t, \mathrm{x}^{\prime}}^{\beta}, \widehat{\mathbf{N}}\right] \partial_{1} \boldsymbol{\Psi}_{j}(\mathbf{U}),
\end{aligned}
$$

the matrices $P(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})$ and the vectors $\mathbf{R}_{j, \alpha}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})$ form the strictly dissipative $p$ symmetrizer $\mathbb{S}$ if we "freeze" their coefficients, and the matrices $\mathcal{A}_{i}(i=\overline{0, n})$ with "frozen" coefficients are the same as in (2.5).

For system (4.10) with variable coefficients, the counterpart of condition (2.8) is

$$
\begin{equation*}
-\left.\left[\left(\mathcal{A}_{1}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{W}_{\beta}, \mathbf{W}_{\beta}\right)\right]\right|_{x_{1}=0} \geq \delta\left(\left|\mathbf{W}_{\beta}^{+}\right|^{2}+\left|\mathbf{W}_{\beta}^{-}\right|^{2}\right)-\delta^{-1} g^{2}, \tag{4.11}
\end{equation*}
$$

where $g^{2}$ is a sum of terms in the form

$$
\begin{aligned}
& \left|G_{k}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right) \partial_{t, \mathrm{x}^{\prime}}^{\alpha} \mathbf{g}\right|^{2},\left.\quad\left|G_{l}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right) \partial^{\gamma} \mathbf{f}^{ \pm}\right|_{x_{1}= \pm 0}\right|^{2}, \\
& \left|G_{l_{0}}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right) \partial^{\gamma} \mathbf{U}^{ \pm}\right|^{2}, \quad \text { and } \quad\left|G_{l_{0}}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right) \partial_{t, \mathrm{x}^{\prime}}^{\gamma} \mathbf{F}\right|^{2},
\end{aligned}
$$

with

$$
\begin{aligned}
& G_{i}\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right)=\partial^{\alpha_{1}} \hat{u}_{i_{1}}^{+} \cdots \partial^{\alpha_{j}} \hat{u}_{i_{j}}^{+} \partial^{\alpha_{j+1}} \hat{u}_{i_{j+1}}^{-} \cdots \partial^{\alpha_{r}} \hat{u}_{i_{r}}^{-} \\
& \times \partial_{t, \mathrm{x}^{\prime}}^{\alpha_{r+1}} \widehat{F}_{i_{r+1}} \cdots \partial_{t, \mathrm{x}^{\prime}}^{\alpha_{q}} \widehat{F}_{i_{q}} H\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right), \\
& \quad\left|\alpha_{1}\right|+\ldots+\left|\alpha_{q}\right|=i, \quad 0 \leq q \leq 2 N+n, \\
& k+|\alpha| \leq m, \quad l+|\gamma| \leq m-1, \quad l_{0}+|\gamma| \leq m, \quad|\gamma| \leq m-1
\end{aligned}
$$

(for constant coefficients, cf. (2.8), $k=l=0$ and there are no lower order terms, i.e., $\left.G_{l_{0}} \equiv 0\right)$. Here $\widehat{F}_{i_{j}}$ is a component of the vector $\widehat{\mathbf{F}}\left(\widehat{F}_{i_{j}}=\hat{f}_{t}\right.$ or $\left.\widehat{F}_{i_{j}}=\hat{f}_{x_{k}}\right)$, $H\left(\widehat{\mathbf{U}}^{+}, \widehat{\mathbf{U}}^{-}, \widehat{\mathbf{F}}\right)$ is a matrix which elements are determined by the elements of the matrices $A_{0}, A_{\nu}$, and $A_{k}(k=\overline{2, n})$ and their derivatives up to order $m$ with respect to $\mathbf{U}$ and $\mathbf{F}$.

Since arguments below are standard we are quite brief in the rest of the proof. In view of (4.11), using arguments as in (3.6), (3.8) and applying energy methods to (4.10), we deduce the inequality

$$
\begin{equation*}
I_{\mathrm{tan}}(t)+\int_{0}^{t} I_{\tan }^{\mathrm{tr}}(s) d s \leq C_{1}(T, M)\left\{I(0)+J(t)+\int_{0}^{t} I(s) d s\right\} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{\tan }(t)=\sum_{ \pm}\left\{\| \| \mathbf{U}(t)\left\|_{W_{2}^{p}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}+\sum_{|\beta| \leq m-p}\right\| \mathbf{W}_{\beta} \|_{L_{2}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2}\right\} \\
I_{\tan }^{\operatorname{tr}}(t)=\sum_{ \pm}\left\{\sum_{j=0}^{p}\left\|\mid \partial_{1}^{j} \mathbf{U}^{ \pm}(t)\right\|_{W_{2}^{p-j}\left(\mathbb{R}^{n-1}\right)}^{2}+\sum_{|\beta| \leq m-p}\left\|\mathbf{W}_{\beta}^{ \pm}\right\|_{L_{2}\left(\mathbb{R}^{n-1}\right)}^{2}\right\}, \\
\partial_{1}^{j} \mathbf{U}^{ \pm}:=\left.\partial_{1}^{j} \mathbf{U}\right|_{x_{1}= \pm 0}, \quad I(t)=\sum_{ \pm}\|\mathbf{U}(t)\| \|_{W_{2}^{m}\left(\mathbb{R}_{ \pm}^{n}\right)}^{2} \\
J(t)=\|g\|_{L_{2}\left([0, t] \times \mathbb{R}^{n-1}\right)}^{2}+\sum_{ \pm} \sum_{|\beta| \leq m-p}\left\|\mathcal{F}_{\beta}^{ \pm}\right\|_{L_{2}\left([0, t] \times \mathbb{R}^{n}\right)}^{2} .
\end{gathered}
$$

The commutator $\left[\partial^{\alpha^{i}} \partial_{t, \mathrm{x}^{\prime}}^{\beta}, L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\right] \mathbf{U}$ is a sum of terms $G_{k}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \partial^{\alpha} \mathbf{U}$, where $G_{k}$ are determined as $G_{i}$ above (but not on the boundary), $k+|\alpha| \leq m+1, k \geq 1$, and $|\alpha| \geq 1$. Since $k \geq 1$ and $|\alpha| \geq 1$, applying (4.6) with $k=m-1$ and using elementary inequalities like

$$
\sum_{\left|\alpha_{1}\right|+\ldots+\left|\alpha_{l}\right| \leq k}\left\|\partial^{\alpha_{1}} v_{1} \cdots \partial^{\alpha_{l}} v_{l}\right\|_{L_{2}} \leq \mathrm{const}\left\|v_{1} \cdots v_{l}\right\|_{W_{2}^{k}}
$$

one estimates the commutator

$$
\sum_{ \pm}\left\|\left[\partial^{\alpha^{i}} \partial_{t, \mathrm{x}^{\prime}}^{\beta}, L(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\right] \mathbf{U}\right\|_{L_{2}\left([0, t] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{2}(T, M) \int_{0}^{t} I(s) d s
$$

Then, estimating analogously other terms in $\mathcal{F}_{\beta}^{ \pm}$, one gets

$$
\sum_{ \pm} \sum_{|\beta| \leq m-p}\left\|\mathcal{F}_{\beta}^{ \pm}\right\|_{L_{2}\left([0, t] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{3}(T, M)\left\{\sum_{ \pm}\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}^{2}+\int_{0}^{t} I(s) d s\right\}
$$

To estimate the $L_{2}$-norm of $g$ we use inequality (4.7) at $x_{1}= \pm 0$ and trace's property. As a result, one has

$$
\begin{aligned}
& \|g\|_{L_{2}\left([0, t] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{4}(T, M)\left\{\|\mathbf{g}\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2}\right. \\
& \left.\quad+\sum_{ \pm}\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}^{2}+\int_{0}^{t}\left(I(s)+\|\mathbf{F}(s)\|_{W_{2}^{m-1}\left(\mathbb{R}^{n-1}\right)}^{2}\right) d s\right\} .
\end{aligned}
$$

Expressing $\mathbf{F}$ by $\mathbf{U}^{ \pm}$and $\mathbf{g}$ ((3.1) for variable coefficients is applied) and using trace's property, from (4.12) one obtains

$$
\begin{equation*}
I_{\mathrm{tan}}(t)+\int_{0}^{t} I_{\tan }^{\operatorname{tr}}(s) d s \leq C_{5}(T, M)\left\{I(0)+J_{1}(T)+\int_{0}^{t} I(s) d s\right\} \tag{4.13}
\end{equation*}
$$

where

$$
J_{1}(T)=\|\mathbf{g}\|_{W_{2}^{m}}^{2}\left([0, T] \times \mathbb{R}^{n-1}\right)+\sum_{ \pm}\left\|\mathbf{f}^{ \pm}\right\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right)}^{2}
$$

Applying energy methods to systems for the vectors $\partial^{\alpha} \mathbf{U}$ with $|\alpha| \leq m$ and reasoning as above one can easily obtain the inequality

$$
\begin{equation*}
I(t)-\int_{0}^{t} I^{\operatorname{tr}}(s) d s \leq C_{6}(T, M)\left\{I(0)+J_{1}(T)+\int_{0}^{t} I(s) d s\right\} \tag{4.14}
\end{equation*}
$$

where

$$
I^{\operatorname{tr}}(t)=\sum_{ \pm} \sum_{j=0}^{m}\left\|\partial_{1}^{j} \mathbf{U}^{ \pm}(t)\right\|_{W_{2}^{m-j}\left(\mathbb{R}^{n-1}\right)}^{2}
$$

To get an inequality for $I(t)$ when "+" stands in (4.14) instead of "-", we use the great advantage that the boundary conditions are strictly dissipative and, therefore, one has the positive integral in the left-hand side of inequality (4.13). We should now estimate the "full trace" $\int_{0}^{t} I^{\operatorname{tr}}(s) d s$ by $\int_{0}^{t} I_{\tan }^{\operatorname{tr}}(s) d s$.

Using the equations

$$
\left.\mathbf{U}_{x_{1}}\right|_{x_{1}= \pm 0}=\left.A_{\nu}^{-1}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}})\left\{\mathbf{f}^{ \pm}-A_{0}(\widehat{\mathbf{U}}) \mathbf{U}_{t}-\sum_{k=2}^{n} A_{k}(\widehat{\mathbf{U}}) \mathbf{U}_{x_{k}}\right\}\right|_{x_{1}= \pm 0}
$$

one has that $\partial^{\alpha} \mathbf{U}^{ \pm}$with $|\alpha|=m$ is a sum of terms $G_{k}\left(\widehat{\mathbf{U}^{ \pm}}, \widehat{\mathbf{F}}\right) \partial_{t, \mathrm{x}^{\prime}}^{\beta} \mathbf{U}^{ \pm}$and $G_{l}\left(\widehat{\mathbf{U}^{ \pm}}, \widehat{\mathbf{F}}\right)$ $\times\left.\partial^{\gamma} \mathbf{f}^{ \pm}\right|_{x_{1}= \pm 0}$, where $k+|\beta| \leq m$ and $l+|\gamma| \leq m-1$. Applying to these terms inequalities (4.8) and (4.7) (at $x_{1}= \pm 0$ ), respectively, one gets the desired estimate

$$
\begin{equation*}
\int_{0}^{t} I^{\operatorname{tr}}(s) d s \leq C_{7}(T, M) \int_{0}^{t} I_{\tan }^{\operatorname{tr}}(s) d s \tag{4.15}
\end{equation*}
$$

Summing up (4.13) multiplied by $2 C_{7}$ with (4.14) and using (4.15), we obtain

$$
\begin{equation*}
I(t)+\int_{0}^{t} I^{\operatorname{tr}}(s) d s \leq C_{8}(T, M)\left\{I(0)+J_{1}(T)+\int_{0}^{t} I(s) d s\right\} \tag{4.16}
\end{equation*}
$$

where $C_{8}=C_{6}+2 C_{5} C_{7}$.
Throwing away the positive integral in the left-hand side of (4.16) and applying Gronwall's lemma yield

$$
\begin{equation*}
I(t) \leq C_{9}(T, M)\left(I(0)+J_{1}(T)\right), \quad 0 \leq t \leq T \tag{4.17}
\end{equation*}
$$

It follows from (4.16) and (4.17) that

$$
\begin{equation*}
\sum_{ \pm}\left\|\mathbf{U}^{ \pm}\right\|_{W_{2}^{m}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{10}(T, M)\left(I(0)+J_{1}(T)\right) \tag{4.18}
\end{equation*}
$$

At last, using the boundary conditions (3.1) (for variable coefficients) and applying (4.5) with $\Omega=[0, T] \times \mathbb{R}^{n-1}$ and $k=m$, we get from (4.18) that

$$
\begin{equation*}
\|f\|_{W_{2}^{m+1}\left([0, T] \times \mathbb{R}^{n-1}\right)}^{2} \leq C_{11}(T, M)\left\{I(0)+J_{1}(T)+\left\|f_{0}\right\|_{W_{2}^{m+1}\left(\mathbb{R}^{n-1}\right)}^{2}\right\} \tag{4.19}
\end{equation*}
$$

Estimates (4.17)-(4.19) imply (4.2).
Remark 4.1. In [7, 9, 10], the estimate in the form of (4.2) was obtained for gas dynamical shock waves by an accurate use of various Sobolev's imbedding theorems.

Unlike $[7,9,10]$, the proof of Theorem 4.2 above relies on the Gagliardo-Nirenberg inequalities and is, therefore, closer to arguments of Metivier [37]. But, if $\Omega=[0, T] \times \mathbb{R}_{ \pm}^{n}$ or $\Omega=[0, T] \times \mathbb{R}^{n-1}$ the constants in (4.3), (4.4) blow up as $T \rightarrow 0$. This unpleasant fact can prevent the proof of existence for the nonlinear problem. To overcome this difficulty it was suggested in [37] to use some substitutes of the Gagliardo-Nirenberg inequalities for which the constants are uniform with respect to $T$ as $T \rightarrow 0$ (we do not want to go into details and just refer to [37]). Using such substitutes allows one to prove some modifications of inequalities (4.5)-(4.8) which now include norms of $u(0)$ and $v(0)$ (see [37]). Further arguments in the proof of Theorem 4.2 remain valid (with little modification), and the constant $C(T, M)$ in (4.2) is uniform with respect to $T$ as $T \rightarrow 0$.

Consider the system

$$
\begin{gather*}
\widetilde{L}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{Y}+C(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{Y}=\widetilde{\mathbf{f}}_{p-1}^{ \pm}  \tag{4.20a}\\
\mathcal{L}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{W}=\mathcal{F}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n} \tag{4.20b}
\end{gather*}
$$

where $\mathbf{Y}=\left(\mathbf{U}, \mathbf{W}_{1}, \ldots, \mathbf{W}_{p-1}\right)$, system (4.20a) is formed by (1.24a) and systems obtained by the differentiation of (1.24a) with respect to $t$ and $\mathbf{x}$; the matrix $C$ can be explicitly written out, $\widetilde{\mathbf{f}}_{p-1}^{ \pm}=\left(\partial^{\alpha^{1}} \mathbf{f}^{ \pm}, \ldots, \partial^{\alpha^{d_{0}}} \mathbf{f}^{ \pm}\right)$, $d_{0}=C_{n+p-1}^{p-1}$, etc. (see section 2); system (4.20b) coincides with (4.10) for $|\beta|=0$. We supplement system (4.20) with the boundary conditions (1.24b). All other boundary conditions follow from (1.24b) and system (4.20) itself at $x_{1}=0$.

System (4.20a) is equivalently rewritten as

$$
\begin{equation*}
A_{0}(\widehat{\mathbf{U}}) \mathbf{Y}_{t} \mp \mathbf{Y}_{x_{1}}+\sum_{k=2}^{n} A_{k}(\widehat{\mathbf{U}}) \mathbf{Y}_{x_{k}}+C^{ \pm}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \mathbf{W}=\widetilde{\mathbf{f}}_{p-1}^{ \pm}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n} \tag{4.21}
\end{equation*}
$$

where $C^{ \pm} \mathbf{W}=C \mathbf{Y}+\left(A_{\nu} \pm I\right) \mathbf{Y}_{x_{1}}$. The boundary matrix for system (4.21), (4.20b) is $\operatorname{diag}\left(-I, A_{\nu}\right)$ for $x_{1}>0$ and $\operatorname{diag}\left(I, A_{\nu}\right)$ for $x_{1}<0$. Clearly, the boundary conditions for system (4.21), (4.20b) are strictly dissipative (see (4.11) for $|\beta|=0$ ).

Thus, system (4.21), (4.20b), that is equivalent to (4.20), has strictly dissipative boundary conditions. The initial-boundary-value problem for system (4.21), (4.20b) differs from one studied in Appendix A of [43] only by the presence of the unknown function $f$ in the boundary conditions. The compatibility conditions for (1.24) can be written by analogy with those for standard boundary conditions in [40, 43]. The existence of a smooth solution $\left(\mathbf{U}, \mathbf{W}_{1}, \ldots, \mathbf{W}_{p-1}, \mathbf{W}\right) \in W_{2}^{m-p}$ to the problem for system (4.21), (4.20b) is proved exactly in the same manner as in Appendix A of [43] for linear hyperbolic problems with strictly dissipative boundary conditions. Moreover, the component $\mathbf{U}$ of this solution satisfies the original problem (1.24). Note also that in [10] the existence of smooth solutions to the linearized problem for gas dynamical shock waves was proved by approximation by grid functions. Such an approach suggested by Godunov [25] for linear hyperbolic problems with strictly dissipative boundary conditions and applied by Blokhin [10] to gas dynamical shock waves can also be used for general Lax shocks under consideration. So, we have the following existence theorem.

Theorem 4.3. Let that all the assumptions of Theorem 4.2 are satisfied. Then, for all the data

$$
\begin{aligned}
& \mathbf{U}_{0} \in W_{2}^{m}\left(\mathbb{R}_{+}^{n}\right) \cap W_{2}^{m}\left(\mathbb{R}_{-}^{n}\right), \quad f_{0} \in W_{2}^{m+1}\left(\mathbb{R}^{n-1}\right), \\
& \mathbf{f}^{ \pm} \in W_{2}^{m}\left([0, T] \times \mathbb{R}_{ \pm}^{n}\right), \quad \mathbf{g} \in W_{2}^{m}\left([0, T] \times \mathbb{R}^{n-1}\right)
\end{aligned}
$$

satisfying the compatibility conditions up to order $m-1$, the initial-boundary-value problem (1.24), (1.17c) has a unique solution $(\mathbf{U}, f) \in Z_{T}^{m}$ that obeys the a priori estimate (4.2).

Sketch of the proof of Theorem 4.1. The proof follows from a fixed-point argument and we are quite brief here. For a time $T>0$, a constant $M>0$, and an integer $s \geq[n / 2]+2$, we define

$$
\begin{aligned}
\mathcal{K}=\{ & (\widehat{\mathbf{U}}, \hat{f}) \in Z_{T}^{s} \mid \mathcal{N}_{T}^{s}(\widehat{\mathbf{U}}, \hat{f}) \leq M, \widehat{\mathbf{U}}(0, \mathbf{x})=\mathbf{U}_{0}(\mathbf{x}), \hat{f}\left(0, \mathbf{x}^{\prime}\right)=f_{0}\left(\mathbf{x}^{\prime}\right) \\
& \left.\left(\mathbf{U}_{0}, f_{0}\right) \in\left\{\bigcap_{ \pm} W_{2}^{s}\left(\mathbb{R}_{ \pm}^{n}\right)\right\} \times W_{2}^{s+1}\left(\mathbb{R}^{n-1}\right) \text { is compatible to order } s-1\right\} .
\end{aligned}
$$

We do not specify here the compatibility conditions and just refer to [37].
Consider now the mapping $\Lambda:(\widehat{\mathbf{U}}, \hat{f}) \rightarrow(\mathbf{U}, f)$, where $(\mathbf{U}, f)$ satisfies the initial-boundary-value problem (1.24), (1.17c) with $\mathbf{f}^{ \pm} \equiv 0$ and

$$
\mathbf{g}=\left[\mathcal{P}^{1}(\widehat{\mathbf{U}})\right]-\left[S^{-1}(\widehat{\mathbf{U}}) A_{\nu}(\widehat{\mathbf{U}}, \widehat{\mathbf{F}}) \widehat{\mathbf{U}}\right]
$$

Actually, with such a choice of $\mathbf{g}$ the linear conditions in (1.24b) are Newton's approximation of the nonlinear boundary conditions (1.17b) (see discussion in [34]). Theorem 4.3 guarantees the existence of $(\mathbf{U}, f) \in Z_{T}^{s}$. Moreover, it follows from estimate (4.2) that $\Lambda(\mathcal{K}) \subset \mathcal{K}$ for appropriate choices of $T$ and $M$ (see Remark 4.1).

Consider $\left(\widehat{\mathbf{U}}^{i}, \hat{f}^{i}\right) \in \mathcal{K}$ and let $(\mathbf{U}, f)=\Lambda\left(\widehat{\mathbf{U}}^{i}, \hat{f}^{i}\right), i=1,2$. For the differences $\mathbf{U}^{1}-\mathbf{U}^{2}$ and $f^{1}-f^{2}$ we obtain problem (1.24) with the trivial initial data, the coefficients $(\widehat{\mathbf{U}}, \hat{f})=\left(\widehat{\mathbf{U}}^{1}, \hat{f}^{1}\right)$,

$$
\mathbf{f}^{ \pm}=\left(L\left(\widehat{\mathbf{U}}^{2}, \widehat{\mathbf{F}}^{2}\right)-L\left(\widehat{\mathbf{U}}^{1}, \widehat{\mathbf{F}}^{1}\right)\right) \mathbf{U}^{2}, \quad \mathbf{x} \in \mathbb{R}_{ \pm}^{n},
$$

and a corresponding $\mathbf{g}$ (it can be easily written down as well). Applying estimate (4.2) with $m=s-1$ to this problem and using the mean-value theorem for $\mathbf{f}^{ \pm}$and g , one gets

$$
\mathcal{N}_{T}^{s-1}\left(\mathbf{U}^{1}-\mathbf{U}^{2}, f^{1}-f^{2}\right) \leq \delta \mathcal{N}_{T}^{s-1}\left(\widehat{\mathbf{U}}^{1}-\widehat{\mathbf{U}}^{2}, \hat{f}^{1}-\hat{f}^{2}\right),
$$

where the positive constant $\delta=\delta(T, M)<1$ for $T$ sufficiently small (we do not describe in detail the choice of $T$ and $M$ and just refer to standard arguments, for example, in [34] for the Cauchy problem or in [41, 42] for initial-boundary-value problems).

That is, the mapping $\Lambda$ is a contraction in the low norm $\mathcal{N}_{T}^{s-1}$. Hence, there exists a unique fixed point $(\mathbf{U}, f)=(\widehat{\mathbf{U}}, \hat{f}) \in \mathcal{K}$ which solves (1.17).
5. Concluding remarks. By introducing the notations of dissipative and strictly dissipative $p$-symmetrizers we have formalized the energy method applied earlier to strong discontinuities for concrete hyperbolic systems of conservation laws. We have proved that if the constant coefficients linearized problem for Lax shocks has
a strictly dissipative $p$-symmetrizer, then under natural assumptions this implies the local in time existence of shock-front solutions of the original nonlinear system. This result recovers Blokhin's local existence theorem for gas dynamical shock waves [7, 9] and enables one to conclude the local existence of shock-front solutions for various concrete models (MHD [12], radiation hydrodynamics [3, 15], Landau's equations of superfluid [11], etc.) for which a priori estimates with no loss of derivatives for constant coefficients linearized problems were earlier deduced by the energy method.

It seems that the result of Theorem 4.1 could be extended, under appropriate assumptions, to the case of characteristic discontinuities. Note, however, that we do not know any concrete example of a characteristic discontinuity for which one can construct a strictly dissipative $p$-symmetrizer. Evidently, this is because all the known characteristic discontinuities (vortex sheets, current-vortex sheets, Alfvén discontinuities, etc.) can be only neutrally stable, i.e., the uniform Lopatinski condition is never satisfied for them.

With regard to the case where the loss of derivatives phenomenon takes place, i.e., when we are able to construct only a dissipative (but not strictly dissipative) $p$ symmetrizer, a theorem for the variable coefficients linearized problem like Theorem 4.3 could be proved both for Lax shocks and characteristic discontinuities. In the generic case, for characteristic discontinuities the functional setting is provided by the anisotropic weighted Sobolev spaces $H_{*}^{s}$ (see [42] and references therein). Concerning the proof of a local existence theorem, it seems that the only way to overcome difficulties connected with the loss of derivatives phenomenon is the use of the Nash-Moser method (see discussion in Remark 1.2). Note that the existence of a dissipative (but not strictly dissipative) $p$-symmetrizer implies the fulfillment of the (weak) Lopatinski condition, i.e., the weak stability of a corresponding strong discontinuity. In particular, the existence of a dissipative $p$-symmetrizer for a planar Lax shock implies the weak stability of this shock wave and, in view of the recent result of Coulombel and Secchi [20] (see Remark 1.2), the nonlinear existence of nonplanar shock waves that are close to the planar shock under consideration.

Unfortunately, there is not a general procedure to construct a $p$-symmetrizer. At the same time, if it was somehow constructed, we do not need to examine the Lopatinski condition, which is often untestable analytically (numerical testing is usually not so simple either). The requirements for a set $\mathbb{S}$ to be a (strictly) dissipative $p$-symmetrizer suggest sufficient or, sometimes, necessary and sufficient conditions for the fulfillment of the (uniform) Lopatinski condition. In this connection, the best example for illustration is the construction of the dissipative 0 -symmetrizer for current-vortex sheets [45] that first enabled the finding of wide sufficient conditions for their neutral stability (i.e., sufficient conditions of the macroscopic stability of the heliopause [4]).

For Lax shock waves, the construction of a strictly dissipative $p$-symmetrizer can be interpreted as an indirect test of the uniform Lopatinski condition and, referring then to $[37,38]$, we have at once the local existence theorem for the nonlinear problem. However, to construct Kreiss' symmetrizer for the case of characteristic discontinuities it is necessary to know not only that the Lopatinski condition is satisfied but also how it is satisfied, i.e., to know a detailed structure of the Lopatinski determinant (see [19]). For example, for current-vortex sheets [45] we know sufficient conditions for the fulfillment of the Lopatinski condition, but the structure of the Lopatinski determinant cannot be analyzed because of insuperable technical difficulties. That is, the only way to achieve a nonlinear result is to follow the energy method in the variable coefficients and nonlinear analysis as well. In the light of this, we think that future perspectives of
the method of $p$-symmetrizers are connected with "nonstandard" problems for which either Kreiss' symmetrizer technique does not work for technical reasons or the general theory is still not developed (as, for example, for nonhyperbolic problems appearing for incompressible fluids; see [46]).
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#### Abstract

We consider the Navier-Stokes system for an incompressible fluid coupled with a convection-diffusion equation for surfactant molecules on the free surface. The lubrication approximation leads to a coupled system of parabolic equations, consisting of a degenerate fourth-order equation for the film height and a second-order equation for the surfactant concentration. A proof based on energy estimates shows the existence of global weak solutions which in addition fulfill an integral inequality (entropy condition) which ensures positivity properties for the solution.
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1. Introduction. The aim of this paper is to prove the existence of nonnegative, weak solutions of the following system of coupled nonlinear, degenerate parabolic partial differential equations

$$
\begin{align*}
& h_{t}+\left(\frac{1}{3} h^{3} h_{x x x}+\frac{1}{2} h^{2} \sigma(\Gamma)_{x}\right)_{x}=0  \tag{1.1}\\
& \Gamma_{t}+\left(\frac{1}{2} h^{2} \Gamma h_{x x x}+h \Gamma \sigma(\Gamma)_{x}\right)_{x}=D \Gamma_{x x} \tag{1.2}
\end{align*}
$$

with suitable initial and boundary conditions. The above system appears in the lubrication theory for thin films on which surfactant molecules diffuse (see [BG88], [DeG94], [GG90], [JG92], [MT99], [WJ01]). In (1.1)-(1.2) the function $h$ describes the height of the film and $\Gamma$ is the concentration of the surfactants. The monotone decreasing function $\sigma$ models that the surfactant molecules lower the surface tension. The first equation follows from mass conservation for the fluid and the term in brackets is the total horizontal velocity. The second equation is a convection-diffusion equation describing mass balance for the surfactants. The term in brackets in (1.2) is the horizontal velocity on top of the film times $\Gamma$ and hence this term accounts for transport of $\Gamma$ induced by the velocity field. We will discuss these issues in more detail in section 2.

The analysis for (1.1)-(1.2) is difficult due to the fact that the system degenerates

[^117]as $h$ tends to zero. Equation (1.1) with $\sigma=$ constant is the thin film equation
\[

$$
\begin{equation*}
h_{t}+\left(\frac{1}{3} h^{3} h_{x x x}\right)_{x}=0 \tag{1.3}
\end{equation*}
$$

\]

which has been studied by many authors (see [BF90], [B96], [BBD95], [BMS99], [BP96], [DG01], [DGG98], [EG96], [G03], [O98] and the references therein). Due to the fact that the equation is of fourth order and since no maximum principle is valid, it is difficult to analyze the thin film equation. For example, it is not clear how to show nonnegativity of solutions. For the thin film equation (1.3) a priori estimates follow from the identity

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \frac{1}{2} h_{x}^{2}+\int_{\Omega} \frac{1}{3} h^{3} h_{x x x}^{2}=0 \tag{1.4}
\end{equation*}
$$

which holds under appropriate boundary conditions. But also further integral estimates, of which

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} G(h)+\frac{1}{3} \int_{\Omega} h h_{x x}^{2}=0 \tag{1.5}
\end{equation*}
$$

with $G^{\prime \prime}(h)=h^{-2}$ is the easiest example, hold and give further a priori estimates (see [BF90], [BBD95], [BP96], [DGG98] for details). By now many deep results such as nonnegativity of solutions, finite speed of propagation, results on the long time behavior of solutions, waiting time behavior and regularity results have been shown by using global and local versions of the above-mentioned a priori estimates (see [BF90], [BBD95], [B96], [DGG98]). The mathematical analysis of the system (1.1)(1.2) is even more involved. Renardy ([R1-96], [R2-96], [R97]) studied this system and variants of it. He showed local existence results and studied shock profiles in certain singular perturbed variants of (1.1)-(1.2). Barrett, Garcke and Nürnberg [BGN03] studied and analyzed a finite element method for (1.1)-(1.2) and they present several numerical simulations showing an extreme thinning of the film due to convection resulting from surface tension gradients. We also refer to Grün, Lenz and Rumpf [GLR02] for numerical simulations based on a finite volume method.

In this paper we will show global existence of weak solutions to (1.1)-(1.2). Fundamental for our approach is a proper generalization of the energy identity (1.4) to the case of surfactants. This is not straightforward and, therefore, we will reconsider the derivation for (1.1)-(1.2) from the full free boundary problem for the Navier-Stokes equations. In particular we will derive an energy inequality for the full problem and taking the scaling of the lubrication approximation into account we can derive an energy estimate for (1.1)-(1.2). This part of the paper is formal and will be presented in section 2 . The formally derived energy estimates will then be used in sections 3 and 4 to derive rigorous a priori estimates which are basic ingredients of the existence theory for (1.1)-(1.2). Generalization of the integral identities ("entropy" identities) for the thin film equation in general do not seem to hold for (1.1)-(1.2). But in section 4 we will show that at least one of the "entropy" estimates still can be generalized to (1.1)(1.2) and this will allow us to show that solutions to positive initial data can only become zero on a set of measure zero. This shows that the influence of surfactants does not lead to dead cores, i.e., sets with positive measure on which $h$ becomes zero.
2. The models. The motion of an incompressible viscous fluid on a bounded solid substrate is governed by the Navier-Stokes equations

$$
\begin{align*}
\rho_{0}\left\{\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}\right\} & =\mu \Delta \mathbf{u}-\nabla p  \tag{2.1}\\
\operatorname{div} \mathbf{u} & =0 \tag{2.2}
\end{align*}
$$

where $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ is the velocity field, $p$ the pressure and $\rho_{0}$ the constant density. We assume that the fluid does not penetrate the substrate given by $\left\{(x, y, z) \in \mathbb{R}^{3} \mid z=\right.$ $0\}$ and that there is no flux across the lateral boundary. We also impose no-slip boundary conditions for the velocity, i.e.,

$$
\begin{equation*}
\mathbf{u}_{, z=0}=0 \tag{2.3}
\end{equation*}
$$

We assume that the evolving free surface (i.e., the fluid/air interface) $C_{t}$ is given as the graph of a smooth time-dependent height function $h=h(t, x, y)$ on a spatial domain $\Omega \subset \mathbb{R}^{2}$, i.e.,

$$
\begin{equation*}
C_{t}=\{(x, y, z) \mid(x, y) \in \Omega, z=h(t, x, y)\} \tag{2.4}
\end{equation*}
$$

At the interface (briefly abbreviated as $\{z=h\}$ ) a kinematic boundary condition dictates that the normal component of the liquid velocity balances the speed of the interface (the convective time-derivative $\frac{d h}{d t}$ of $h$ ), i.e.,

$$
\begin{equation*}
u_{3, z=h}=\frac{d h}{d t}=h_{t}+u_{1} h_{x}+u_{2} h_{y} . \tag{2.5}
\end{equation*}
$$

In order to balance the shear stress tensor

$$
T(\mathbf{u}, p):=-p \operatorname{Id}+\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)
$$

of the fluid we look at its normal and tangential component separately. The normal stress exhibits a jump equal to the surface tension times the curvature (later referred to as normal stress condition):

$$
\begin{equation*}
\boldsymbol{\nu} \cdot T \boldsymbol{\nu}=\sigma \kappa \tag{2.6}
\end{equation*}
$$

where $\boldsymbol{\nu}$ is the outer unit normal and $\kappa$ is the sum of the principal curvatures of the interface at a given point on $C_{t}$.

For the description of the tangential shear stress on the interface it becomes important to clarify the role of the surface tension dependence on the surfactant concentration $\Gamma$ more explicitly. A result of the surface agency of the surfactant monolayer is that the surface concentration gradient of surfactant molecules opposes the surface tension gradient. To restore the disturbed equilibrium at the surface (caused by inhomogeneously distributed surfactants), the tangential part of the surface tension gradient balances the tangential component of the shear stress $T \boldsymbol{\nu}$, i.e.,

$$
\begin{equation*}
\boldsymbol{\tau} \cdot T \boldsymbol{\nu}=\partial_{\boldsymbol{\tau}} \sigma(\Gamma) \tag{2.7}
\end{equation*}
$$

for all tangents $\boldsymbol{\tau}$, where $\partial_{\boldsymbol{\tau}}$ denotes the gradient in direction of the tangent vector $\boldsymbol{\tau}$. This effect is known as the (solutal) Marangoni effect.
2.1. Mass balance for the surfactant concentration. We now derive the evolution equation for the surfactant concentration by looking at the mass balance for the surfactant on subsets $C_{t}^{\prime} \subset C_{t}$. Let

$$
C^{\prime}=\bigcup_{t \in\left[t_{1}, t_{2}\right]}\{t\} \times C_{t}^{\prime} \quad \text { and } \quad C=\bigcup_{t \in\left[t_{1}, t_{2}\right]}\{t\} \times C_{t}
$$

be a smooth three-dimensional surface with boundary $\partial C^{\prime}$, such that $C_{t}^{\prime} \subset \mathbb{R}^{2}$ are smooth two-dimensional surfaces with boundary $\partial C_{t}^{\prime}$. Let $\Gamma$ be the concentration of the surfactant which is a function on $C$. Then the mass balance on $C^{\prime}$ reads as follows:

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{C_{t}^{\prime}} \Gamma d S^{2}\right)=-\int_{\partial C_{t}^{\prime}}\left(\Gamma \mathbf{u}_{t a n}-D \nabla_{s} \Gamma\right) \cdot \mathbf{n}_{\partial C_{t}^{\prime}} d S^{1}+\int_{\partial C_{t}^{\prime}} \Gamma v_{\partial C_{t}^{\prime}} d S^{1} \tag{2.8}
\end{equation*}
$$

Here $\mathbf{u}_{t a n}$ is the tangential component of the velocity, i.e.,

$$
\mathbf{u}_{t a n}:=\mathbf{u}-(\mathbf{u} \cdot \boldsymbol{\nu}) \boldsymbol{\nu}
$$

where $\boldsymbol{\nu} \in \mathbb{R}^{3}$ is the normal to the interface $C_{t}^{\prime}$. Furthermore, $\nabla_{s} \Gamma$ denotes the surface gradient of $\Gamma$ on $C_{t}$. The vector $\mathbf{n}_{\partial C_{t}^{\prime}}$ is the outer unit normal to $\partial C_{t}^{\prime}$, i.e., $\mathbf{n}_{\partial C_{t}^{\prime}}$ lies in the tangent space to $C_{t}^{\prime}$ and is perpendicular to $\partial C_{t}^{\prime}$. The quantity $v_{\partial C_{t}^{\prime}}$ is the normal boundary velocity of $\partial C_{t}^{\prime}$ as a subcurve of $C_{t}^{\prime}$, i.e., $v_{\partial C_{t}^{\prime}}$ describes the local decrease or increase of the surface area of $C_{t}^{\prime}$ due to the tangential velocity of the boundary $\partial C_{t}^{\prime}$. To compute $v_{\partial C_{t}^{\prime}}$ at a point $x \in \partial C_{t}^{\prime}$ let $y(s) \in \partial C_{t}^{\prime}$ be such that $y(t)=x$. Then $y^{\prime}(t)$ denotes the velocity of the curve $y$. Any motion tangential to $\partial C_{t}^{\prime}$ does not lead to an increase of area, i.e., only the component

$$
v_{\partial C_{t}^{\prime}}:=y^{\prime}(t) \cdot \mathbf{n}_{\partial C_{t}^{\prime}}
$$

changes the surface area of $C_{t}^{\prime}$.
Let us briefly discuss what the two terms on the right-hand side of (2.8) describe. The first integral describes changes of mass due to convective transport by the velocity $\mathbf{u}$ and diffusional transport where $D>0$ is the diffusion coefficient. The second integral takes into account the change of surfactant on $C_{t}^{\prime}$ due to the fact that the surface $C_{t}^{\prime}$ increases or decreases. Our goal is now to derive a pointwise identity for the surfactant concentration from the balance law (2.8). To reformulate (2.8) we need the transport theorem (for a proof see the appendix)

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{C_{t}^{\prime}} \Gamma d S^{2}\right)=\int_{C_{t}^{\prime}}\left[\partial_{\left(1, \mathbf{v}_{\nu}\right)} \Gamma-\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)\right] d S^{2}+\int_{\partial C_{t}^{\prime}} \Gamma v_{\partial C_{t}^{\prime}} d S^{1} \tag{2.9}
\end{equation*}
$$

In the above $\partial_{\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)} \Gamma$ denotes the partial derivative of $\Gamma$ in the direction $\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)$. Here $\mathbf{v}_{\boldsymbol{\nu}}$ is the uniquely determined vector lying in the tangent space to $C_{t}^{\prime}$ such that $\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)$ is tangent to $C^{\prime}$. The quantity $\mathbf{v}_{\nu}$ is the normal velocity vector and $\partial_{\left(1, \mathbf{v}_{\nu}\right)} \Gamma$ is the normal time-derivative in the notation of Gurtin [Gur93]. Furthermore $\boldsymbol{\kappa}_{\boldsymbol{\nu}}$ is the mean curvature vector, i.e., $\boldsymbol{\kappa}_{\boldsymbol{\nu}}$ has the direction of the normal $\boldsymbol{\nu}$ and its length is equal to the sum of the principal curvatures. Combining (2.8) and (2.9) and using the Gauss theorem for the first integral on the right-hand side of (2.8) we obtain

$$
\begin{equation*}
0=\int_{C_{t}^{\prime}}\left[\partial_{\left(1, \mathbf{v}_{\nu}\right)} \Gamma-\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)+\nabla_{s} \cdot\left(\Gamma \mathbf{u}_{t a n}-D \nabla_{s} \Gamma\right)\right] d S^{2} \tag{2.10}
\end{equation*}
$$

Since $C_{t}^{\prime}$ is arbitrary we obtain

$$
\begin{equation*}
\partial_{\left(1, \mathbf{v}_{\nu}\right)} \Gamma-\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)+\nabla_{s} \cdot\left(\Gamma \mathbf{u}_{t a n}-D \nabla_{s} \Gamma\right)=0 \tag{2.11}
\end{equation*}
$$

pointwise on $C^{\prime}$. A simple computation shows

$$
\mathbf{v}_{\boldsymbol{\nu}}=\frac{h_{t}}{1+|\nabla h|^{2}}(-\nabla h, 1)=\frac{h_{t}}{\sqrt{1+|\nabla h|^{2}}} \boldsymbol{\nu}
$$

where the normal $\boldsymbol{\nu}$ is given by

$$
\boldsymbol{\nu}=\frac{1}{\sqrt{1+|\nabla h|^{2}}}(-\nabla h, 1)
$$

Hence we obtain from (2.5) that $\mathbf{u} \cdot \boldsymbol{\nu}=\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\nu}$ and therefore

$$
\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}=\mathbf{u} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}=(\mathbf{u} \cdot \boldsymbol{\nu}) \kappa
$$

As a result (2.11) can be rewritten as

$$
\begin{equation*}
\partial_{\left(1, \mathbf{v}_{\nu)}\right.} \Gamma-\Gamma(\mathbf{u} \cdot \boldsymbol{\nu}) \kappa+\nabla_{s} \cdot\left(\Gamma \mathbf{u}_{t a n}-D \nabla_{s} \Gamma\right)=0 \tag{2.12}
\end{equation*}
$$

Using $\mathbf{u}=\mathbf{u}_{\text {tan }}+(\mathbf{u} \cdot \boldsymbol{\nu}) \boldsymbol{\nu}$ and the fact that $\nabla_{s}(\Gamma \mathbf{u} \cdot \boldsymbol{\nu}) \cdot \boldsymbol{\nu}=0$ we obtain using the following sign convention for the curvature $\kappa=-\nabla_{s} \cdot \boldsymbol{\nu}$ the identity

$$
\nabla_{s} \cdot(\Gamma \mathbf{u})=\nabla_{s} \cdot\left(\Gamma \mathbf{u}_{t a n}\right)-\Gamma(\mathbf{u} \cdot \boldsymbol{\nu}) \kappa
$$

and finally (2.12) takes the form

$$
\begin{equation*}
\partial_{\left(1, \mathbf{v}_{\nu)}\right.} \Gamma+\nabla_{s} \cdot(\Gamma \mathbf{u})=D \Delta_{s} \Gamma \tag{2.13}
\end{equation*}
$$

2.2. Energy for the free surface problem. Assuming constant temperature, a fundamental equation of chemical thermodynamics relates the concentrationdependent surface tension $\sigma$ to the free energy $g(\Gamma)$ and the chemical potential $g^{\prime}(\Gamma)$ (see [V00]), where both functions depend on the surfactant concentration $\Gamma$ :

$$
\begin{equation*}
\sigma(\Gamma)=g(\Gamma)-\Gamma g^{\prime}(\Gamma) \tag{2.14}
\end{equation*}
$$

Convexity of the free energy implies a monotone decrease of surface tension for nonnegative concentration, which is consistent with the surface agency of the surfactant molecules we described before.

The total energy decomposes into the kinetic energy of the flow and the free energy of the surface:

$$
\begin{equation*}
E(t)=\int_{\Omega_{t}} \frac{\rho_{0}}{2} \mathbf{u}^{2}(t, \cdot) d V^{3}+\int_{C_{t}} g(\Gamma(t, \cdot)) d S^{2} \tag{2.15}
\end{equation*}
$$

where $\Omega_{t}:=\left\{(x, y, z) \in \mathbb{R}^{3} \mid(x, y) \in \Omega, 0<z<h(t, x, y)\right\}$ is the domain occupied by the liquid. A careful computation (see appendix 5.2) reveals the dissipation of the total energy:

$$
\begin{equation*}
\frac{d}{d t} E(t)=-\int_{\Omega_{t}} \nabla \mathbf{u}: T d V^{3}-D \int_{C_{t}} g^{\prime \prime}(\Gamma)\left|\nabla_{s} \Gamma\right|^{2} d S^{2} \tag{2.16}
\end{equation*}
$$

Here the imposed boundary conditions (2.3), (2.5), (2.6) and (2.7), a no-slip boundary condition at the lateral boundary and a $90^{\circ}$ angle condition at points where the free surface intersects the lateral boundary have been used. To avoid additional boundary contributions we choose a $90^{\circ}$ angle condition. In a more general situation the free energy has to be supplemented by terms representing the surface energy of the boundary. The importance of $(2.16)$ for the analysis lies in the fact that with integration over a bounded time interval $[0, T]$ a priori estimates for $\mathbf{u}, \Gamma$ and their spatial gradients result.
2.3. Lubrication approximation. As our subsequent analysis will be restricted to two spatial dimensions $(x, z)$ we state the following derivation in the two-dimensional setting and introduce the variable $\mathbf{u}=(u, w)$ where $u$ represents the horizontal velocity in the direction of $x$ and $w$ the vertical velocity in the direction of $z$.

Scalings appropriate for a lubrication approximation of surfactant driven thin films (see [GG90]) are

$$
\begin{aligned}
& \hat{x}=\frac{1}{L} x, \quad \hat{z}=\frac{1}{H} z, \quad \hat{t}=\frac{\epsilon U}{H} t \\
& \hat{u}=\frac{1}{U} u, \quad \hat{w}=\frac{1}{\epsilon U} w, \quad \hat{h}=\frac{1}{H} h, \quad \hat{\Gamma}=\frac{1}{\Gamma_{m}} \Gamma
\end{aligned}
$$

where $L$ represents the typical horizontal length scale, $H$ the typical film height, $U$ the typical horizontal velocity and $\Gamma_{m}$ the critical surfactant concentration. Considering thin films we assume that the parameter

$$
\epsilon=\frac{H}{L}
$$

is small. We also need to scale the pressure and the surface energy density and in this context the scaling

$$
\begin{equation*}
\hat{p}=\frac{H}{S} p \quad \text { and } \quad \hat{\sigma}=\frac{1}{S}\left(\sigma-\sigma_{m}\right) \tag{2.17}
\end{equation*}
$$

has been chosen (see [GG90], [JG92]). Here $S$ is the spreading coefficient, i.e., the surface tension difference at the surfactant monolayer edge and $\sigma_{m}$ the surface tension of the saturated surface. Defining the typical horizontal velocity as

$$
U=\frac{\epsilon S}{\mu}
$$

with $\mu$ being the dynamic viscosity of the fluid, ensures that the Marangoni force at the free surface remains as a dominant force in the tangential stress boundary condition.

Lubrication theory now gives

$$
\begin{align*}
& p(t, x, z)=-\mathcal{S} h_{x x}(t, x)  \tag{2.18}\\
& u(t, x, z)=z u_{z}(t, x, h(t, x))+p_{x}(t, x, z)\left(\frac{1}{2} z^{2}-h(t, x) z\right) \tag{2.19}
\end{align*}
$$

where

$$
u_{z}(t, x, h(t, x))=\sigma(\Gamma(t, x))_{x}
$$

and $\mathcal{S}$ denotes the rescaled capillary constant. The incompressibility of the flow and the evolution equation for $\Gamma$ imply to leading order

$$
\begin{align*}
h_{t} & =-\partial_{x}\left(\int_{0}^{h(t, x)} u(t, x, z) d z\right)  \tag{2.20}\\
\Gamma_{t} & =-\partial_{x}(\Gamma(t, x) u(t, x, h(t, x)))+D \Gamma_{x x} \tag{2.21}
\end{align*}
$$

(see [GG90] for details). Using the representation of $u$ in (2.19) we get the system (1.1)-(1.2) which we are going to analyze in what follows. Furthermore we take the scaling of the lubrication approximation to approximate the energy inequality (2.16) which gives

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left(\frac{\mathcal{S}}{2} h_{x}^{2}+g(\Gamma)\right)+\int_{\Omega} \int_{0}^{h(t, x)} u_{z}^{2}+\mathcal{D} \int_{\Omega} g^{\prime \prime}(\Gamma) \Gamma_{x}^{2}=0 \tag{2.22}
\end{equation*}
$$

where $\mathcal{D}$ denotes the rescaled diffusion constant. Making use of the representation (2.19) we obtain

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}\left(\frac{\mathcal{S}}{2} h_{x}^{2}+g(\Gamma)\right)+ & \int_{\Omega} h\left\{\left(\sigma(\Gamma)_{x}\right)^{2}+\mathcal{S} h h_{x x x} \sigma(\Gamma)_{x}+\frac{1}{3} h^{2}\left|\mathcal{S} h_{x x x}\right|^{2}\right\} \\
& +\mathcal{D} \int_{\Omega} g^{\prime \prime}(\Gamma) \Gamma_{x}^{2}=0 \tag{2.23}
\end{align*}
$$

We remark that the second term in brackets is positive since the middle term can be absorbed by the first and the third term using Young's inequality. As a result the above identity gives a priori estimates for $h$ and $\Gamma$. These estimates will be crucial for the analysis presented in the following sections.

We observe that through lubrication approximation the complexity of the free boundary problem is reduced-compensated by higher-order spatial derivatives for $h$.
3. Existence of weak solutions. We are interested in solutions of the system of nonlinear partial differential equations we derived in section 2.3, namely,

$$
\begin{align*}
h_{t}+\partial_{x}\left(a_{2}(h) \sigma(\Gamma)_{x}+a_{3}(h) h_{x x x}\right) & =0 & & \text { in } \Omega_{T},  \tag{3.1}\\
\Gamma_{t}+\partial_{x}\left(\Gamma a_{1}(h) \sigma(\Gamma)_{x}+\Gamma a_{2}(h) h_{x x x}\right) & =\mathcal{D} \Gamma_{x x} & & \text { in } \Omega_{T} \tag{3.2}
\end{align*}
$$

where we impose the no-flux and initial boundary conditions

$$
\begin{gather*}
h_{x}=h_{x x x}=\Gamma_{x}=0 \quad \text { on }(0, T) \times \partial \Omega  \tag{3.3}\\
h(0, \cdot)=h_{0} \quad \text { in } \Omega  \tag{3.4}\\
\Gamma(0, \cdot)=\Gamma_{0} \quad \text { in } \Omega \tag{3.5}
\end{gather*}
$$

In sections 3 and 4 the set $\Omega$ will always be assumed to be a bounded interval. For later use we introduce the coefficient functions $a_{i}$ for $i=1,2,3$, which will be such that the special case $a_{i}(s)=\frac{1}{i} s^{i}$ for $s \geq 0$ leads to (1.1)-(1.2). It turns out that solutions of appropriate regularity exist in a weak sense. This result is formulated in the following theorem. Before we state the result we need to formulate certain assumptions on the coefficients. In detail we assume:
(A1) The functions $a_{i}: \mathbb{R} \rightarrow \mathbb{R}_{0}^{+}$are continuous for $i=1,2,3$ and $a_{i}(s)=0$ if $s \leq 0$.
(A2) For $A: \mathbb{R} \rightarrow M a t_{2,2}\left(\mathbb{R}_{0}^{+}\right)$there exist $d_{1}, d_{3} \in C\left(\mathbb{R}, \mathbb{R}_{0}^{+}\right)$with $d_{i}(s)=0<=>$ $s \leq 0$ such that

$$
A: s \mapsto\left(\begin{array}{ll}
a_{3}(s) & a_{2}(s) \\
a_{2}(s) & a_{1}(s)
\end{array}\right)
$$

has the property

$$
\xi^{T} A(s) \xi \geq d_{3}(s) \xi_{1}^{2}+d_{1}(s) \xi_{2}^{2}
$$

for all $\xi=\left(\xi_{1}, \xi_{2}\right)^{T} \in \mathbb{R}^{2}$.
(A3) There exist $k, l>0$ such that for all $s \in \mathbb{R}$

$$
\begin{aligned}
& a_{2}(s) \leq C s^{k} \sqrt{d_{1}(s)} \text { and } a_{3}(s) \leq C s^{k} \sqrt{d_{3}(s)} \\
& a_{2}(s) \leq C s^{l} \sqrt{d_{3}(s)} \text { and } a_{1}(s) \leq C s^{l} \sqrt{d_{1}(s)}
\end{aligned}
$$

(A4) The function $g$ lies in $C_{l o c}^{2,1}(\mathbb{R})$ where $C_{l o c}^{2,1}(\mathbb{R})$ is the space of functions with locally Lipschitz continuous second derivatives.
(A5) There exists a $c_{g}>0$ such that $g^{\prime \prime}(s) \geq c_{g}$ for all $s \in \mathbb{R}$.
(A6) There exists a $C_{g}>0$ such that $g^{\prime \prime}(s) \leq C_{g}\left(|s|^{r}+1\right)$ for all $s \in \mathbb{R}$ and with $r \in(0,2)$.
(A7) The functions $\sigma$ and $g$ are related by $\sigma(s)=g(s)-s g^{\prime}(s)$.
(A8) The diffusion coefficient $\mathcal{D}$ is positive.
The above assumptions do not allow for an affine linear relation between $\sigma$ and $\Gamma$ which is often assumed in applications. In the following $\langle\cdot, \cdot\rangle$ denotes the dual product between a linear functional and a point in the corresponding normed space.

Theorem 3.1. Let the initial data fulfill $h_{0} \geq 0, h_{0} \in H^{1,2}(\Omega), \Gamma_{0} \in L^{2}(\Omega)$ and $g^{\prime}\left(\Gamma_{0}\right) \in L^{2}(\Omega)$. Assume also that (A1)-(A8) hold. Then there exists a weak solution $(h, \Gamma)$ of problem (3.1)-(3.5) such that

$$
\begin{equation*}
\int_{0}^{T}\left\langle\Gamma_{t}, \zeta\right\rangle-\int_{\Omega_{T}} \Gamma a_{1}(h) \sigma(\Gamma)_{x} \zeta_{x}-\int_{\Omega_{T} \backslash \Omega_{T}^{0}} \mathcal{S} \Gamma a_{2}(h) h_{x x x} \zeta_{x}+\mathcal{D} \int_{\Omega_{T}} \Gamma_{x} \zeta_{x}=0 \tag{3.7}
\end{equation*}
$$

for all $\zeta \in L^{3}\left(0, T ; H^{2,2}(\Omega)\right)$ with $\zeta_{x}=0$ on $(0, T) \times \partial \Omega$ and

$$
\Omega_{T}^{0}:=\left\{(t, x) \in \Omega_{T} ; h(t, x)=0\right\}
$$

The solutions $h$ and $\Gamma$ have the following regularity properties

$$
\begin{aligned}
& h \in L^{2}\left(0, T ; H^{1,2}(\Omega)\right) \cap H^{1,2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right) \cap C^{\frac{1}{8}, \frac{1}{2}}\left(\overline{\Omega_{T}}\right), \\
& \Gamma \quad \in \quad L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1,2}(\Omega)\right) \cap H^{1, \frac{3}{2}}\left(0, T ;\left(H^{1,3}(\Omega)\right)^{*}\right) \cap L^{6}\left(\Omega_{T}\right),
\end{aligned}
$$

and the initial conditions for $h$ and $\Gamma$ are attained in the sense of traces in the spaces $H^{1,2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right)$ and $H^{1, \frac{3}{2}}\left(0, T ;\left(H^{1,3}(\Omega)\right)^{*}\right)$, respectively. Furthermore
$h \in L^{2}\left(0, T ; H^{3,2}(\Omega \backslash\{h<\delta\})\right)$ for all $\delta>0, h^{3} h_{x x x} \in L^{2}\left(\Omega \backslash \Omega_{T}^{0}\right)$ and in addition it holds $h \geq 0$ almost everywhere.

To prove the above theorem we are following a two-step approach: First we regularize the degeneracy which is apparent for $h=0$. For this purpose we approximate the equation for $h$ by a family of nondegenerate equations

$$
h_{t}^{\delta}+\partial_{x}\left(a_{2}\left(h^{\delta}\right) \sigma\left(\Gamma^{\delta}\right)_{x}+\left[a_{3}\left(h^{\delta}\right)+\delta\right] \mathcal{S} h_{x x x}^{\delta}\right)=0
$$

where $\delta>0$. The surfactant concentration $\Gamma^{\delta}$ is still subject to the nondegenerate equation

$$
\Gamma_{t}^{\delta}+\partial_{x}\left(\Gamma^{\delta} a_{1}\left(h^{\delta}\right) \sigma\left(\Gamma^{\delta}\right)_{x}+\Gamma^{\delta} a_{2}\left(h^{\delta}\right) \mathcal{S} h_{x x x}^{\delta}\right)=\mathcal{D} \Gamma_{x x}^{\delta}
$$

as we assume $\mathcal{D}>0$. On the boundary $(0, T) \times \partial \Omega$ we impose again no-flux conditions that are

$$
\begin{equation*}
h_{x}^{\delta}=h_{x x x}^{\delta}=\Gamma_{x}^{\delta}=0 \tag{3.8}
\end{equation*}
$$

and for $t=0$ we require the same initial data as for the degenerate problem

$$
\begin{array}{ll}
h^{\delta}(0, \cdot)=h_{0} & \text { in } \Omega \\
\Gamma^{\delta}(0, \cdot)=\Gamma_{0} & \text { in } \Omega
\end{array}
$$

In a second step we use a Galerkin approximation which transforms the system of partial differential equations into a system of ordinary differential equations. As basis functions for the finite dimensional space $E_{k}$ we select an $L^{2}$-orthonormal basis of eigenfunctions $\phi_{0}=$ const, $\phi_{1}, \phi_{2}, \ldots$ of $-\partial_{x x}$ with zero Neumann boundary conditions belonging to eigenvalues $0=\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \cdots$. The usual approach would be to make an ansatz for $h$ and $\Gamma$ in $E_{n}=\operatorname{span}\left(\phi_{0}, \ldots, \phi_{n}\right)$, but in this case it turned out that it is necessary to reformulate the equation for $\Gamma$ in terms of the chemical potential $g^{\prime}(\Gamma)$ and to set up a Galerkin ansatz for $g^{\prime}(\Gamma)$ instead or $\Gamma$. With the help of this transformation we are able to establish the necessary a priori estimates to prove global existence of Galerkin solutions.

Since $g^{\prime} \in C^{1}(\mathbb{R})$ and $g^{\prime \prime}>0$ there exists $W:=\left(g^{\prime}\right)^{-1}$ with

$$
\left(W^{\prime} \circ g^{\prime}\right)(s)=\frac{1}{g^{\prime \prime}(s)}
$$

so that we can easily transform (3.2) into an equation for $v:=g^{\prime}(\Gamma)$ using that $\sigma(\Gamma)_{x}=-W(v) v_{x}:$

$$
\begin{equation*}
\partial_{t} W(v)-\partial_{x}\left(W^{2}(v) a_{1}(h) v_{x}\right)+\partial_{x}\left(W(v) a_{2}(h) \mathcal{S} h_{x x x}\right)=\mathcal{D} W(v)_{x x} \tag{3.9}
\end{equation*}
$$

Due to the approximating properties of the eigenfunctions $\phi_{k}$ there exist sequences $\left(\beta_{k n}\right)_{n \in \mathbb{N}}$ and $\left(\gamma_{k n}\right)_{n \in \mathbb{N}}$ for $h_{0} \in H^{1,2}(\Omega)$ and $g^{\prime}\left(\Gamma_{0}\right) \in L^{2}(\Omega)$ such that

$$
\begin{aligned}
& h_{0 n}=\sum_{k=0}^{n} \beta_{k n} \phi_{k} \quad \text { with } \quad h_{0 n} \rightarrow h_{0} \quad \text { in } \quad H^{1,2}(\Omega), \\
& v_{0 n}=\sum_{k=0}^{n} \gamma_{k n} \phi_{k} \quad \text { with } \quad v_{0 n} \rightarrow v_{0}:=g^{\prime}\left(\Gamma_{0}\right) \quad \text { in } \quad L^{2}(\Omega) .
\end{aligned}
$$

Furthermore we make a Galerkin ansatz for $h^{\delta}(t)$ and $v^{\delta}(t)=g^{\prime}\left(\Gamma^{\delta}(t)\right)$ of the form

$$
\begin{array}{ll}
h_{n}^{\delta}(t)=\sum_{k=0}^{n} b_{k n}^{\delta}(t) \phi_{k} & \text { for all } t \in] 0, T\left[\quad \text { with } h_{n}^{\delta}(0)=h_{0 n}\right. \\
v_{n}^{\delta}(t)=\sum_{k=0}^{n} c_{k n}^{\delta}(t) \phi_{k} & \text { for all } t \in] 0, T\left[\quad \text { with } v_{n}^{\delta}(0)=v_{0 n}\right.
\end{array}
$$

where according to (3.1) and (3.9) the functions $b_{k n}^{\delta}(t)$ and $c_{k n}^{\delta}(t)$ are subject to the following Galerkin equations which have to hold for $j=0, \ldots, n$ :

$$
\begin{align*}
\frac{d}{d t}\left(h_{n}^{\delta}(t), \phi_{j}\right) & +\left(a_{2}\left(h_{n}^{\delta}(t)\right) W\left(v_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), \phi_{j}^{\prime}\right)  \tag{3.10}\\
& -\left(a_{3}\left(h_{n}^{\delta}(t)\right) \mathcal{S} h_{n, x x x}^{\delta}(t)+\delta \mathcal{S} h_{n, x x x}^{\delta}(t), \phi_{j}^{\prime}\right)=0
\end{align*}
$$

$$
\begin{align*}
\frac{d}{d t}\left(W\left(v_{n}^{\delta}(t)\right), \phi_{j}\right) & +\left(W^{2}\left(v_{n}^{\delta}(t)\right) a_{1}\left(h_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), \phi_{j}^{\prime}\right)  \tag{3.11}\\
& -\left(W\left(v_{n}^{\delta}(t)\right) a_{2}\left(h_{n}^{\delta}(t)\right) \mathcal{S} h_{n, x x x}^{\delta}(t)-\mathcal{D} W^{\prime}\left(v_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), \phi_{j}^{\prime}\right)=0
\end{align*}
$$

where $(\cdot, \cdot)$ denotes the $L^{2}$-scalar product.
Proof. The first step to take is to prove the existence of local solutions of the Galerkin equations (3.10)-(3.11).

In the second step we derive a priori estimates which allow us to extend the local solutions established in the first step towards global solutions of the Galerkin equations.

As the Galerkin equations are an approximation to the nondegenerate system of partial differential equations we establish in the third step the convergence of the Galerkin method.

Generalizing ideas of Bernis and Friedman [BF90] we can show in the final fourth step that solutions of the nondegenerate system converge to solutions of the degenerate system.
3.1. Local existence of solutions to the Galerkin system. To make use of standard theory for systems of ordinary equations we have to work out the structure of (3.10)-(3.11). Since we can write

$$
\frac{d}{d t}\left(W\left(v_{n}^{\delta}(t)\right), \phi_{j}\right)=\left[B\left(c_{n}^{\delta}(t)\right) \frac{d}{d t} c_{n}^{\delta}(t)\right]_{j}
$$

where $B\left(c_{n}^{\delta}(t)\right)=\left[B_{j k}\left(c_{n}^{\delta}(t)\right)\right]_{j, k}$ is the matrix

$$
B_{j k}\left(c_{n}^{\delta}(t)\right):=\int_{\Omega} W^{\prime}\left(v_{n}^{\delta}(t, x)\right) \phi_{k}(x) \phi_{j}(x) d x
$$

and $c_{n}^{\delta}(t)$ is the vector $\left(c_{n k}^{\delta}(t)\right)_{0 \leq k \leq n}$, we simply have to make sure that $B\left(c_{n}^{\delta}(t)\right)$ is symmetric and positive definite and therefore invertible. For $\xi=\left(\xi_{0}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n+1}$ we obtain

$$
\sum_{j, k} \xi_{j} B_{j k}\left(c_{n}^{\delta}(t)\right) \xi_{k}=\int_{\Omega} W^{\prime}\left(v_{n}^{\delta}(t, x)\right)\left(\sum_{j} \xi_{j} \phi_{j}(x)\right)^{2} d x
$$

Since $W^{\prime}>0$ and the eigenfunctions $\phi_{j}$ are linear independent we obtain that $B\left(c_{n}^{\delta}(t)\right)$ is positive definite and we can multiply (3.11) with $B^{-1}\left(c_{n}^{\delta}(t)\right)$. As a result we have to solve a system of first-order ordinary differential equations of the following type: for given initial data $\beta_{n}, \gamma_{n} \in \mathbb{R}^{n+1}$ and for any value of $\delta>0$ we look for functions $b_{n}^{\delta}, c_{n}^{\delta}:[0, T] \rightarrow \mathbb{R}^{n+1}$ which satisfy the equations

$$
\begin{align*}
\frac{d}{d t}\left(b_{n}^{\delta}, c_{n}^{\delta}\right)(t) & =F\left(t,\left(b_{n}^{\delta}(t), c_{n}^{\delta}(t)\right)\right)^{T}  \tag{3.12}\\
\left(b_{n}^{\delta}, c_{n}^{\delta}\right)(0) & =\left(\beta_{n}, \gamma_{n}\right) \tag{3.13}
\end{align*}
$$

where

$$
\begin{gathered}
F:[0, T] \times \mathbb{R}^{2(n+1)} \rightarrow \mathbb{R}^{2(n+1)}, \\
\left(t, y_{1}, y_{2}\right) \mapsto\left[\begin{array}{l}
\left(f_{1}\left(y_{1}, y_{2}\right), \Phi^{\prime}\right) \\
\left(f_{2}\left(y_{1}, y_{2}\right), B^{-1}\left(c_{n}^{\delta}(t)\right) \Phi^{\prime}\right)
\end{array}\right]
\end{gathered}
$$

with $\Phi=\left(\phi_{0}, \ldots, \phi_{n}\right)$, and

$$
\begin{aligned}
f_{2}\left(y_{1}, y_{2}\right):= & -W^{2}\left(y_{2} \cdot \Phi\right) a_{1}\left(y_{1} \cdot \Phi\right) y_{2} \cdot \Phi^{\prime}+\mathcal{S} W\left(y_{2} \cdot \Phi\right) a_{2}\left(y_{1} \cdot \Phi\right) y_{1} \cdot \Phi^{\prime \prime \prime} \\
& -\mathcal{D} W^{\prime}\left(y_{2} \cdot \Phi\right) y_{2} \cdot \Phi^{\prime} \\
f_{1}\left(y_{1}, y_{2}\right):= & -a_{2}\left(y_{1} \cdot \Phi\right) W\left(y_{2} \cdot \Phi\right) y_{2} \cdot \Phi^{\prime}+\mathcal{S} a_{3}\left(y_{1} \cdot \Phi\right) y_{1} \cdot \Phi^{\prime \prime \prime}+\delta \mathcal{S} y_{1} \cdot \Phi^{\prime \prime \prime}
\end{aligned}
$$

By assumptions (A1)-(A3) the right-hand side $F$ satisfies a local Lipschitz condition with respect to $\boldsymbol{y}$. Therefore by the Picard-Lindelöf theorem a unique local solution of the initial value problem (3.12),(3.13) exists.
3.2. Global existence of solutions for the Galerkin system. In this section we will use a priori estimates in order to extend the local solution to a global solution. Since $\phi_{k}^{\prime \prime}$ is a multiple of $\phi_{k}$ we can plug in $p_{n}^{\delta}(t)=-\mathcal{S} h_{n, x x}^{\delta}(t)$ as a test function in (3.10) and $v_{n}^{\delta}(t)$ as test function in (3.11) and get:

$$
\begin{align*}
& \mathcal{S}\left(\frac{d}{d t} h_{n, x}^{\delta}(t),\right.\left.h_{n, x}^{\delta}(t)\right)-\left(a_{2}\left(h_{n}^{\delta}(t)\right) W\left(v_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), \mathcal{S} h_{n, x x x}^{\delta}(t)\right)  \tag{3.14}\\
&+\left(a_{3}\left(h_{n}^{\delta}(t)\right) \mathcal{S} h_{n, x x x}^{\delta}(t)+\delta \mathcal{S} h_{n, x x x}^{\delta}(t), \mathcal{S} h_{n, x x x}^{\delta}(t)\right)=0
\end{align*}
$$

$$
\begin{align*}
\left(\frac{d}{d t} W\left(v_{n}^{\delta}(t)\right)\right. & \left., v_{n}^{\delta}(t)\right)+\left(W^{2}\left(v_{n}^{\delta}(t)\right) a_{1}\left(h_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), v_{n, x}^{\delta}(t)\right)  \tag{3.15}\\
& -\left(W\left(v_{n}^{\delta}(t)\right) a_{2}\left(h_{n}^{\delta}(t)\right) \mathcal{S} h_{n, x x x}^{\delta}(t)-\mathcal{D} W^{\prime}\left(v_{n}^{\delta}(t)\right) v_{n, x}^{\delta}(t), v_{n, x}^{\delta}(t)\right)=0
\end{align*}
$$

Defining

$$
\Gamma_{n}^{\delta}:=\left(g^{\prime}\right)^{-1}\left(v_{n}^{\delta}\right)
$$

we can recalculate

$$
\begin{aligned}
W^{\prime}\left(v_{n}^{\delta}\right) v_{n, t}^{\delta} v_{n}^{\delta} & =\Gamma_{n, t}^{\delta} g^{\prime}\left(\Gamma_{n}^{\delta}\right)=\partial_{t} g\left(\Gamma_{n}^{\delta}\right) \\
W\left(v_{n}^{\delta}\right) v_{n, x}^{\delta} & =-\sigma\left(\Gamma_{n}^{\delta}\right)_{x} \quad \text { and } \quad W^{\prime}\left(v_{n}^{\delta}\right)\left|v_{n, x}^{\delta}\right|^{2}=g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\left|\Gamma_{n, x}^{\delta}\right|^{2}
\end{aligned}
$$

Using these formulas we receive by adding (3.14) and (3.15):

$$
\begin{align*}
& \frac{d}{d t}\left\{\frac{\mathcal{S}}{2}\left\|h_{n, x}^{\delta}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|g\left(\Gamma_{n}^{\delta}(t)\right)\right\|_{L^{1}(\Omega)}\right\}  \tag{3.16}\\
& +\int_{\Omega}\left\{a_{3}\left(h_{n}^{\delta}(t)\right)\left|\mathcal{S} h_{n, x x x}^{\delta}(t)\right|^{2}+2 a_{2}\left(h_{n}^{\delta}(t)\right) \mathcal{S} h_{n, x x x}^{\delta}(t) \sigma\left(\Gamma_{n}^{\delta}(t)\right)_{x}\right. \\
& \left.+a_{1}\left(h_{n}^{\delta}(t)\right)\left|\sigma\left(\Gamma_{n}^{\delta}(t)\right)_{x}\right|^{2}\right\}+\delta\left\|\mathcal{S} h_{n, x x x}^{\delta}(t)\right\|_{L^{2}(\Omega)}^{2}+\mathcal{D}\left\|\sqrt{g^{\prime \prime}\left(\Gamma_{n}^{\delta}(t)\right)} \Gamma_{n, x}^{\delta}(t)\right\|_{L^{2}(\Omega)}^{2}=0 .
\end{align*}
$$

Assumption (A2) guarantees that the integral in the second and third line of (3.16) is nonnegative, so that by integration of (3.16) over $[0, T]$ we get for any given $0<$ $T<\infty$ :

$$
\begin{equation*}
\frac{\mathcal{S}}{2} \sum_{k=1}^{n}\left(b_{k n}^{\delta}(T)\right)^{2} \lambda_{k}+\int_{\Omega} g\left(W\left(c_{n}^{\delta}(T) \cdot \Phi\right)\right) \leq C\left(\beta_{n}, \gamma_{n}\right) \tag{3.17}
\end{equation*}
$$

Taking $\phi_{0}=1$ in (3.10) gives in addition that $b_{0 n}^{\delta}$ is bounded and we can deduce that the $b_{n}^{\delta}$ are a priori bounded. The assumption (A6) implies that $g \circ W(s) \rightarrow \infty$ if $s \rightarrow \infty$ and hence we obtain that $c_{n}^{\delta}$ is bounded and therefore the solution $\left(b_{n}^{\delta}, c_{n}^{\delta}\right)$ can be extended globally. As a conclusion we have shown that the Galerkin equations have global solutions

$$
h_{n}^{\delta}, \Gamma_{n}^{\delta} \in C^{1}\left(0, T ; C^{\infty}(\Omega)\right)
$$

3.3. Convergence of the Galerkin method. Let $\zeta \in L^{3}\left(0, T ; H^{2,2}(\Omega)\right)$ be arbitrarily chosen with $\zeta_{x}=0$ on $(0, T) \times \partial \Omega$. Then there exist functions $\zeta_{n}(t, \cdot)=$ $P_{n} \zeta(t, \cdot) \in \operatorname{span}\left\{\phi_{0}, \ldots, \phi_{n}\right\}$ such that for $n \rightarrow \infty: \zeta_{n}(t, \cdot) \rightarrow \zeta(t, \cdot)$ in $H^{1,3}(\Omega)$ for almost all $t \in[0, T]$. Using the convergence theorem of Lebesgue we finally get

$$
\zeta_{n} \rightarrow \zeta \text { in } L^{3}\left(0, T ; H^{1,3}(\Omega)\right) \text { for } n \rightarrow \infty
$$

Plugging $\zeta_{n}$ into the Galerkin equations (3.10)-(3.11) we have to show that in the following weak formulation we can pass to the limit for $n \rightarrow \infty$ :

$$
\begin{align*}
& \int_{0}^{T}\left\langle h_{n, t}^{\delta}(t), \zeta_{n}(t)\right\rangle-\int_{\Omega_{T}} a_{2}\left(h_{n}^{\delta}\right) \sigma\left(\Gamma_{n}^{\delta}\right)_{x} \zeta_{n, x}  \tag{3.18}\\
& -\int_{\Omega_{T}} a_{3}\left(h_{n}^{\delta}\right) \mathcal{S} h_{n, x x x}^{\delta} \zeta_{n, x}-\delta \int_{\Omega_{T}} \mathcal{S} h_{n, x x x}^{\delta} \zeta_{n, x}=0 \\
& \int_{0}^{T}\left\langle\Gamma_{n, t}^{\delta}(t), \zeta_{n}(t)\right\rangle-\int_{\Omega_{T}} \Gamma_{n}^{\delta} a_{1}\left(h_{n}^{\delta}\right) \sigma\left(\Gamma_{n}^{\delta}\right)_{x} \zeta_{n, x}  \tag{3.19}\\
& -\int_{\Omega_{T}} \Gamma_{n}^{\delta} a_{2}\left(h_{n}^{\delta}\right) \mathcal{S} h_{n, x x x}^{\delta} \zeta_{n, x}+\mathcal{D} \int_{\Omega_{T}} \Gamma_{n, x}^{\delta} \zeta_{n, x}=0
\end{align*}
$$

To ensure convergence we have to establish appropriate convergence properties for the integrands involved. Exploiting (3.16) together with assumption (A2) and the convergence properties of the initial data ( $L^{2}$-convergence of $\left(h_{n, x}^{\delta}(0)\right)_{n \in \mathbb{N}} \rightarrow h_{0, x}$
and $L^{1}$-convergence of $\left.\left(g\left(\Gamma_{n}^{\delta}(0)\right)\right)_{n \in \mathbb{N}} \rightarrow g\left(\Gamma_{0}\right)\right)$ we can deduce the following:

$$
\begin{align*}
\left(h_{n, x}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right),  \tag{3.20}\\
\left(g\left(\Gamma_{n}^{\delta}\right)\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{\infty}\left(0, T ; L^{1}(\Omega)\right),  \tag{3.21}\\
\left(\left(g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\right)^{\frac{1}{2}} \Gamma_{n, x}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{2}\left(0, T ; L^{2}(\Omega)\right),  \tag{3.22}\\
\left(\left(d_{3}\left(h_{n}^{\delta}\right)\right)^{\frac{1}{2}} h_{n, x x x}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{2}\left(0, T ; L^{2}(\Omega)\right),  \tag{3.23}\\
\left(\left(d_{1}\left(h_{n}^{\delta}\right)\right)^{\frac{1}{2}} \sigma\left(\Gamma_{n}^{\delta}\right)_{x}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{2}\left(0, T ; L^{2}(\Omega)\right),  \tag{3.24}\\
\sqrt{\delta}\left(h_{n, x x x}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{2}\left(0, T ; L^{2}(\Omega)\right) \tag{3.25}
\end{align*}
$$

Choosing $\zeta_{n} \equiv 1$ in (3.18) gives that $\frac{d}{d t} \int_{\Omega} h_{n}^{\delta}=0$ and hence the mean value of $h_{n}$ is controlled. This fact, (3.20) and the Sobolev embedding theorem lead to

$$
\exists C>0 \quad \forall n \in \mathbb{N} \quad \forall \delta>0 \quad \underset{t \in[0, T]}{\operatorname{ess} \sup }\left\|h_{n}^{\delta}(t)\right\|_{L^{\infty}(\Omega)} \leq C
$$

Using (3.21)-(3.22) together with (A4)-(A5) we are able to establish uniform bounds for $\Gamma_{n}^{\delta}$ with respect to $n$ and $\delta$ as follows:

$$
\begin{array}{ll}
\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \\
\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}} & \text { is uniformly bounded in } L^{2}\left(0, T ; H^{1,2}(\Omega)\right) .
\end{array}
$$

Applying an embedding theorem for parabolic function spaces (see, e.g., [DiB93]) these results can be combined to:

$$
\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}} \quad \text { is uniformly bounded in } L^{4}\left(0, T ; L^{\infty}(\Omega)\right) \cap L^{6}\left(\Omega_{T}\right)
$$

Finally using (3.23)-(3.24), assumption (A3) and the previous statements allow us to prove that
$\mathcal{I}_{n}^{\delta}:=a_{2}\left(h_{n}^{\delta}\right) \sigma\left(\Gamma_{n}^{\delta}\right)_{x}+a_{3}\left(h_{n}^{\delta}\right) \mathcal{S} h_{n, x x x}^{\delta}+\delta \mathcal{S} h_{n, x x x}^{\delta} \quad$ is bounded uniformly in $L^{2}\left(\Omega_{T}\right)$, $\mathcal{J}_{n}^{\delta}:=\Gamma_{n}^{\delta} a_{1}\left(h_{n}^{\delta}\right) \sigma\left(\Gamma_{n}^{\delta}\right)_{x}+\Gamma_{n}^{\delta} a_{2}\left(h_{n}^{\delta}\right) \mathcal{S} h_{n, x x x}^{\delta}-\mathcal{D} \Gamma_{n, x}^{\delta}$ is bounded uniformly in $L^{\frac{3}{2}}\left(\Omega_{T}\right)$, and therefore we obtain

$$
\begin{aligned}
& \left(h_{n, t}^{\delta}\right)_{n \in \mathbb{N}} \text { is uniformly bounded in } L^{2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right) \\
& \left(\Gamma_{n, t}^{\delta}\right)_{n \in \mathbb{N}} \text { is uniformly bounded in } L^{\frac{3}{2}}\left(0, T ;\left(H^{1,3}(\Omega)\right)^{*}\right)
\end{aligned}
$$

To demonstrate the convergence of (3.18)-(3.19) we list the following. Since $\left(h_{n}^{\delta}\right)_{n \in \mathbb{N}}$ is uniformly bounded in $C^{\frac{1}{8}, \frac{1}{2}}\left(\overline{\Omega_{T}}\right)$ (Hölder-continuity of $h_{n}^{\delta}(t, x)$ with respect to $t \in[0, T]$ and $x \in \Omega$, see [BF90]) we conclude that a subsequence of $\left(h_{n}^{\delta}\right)_{n \in \mathbb{N}}$ converges uniformly to $h^{\delta}$ for $n \rightarrow \infty$. This implies together with the reflexivity of $L^{2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right)$ that $\partial_{t} h_{n}^{\delta} \xrightarrow{*} \partial_{t} h^{\delta}$ in $L^{2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right)$. By Poincaré's lemma we can prove that the boundedness of $\left(h_{n, x x x}^{\delta}\right)_{n \in \mathbb{N}}$ in $L^{2}\left(\Omega_{T}\right)$ implies for all $\delta$ the convergence $h_{n}^{\delta} \rightharpoonup h^{\delta}$ in $L^{2}\left(0, T ; H^{3,2}(\Omega)\right)$. We remark that we sometimes choose subsequences but keep the original index of the sequence.

The convergence results for $\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}}$ are not as good as for $\left(h_{n}^{\delta}\right)_{n \in \mathbb{N}}$. Using the compactness lemma of Aubin-Lions (see [LIO69]) we get strong convergence of $\Gamma_{n}^{\delta} \rightarrow$ $\Gamma^{\delta}$ in $L^{2}\left(0, T ; L^{q}(\Omega)\right)$ for all $q \in[1, \infty)$. Besides we have the weak convergence of $\left(\partial_{t} \Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}}$ to $\partial_{t} \Gamma^{\delta}$ in $L^{\frac{3}{2}}\left(0, T ;\left(H^{1,3}(\Omega)\right)^{*}\right)$ and the strong convergence of $\Gamma_{n}^{\delta} \rightarrow \Gamma^{\delta}$ in $L^{q}\left(\Omega_{T}\right)$ for all $q \in[2,6)$ using the boundedness of $\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}}$ in $L^{6}\left(\Omega_{T}\right)$ together with an interpolation estimate for $L^{p}$ norms (see [E98]).

In order to get a convergence result for $g^{\prime}\left(\Gamma_{n}^{\delta}\right)$ we make use of (A4) and (A6): By Lebesgue's theorem and the strong convergence of $\left(\Gamma_{n}^{\delta}\right)_{n \in \mathbb{N}}$ in $L^{q}\left(\Omega_{T}\right)$ we first conclude the convergence of $\left(g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\right)_{n \in \mathbb{N}}$ to $g^{\prime \prime}\left(\Gamma^{\delta}\right)$ in $L^{3}\left(\Omega_{T}\right)$. By an interpolation estimate for $L^{p}$-norms this can be extended to $g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right) \rightarrow g^{\prime \prime}\left(\Gamma^{\delta}\right)$ in $L^{q}\left(\Omega_{T}\right)$ for all $q \in\left[3, \frac{6}{r}\right), r \in(0,2)$. Combining this with the weak convergence $\Gamma_{n, x}^{\delta} \rightharpoonup \Gamma_{x}^{\delta}$ in $L^{2}\left(\Omega_{T}\right)$ we therefore get $\left(g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\right)^{\frac{1}{2}} \Gamma_{n, x}^{\delta} \rightharpoonup\left(g^{\prime \prime}\left(\Gamma^{\delta}\right)\right)^{\frac{1}{2}} \Gamma_{x}^{\delta}$ in $L^{2}\left(\Omega_{T}\right)$ for $n \rightarrow \infty$. Since $\sigma\left(\Gamma_{n}^{\delta}\right)_{x}$ decomposes into $\sigma\left(\Gamma_{n}^{\delta}\right)_{x}=-\Gamma_{n}^{\delta}\left(g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\right)^{\frac{1}{2}} \cdot\left(g^{\prime \prime}\left(\Gamma_{n}^{\delta}\right)\right)^{\frac{1}{2}} \Gamma_{n, x}^{\delta}$ we can prove that $\sigma\left(\Gamma_{n}^{\delta}\right)_{x}$ $\sigma\left(\Gamma^{\delta}\right)_{x}$ in $L^{s}\left(\Omega_{T}\right)$ for $s \in\left[\frac{2}{3}, \frac{6}{4+r}\right)$.

Applying these convergence results to (3.18)-(3.19) we get that the Galerkin solutions $\left(h_{n}^{\delta}, \Gamma_{n}^{\delta}\right)$ converge for any fixed $\delta>0$ to a weak solution $\left(h^{\delta}, \Gamma^{\delta}\right)$ of the nondegenerate problem

$$
\begin{equation*}
\int_{0}^{T}\left\langle h_{t}^{\delta}, \phi\right\rangle-\int_{\Omega_{T}} a_{2}\left(h^{\delta}\right) \sigma\left(\Gamma^{\delta}\right)_{x} \phi_{x}-\int_{\Omega_{T}} a_{3}\left(h^{\delta}\right) \mathcal{S} h_{x x x}^{\delta} \phi_{x}-\delta \int_{\Omega_{T}} \mathcal{S} h_{x x x}^{\delta} \phi_{x}=0, \tag{3.26}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{T}\left\langle\Gamma_{t}^{\delta}, \phi\right\rangle-\int_{\Omega_{T}} \Gamma^{\delta} a_{1}\left(h^{\delta}\right) \sigma\left(\Gamma^{\delta}\right)_{x} \phi_{x}-\mathcal{S} \int_{\Omega_{T}} \Gamma^{\delta} a_{2}\left(h^{\delta}\right) h_{x x x}^{\delta} \phi_{x}+\mathcal{D} \int_{\Omega_{T}} \Gamma_{x}^{\delta} \phi_{x}=0 . \tag{3.27}
\end{equation*}
$$

3.4. Existence of weak solutions of the degenerate problem. When we take the limit $\delta \rightarrow 0$ we lose control over $h_{x x x}^{\delta}$ in $L^{2}\left(\Omega_{t}\right)$. Therefore, similar to as in [BF90], we introduce the sets $\Omega_{T} \backslash \Omega_{T}^{0}$ with

$$
\Omega_{T}^{0}:=\left\{(t, x) \in \Omega_{T} ; h(t, x)=0\right\}
$$

on which convergence of the terms involving third derivatives of $h^{\delta}$ holds. This is due to the fact that $h_{x x x}^{\delta} \rightharpoonup h_{x x x}$ in $L^{2}\left(\Omega_{T} \backslash \Omega_{T}^{\eta}\right)$ with $\Omega_{T}^{\eta}:=\left\{(t, x) \in \Omega_{T} ;|h(t, x)| \leq \eta\right\}$ and since

$$
\begin{align*}
\int_{\Omega_{T}^{\eta}}\left|a_{3}\left(h^{\delta}\right) \mathcal{S} h_{x x x}^{\delta} \phi_{x}\right| & \leq C\left\|h^{\delta}\right\|_{L^{\infty}\left(\Omega_{T}^{\eta}\right)}^{k}\left\|d_{3}\left(h^{\delta}\right)^{\frac{1}{2}} \mathcal{S} h_{x x x}^{\delta}\right\|_{L^{2}\left(\Omega_{T}\right)}\left\|\phi_{x}\right\|_{L^{2}\left(\Omega_{T}\right)}  \tag{3.28}\\
& \leq C \eta^{k}, \\
\int_{\Omega_{T}^{\eta}}\left|\Gamma^{\delta} a_{2}\left(h^{\delta}\right) \mathcal{S} h_{x x x}^{\delta} \phi_{x}\right| & \leq C\left\|h^{\delta}\right\|_{L^{\infty}\left(\Omega_{T}^{\eta}\right)}^{l}\left\|\Gamma^{\delta} d_{3}\left(h^{\delta}\right)^{\frac{1}{2}} \mathcal{S} h_{x x x}^{\delta}\right\|_{L^{\frac{3}{2}}\left(\Omega_{T}\right)}\left\|\phi_{x}\right\|_{L^{3}\left(\Omega_{T}\right)}  \tag{3.29}\\
& \leq C \eta^{l},
\end{align*}
$$

where we made use of (A3) and the bounds (3.20)-(3.23), which are uniform with respect to $\delta$. In particular using the bound (3.23) we obtain the integrability of $h^{3} h_{x x x} \chi_{\Omega \backslash \Omega_{T}^{0}}$.

Those terms in (3.26)-(3.27) in which $h_{x x x}^{\delta}$ does not occur are not affected and we can pass to the limit for $\delta \rightarrow 0$ in the same way as in section 3.3. Since $\delta\left\|h_{x x x}^{\delta}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2}$ is uniformly bounded (see (3.25)) we conclude furthermore

$$
\delta \int_{\Omega_{T}}\left|h_{x x x}^{\delta} \phi_{x}\right| \leq \delta\left\|h_{x x x}^{\delta}\right\|_{L^{2}\left(\Omega_{T}\right)} \cdot\left\|\phi_{x}\right\|_{L^{2}\left(\Omega_{T}\right)} \rightarrow 0 \quad \text { for } \quad \delta \rightarrow 0 .
$$

In the remaining terms involving $h_{x x x}^{\delta}$ we can pass to the limit as in [BF90] using the estimates (3.28) and (3.29). Taking $h_{-}:=\min \{h, 0\}$ as a test function in (3.6) gives $h \geq 0$ almost everywhere (see [Yin92] or the discussion in [BGN03]).

Remark. In the proof of Theorem 3.1 it was not necessary to require $\Gamma_{0} \geq 0$. But physically relevant initial data for the density $\Gamma_{0}$ are nonnegative. In this case one would expect the solutions $\Gamma$ to be nonnegative as well. Unfortunately the available methods are not sufficient to show nonnegativity of $\Gamma$ under the above assumptions. Testing (3.7) by $\min (\Gamma, 0)$ is not possible since the coefficients are not smooth enough. For example, the term $a_{2}(h) h_{x x x} \chi_{\Omega \backslash \Omega_{T}^{0}}$ is only in $L^{2}\left(\Omega_{T}\right)$ and more regularity is needed to proceed (see, e.g., Ladyzenskaya et al. [LSU68, Chapter III, section 7, assumption (7.1)]).
4. Nonnegativity. Numerical simulations (see [BGN03]) indicate that surfactants can lead to a dramatic thinning of films. In this section we will show that solutions to (1.1)-(1.2) which have positive initial data with respect to $h$ will remain positive besides a set of zero Lebesgue measure. This shows that surfactants do not lead to a rupture of the film on large sets. For in $h$ positive initial data we will generate strictly positive solutions of an approximation problem. In analogy to the single thin film equation we are looking for a functional $G(h)$ such that we can derive further estimates from the identity

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} G(h)=\int_{\Omega} G^{\prime}(h) h_{t}=\frac{1}{2} \int_{\Omega} G^{\prime \prime}(h) h_{x} h^{2} \sigma(\Gamma)_{x}+\frac{\mathcal{S}}{3} \int_{\Omega} G^{\prime \prime}(h) h_{x} h^{3} h_{x x x} \tag{4.1}
\end{equation*}
$$

Making the ansatz $G^{\prime \prime}(h)=h^{\alpha}$ for any $\alpha>0$ a formal computation leads to

$$
\frac{d}{d t} \int_{\Omega} G(h)=\frac{1}{2} \int_{\Omega} h^{2+\alpha} h_{x} \sigma(\Gamma)_{x}-\frac{\mathcal{S}(3+\alpha)}{3} \int_{\Omega} h^{2+\alpha} h_{x}^{2} h_{x x}-\frac{\mathcal{S}}{3} \int_{\Omega} h^{3+\alpha} h_{x x}^{2}
$$

which suggests to take $\alpha=-2$. For this choice the first term on the right-hand side is bounded which follows from the a priori estimates we derived in section 3 and the second term vanishes due to the Neumann boundary condition for $h$. After integration over $[0, T]$ we therefore receive formally the entropy equation:

$$
\int_{\Omega} G(h(T, \cdot))+\frac{\mathcal{S}}{3} \int_{\Omega_{T}} h h_{x x}^{2}=\frac{1}{2} \int_{\Omega_{T}} h_{x} \sigma(\Gamma)_{x}+\int_{\Omega} G(h(0, \cdot))
$$

4.1. Approximation by positive solutions. Starting with the boundary problem

$$
\begin{array}{rlrl}
h_{t}+\partial_{x}\left[a_{2}(h) \sigma(\Gamma)_{x}+a_{3}(h) \mathcal{S} h_{x x x}\right] & =0 & & \text { in } \Omega_{T}, \\
\Gamma_{t}+\partial_{x}\left[\Gamma a_{1}(h) \sigma(\Gamma)_{x}+\Gamma a_{2}(h) \mathcal{S} h_{x x x}-\mathcal{D} \Gamma_{x}\right] & =0 & \text { in } \Omega_{T} \\
h_{x}=h_{x x x}=\Gamma_{x} & =0 & & \text { on }(0, T) \times \partial \Omega, \\
h(0, \cdot) & =h_{0} & \text { in } \Omega \\
\Gamma(0, \cdot) & =\Gamma_{0} & \text { in } \Omega
\end{array}
$$

we will follow an idea by [BF90] and regularize the coefficient functions $a_{i}(s)$ and lift the initial data $h_{0}$ such that the entropy equation can be derived rigorously and the existence proof for weak solutions can be imitated. Both requirements are fulfilled by choosing the regularization

$$
\begin{equation*}
a_{i}^{\epsilon}(s)=\frac{s^{n+i}}{s^{n}+\epsilon s^{3}} \quad \text { for } \quad i \in\{1,2,3\} \tag{4.2}
\end{equation*}
$$

We see that for any fixed $\epsilon>0, i \in\{1,2,3\}$ and $n>3$ :

$$
\frac{a_{i}^{\epsilon}(s)}{s^{n+i-3}}=\mathcal{O}(1) \quad \text { for } \quad s \rightarrow 0 \quad \text { and } \quad \frac{s^{n}}{s^{n}+\epsilon s^{3}}=\mathcal{O}(1) \quad \text { for } \quad s \rightarrow \infty
$$

As a consequence the matrix $A^{\epsilon}(s):=\frac{s^{n}}{s^{n}+\epsilon s^{3}} A(s)$ of the regularized coefficients fulfills the requirements of Theorem 3.1 as long as $A(s)=\left(\begin{array}{cc}a_{3}(s) & a_{2}(s) \\ a_{2}(s) & a_{1}(s)\end{array}\right)$ does. Furthermore we lift the initial data for $h$ with $\epsilon^{\theta}, 0<\theta<\frac{1}{n-3}$, so that they become strictly positive and formulate the approximation problem $P^{\epsilon}$ as follows:

$$
\begin{array}{rlrl}
h_{t}^{\epsilon}+\partial_{x}\left[a_{2}^{\epsilon}\left(h^{\epsilon}\right) \sigma\left(\Gamma^{\epsilon}\right)_{x}+a_{3}^{\epsilon}\left(h^{\epsilon}\right) \mathcal{S} h_{x x x}^{\epsilon}\right] & =0 & & \text { in } \Omega_{T}, \\
\Gamma_{t}^{\epsilon}+\partial_{x}\left[\Gamma^{\epsilon} a_{1}^{\epsilon}\left(h^{\epsilon}\right) \sigma\left(\Gamma^{\epsilon}\right)_{x}+\Gamma^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right) \mathcal{S} h_{x x x}^{\epsilon}\right] & =\mathcal{D} \Gamma_{x x}^{\epsilon} & & \text { in } \Omega_{T}, \\
h_{x}^{\epsilon}=h_{x x x}^{\epsilon}=\Gamma_{x}^{\epsilon} & =0 & & \text { on }(0, T) \times \partial \Omega, \\
h^{\epsilon}(0, \cdot) & =h_{0}^{\epsilon}:=h_{0}+\epsilon^{\theta} \quad \text { in } \Omega, \\
\Gamma^{\epsilon}(0, \cdot) & =\Gamma_{0} & & \text { in } \Omega . \tag{4.7}
\end{array}
$$

For this system we can state the following theorem.
ThEOREM 4.1 (existence of positive approximative solutions). Let the assumptions of Theorem 3.1 hold and assume in addition that $a_{1}^{\epsilon}, a_{2}^{\epsilon}, a_{3}^{\epsilon}$ are given by (4.2) with $n \geq 5$. Then there exist for all $\epsilon>0$ functions $\left(h^{\epsilon}, \Gamma^{\epsilon}\right)$ with $h^{\epsilon}>0$ in $\Omega_{T}$ and

$$
\begin{aligned}
& h^{\epsilon} \in H^{1,2}\left(0, T ;\left(H^{1,2}(\Omega)\right)^{*}\right) \cap L^{2}\left(0, T ; H^{3,2}(\Omega)\right) \cap C^{\frac{1}{8}, \frac{1}{2}}\left(\overline{\Omega_{T}}\right), \\
& \Gamma^{\epsilon} \quad \in \quad H^{1, \frac{3}{2}}\left(0, T ;\left(H^{1,3}(\Omega)\right)^{*}\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1,2}(\Omega)\right),
\end{aligned}
$$

which attain the initial data and are such that for all $\zeta \in L^{3}\left(0, T ; H^{1,3}\right)$ equations (4.3)-(4.5) are fulfilled in the following weak sense:

$$
\begin{equation*}
\int_{0}^{T}\left\langle h_{t}^{\epsilon}(t), \zeta(t)\right\rangle d t-\int_{\Omega_{T}} a_{2}^{\epsilon}\left(h^{\epsilon}\right) \sigma\left(\Gamma^{\epsilon}\right)_{x} \zeta_{x}-\mathcal{S} \int_{\Omega_{T}} a_{3}^{\epsilon}\left(h^{\epsilon}\right) h_{x x x}^{\epsilon} \zeta_{x}=0 \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{T}\left\langle\Gamma_{t}^{\epsilon}(t), \zeta(t)\right\rangle d t-\int_{\Omega_{T}} \Gamma^{\epsilon} a_{1}^{\epsilon}\left(h^{\epsilon}\right) \sigma\left(\Gamma^{\epsilon}\right)_{x} \zeta_{x}-\mathcal{S} \int_{\Omega_{T}} \Gamma^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right) h_{x x x}^{\epsilon} \zeta_{x}=-\mathcal{D} \int_{\Omega_{T}} \Gamma_{x}^{\epsilon} \zeta_{x} \tag{4.9}
\end{equation*}
$$

Proof. For the existence part we can imitate the proof of existence of solutions to (3.1)-(3.2). We receive functions $\left(h^{\epsilon}, \Gamma^{\epsilon}\right)$ such that for all $\zeta \in L^{3}\left(0, T ; H^{1,3}\right)$ :

$$
\begin{aligned}
& \int_{0}^{T}\left\langle h_{t}^{\epsilon}(t), \zeta(t)\right\rangle d t-\int_{\Omega_{T}} a_{2}^{\epsilon}\left(h^{\epsilon}\right)^{*} \sigma\left(\Gamma^{\epsilon}\right)_{x} \zeta_{x}-\int_{\Omega_{T} \backslash \Omega_{T}^{\epsilon, 0}} a_{3}^{\epsilon}\left(h^{\epsilon}\right)^{*} \mathcal{S} h_{x x x}^{\epsilon} \zeta_{x}=0 \\
& \int_{0}^{T}\left\langle\Gamma_{t}^{\epsilon}(t), \zeta(t)\right\rangle d t-\int_{\Omega_{T}} \Gamma^{\epsilon} a_{1}^{\epsilon}\left(h^{\epsilon}\right)^{*} \sigma\left(\Gamma^{\epsilon}\right)_{x} \zeta_{x}-\int_{\Omega_{T} \backslash \Omega_{T}^{\epsilon, 0}} \Gamma^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right)^{*} \mathcal{S} h_{x x x}^{\epsilon} \zeta_{x}=-\mathcal{D} \int_{\Omega_{T}} \Gamma_{x}^{\epsilon} \zeta_{x}
\end{aligned}
$$

with $\Omega_{T}^{\epsilon, 0}:=\left\{(t, x) \in \Omega_{T} ; h^{\epsilon}(t, x)=0\right\}$ and $a_{i}^{\epsilon}(s)^{*}:=a_{i}^{\epsilon}(s) \chi_{\{s>0\}}$. We already know that $h^{\epsilon} \geq 0$ for all $t \in[0, T]$ and almost all $x \in \Omega$. We now want to show that the set $\Omega_{T}^{\epsilon, 0}$ is empty. Since $\left(h^{\epsilon}\right)_{\epsilon>0}$ is uniformly bounded in $C^{0}\left(\overline{\Omega_{T}}\right)$ there exists an $A>0$ such that $\max h^{\epsilon} \leq A$ for all $\epsilon$ and we define

$$
\begin{equation*}
g_{\epsilon}(s)=-\int_{s}^{A} \frac{r}{a_{3}^{\epsilon}(r)} d r \leq 0 \quad \text { and } \quad G_{\epsilon}(s)=-\int_{s}^{A} g_{\epsilon}(r) d r \geq 0 \tag{4.10}
\end{equation*}
$$

Then $G_{\epsilon}^{\prime}(s)=g_{\epsilon}(s)$ and

$$
g_{\epsilon}^{\prime}(s)=G_{\epsilon}^{\prime \prime}(s)=\frac{s}{a_{3}^{\epsilon}(s)}=\frac{s^{n+1}+\epsilon s^{4}}{s^{n+3}}
$$

More precisely we obtain

$$
g_{\epsilon}(s):=-\left(\frac{1}{s}+\frac{\epsilon s^{2-n}}{n-2}\right)+c_{\epsilon}
$$

and

$$
G_{\epsilon}(s):=\log \frac{1}{s}+\frac{\epsilon s^{3-n}}{(n-3)(n-2)}+c_{\epsilon} s+d_{\epsilon}
$$

with constants $c_{\epsilon}$ and $d_{\epsilon}$ that depend on $A$. We remark that $c_{\epsilon}$ and $d_{\epsilon}$ are uniformly in $\epsilon$ bounded.

Since $h_{0}^{\epsilon}$ is strictly positive and since $h^{\epsilon}$ is continuous we conclude that there exists a time $t^{*}$ such that $h^{\epsilon}$ is strictly positive on $\left[0, t^{*}\right]$. On this time interval the system (4.8)-(4.9) is strictly parabolic. Therefore parabolic regularity implies that $h$ is smooth on this time interval. Hence the following computations are justified. Choosing $g_{\epsilon}\left(h^{\epsilon}\right)$ as test function for (4.3) leads to

$$
\int_{\Omega} G_{\epsilon}\left(h^{\epsilon}\left(t^{*}, \cdot\right)\right)-\mathcal{S} \int_{\Omega_{t^{*}}} h^{\epsilon} h_{x}^{\epsilon} h_{x x x}^{\epsilon}=\int_{\Omega} G_{\epsilon}\left(h^{\epsilon}(0, \cdot)\right)+\int_{\Omega_{t^{*}}} \frac{h^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right)}{a_{3}^{\epsilon}\left(h^{\epsilon}\right)} h_{x}^{\epsilon} \sigma\left(\Gamma^{\epsilon}\right)_{x}
$$

Using the boundary condition (4.5) the second term reduces to

$$
-\int_{\Omega_{t^{*}}} h^{\epsilon} h_{x}^{\epsilon} h_{x x x}^{\epsilon}=\frac{1}{3} \underbrace{\int_{\Omega_{t^{*}}} \partial_{x}\left(h_{x}^{\epsilon}\right)^{3}}_{=0}+\int_{\Omega_{t^{*}}} h^{\epsilon}\left(h_{x x}^{\epsilon}\right)^{2}
$$

and we get

$$
\begin{equation*}
\int_{\Omega} G_{\epsilon}\left(h^{\epsilon}\left(t^{*}, \cdot\right)\right)+\int_{\Omega_{t^{*}}} h^{\epsilon}\left(h_{x x}^{\epsilon}\right)^{2}=\int_{\Omega} G_{\epsilon}\left(h_{0}^{\epsilon}\right)+\int_{\Omega_{t^{*}}} h_{x}^{\epsilon} \sigma\left(\Gamma^{\epsilon}\right)_{x} \tag{4.11}
\end{equation*}
$$

Since $h_{x}^{\epsilon} \sigma\left(\Gamma^{\epsilon}\right)_{x}$ is uniformly in $\epsilon$ bounded in $L^{1}\left(\Omega_{T}\right)$ we have to check the first term on the right-hand side. By definition we know that

$$
\int_{\Omega} G_{\epsilon}\left(h_{0}^{\epsilon}\right)=\int_{\Omega} \frac{\epsilon\left(h_{0}^{\epsilon}\right)^{3-n}}{(n-3)(n-2)}+\int_{\Omega} G_{0}\left(h_{0}^{\epsilon}\right)
$$

Since $h_{0}^{\epsilon}$ is bounded away from zero we conclude from the above that for all $t \in\left[0, t^{*}\right]$

$$
\begin{equation*}
\int_{\Omega} G_{\epsilon}\left(h^{\epsilon}(t, \cdot)\right) \leq C(\epsilon) \tag{4.12}
\end{equation*}
$$

Let's assume $t_{*}<T$ and let $t_{0} \in\left(t_{*}, T\right]$ be the first time such that $h^{\epsilon}\left(t_{0}, x_{0}\right)=0$ for $x_{0} \in \Omega$. Let $\left(t_{n}\right)_{n \in \mathbb{N}}$ be a sequence $t_{n} \nearrow t_{0}$ for $n \rightarrow \infty$. We then conclude

$$
\begin{equation*}
h^{\epsilon}\left(t_{n}, \cdot\right) \rightarrow h^{\epsilon}\left(t_{0}, \cdot\right) \quad \text { uniformly in } \Omega \text { for } \quad n \rightarrow \infty \tag{4.13}
\end{equation*}
$$

To prove that the entropy is still bounded in $t_{0}$ we apply Fatou's lemma. Since $G_{\epsilon}\left(h^{\epsilon}\left(t_{n}, \cdot\right)\right)$ is bounded from below uniformly with respect to $n$ we get

$$
\begin{equation*}
\int_{\Omega} \liminf _{n \rightarrow \infty} G_{\epsilon}\left(h^{\epsilon}\left(t_{n}, \cdot\right)\right) \leq \liminf _{n \rightarrow \infty} \int_{\Omega} G_{\epsilon}\left(h^{\epsilon}\left(t_{n}, \cdot\right)\right) \leq C \tag{4.14}
\end{equation*}
$$

This leads to the following contradiction: Using the Hölder-regularity of $h^{\epsilon}$ we conclude that for all $x \in \Omega$,

$$
h^{\epsilon}\left(t_{0}, x\right) \leq C\left|x-x_{0}\right|^{\frac{1}{2}}
$$

which gives for $n>3$

$$
\begin{equation*}
\int_{\Omega}\left[h^{\epsilon}\left(t_{0}, x\right)\right]^{3-n} \geq C \int_{\Omega}\left|x-x_{0}\right|^{\frac{3-n}{2}} \tag{4.15}
\end{equation*}
$$

The right-hand side in (4.15) is unbounded since $\frac{n-3}{2} \geq 1$ for $n \geq 5$ and this contradicts the facts (4.13) and (4.14). Hence we can conclude that $h^{\epsilon}$ are strictly positive for all times $t \in[0, T]$.
4.2. Convergence of the regularized problem. In this subsection we show that initial data with a positive height possess solutions to (1.1)-(1.2) which do not form dead cores, i.e., regimes with zero height cannot have positive measure.

THEOREM 4.2. Let the assumptions of Theorem 3.1 hold with $a_{i}(s)=\frac{1}{i} s^{i}$ and suppose

$$
\begin{equation*}
h_{0} \geq 0 \quad \text { and } \quad \int_{\Omega}\left|\log h_{0}\right|<\infty . \tag{4.16}
\end{equation*}
$$

Then there exists a solution of (1.1)-(1.2) which fulfills all properties required in Theorem 3.1 and in addition:
(i) $h \geq 0$ a.e. in $\Omega_{T}$ and $\mathcal{L}^{1}(\{x \in \Omega \mid h(t, x)=0\})=0$ for all $t \geq 0$,
(ii) there exists a constant $0<C<\infty$ such that for all $t \in[0, T]$

$$
\int_{\Omega}|\log h(t, \cdot)| \leq C
$$

Proof. We again will make use of the energy estimates and therefore use $-\mathcal{S} h_{x x}^{\epsilon}$ as test function for (4.3) and $g^{\prime}\left(\Gamma^{\epsilon}\right)$ as test function for (4.4). From

$$
\begin{aligned}
& \frac{\mathcal{S}}{2} \int_{\Omega}\left(h_{x}^{\epsilon}(T, \cdot)\right)^{2}+\int_{\Omega} g\left(\Gamma^{\epsilon}(T, \cdot)\right)+\mathcal{D} \int_{\Omega_{T}} g^{\prime \prime}\left(\Gamma^{\epsilon}\right)\left(\Gamma_{x}^{\epsilon}\right)^{2} \\
& +\int_{\Omega_{T}} d_{3}^{\epsilon}\left(h^{\epsilon}\right)\left(\mathcal{S} h_{x x x}^{\epsilon}\right)^{2}+\int_{\Omega_{T}} d_{1}^{\epsilon}\left(h^{\epsilon}\right)\left(\sigma\left(\Gamma^{\epsilon}\right)_{x}\right)^{2} \leq \frac{\mathcal{S}}{2} \int_{\Omega}\left(h_{x}^{\epsilon}(0, \cdot)\right)^{2}+\int_{\Omega} g\left(\Gamma^{\epsilon}(0, \cdot)\right)
\end{aligned}
$$

we then deduce in the same way as in the existence proof of weak solutions for (3.1)(3.2) the necessary convergence results for $\epsilon \rightarrow 0$ which enable us to show that weak solutions of (4.3)-(4.7) converge to weak solutions of (3.1)-(3.5). For the evidence of this we take a closer look at one of the terms of interest:

$$
\int_{\Omega_{T}} \Gamma^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right) h_{x x x}^{\epsilon} \zeta_{x}=\int_{\Omega_{T}} \Gamma^{\epsilon} \tilde{a}_{2}^{\epsilon}\left(h^{\epsilon}\right)\left(h^{\epsilon}\right)^{\frac{3}{2}} h_{x x x}^{\epsilon} \zeta_{x}
$$

where

$$
\tilde{a}_{2}^{\epsilon}\left(h^{\epsilon}\right)=\left(h^{\epsilon}\right)^{-\frac{3}{2}} a_{2}^{\epsilon}\left(h^{\epsilon}\right)=\frac{\left(h^{\epsilon}\right)^{n}}{\left(h^{\epsilon}\right)^{n}+\epsilon\left(h^{\epsilon}\right)^{3}}\left(h^{\epsilon}\right)^{\frac{1}{2}} \quad \rightarrow h^{\frac{1}{2}} \quad \text { pointwise for } \quad \epsilon \rightarrow 0
$$

Since $\left(h^{\epsilon}\right)_{\epsilon>0}$ is uniformly bounded in $C^{\frac{1}{8}, \frac{1}{2}}\left(\overline{\Omega_{T}}\right)$, the sequence $\left(\tilde{a}_{2}^{\epsilon}\left(h^{\epsilon}\right) \zeta_{x}\right)_{\epsilon>0}$ converges strongly to $h^{\frac{1}{2}} \zeta_{x}$ in $L^{3}\left(\Omega_{T}\right)$ for $\epsilon \rightarrow 0$. Hence we conclude with the uniformly boundedness of $\Gamma^{\epsilon}\left(h^{\epsilon}\right)^{\frac{3}{2}} h_{x x x}^{\epsilon}$ in $L^{\frac{3}{2}}\left(\Omega_{T}\right)$ and the weak convergence of $\left(h_{x x x}^{\epsilon}\right)_{\epsilon}$ in $L^{2}\left(\Omega_{T} \backslash \Omega_{T}^{0}\right)$ that

$$
\lim _{\epsilon \rightarrow 0} \int_{\Omega_{T}} \Gamma^{\epsilon} a_{2}^{\epsilon}\left(h^{\epsilon}\right) h_{x x x}^{\epsilon} \zeta_{x}=\int_{\Omega_{T} \backslash \Omega_{T}^{0}} \Gamma a_{2}(h) h_{x x x} \zeta_{x}
$$

We now like to establish the nonnegativity result using the entropy inequality as a crucial tool. Since $h^{\epsilon} \rightarrow h$ uniformly and $h^{\epsilon}>0$ we obtain $h \geq 0$. Now we assume that there exists a $t_{0} \in(0, T)$ such that

$$
\mathcal{L}^{1}\left(E_{t_{0}}\right)>0 \quad \text { for } \quad E_{t_{0}}:=\left\{x \in \Omega \mid h\left(t_{0}, x\right)=0\right\}
$$

Using the uniform convergence of $h^{\epsilon}$ there exists a $w(\epsilon)$ with $h_{\epsilon}\left(t_{0}, x\right)<w(\epsilon)$ for all $x \in E_{t_{0}}$ such that for all $x \in E_{t_{0}}$ and arbitrary $\eta>0$ with $w(\epsilon)<\eta$,

$$
G_{\epsilon}\left(h^{\epsilon}\left(t_{0}, x\right)\right) \geq-\int_{w(\epsilon)}^{A} g_{\epsilon}(s) d s \geq-\int_{\eta}^{A} g_{\epsilon}(s) d s
$$

Since the last integral converges to $-\int_{\eta}^{A} g_{0}(s)$ for $\epsilon \rightarrow 0$ and since $-\int_{\eta}^{A} g_{0}(s) \geq c \log \frac{1}{\eta}$ we obtain

$$
\limsup _{\epsilon \rightarrow 0} \int_{\Omega} G_{\epsilon}\left(h^{\epsilon}\left(t_{0}, x\right)\right) \geq c \log \frac{1}{\eta} \mathcal{L}\left(E_{t_{0}}\right) \rightarrow \infty \quad \text { for } \quad \eta \rightarrow 0
$$

We now plan to derive a contradiction by showing that the left-hand side in the above inequality is bounded. Considering (4.11) and taking into account that $h_{x}^{\epsilon} \sigma\left(\Gamma^{\epsilon}\right)$ is uniformly in $\epsilon$ bounded in the $L^{1}\left(\Omega_{T}\right)$ topology we only need to control $\int_{\Omega} G_{\epsilon}\left(h_{0}^{\epsilon}\right)$. To obtain this we first observe that for $n<3$

$$
\epsilon\left(h_{0}+\epsilon^{\theta}\right)^{3-n} \leq \epsilon^{1+\theta(3-n)} \rightarrow 0 \quad \text { for } \quad \epsilon \rightarrow 0
$$

This holds because we defined $\theta$ such that $0<\theta<\frac{1}{n-3}$. Then boundedness of $\int_{\Omega} G_{\epsilon}\left(h_{0}^{\epsilon}\right)$ uniformly in $\epsilon$ follows from (4.16). As a conclusion the set of points where $h=0$ is of Lebesgue measure zero which proves the first statement (i). The second statement (ii) we conclude from the pointwise convergence

$$
G_{\epsilon}\left(h^{\epsilon}(t, x)\right) \rightarrow G_{0}(h(t, x)) \quad \text { for } \quad \epsilon \rightarrow 0
$$

in combination with (4.12) and Fatou's lemma:

$$
\int_{\Omega} \liminf _{\epsilon \rightarrow 0} G_{\epsilon}\left(h^{\epsilon}(t, x)\right) \leq \liminf _{\epsilon \rightarrow 0} \int_{\Omega} G_{\epsilon}\left(h^{\epsilon}(t, x)\right) \leq C
$$

since $G_{0}(s)=\log \frac{1}{s}$.

## 5. Appendix.

5.1. Transport identity. In this appendix we prove the transport theorem (2.9). The proof is based on the following identity which is the Gauss theorem applied to the vector field $\Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\nu}^{2}}}\left(1, \mathbf{v}_{\nu}\right)$ :

$$
\begin{equation*}
\int_{C^{\prime}} \nabla_{C^{\prime}} \cdot\left(\Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right) d S^{3}=\int_{\partial C^{\prime}} \Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right) \cdot \mathbf{n}_{\partial C^{\prime}} d S^{2} \tag{5.1}
\end{equation*}
$$

where $\mathbf{n}_{\partial C^{\prime}}$ is the outer unit normal to $\partial C^{\prime}$. First we compute the divergence under the integral on the left-hand side. Taking an orthonormal basis $\left\{\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}\right\}$ of the tangent space to $C^{\prime}$ the divergence of a vector field $F$ is defined as

$$
\nabla_{C^{\prime}} \cdot F=\sum_{i=1}^{3}\left(\partial_{\boldsymbol{t}_{i}} F\right) \cdot \boldsymbol{t}_{i}
$$

Choosing $\boldsymbol{t}_{1}=\left(0, \boldsymbol{\tau}_{1}\right), \boldsymbol{t}_{2}=\left(0, \boldsymbol{\tau}_{2}\right), \boldsymbol{t}_{3}=\frac{1}{\sqrt{1+\mathbf{v}_{\nu}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)$ with $\left(\boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2}\right)$ being an orthonormal basis of the tangent space to $C_{t}^{\prime}$ and $\mathbf{v}_{\boldsymbol{\nu}}$ being such that $\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\tau}_{i}=0(i=1,2)$ we obtain

$$
\begin{aligned}
\nabla_{C^{\prime}} \cdot\left(\frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right) & =\sum_{i=1}^{2} \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}} \partial_{\boldsymbol{t}_{i}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right) \cdot \boldsymbol{t}_{i} \\
& +\left(\partial_{\boldsymbol{t}_{3}} \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\right)\left(1+\mathbf{v}_{\boldsymbol{\nu}}^{2}\right) \\
& +\frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(\partial_{\boldsymbol{t}_{3}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right) \cdot\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)
\end{aligned}
$$

where we used that $\boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2}$ and $\mathbf{v}_{\boldsymbol{\nu}}$ are orthogonal. A straightforward computation shows that the last two terms cancel and we obtain (using the fact $\mathbf{v}_{\boldsymbol{\nu}}=\alpha \boldsymbol{\nu}$ for the scalar normal velocity $\alpha$ ) that

$$
\begin{aligned}
\nabla_{C^{\prime}} \cdot\left(\frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}^{2}}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right) & =\frac{\alpha}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}} \sum_{i=1}^{2}\left(\partial_{\boldsymbol{\tau}_{i}} \boldsymbol{\nu}\right) \cdot \boldsymbol{\tau}_{i} \\
& =-\frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}^{2}}}} \mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}
\end{aligned}
$$

where we set $\boldsymbol{\kappa}_{\boldsymbol{\nu}}=\kappa \boldsymbol{\nu}$ with $\kappa=-\sum_{i=1}^{2}\left(\partial_{\boldsymbol{\tau}_{i}} \boldsymbol{\nu}\right) \cdot \boldsymbol{\tau}_{i}$. Altogether we obtain

$$
\nabla_{C^{\prime}} \cdot\left(\Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\nu}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right)=\nabla_{C^{\prime}} \Gamma \cdot \frac{1}{\sqrt{1+\mathbf{v}_{\nu}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)-\Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}} \mathbf{v}_{\boldsymbol{\nu}} \cdot \kappa_{\nu}
$$

Computing the surface element with the help of the above basis $\left\{\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \boldsymbol{t}_{3}\right\}$ one obtains that for a function $f$ on $C^{\prime}$,

$$
\int_{C^{\prime}} f d S^{3}=\int_{t_{1}}^{t_{2}} \int_{C_{t}^{\prime}} f \sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}} d S^{2} d t
$$

Hence we obtain

$$
\begin{equation*}
\int_{C^{\prime}} \nabla_{C^{\prime}} \cdot\left(\Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)\right)=\int_{t_{1}}^{t_{2}} \int_{C_{t}^{\prime}}\left(\partial_{\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)} \Gamma-\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \kappa_{\boldsymbol{\nu}}\right)\right) d S^{2} d t \tag{5.2}
\end{equation*}
$$

It remains to compute the right-hand side in (5.1). Using the identity

$$
C^{\prime}=\bigcup_{t \in\left[t_{1}, t_{2}\right]}\{t\} \times C_{t}^{\prime}
$$

we see that $\partial C^{\prime}$ contains three parts: top, bottom and lateral boundary. For the top and similarly for the bottom (with a different sign) we obtain $\mathbf{n}_{\partial C^{\prime}}=\frac{1}{\sqrt{1+\mathbf{v}_{\nu}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)$. Hence

$$
\begin{equation*}
\int_{\partial C^{\prime} \cap C_{t_{2}}^{\prime}} \Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right) \cdot \mathbf{n}_{\partial C^{\prime}} d S^{2}=\int_{C_{t_{2}}^{\prime}} \Gamma d S^{2} \tag{5.3}
\end{equation*}
$$

and a similar formula holds for $t_{1}$ with the different sign on the right-hand side. It remains to compute the integral on the lateral surface. We need to identify $\mathbf{n}_{\partial C^{\prime}}$ on the lateral boundary. $\mathbf{n}_{\partial C^{\prime}}$ has to be normal to $\partial C^{\prime}$ and tangential to $C^{\prime}$. Now we choose an orthogonal system $\left(0, \boldsymbol{\tau}_{1}\right),\left(0, \boldsymbol{\tau}_{2}\right)$ and $\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)$ such that $\boldsymbol{\tau}_{2}$ is tangential to $\partial C_{t}^{\prime}$. Hence we can choose without loss of generality

$$
\boldsymbol{\tau}_{1}=\mathbf{n}_{\partial C_{t}^{\prime}}
$$

Claim. $\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)+\left(0, v_{\partial C_{t}^{\prime}} \mathbf{n}_{\partial C_{t}^{\prime}}\right)$ is tangential to $\partial C^{\prime}$.
Proof. Assume $(t, x) \in \partial C^{\prime}$. Choose a curve $(s, y(s)) \in \partial C^{\prime}$ such that $(t, y(t))=$ $(t, x)$. Hence $\left(1, y^{\prime}(t)\right)$ is tangential to $\partial C^{\prime}$. Since $\left(1, y^{\prime}(t)\right)$ lies in the tangent space to $C^{\prime}$, we have

$$
\left(1, y^{\prime}(t)\right)=\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)+\alpha\left(0, \boldsymbol{\tau}_{1}\right)+\beta\left(0, \boldsymbol{\tau}_{2}\right)
$$

We defined $v_{\partial C_{t}^{\prime}}=y^{\prime}(t) \cdot \mathbf{n}_{\partial C_{t}^{\prime}}$ and hence, since $\boldsymbol{\tau}_{1} \cdot \boldsymbol{\tau}_{2}=0$, we obtain $v_{\partial C_{t}^{\prime}}=\alpha$. This implies that

$$
\left(1, \mathbf{v}_{\nu}\right)+\left(0, v_{\partial C_{t}^{\prime}} \mathbf{n}_{\partial C_{t}^{\prime}}\right)
$$

is tangential to $\partial C^{\prime}$.
Now we need to find numbers $a$ and $b$ such that

$$
\mathbf{n}_{\partial C^{\prime}}=a\left(0, \boldsymbol{\tau}_{1}\right)+b\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)
$$

is perpendicular to ( $1, \mathbf{v}_{\boldsymbol{\nu}}+v_{\partial C_{t}^{\prime}} \mathbf{n}_{\partial C_{t}^{\prime}}$ ) and normal. A simple computation shows

$$
b=-\frac{v_{\partial C_{t}^{\prime}}}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}+v_{\partial C_{t}^{\prime}}^{2}} \sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}
$$

and hence

$$
\frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right) \cdot \mathbf{n}_{\partial C^{\prime}}=-\frac{v_{\partial C_{t}^{\prime}}}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}+v_{\partial C_{t}^{\prime}}^{2}}}
$$

As a result

$$
\int_{\partial C^{\prime} \backslash\left(C_{t_{2}}^{\prime} \cup C_{t_{1}}^{\prime}\right)} \Gamma \frac{1}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}}}\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right) \cdot \mathbf{n}_{\partial C^{\prime}} d S^{2}=-\int_{\partial C^{\prime} \backslash\left(C_{t_{2}}^{\prime} \cup C_{t_{1}}^{\prime}\right)} v_{\partial C_{t}^{\prime}} \frac{\Gamma}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}+v_{\partial C_{t}^{\prime}}^{2}}} d S^{2} .
$$

Using $\left(0, \boldsymbol{\tau}_{1}\right)$ and $\mathbf{n}_{\partial C^{\prime}}$ to compute the area element we obtain

$$
\begin{equation*}
-\int_{\partial C^{\prime} \backslash\left(C_{t_{2}}^{\prime} \cup C_{t_{1}}^{\prime}\right)} v_{\partial C_{t}^{\prime}} \frac{\Gamma}{\sqrt{1+\mathbf{v}_{\boldsymbol{\nu}}^{2}+v_{\partial C_{t}^{\prime}}^{2}}} d S^{2}=-\int_{t_{1}}^{t_{2}} \int_{\partial C_{t}^{\prime}} v_{\partial C_{t}^{\prime}} \Gamma d S^{1} d t \tag{5.4}
\end{equation*}
$$

Combining (5.1), (5.2), (5.3) and (5.4) gives

$$
\int_{C_{t_{2}}^{\prime}} \Gamma d S^{2}-\int_{C_{t_{1}}^{\prime}} \Gamma d S^{2}=\int_{t_{1}}^{t_{2}} \int_{C_{t}^{\prime}}\left(\partial_{\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)} \Gamma-\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)\right) d S^{2} d t+\int_{t_{1}}^{t_{2}} \int_{\partial C_{t}^{\prime}} \Gamma v_{\partial C_{t}^{\prime}} d S^{1} d t
$$

Differentiating with respect to $t_{2}$ now gives (2.9).
5.2. Energy identity. In this subsection we show the energy inequality (2.16). Using transport theorems (see, e.g., (2.9)) we obtain

$$
\begin{aligned}
\frac{d}{d t} E(t) & =\int_{\Omega_{t}} \rho_{0} \mathbf{u} \cdot \mathbf{u}_{t} d V^{3}+\int_{\partial \Omega_{t}} \frac{\rho_{0}}{2} \mathbf{u}^{2}\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\nu}\right) d S^{2} \\
& +\int_{C_{t}}\left(\partial_{\left(1, \mathbf{v}_{\boldsymbol{\nu}}\right)} g(\Gamma)-g(\Gamma)\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)\right) d S^{2}+\int_{\partial C_{t}} g(\Gamma) v_{\partial C_{t}^{\prime}} d S^{1}
\end{aligned}
$$

The $90^{\circ}$ angle condition at the outer boundary implies that the last term vanishes. Using the equations (2.1)-(2.2) for $\mathbf{u}$ and (2.11) for $\Gamma$ and noticing that $\nabla \cdot T=$ $-\nabla p+\mu \Delta \mathbf{u}$ we obtain

$$
\begin{aligned}
\frac{d}{d t} E(t) & =\int_{\Omega_{t}}\left(-\rho_{0} \mathbf{u} \cdot(\mathbf{u} \cdot \nabla) \mathbf{u}+(\nabla \cdot T) \cdot \mathbf{u}\right) d V^{3}+\int_{C_{t}} \frac{\rho_{0}}{2} \mathbf{u}^{2}\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\nu}\right) d S^{2} \\
& +\int_{C_{t}} g^{\prime}(\Gamma)\left(\Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right)-\nabla_{s} \cdot\left(\Gamma \mathbf{u}_{t a n}-D \nabla_{s} \Gamma\right)\right) d S^{2}-\int_{C_{t}} g(\Gamma)\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right) d S^{2}
\end{aligned}
$$

Taking into account that $\nabla \cdot \mathbf{u}=0, \mathbf{u} \cdot(\mathbf{u} \cdot \nabla) \mathbf{u}=\frac{1}{2} \mathbf{u} \cdot \nabla|\mathbf{u}|^{2}$ and $\mathbf{u}=\mathbf{u}_{t a n}+(\mathbf{u} \cdot \boldsymbol{\nu}) \boldsymbol{\nu}$ on $C_{t}$ and using the boundary conditions (2.6) and (2.7) we obtain after integration
by parts

$$
\begin{aligned}
\frac{d}{d t} E(t)= & -\int_{\Omega_{t}} T: \nabla \mathbf{u} d V^{3}-\int_{C_{t}} \frac{\rho_{0}}{2} \mathbf{u}^{2}\left(\mathbf{v}_{\boldsymbol{\nu}}-\mathbf{u}\right) \cdot \boldsymbol{\nu} d S^{2}+\int_{C_{t}} \mathbf{u}_{t a n} \cdot \nabla_{s} \sigma(\Gamma) d S^{2} \\
& +\int_{C_{t}}(\mathbf{u} \cdot \boldsymbol{\nu}) \sigma(\Gamma) \kappa d S^{2} \\
& +\int_{C_{t}} g^{\prime}(\Gamma) \Gamma\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right) d S^{2}+g^{\prime \prime}(\Gamma) \Gamma \mathbf{u}_{t a n} \cdot \nabla_{s} \Gamma d S^{2}-D \int_{C_{t}} g^{\prime \prime}(\Gamma)\left|\nabla_{s} \Gamma\right|^{2} d S^{2} \\
& -\int_{C_{t}} g(\Gamma)\left(\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}\right) d S^{2} \\
= & -\int_{\Omega_{t}} T: \nabla \mathbf{u} d V^{3}+\int_{C_{t}} \mathbf{u}_{t a n} \cdot \nabla_{s} \Gamma\left(\Gamma g^{\prime \prime}(\Gamma)-\sigma^{\prime}(\Gamma)\right) d S^{2} \\
& +\int_{C_{t}}(\mathbf{u} \cdot \boldsymbol{\nu}) \kappa\left(\sigma(\Gamma)+g^{\prime}(\Gamma) \Gamma-g(\Gamma)\right) d S^{2}-D \int_{C_{t}} g^{\prime \prime}(\Gamma)\left|\nabla_{s} \Gamma\right|^{2} d S^{2} \\
= & -\int_{\Omega_{t}} T: \nabla \mathbf{u} d V^{3}-D \int_{C_{t}} g^{\prime \prime}(\Gamma)\left|\nabla_{s} \Gamma\right|^{2} d S^{2},
\end{aligned}
$$

where we used (2.14) and the facts $\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\nu}=\mathbf{u} \cdot \boldsymbol{\nu}$ and $\mathbf{v}_{\boldsymbol{\nu}} \cdot \boldsymbol{\kappa}_{\boldsymbol{\nu}}=\kappa \mathbf{u} \cdot \boldsymbol{\nu}$.
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[^47]:    ${ }^{1}$ This corrects a misstatement in [24, Remark 1.15], where the calculations of [33] were misquoted as asserting global simultaneous symmetrizability.
    ${ }^{2}$ Specifically, in the notation of [24, Lemma 7.4], the key property $\operatorname{Re}\left(k A-A^{0} Q\right)>0$ persists under perturbation.

[^48]:    ${ }^{3}$ That is, $\tilde{Q}:=Q\left(A^{0}\right)^{-1}=$ block-diag $\{0, \tilde{q}\}$ with $\tilde{q}<0$, whence we may replace $\tilde{Q}$ with $\operatorname{Re} \tilde{Q}$ and proceed as in the simultaneously symmetrizable case, noting that $\operatorname{ker} A^{0} \operatorname{Re} \tilde{Q}=\operatorname{ker} A^{0} \tilde{Q}=\left(I_{n-r}, 0\right)$, whence (1.3) is preserved. The example $\tilde{q}=\left(\begin{array}{cc}0 & a \\ -a & 1\end{array}\right), a \neq 0$, shows that $\tilde{q}>0$ is necessary, since $\operatorname{Re} \sigma \tilde{q}<0$ but $\operatorname{Re} \tilde{q}=$ block- $\operatorname{diag}\{0, \tilde{q}\}$ is only semidefinite.

[^49]:    ${ }^{4}$ This differs from hypothesis (H2) of [24], in which the eigenvalues were also required to be distinct. However, it was noted in Remark 1.12 of [24] that this requirement may be dropped when $A_{ \pm}^{*}$ and $Q_{ \pm}$are simultaneously symmetrizable, with essentially no change in either results or notation; the same argument shows that this requirement may likewise be dropped in the general case, at the expense of further complications (specifically, the matrix-valued diffusion waves $e^{\left(x-a_{j}^{* \pm}\right)^{2}\left(4 \pi \beta_{j}^{* \pm} t\right)^{-1}}$ of the remark must be replaced by the fundamental solution of $v_{t}+a_{j}^{* \pm} v_{x}=\beta_{j}^{* \pm} v_{x x}$, where $\beta_{j}^{* \pm}:=$ $l_{j}^{* \pm t} B^{* \pm} r_{j}^{* \pm}$ are no longer necessarily diagonal, and the matrix-valued error-functions appearing in excited term $E$ by its spatial integral; finally, though the precise form of scattering term $S$ in [24, Proposition 1.10] is no longer clear, it is easily verified that it satisfies pointwise bounds yielding the same rates of $L^{q} \rightarrow L^{p}$ decay as needed for subsequent stability arguments).

[^50]:    ${ }^{5}$ See [24] for a linearized analysis and [41, 38, 13] for related nonlinear analyses in the viscous or viscous-dispersive case.
    ${ }^{6}$ For a precise definition of the Evans function and a proof of the equivalence of ( $\mathcal{D}$ ) and (H3)(H5), see [24] or [38, Appendix A2].
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